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Editors

Mechatronics
                  2013   RECENT

TECHNOLOGICAL
AND SCIENTIFIC

ADVANCES



Mechatronics 2013
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Preface

This book is the fourth volume in series Recent Advances in Mechatronics,
following the editions in 2007, 2009 and 2011. It comprises carefully selected
contributions presented at the 10th International Conference Mechatronics
2013, organized by Brno University of Technology on October 7–9, 2013 in
Brno, Czech Republic.

The selection of the contributions for this book was based on thorough
reviews of full length papers, concentrating on originality and quality of the
work. Finally 113 papers were selected for publishing in this book.

The book covers the areas design, modeling and simulation of mechatronic
systems, in particular the r&d of mechatronic systems, model-based design,
virtual prototyping, electrical machines, drives & power electronics, actuators
and sensors, automotive and aerospace systems, measurement and diagnos-
tics, signal processing, pattern recognition, wireless sensing, nanometrology,
industrial and mobile robotics, microrobotics, unmanned vehicles, control
and automation, industrial applications, vibration and noise control, the list
of topics could go on and on.

We hope that the volume can serve as useful reference source in mecha-
tronics not just among academics, but also in development departments in
industry, as the mechatronics as a subject should be closely related with the
rapid transfer of new ideas to products we can meet in our daily lives.

We would like to thank all authors for their contribution to this book.

Tomáš Březina
Conference Chairman

Brno University of Technology
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VIII Contents

Thick Film Polymer Composites with Graphene
Nanoplatelets for Use in Printed Electronics . . . . . . . . . . . . . . . . . 73
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T. Březina, L. Březina, J. Marek, Z. Hadas, J. Vetǐska
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Patient Activity Measurement in Active Elbow Orthosis . . . . . 817
T. Ripel, J. Krejsa, J. Hrbáček
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Abstract. The article deals with the development of software tools supporting 
visualization in order to assess the workload of electrical appliances installed in 
machine-tools. This enables us a considerably easier orientation and the control of 
energy consumption. The first part of the article is concerned with the application 
created for simulation of energy flows in the machine-tool with the help of ad-
vanced post-processing. That allows software to select to review only interesting 
data using peaks identifying algorithm. The second part deals with Sankey dia-
grams visualizations improvements. The tool developed for visualization was 
applied to the machine FUEQ 125 Efektiv company TOS Kuřim in cooperation 
with the Czech Technical University in Prague, Faculty of Mechanical Engineer-
ing, VCSVTT - Research Centre for Manufacturing Engineering and Technology. 

1 Introduction 

Energy reduction strategies are increasingly important with the constant increase 
in electricity costs and the rising environmental awareness of both manufacturers 
and customers [3]. A machine tool’s replacement cycle, after installation, is up to 
15–20 years; thus, it is critical to conserve energy on machines with methods that 
can be applied to both new and existing machines [10]. According to the publica-
tion of the European Union, “Ecodesign” aims at improving the environmental 
performance of products throughout their life-cycle (production, use, and end-of-
life) by systematic integration of environmental aspects at the earliest stage of the 
product design. It is estimated that over 80% of all product related environmental 
impacts are determined during the design phase, and most of the costs involved 
are committed then. [11]. 

This description is very general; therefore, several analyses have to be used for 
evaluation. The method of "Lowest Life Cycle Cost" (LLCC) allows determining 
a total cost of ownership and operation of a particular product. LLCC is used to set 
a particular target minimum of these costs where the space between this minimum 
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and the current state enables us to maintain a space for innovation (competition). 
To ensure the necessary innovation, the product is compared with the "Best Avail-
able Technologies" (BAT); in simple terms, using the best available technologies. 
These are technologies expected to be introduced into a standard product within a 
short time horizon. A comparison with the best non-available technologies 
(BNAT), i.e. with a top of the current state of the art in research and product de-
velopment, indicates a possible market development in a longer time horizon.  

Nevertheless, these analyzing tools are used only to determine the potential for 
improvement and the direction in which this improvement could occur. The ener-
gy-efficiency has to be evaluated [5] for a clear illustration of dependences of the 
individual variables. Due to complexity of energy flows in productions machines, 
it is convenient to use a graphical evaluation. That has to summarize data from all 
the energy-using components. Important points based on peaks and important 
intervals, for example coolant running, must be identified. Even on a single actua-
tor it is a difficult task because these points could not be easily found without 
inspection of a smaller interval (Fig. 1).  

Therefore, the essence of the proposal is to present improved visual decision-
making platform for Ecodesign of machine tool previously described as ECO 
Design v1.0 [1]. 

 

Fig. 1 Example of FU EFEKTIV measured data 

2 State of Art 

The application must allow a complete support for a product development with 
regard to energy efficiency [6]. For ECO Design v1.0 application testing data 
measured (Fig. 1) on floor type machining centre FU EFEKTIV (Fig. 2) were 
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used. Machine FUE (Q) 125 EFEKTIV is installed in TOS Kuřim. Based on test-
ing results some of improvements were suggested by users.  

The application itself enables making a straight and comfortable 3D visualiza-
tion by Sankey diagrams [7] (Fig. 4) but in some cases 2D visualization with a 
precise value displayed could be more straightforward. 

Because the data set sampling time is usually very short, little oscillation of 
Sankey represented by 3D body could occur. First version of application had  
implemented frame skip function to make visualizations smoother. Due to 2D 
diagrams and precise value support request it was necessary to choose different 
approach to suppress the phenomenon. 

 

Fig. 2 Installed machine FUE(Q) 125 EFEKTIV in TOS Kuřim 

3 Peak Analysis 

One of typical step towards reducing energy consumption in machine tools is to 
analyze measured data over all actuators and find peaks and other critical time 
intervals.  

There are several scenarios that have to be reviewed [8]: 

− Reduce total energy use for the machine tool based on the usage during idle and 
non-value-added periods 

− Identify disruptions in smooth part production based on anomalous power 
usage spikes 

− Track maintenance state of the machine tool using historical power usage pro-
files 

− Enable environmental reporting on a per-part basis by accurately accounting for 
the energy use of the part as it is being manufactured 
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− Notice emerging trends in the energy usage, such as increased total consump-
tion for successive parts which may indicate process plan deviations and incon-
sistencies. 

For peak analysis “window” approach is used. The input is a table of values 
equally spaced in time. Value in point i is local maximum on interval k when val-
ue of peak function S (1) there is bigger than a threshold. The threshold is calcu-
lated and a value bigger than zero is adaptively set on dataset. The value is written 
to matrix p(i) for next processing. 

1 2 1 2max{ , ,..., } max{ , ,..., }
( , , , )

2
i i i i i i k i i i i i i k

i

x x x x x x x x x x x x
S k i x T − − − + + +− − − + − − −=  (1) 

After that local peaks are processed and compared in global context of data set. 
Point i could be global maximum P(i) for mean m’, standard deviation s’ and con-
stant h. 

 ( [ ] ') ( * ')a i m h s− >  (2) 

Where constant h is: 

 1 3h≤ ≤  (3) 

Peaks close to each other must be removed. Every pair (i, j) is tested whenever 
they are closer than k on timeline. When this is true, then just one with larger val-
ue is a global maximum. 

 

Fig. 3 Visualization of energy flows according to real measured data [2] 
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4 Sankey Diagrams 

They are not visualized together with machine so it could by sometimes hard to 
understand them. We could also make them as a layer on picture of the machine but 
machines are usually too complex in the space to show just 2D picture and 3D mod-
eling has been increasingly used for design. Making visualization in 3D enables to 
obtain a space for extension allowing an increase in the overall visual impression; 
e.g. by a complex kinematic simulation along with the simulation of energy flows. 

 

Fig. 4 Example of basic 3D Sankey diagrams [4] 

4.1 2D Sankey Diagrams 

Suitable design of 2D Sankey diagram for Ecodesign usage was publicized before 
[9]. It must involve a precise text value to allow users to read accurate value when-
ever it is needed. Diagrams are showed in separated window (Fig. 5) and were pro-
grammed in C# using OpenGL library as well as whole ECO Design application.  

 

Fig. 5 2D Sankey diagram values according to measured data on FUE(Q) 125 
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4.2 3D Visualization 

During practice testing used source style of 3D Sankey (Fig. 4) visualization was a 
little bit modified. Different visualization approach (Fig. 6) was designed to get 
better information value into visualization. There is a static basic color used for 
identification of object, combination of intensity of each color for indication of 
growth, transparency for average value and diameter for actual value. Indication 
of growth helps to predict peak states (Chapter 3) before they occur. Using trans-
parency to visualize average value helps to highlight parts with significant energy 
consumptions compared to the other ones. 

 

Fig. 6 Visualization of energy flows; values represented by diameter of bodies 

5 Conclusions 

The Eco Design v1.6 has been designed to provide energy flows post-processing 
to production machines designers. One of typical tasks realized in software is to 
analyze measured data over all actuators and find peaks and other critical time 
intervals. The main target is to find the peaks creation process. Thanks to imple-
mentation of 3D visualization, possible improvements of process could be sug-
gested. On the other hand, 2D Sankey diagram enables precise value checking 
and, therefore adds the possibility to select from several variants. All of these 
functions and possibilities form a visual decision-making platform for Ecodesign.  

Main possible future developments of the software are connections to virtual 
reality and augmented reality visualizations. Data review in CAVE using virtual 
reality for presentation of final results could show different states even on very 
complex machines and complexly solve Ecodesign study together with all  
other studies necessary to be done in design phase. On the other hand, augmented 
reality enables to changes overall impact to energy flows and consumption of the 
production machine. 
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Abstract. The paper deals with the investigation of the influence of the controlled 
suspension on the traction capability of the off-road vehicles, especially the agri-
culture tractors. The standard suspension of the tractor is realized by tires, the rear 
axle is firm. The controlled suspension is used to increase traction forces in the 
soft unprepared terrain. The models of wheel soil interaction describe the rigid and 
elastic models of wheel based on semi-empirical model. 

1 Introduction 

The prediction of the tractive and traction force is very important but it is very 
difficult. It depends on correct of models of terrain, the correct parameters of ter-
rain and on model of the tire. The agricultural off-road vehicles are built with firm 
rear axle and the suspension of this vehicle is realized by tires. The suitable con-
trolled suspension influences the motion of the vehicle in the terrain and the forces 
between the terrain and the wheel.  

2 Modeling Elements 

The basic model’s elements for modeling of the vehicle in the terrain were used. 
The model describes the basic characteristic response of the real object. The mod-
el is consists of the vehicle model, the terrain and soil model and the wheel-soil 
interaction model. Each of models will be described below. 

2.1 Vehicle Model 

A 4-DOF half vehicle model is implemented to simulate the response of vehicle 
on different loading, terrain profile and to calculate the load on wheels.  
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The four degrees of freedom of the vehicle are the heave, pitch and bounces of 
the two unsprung masses. The vehicle model (Fig. 1) is half car model and con-
sists of body (sprung mass), two suspension systems and two wheels. Each of 
suspension system consists of linear spring and damper. The wheel is modeled as 
a linear spring too. The front suspension has stiffness kf and damping bf, the rear 
suspension has stiffness kr and damping br.  

 

Ff, kf, bf Fr, kr, br 
P 

v 

 

F2, k2, b2 
F3, k3, b3 

P 
z1 

z2 z3 

d2 

m2 

z02 

h2 

m3 

z03 

h3 

d3 φ1 

φ 
m1, IO1 

Ftr2 Fres2 

Fver2 

Ftr3 Fres3 

Fver3 

k02, b02 k03, b03 

v 

 

Fig. 1 Half car model  

The set of ODE of vehicle model motion is obtained by Newton’s method [6] 
as follows  

 
( ) ( )
( ) ( ) ϕϕϕ
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Pgmzdzbzdzk
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( ) ( ) PMdzdzbdzdzk

dzdzbdzdzkI

−−−−−+−
−−−−−−=

331313331313

221212221212101

        


ϕϕ
ϕϕϕ

 (2) 

 ( ) ( ) 22212122121222 verFgmzdzbzdzkzm −−−−+−−=  ϕϕ  (3) 

 ( ) ( ) 33313133131333 verFgmzdzbzdzkzm −−−++−+=  ϕϕ  (4) 

2.2 Terrain and Soil Model 

In this study we used one type terrain profile to simulate the dynamic response of 
vehicle, illustrated in Fig. 2. The combination of loading of a pulled object and the 
terrain prepare the simulation conditions.  
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Fig. 2 Terrain profile 

The mobility of wheel vehicle on soft terrain is determined by pressure sinkage 
relation and shear stress – shear displacement relation, which are established at the 
contact patch between the tire and the soil.  

Typical parameters of the terrain are measured by the experimental method. 
The empirical and semi-empirical approaches is used to describe these relations as 
[1],[2] and [3]. The terrain is characterized by parameters, which are in Tab. 1. 
There are presented parameters for several types of the terrain.  

Table 1 Parameters of terrains – taken from [2]  

Terrain 
n 

- 

kc 

(kN/mn+1) 

kφ 

(kN/mn+2)

c 

(kN/m2) 

φ 

(°) 

K 

(m) 

Grenville Loam 1.02 66.0 4486 3.1 29.8 0.038 

Upland Sandy Loam (type 1) 1.1 74.6 2080 3.3 33.7 0.093 

Upland Sandy Loam (type 2) 0.85 3.3 2529 2.5 28.2 0.041 

Upland Sandy Loam (type 3) 1.74 259 1643 3.3 33.7 0.093 

 
The most commonly used relations in terramechanics are Bekker’s equation for 

pressure sinkage relation, shown in Eq. (5) and Janosi-Hanamoto equation for 
shear stress – shear displacement relation shown in Eq. (6). 

 nc z+k
b

k
p= 








φ  (5) 

 )1(]tan[ (-j/K)-e φc+pτ=  (6) 

3 Models of Wheel 

The wheel of the off-road vehicle is modeled as a rigid or an elastic wheel. It de-
pends on critical pressure, which is compared with the average ground pressure. 
When the critical pressure is less than the average ground pressure, the tire is 
modeled as rigid. The average ground pressure is sum of tire inflation pressure and 
the terrain pressure due to carcass stiffness [1].  
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In other comparison of the rigid and the elastic wheel the depth of sinkage is 
used. When the depth of sinkage of rigid wheel and the depth of sinkage of elastic 
wheel are computed, these values are compared. When the sinkage of rigid wheel 
is higher then sinkage of elastic wheel, the wheel is modeled as the elastic. Other-
wise, the wheel is modeled as rigid wheel. 

 

 

Fig. 3 Rigid and elastic model of the wheel  

3.1 Rigid Wheel 

When the wheel is modeled as rigid, the deformation of the terrain occurs. The 
wheel is not deformed. For the tire model, the sinkage is calculated by Eq. (7) and 
the shear displacement is calculated by Eq. (9) [2], [4].  
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Substituting Eq. (5), Eq. (6) and Eq. (9) into the tractive force F (Eq.(10)), re-
sistance force Rc (Eq.(11)) and drawbar pull force Fd (Eq.(12)) are calculated. 
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3.2 Flexible (elastic) Wheel 

The elastic wheel model is used in case of deformation of the tire and the terrain. 
The circumference is divided into three parts as shown in Fig.3: input part BC, flat 
part AB and part or relaxing AD.  

For the first section BC, the maximum sinkage and sinkage at any angle are Eq. 
(13) and Eq. (14). 

 

n

c

agr
e kbk

p
z

/1

/ 










+
=

φ

 (13) 

 ( )0coscos θθ −= rzBC  (14) 

The shear displacement j developed along section BC can be determined in the 
same way as that earlier described for the rigid wheel [1], [2]. For the section AB 
the slip velocity is constant. The increase in shear displacement along section AB 
is proportional to the slip of tire and distance x between the points AB. The shear 
displacement along the section AD can be determined by the same way as that 
discussed previously. 

4 Controlled Suspensions 

The controlled suspension using in the model is based on Extended Ground Hook, 
called as “Skyhook”. In Fig. 4 there is the representation of the theoretical ap-
proach and the realizing by the control law. This control is used with controllable 
damper. The characteristic of the controlled damper is shown in Fig. 4. 

 

 

Fig. 4 Extended Ground Hook – theoretical, realization, characteristic of controlled damper 
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The control law [5] (Eq.(15)) is based on selection of parameters according to 
relative velocity between sprung and unsprung masses – as shown in Fig. 4. 

 )h+zz(bz )+bzz (=bFb
 011221212 −−−  (15) 

5 Numerical Results 

To analyze of response of 4-DOF vehicle with the wheel – soil interaction the 
model runs the straight forward driving on Grenville loam. The vehicle runs over 
the hump (Fig. 2). The multi object parameter optimization of the controlled sus-
pension was used. The optimized parameters were obtained. The next simulations 
were computed for obtained parameters for controlled suspension and then the 
results of response were compared with the vehicle with firm rear axle (usprung 
model) and with the rear suspension model (sprung model).  

The vehicle runs straight forward with constant velocity 10 m/s, but real veloci-
ty of vehicle is lower, because during the running over the hump the slip increases. 
The wheel rotates with the constant velocity, but the vehicle is running slower 
(Fig. 5).  

 

Fig. 5 Velocity of the vehicle running over the hump 

The effect of the suspension and the tire stiffness uncertainty on the vehicle 
performance is shown in Fig 6. The heave of chassis is for unsprung model very 
uncomfortable, but for controlled suspension the heave is more comfortable. If the 
firm axle is used, the vehicle is not so inclined, but if the sprung axle is used, the 
vehicle is more inclined. This is results of sprung suspension; the construction 
changes can eliminate this fact. 
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Fig. 6 Heave and pitch of the chassis 

The effect of the suspension on the wheel – soil interaction forces is considera-
ble. The tractive force and resistance force depend on soil parameters, on the 
geometry of the tire and on the vertical force operation on the wheel. The sinkage 
of the wheel increase, if the vertical force increases too. The resistance force de-
pends on the sinkage and the force increase with the sinkage together. The results 
of tractive force minus resistance forces (depend on models, but buldozering  
effect, the deformation of tire are examples of resistance force) is drawbar pull 
(Fig. 7). This force represents the free capacity of wheel – soil interaction.  

 

Fig. 7 Drawbar pull on the rear wheel over the hump at velocity 10m/s 

6 Conclusions 

This paper presents the influence of controlled suspension on the vehicle in the 
terrain. This is a way how to study the wheel – soil interaction and compare sever-
al models of vehicles. The prediction of mobility and performance of the off-road 
vehicle depend on realistic parameters, but the response of the simulation vehicle 
is similar. The results of simulation confirm that the controlled suspension in-
creases the drawbar pull and enhances the comfort for the driver. The increase of 
mobility of the vehicle depends on the controlled suspension.  
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Abstract. Passive Optoelectronic Rangefinder (POERF) is a measurement device 
as well as a mechatronic system. Design of the POERF manipulator, as a con-
trolled system, creates potential which is used by servomechanisms of elevation 
and traverse. Thus creates presumptions for high quality target tracking by means 
of POERF cameras. Traditional design of the manipulator is ineffective. New 
solution was adopted with POERF model 2012, which has been patented. The aim 
of this article is to clarify reasons for this design and to explain the principle of the 
patented structure. 

1 Introduction  

Passive Optoelectronic Rangefinder (POERF) measures position of the moving 
target in spherical coordinate system (slant range DT, elevation ϕ, traverse ψ) usu-
ally from 10 to 30 times per second. POERF transforms spherical coordinates of 
the target into UTM coordinates (E, N, H)T and uses them for extrapolation of the 
target trajectory. Acquired parameters of the target movement are sent with the 
stipulated frequency to clients (e.g. with a period of 1 second) via Inter-
net/Intranet.  

Main advantage of POERF is its passivity (does not emit any energy) and abil-
ity to function not only in on-line but also in off-line mode. General findings and 
history of POERF development were presented in a survey abstract [3]. Descrip-
tion of 2009 model (Fig. 1) is presented in [2]. The latest findings are published in 
[6] including links to other publications. 

Principle of measurement is based on measuring stereoscopic disparity evalu-
ated from frames of the master camera (reference image) and a slave camera 
(matching image) – Fig. 3. Continuous tracking of a target, which provides direc-
tion channel, whose servomechanisms of the elevation and traverse are the core of, 
forms a logical precondition. Controlled systems (objects) for these servomecha-
nisms are elevation parts and traverse parts of the POERF – Fig. 2. We have  
patented a design of the elevation parts.  
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Fig. 2 Controlled Objects of the POERF model 2012. Elevations parts for the elevation 
motion (“tilting”) and traverse parts for the traverse motion (“pan”, “panning”, “panoram-
ing”) 

Without conducting any detailed analysis it is obvious that in situations when 
big angular accelerations of traverse motion are necessary, also big torques of the 
traverse motor are required.    

Traditional camera manipulators have maximal/minimal elevation lower than ± 
90°. Simultaneously they are usually required to have maximal traverse accelera-
tion approximately twice higher than maximal elevation acceleration. If we ap-
plied the mentioned requirements on the design of traverse motor of the POERF, 
the designed motor would have an extreme rated torque.  

At the same time we know that the maximal traverse acceleration is used with 
the traditional design of camera manipulators only in two situations that do not 
exceed 10% of operational time, but they still can not be neglected.  

First situation appears while switching form the tracking of one target to track-
ing of another one. The highest requirements for maximal traverse acceleration 
arise when traverse angle between the two targets is just 180°. The maximal ac-
ceptable time for switch of aiming from one target to another is specified for such 
situation. For example it is specified that the switch of aiming must be shorter than 
3 s or even only 1,5 s. Control proceeds in mode point-to-point with a given veloc-
ity-profile (ramp). 

Next situation occurs for example while tracking of an aerial target with com-
ing course. Tracking on approaching leg is terminated when maximal elevation is 
reached, then again traverse parts has to move into an angle of 180° (point-to-
point control) and within minimal time.  Only at that time it is possible to track on 
receding leg. Analysis of this situation is briefly presented in [4]. 

Mentioned problems can be eliminated or more precisely reduced in case the 
elevation is unrestricted. In practice, limits of elevation ±360° are sufficient. In 
this case special design of elevation parts needs to be used.  One of the possible 
varieties has been patented by us [5] and used in a construction of model 2012 – 
Fig. 1, 2. 
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3 Design of POERF Elevation Parts 

If the traverse motion is unrestricted, then the situations mentioned above are 
solved in the following way. 

In the first situation the traverse angle does not change and the elevation angle 
changes within cc. 180° in accordance with angular height of the second target. By 
deeper analysis we ascertain that it is necessary to change the traverse angle 
maximally within ± 90°. I.e. in the given time for aiming to the second target we 
manage to work with the half value of maximal traverse acceleration. 

In the second situation the target is tracked only in elevation with fluid pass 
over elevation +90°. Detailed analysis is presented in [4]. 

The very design of elevation parts with unrestricted elevation – Fig. 2. has to 
meet at least these three requirements: 

1. protection of camera and lens in air-conditioned, dust and humidity-resistant 
space   

2. sufficiently high flexural rigidity of the cameras beam 
3. possibility to adjust cameras axes so that they will form a triangulation plane 

and a telemetric triangle in it – Fig. 3., i.e. the possibility to conduct cameras 
alignment (adjustment). 

In order to meet the first requirement, box where the camera is placed has been 
used– Fig. 1, 2, 4. 

For meeting the second requirement, cameras beam conception - (Pratt) truss 
has been utilized, whereas the function of web trusses (members) is fulfilled by 
sufficiently rigid and big camera boxes. As a result of this the elevation parts have 
a mass of only 57 kg. 

Construction system enabling fulfilment of the third requirement was very 
complicated with 2009 model and working with it was very lengthy and not pre-
cise enough – Fig. 4 (in the left). Therefore for 2012 model different solution has 
been chosen – Fig. 4 (in the right). 

Camera is mounted on its base – Fig. 4 (in the right). The base is adjustable, 
mounted by three adjustment screws in the box. The adjustment screw can be  
used  

a) to set pixel rows of the CCD sensor of the camera parallel with the elevation 
axis. I.e. pixel rows of all cameras are parallel. 

b) to set optical axis of each camera parallel with the triangulation plane in 
which the telemetric triangle lies – Fig. 3. 

The box can be revolved around its vertical axis, so that 

a) optical axes of master and spotting cameras are perpendicular to the eleva-
tion axis – Fig. 3, 4. 
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and cc. 750 W for traverse system is appropriate. The limiter of demand electric 
power thus has to be a part of controller 1 SW. 

High demands on dynamic qualities of traverse system are due to high moment 
inertia and demands on point-to-point control while switching aiming from one 
target to another. They can not practically be achieved in demanded range consid-
ering the current and electric power limitation. 

As stated in catalogues of harmonic and cycloid drive gearings, as well as of 
belt drives, these transmissions are known to have small torsion stiffness; there-
fore already with 2009 model two sensors of angular motion (position) were used. 
One sensor for motor shaft and the second for controlled object shaft. This enables 
measuring of torsion angle of transmission and sending particular feedback signal 
to controller 1. By the use of this sensor it is possible to eliminate the influence of 
friction of the transmission [7, 10] and influence of oscillation of the controlled 
object (Effects of flexible/elastic joints) [8, 9, 12]. 

Effects of flexible/elastic joints are extremely strong for the traverse system. 
I.e. according to the measurements made by I. Travnicek and V. Vaclavik (Oprox 
Inc.) on POERF model 2012 natural frequencies of the elevation or traverse con-
trolled objects are 11,5 or 2,9 Hz and damping ratio is only cc. 0,02. Moreover 
according to measurement made on POERF model 2009 [11] also small torsion 
stiffness of the tripod is non-negligible. 

As a result of the data presented above, model motor + transmission + con-
trolled object used in controller 1 should have for elevation or traverse system 2 or 
3 mechanical degrees of freedom (DOF). 

5 Conclusions 

We are currently working on further development of   HW and SW of gyro-
stabilisation and navigation unit – Fig. 5 in cooperation with the Department of 
Measurement of the faculty of Electrical Engineering of CTU Prague and we are 
planning to newly design HW and SW controllers 1 including PWM amplifiers. 
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Abstract. The paper presents methodology for design and application of energy 
management system for the hybrid energy system of the electric vehicle and its 
operational, critical states and processes. Energy control management of the elec-
tric vehicle’s hybrid energy system is presented in introduction. Next chapter deals 
with mathematical analysis of the discharging and charging of the hybrid energy 
system. Simulation results for the proposed hybrid energy system are obtained 
using MATLAB/Simulink. Results confirm that the proposed control system of 
the energy management system is effective for the wide spectrum of the processes 
control in the electric vehicle application. 

1 Introduction 

The power management of the electric vehicle’s hybrid energy system contains 
two main elements:  

• First, when power is demanded from the energy storage system, the con-
trol strategy must determine how many power (current) can be delivered 
from the battery system and how many can be delivered from the super-
capacitor system during the dynamic loading process. 

• Second, the control strategy must determine when and how fast the trac-
tion system should charge the supercapacitor system.  

2 Energy Control Management of the Electric Vehicle’s 
Hybrid Energy System 

A complete control strategy consists of a power flow management strategy and 
algorithms for battery system and the supercapacitor management strategy in 
terms of safety and dependability of the electric vehicle’s traction system.  
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To control the energy stored in supercapacitor system, it is needed that the vol-
tage of the supercapacitor system should be controlled. If not, the upercapacitor 
voltage depends on the battery voltage, so there is no possibility to control the 
energy stored in supercapacitor system, [1]. 

 

Fig. 1 Traction, hybrid energy, information and communication systems with sensor  
subsystem implemented to the electric vehicle 

Bi-directional DC/DC converter is required for the voltage level regulation. 
Fig.1 shows the system configuration with battery system and supercapacitor sys-
tem as hybrid energy storage also a control system and subsystem which controls 
the operational processes in electric vehicle system. Electric vehicle  generally 
contain these main systems: 

1. Traction system:  - Traction electric motor/generator 
   - Invertor (control power units) 
   - Auxiliary unit (auxiliary unit with fuse box) 
   - DC/DC Bus (power circuit with power relays) 

2. Energy system:  - Primary energy system (rechargeable battery system) 
               - Secondary energy system (supercapacitor system) 

3. Energy management system: - Embedded control system (battery management 
system - BMS and supercapacitor management 
system - SMS) 

 - Main control system (Control unit processes da-
ta from embedded system and communicates 
with control systems of the electric vehicle) 
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3 Mathematical Analysis of the Discharging and Charging  
of the Hybrid Energy System 

Part of the energy control management is based on the primary energy source that, 
a rechargeable battery system is. Rechargeable battery system provides a stable 
supply of energy and power during the dynamic movement of the electric vehicle. 
Supercapacitor system is a secondary electric source, which is designed to power 
supply the electric traction system. 

The proposed control algorithm has implemented limit values of the control pa-
rameters. These parameters will be applied for the connecting of the each energy 
system (battery system, supercapacitor system) to the traction system, [4]. 

The energy requirement during dynamic loading is expressed by the equation: 

             

0 0

(  )  (   ) 
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   (1) 

Where: Enet - energy required / generated by electric traction system, Pdischarg batt -  
required power from rechargeable battery systems for the traction system, P discharg 

sc - the required power from  supercapacitor system for traction system, Pcharg sc - 
regenerative power, power delivering to the supercapacitor system from traction 
system during regenerative braking, Pcharg batt – regenerative power, power deliver-
ing to the rechargeable battery system from traction system during regenerative 
braking, t – time step, n-total time of the vehicle movement 

Via equation (1), the main algorithm for hybrid energy sources management 
designed is. Main control algorithm of the hybrid energy sources task is to define, 
when the hybrid electric energy system will be used for demanded power (current) 
delivered into the electric traction propulsion system. Designed control algorithm 
of the hybrid energy management on the Fig. 2 shown is.  

In the control algorithm the variable parameter (Ilimit) implemented is. The vari-
able parameter is the decision parameter for controlling the energy requirements 
and control energy delivering from specific energy source in the critical states.  

This algorithm principle defines, that the required output current and the output 
power of the traction electric motor/generator for this case equivalent values is. 

The proposed control algorithm with the control units is complex decision con-
trol system that manages the hybrid electric system. The control management is 
based on the conditions described by the equation (2) and equation (3) the control 
algorithm operates simultaneously with the equation (1). If the conditions are ac-
cepted, the power distribution system (DC/DC bus) will be connected to the su-
percapacitor system. If the conditions are not accepted, the power distribution 
system (DC/DC bus) will be connected to the rechargeable battery system. 

 ( )  ( )MOTOR LIMITI A I A>  (2) 
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 ( )   ( ) ( )net MOTOR LIMITE P kW P kW>  (3) 

Where: IMOTOR -   requirement of the current or generating of the current by 
electric power traction system, ILIMIT- set the value of the limit parameter required 
for power distribution systems during discharging battery energy system, Enet – 
energy requirement (or generating) by electric power traction system, Pmotor - Re-
quired (or generating) traction power, Plim - limit value for required (or generating) 
power flow distribution performance of the energy system. 
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Fig. 2 Block diagram of the designed energy management system operational algorithm during 
discharging 

For the dynamic simulation analysis of the electric vehicle, the value Ilim can be 
modified and set for next optimization options. By defining the parameters of the 
rechargeable battery system sufficient is. Supercapacitor system can be connected 
to the energy circuit and the traction system at the starting electric current re-
quirement, until its falls to lower limit value of the state of charge. 

3.1 Energy Management Control Algorithm Implemented  
for the Energy Management System of the Electric Vehicle 
Application 

Energy management algorithm of the control unit for the current (power) control 
(redirecting), when electric motor /generator works in the electric motoring mode 
or the electric motor works in the generating mode [6]. 



Energy Management System Algorithms for the Electric Vehicle Applications 29 

 

On the next can be seen an algorithm of the control unit for discharging current 
management between the battery system and supercapacitor system, with limit 
control management for discharging current of the battery system. 

 

On the next can be seen an algorithm of the control unit for the management of 
the discharging current. When state of charge of the supercapacitor is 0% and then 
the battery system discharging is. 

 

On the next can be seen an algorithm of the control unit for control manage-
ment of the regenerative current, which can be redirected to the rechargeable bat-
tery system if state of charge of the supercapacitor system, will be 95%. 

 

On the next can be seen an algorithm of the control unit for limit value of the 
battery charging current. 

function [Isc,Ibatt]= splitter2(Idis,I_limit) 
if abs(Idis) <= I_limit 
    Iaku = Idis; 
    Isc = 0; 
else 
    Ibatt= - I_limit; 
    Isc = Idis + I_limit; 
end 

function [Iscchargingout,Ichargingbatt] = splitter4(Ich,SOCsc) 
if SOCsc < 0.95 
   Iscchargingout = Ich; 
   Ichargingbatt = 0; 
else 
    Iscchargingout = 0; 
    Ichargingbatt = Ich; 
end 

function [Iscout,Idisbatt] = splitter3(Isc,SOCsc) 
if SOCsc > 0.10 
   Iscout = Isc; 
   Idisbatt = 0; 
else  
   Iscout = 0; 
   Idisbatt= Isc; 
end 

function [Ich,Idis]= splitter1(Imot) 
if Imot > 0 
    Ich = Imot; 
    Idis = 0; 
elseif Imot < 0 
    Ich = 0; 
    Idis = Imot; 
else 
   Ich = 0; 
   Idis = 0; 
end 
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4 Case Study and the Simulation Results 

Simulation results for the proposed hybrid energy system are obtained using 
MATLAB/Simulink and SimPowerSystems based software packages by imple-
menting the detailed mathematical and electrical models of the main components 
of the electric vehicle, [2], [3]. For simulating and searching operational and critical 
states of the hybrid energy system of the electric vehicle was chosen representa-
tive drive cycle, [5]. 
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Fig. 3 Time response of the battery system and supercapacitor system state of charge 
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Fig. 4 Time response of the recuperated supercapacitor current of the electric motor/ 
generator during simulation 

function Charging_current_batt = splitter(Ichargingbatt,Max_charge_batt) 
if Ichargingbatt <= Max_charge_batt 

Charging_current_batt = Ichargingbatt; 
else 

Charging_current_batt = Max_charge_batt; 
end 
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Fig. 5 Time response of the recuperated battery current of the electric motor/generator 
during simulation 
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Fig. 6 Time response of the battery discharge current of the electric motor/generator during 
simulation 
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Fig. 7 Time response of the supercapacitor discharge current of the electric motor/generator 
during simulation 
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5 Conclusion 

The electric vehicle contains systems that require electric energy. Electric energy 
requirements of the electric vehicle is a complex dynamic system with time-
dynamic loads. Electric energy system of the electric vehicle should be providing 
power supplying during dynamic loading. 

During the dynamic loads of the energy systems also occurring operation states, 
when these systems demanded an extreme value of the current (power). For this 
reason it is appropriate to apply a hybrid energy system that from a rechargeable 
battery system and supercapacitor system created is. These two systems are re-
versible energy sources. Based on the results of the simulations of hybrid energy 
system (Fig. 3 - 7) during the dynamic loads, the critical conditions during opera-
tion of electric vehicle detected are. Energy management system of the hybrid 
electric system has been designed, implemented and tested for electric vehicle by 
uses of computer simulations. Computer simulations of a electric vehicle hybrid 
energy system reveal reliable results of the proposed system in terms of energy 
saving and operational states. The proposed control algorithm and methodology 
allow an improvement of the function in a basic operational processes and states 
with decreasing of the performances of the propulsion system but increasing ener-
gy saving of the hybrid energy system.  

The designed methodology and the case study results confirm that the proposed 
control system of the energy management system is effective for the wide spec-
trum of the processes control in the electric vehicle application. 
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Abstract. This paper presents an approach by which it is possible to use standard 
software for simulation of a material flow for conducting tests of mechatronics, 
such as sensors, actors, PLCs or even a MFC. Applying simulation for testing 
responses of mechatronic systems, which might even be still under development, 
is also known as emulation and it is a modern way how to carry out virtual com-
missioning. First, current base of knowledge and related research is presented. 
Next, technological background of the presented solution is discussed together 
with its main logical and technical challenges. Finally, laboratory experiments 
conducted with an overhead crane interconnected with a simulation model are 
shown and direction of further research is outlined. 

1 Introduction 

Simulation can be generally understood as a part of a concept called digital fac-
tory. As such, simulation can be defined as „imitation of a dynamic process within 
a system with the use of a model that allows for experiments in order to gain in-
formation that can be transferred into a real system.“ [1] Simulation of a material 
flow is a specific part of general simulation which deals not only with flow of 
(countable/ discrete or continuous) material through a production, network or 
logistics system. Tools for material flow simulation enable more kinds of experi-
ments to be carried out. In recent years, great emphasis has been put on virtual 
commissioning, especially in relation with its economic application. [2] Virtual 
commissioning is the way how to test and optimize products of mechanical engi-
neering (mostly mechatronic components such as sensors, motors and other ac-
tors), control software (MFC or PLC) or logistic and transport systems [3] or even 
complex production systems (if certain standardization is implemented [4]) well in 
advance, i.e. before the real SOP (start of production) or start of operation. 

1.1 Virtual Commissioning vs. Software Tests 

It is important to stress that virtual commissioning cannot be seen as a substitute 
of or confused with software tests. Software tests are usually carried out by the 
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same engineer who develops the software and therefore they tend to lead to badly 
structured programming codes which are not transparent for a third party due to 
various debugs and workarounds. This especially applies for software updates and 
extension of the functionality of the respective software. Moreover, during soft-
ware tests it is not possible to incorporate the behaviour of the controlled system 
in relation to response time of the mechatronics and to reflect its stochastic nature, 
which in a real system is almost always to be count with. The most important ad-
vantages of virtual commissioning are listed below. [5] 

• Shortening of the process of SOP. 
• Possibility to carry out part of the SOP in more convenient environment (not 

necessarily on site) combined with the opportunity to use the emulation model 
for training of workers. 

• Parallel development and optimization of mechanical parts, especially mecha-
tronic mechanisms. 

• Simultaneous programming and debugging of the control software (of MFC or 
individual PLCs). 

1.2 Virtual Commissioning Using Material Flow Simulation 

Very often virtual commissioning concerns a mechatronic system which is only a 
part of a more complex mechanical system (e.g. conveyor system, production line 
with robots, etc.). These mechanical systems which are designed to control and 
direct a flow of material (palettes, assembly parts, luggage...) are usually also 
tested and optimised by a simulation model. Therefore there is a potential to use 
an existing (valid) simulation model of the particular mechanical system not only 
for optimization of a material flow (and of utilisation of elements of the system – 
machines and stations) which are mostly the main objectives of the simulation, but 
also for virtual commissioning of its mechatronic parts or of the MFS and/or PLCs 
which should control its proper function. To sum this up, virtual commissioning is 
becoming an integral part of development and simulation of a MFC or PLCs and 
related mechatronic parts. Shortening of duration of planning and development of 
a (production) system as the main advantage of virtual commissioning (see the 
previous section) is depicted in more detail in Fig. 1. 

 

Fig. 1 Advantage of virtual commissioning with respect to project duration [5] 
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Using a simulation model, which, to certain extend, substitutes a real (control) 
system, in the sense that the simulation model receives and/or sends signals in-
stead of that real (control) system, corresponds with the definition of emulation. 
Generally, emulation can be really defined as imitation of a system (here a MFC, 
PLC or other control system) by another system (in this case a simulation model), 
or more succinctly as “the process of exactly imitating a real system”. [6] 

Technical aspects which set conditions for the virtual commissioning by the use 
of a material flow simulation model are as follows [6, 7]: 

• Synchronising of a real clock time between the PLC (and any other kind of 
physically existing control logic) and the simulation model, which is inherently 
discrete event oriented. 

• Standardisation concerning the interface between the simulation software and 
the control logic (PLC). Generally, great simplification in this respect has been 
achieved thanks to OPC (OLE for Process Control). Currently, interfaces be-
tween the simulation software Plant Simulation and the Siemens protocols S5, 
S7 or PCS7 are applicable in praxis. 

• Additional switch has to be implemented in the real (physically existing) con-
trol logic. This has to enable switching between the physical machine (sensor, 
actor) and the model. 

Basically, three kinds of application of a simulation can be distinguished in de-
pendence on the integration level of the simulation within the control software 
development and testing. This shows fig. 2 [5] 

 

Fig. 2 Levels of integration between a simulation model and system control [5] 
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In case of a connection of the simulation model with a MFC the actions, which 
are attributed to the MFC, are also carried out by the MFC, i.e. the respective logic 
is not implemented in the simulation model. In this case, the simulation model 
merely sends and receives signals to or from the MFC. Technical problem to be 
solved here is to guarantee the correct communication via the industrial protocols. 

Should the simulation model be used for tests of a PLC, it requires then a more 
detailed modelling. The reason is the necessity to transform all signals including 
single-bit signals (such as “on/off”) into the simulation model and vice versa. The 
model also has to include elements which represent all the sensors and actors of 
the particular mechatronic system. 

2 Proposed Methodology of Emulation 

In this part a methodology of emulation which can be applied for the purpose of 
virtual commissioning in practice, is proposed. Several aspects had to be taken 
into account. With regard to the practical use of the proposed methodology, a 
major role played the choice of simulation software and communication inter-
faces. As in case of other similar studies, the possibility to model complex control 
structures with clear boundaries between the model itself and layers attributed to 
the PLC, and open architecture of the software, were decisive. [8] 

As a subject of the simulation model a portal crane was chosen which was built 
within the project FRVŠ G1 3152/2011 – „Use of modern three-axes sensors and 
automatic control in the subject Applied Mechanics“. The crane was equipped 
with capacitive accelerometers and angular velocity sensors 6D MEMS (three-
axes accelerometer MEMS and three-axes gyroscope with integrated temperature 
sensor). All measurements carried out with the crane were registered in a format 
shown in fig. 3. The format of the data corresponds to with the two’s complement, 
therefore the readings 0 and 255 both represent acceleration with an absolute value 
close to zero (0 m/s2). The data could be also recorded on a microSD card. [8] 

 

Fig. 3 Bit format of the recordings of the crane movements [9] 

The crane was emulated by a simulation model where the movement of the cat of 
the crane is limited by a rectangular layout of scalable dimensions, while the lifting 
crane can also be arbitrarily adjustable. Apart from the part for communication be-
tween the simulation model and the physical control of the real crane the model has 
two other levels. The upper level contains event controller which enables the user to 
control the simulation run. Here the user can also observe the simulated movement 
of the crane (more precisely, the 2D movement of the cat across the x and y  
coordinates and numerical expression of the current z coordinate), together with 
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information concerning the action which is currently being carried out by the crane. 
This level, which can thus be seen as a control (quasi PLC) system of the crane, is 
shown in fig. 4. 

 

Fig. 4 Upper level of the simulation model of the crane 

The lower level contains elements which simulate the actual movement of the 
crane and the transported material. In addition, range of the motion of the crane as 
well as dimensions in all three axes in a Cartesian coordinate system can be set here 
together with the size of acceleration and velocity vectors separately for loaded and 
free crane in x, y, and z direction. Next, positions (coordinates) of material supply 
points and targets can be adjusted. Finally a strategy can be chosen which deter-
mines the priority of serving the supply points and supplying the targets as well as 
the trajectory of the motion of the crane. The lower level is shown in fig. 5. 

 

Fig. 5 Lower level of the simulation model of the crane with elements for model setting 
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As far as the communication between the simulation model and the control of 
the crane via industrial telegrams concerns, a solution similar to the one imple-
mented in practice by the company iSILOG GmbH was applied. Also in this case 
the core is an adaptive definition of the communication protocols, both in MS 
Excel and in the simulation software Plant Simulation. In the individual tables the 
telegram system, headers of the telegrams and their definition had to be inserted. 

Definition of the telegram system has to contain information whether the local 
application is server or client, IP-address of the server, port number of the connec-
tion and further information depending whether the telegrams are received or sent. 
Above all, time out has to be defined to alarm the user in case of interrupted 
communication (after the time out during which no signal was received the com-
munication is considered disrupted). 

Header of each telegram has to be defined, too. In the respective table name of 
each contained attribute, its data type and length (in bytes) have to be predefined. 
These tables together with the interface in the simulation model for defining and 
management of the protocol communication can be seen in fig. 6. 

 

Fig. 6 Definition tables for protocol communication and interface in the simulation model 

To the present time initial laboratory experiments were carried out. The pur-
pose of these experiments was to check the function of all sensors and verification 
of the applicability of the MEMS technology in the field of crane technology. 
Example results are time dependences of accelerations in all three directions. Illus-
trative graphs are shown in fig. 6. Future research will be now focused on further 
measurements and comparison of their results with outputs of the simulation 
model. 



Virtual Commissioning of Mechatronic Systems with the Use of Simulation 39 

 

Fig. 7 Time dependence of x-axes acceleration (left) and z-axes acceleration (right) 

3 Conclusions 

Virtual commissioning is a modern way of conducting SOP test of various mecha-
tronic systems. A vital part is played by simulation. A material flow simulation 
model can emulate a real system and part of its logic control. Virtual commission-
ing offers many advantages, thought there are still technical challenges to be re-
solved. These technical aspects are discussed in the paper. 

Laboratory experiments were conducted in order to verify the suitability of in-
terconnection of an overhead crane with a simulation model. The overhead crane 
was equipped with dynamic sensors and first measurements were carried out. Si-
multaneously a simulation model of the crane was built and interface for protocol 
communication between the model and the crane control was established. 
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Abstract. This article proposes the methodology allowing a prediction of geome-
tric and working accuracy of large CNC machines tools (MT). The presented ap-
proach to behavior predicting is applied to kinematics of vertical lathe with an 
emphasis on different machining conditions. The resultant deflections of a tool 
and workpiece (WP) are described within the entire workspace of the machine tool 
with a simulation of different working conditions, whereby it is possible to effec-
tively use the workspace in terms of working accuracy (WA). The results of the 
presented methodology can be used for selection of the appropriate type of  
machine tool and machining technology as early as in the tendering stage. This 
reduces the time required to select and submit a machine tool quotation. The pro-
posed methodology for predicting the geometry and WA has been verified on a 
vertical lathe (VL) produced by the company TOSHULIN a.s. 

1 Introduction  

This article deals with the development of methodology allowing a prediction of 
geometric and working accuracy of vertical lathes, type SKIQ30, produced by 
TOSHULIN a.s. For prediction of behavior, a maximum amount of data obtained 
from the reception tests according to ISO standards should be primarily used; 
these tests are routinely performed in manufacturing companies. The tests con-
cerned are essentially basic tests according to ISO 230-(2, 4), ISO 3655 P1 and 
P3, which are jointly carried out within the reception of vertical lathes. For kine-
matics of a vertical lathe, appropriate tools were selected to identify the geometric 
and working accuracy to the fullest possible extent of workspace. On the basis of 
the obtained data, a methodology for measuring and processing of data is pro-
posed for a particular type of MT and its kinematics; this leads to the prediction of 
geometric and working accuracy of a MT. 

Accuracy of MT is an important aspect for reliable and cost-effective produc-
tion. With increasing requirements on production quality in aerospace, automotive 
and power industries, high demands are laid on the producers of MT. These re-
quirements include both working and geometric accuracy of a MT. A check-up of 
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the machine parameters is more and more often carried out according to customer’s 
requirements, even with software compensations of the MT being turned off. Here, 
in principal extent, the occurrence can be traced of errors caused by inaccuracies in 
the production of individual parts, their assembly, and thermal dilatation; with large 
MT it is also the occurrence of elastic deformation resulting from moving parts. To 
verify the respective accuracy, tests are performed on all manufactured machines 
according to the standards ISO 230-(2, 4), ISO 3655 P1 and P3, and also on a par-
ticular piece given by the customer. Tests are carried out according to the standards 
with a given structure of record of measured values. These are coherent and easily 
controllable parameters that can further be effectively used as a feedback for a de-
sign office. 

Increasing the geometric and working accuracy of MT is a challenging process 
involving changes in designing and manufacturing of individual components, their 
assembly and inspection of MT. The whole process is time-consuming and very 
costly, and therefore methodologies are sought to minimize time and financial 
demands while maintaining the trend of increasing the geometric and working 
accuracy. 

Geometric errors are the main part of inaccuracies of MT [1], along with the er-
ror caused by the cutting forces they represent an increase in inaccuracy of the 
final WP. A classification of errors incurred on the MT is given by Ramesh et al. 
[2], where the individual components of error are described in greater detail. 
These components include geometric errors, kinematic errors, errors excited by 
heat influence, errors caused by instability of material, errors caused by cutting 
forces during machining, etc. 

Based on the description of errors of three-axis and multi-axis machines, a 
number of compensation methods are built; these methods are based on different 
measurement strategies. One of the recent approaches to compensation is the use 
of so-called volumetric compensation enabled by the latest series of control  
systems. Measurement strategy for determining the parameters of volumetric 
compensation is dealt with in the publication by Aguado [3], where a measuring 
instrument called Laser Tracker was used. Other publications [4] are devoted to 
the calibration of multi-axis machine tools, where a measuring instrument Laser 
tracer was used to measure the volumetric accuracy of the MT. On the basis of the 
use of the above instruments, a methodology has been proposed to describe the 
errors in the workspace of the MT, which then lead to the prediction of geometric 
and working accuracy of VL type SKIQ. 

2 Volumetric Error of Vertical Lathe  

Vertical lathes are mainly used for machining of large cylindrical parts according 
to various requirements on both the machining technology and the resultant geo-
metric accuracy of the WP. When considering all the errors involved in the final 
accuracy of WP, it is necessary to take into account that this is a very demanding  
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process of identification of the resultant deflection of the tool from the WP.  
A chart of vertical lathe SKIQ30 with the test WP according to ISO 3655 P1 is  
illustrated in Fig.1. 

 

Fig. 1 Vertical lathe SKIQ30, TOSHULIN, a.s. with workpiece ISO 3655 P1 

A total volumetric error is affected by a variety of factors shown in Fig.2. The 
main share of error in the resultant volumetric accuracy is due to the geometric 
error, thermal error, error caused by cutting forces and error resulting from WP 
clamping. With the machine SIKQ30, maximum load of clamping plates is 30,000 
kg and maximum load of cutting forces is 40,000 N; this demonstrates a large 
range of machining conditions. 

 

Fig. 2 Overview of the error budget in a machine tool and the factors affecting it [2] 
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2.1 Identification of Geometric and Kinematic Errors on VL 

Standardized ongoing tests according to ISO enable us to identify errors e.g. EXX, 
EHR, EZX, XWZ, EZC, EXC, EYC, etc. In order to identify the necessary ma-
chine errors, the machine was divided into two parts. The first part identifies  
deflections of the tool from the ideal position for translational motion in the work-
space. To determine the deflections in the respective working point of the machine 
DX, DY, DZ with defined travels of controlled axes OS X, Z, Z1, a measuring 
method was constructed as seen in Fig.3. 

 

Fig. 3 Identification of errors caused by linear travels of VL 

To measure the respective errors of machine translational axes, the following 
instruments were used: Laser Tracker, TRACEKR3, API and laser interferometer, 
Renishaw. Measurement results were processed according to the requirements on 
the individual deflections depending on the position in the workspace. A sample 
measurement and measured data are shown in Fig.4. 

 

Fig. 4 Example of measurement of VL in company TOSHULIN. Real course of tool of VL 

The second part of the volumetric error of vertical lathe is composed of errors 
occurring on the rotary plate. The principle of measuring and identifying the errors 
on the rotary plate has been presented in [5]. 
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The resultant error Veg is given by geometric and kinematic machine error in-
duced by the rotation of the plate of vertical lathe Mr and translational motions of 
cutter head Mt. The errors resulting from the rotary plate also include the weight 
of future WP, which contributes to the total error. The equations 1 and 2 are de-
scribed in greater detail in [6]. 
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2.2 Identification of Errors on a VL Induced by Cutting Forces 

The second part of the resultant error acting on the future WP, Vec, is focused on 
the load induced by the machining force. The following diagram shows the load of 
lathe cutter and the induction of moment at the cutter head of vertical lathe. The 
induction of deflections is shown in the following diagram in Fig. 5. The ideal 
position of the tool is given by the vector Ai. As (Veg) shows a deflection from the 
ideal position caused by the positioning error (kinematics and geometry) calcu-
lated in relation to the cutter head, An is a deflection caused only by offset of the 
tool, Ao is a deflection caused by the component of machining forces. 
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Fig. 5 Effects of machining forces on the structure of vertical lathe, analysis of deflections 
occurring on TCP  

A total deflection caused by offset of the tool and machining deformation is 
marked as Vec and is given by the equation 3. 

 ( ) ( )KFonKFec AAV ,, +=
 (3) 
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Deflection Ao is dependent on the size of machining forces F, machine stiffness at 
the given point K(x,z). The stiffness matrix has been obtained by experimental veri-
fication on a VL and only for the selected points in workspace of the MT. [7] 

2.3 Predicting Accuracy Behavior of Vertical Lathe  

Based on the above total deflection Vef, it is possible to set, depending on the 
weight of the WP and the position of the tool related to the WP, the resultant def-
lection dependent on the geometric behavior and cutting forces (Eq. 5). 

This was verified on the test WP according to the standard ISO 3655 P1. The 
results show a proportion of the individual factors affecting the resultant error 
defined by Ramesh [2]. It is also possible to monitor the behavior of finishing and 
roughening operations, which affect the resultant geometric accuracy of the WP. 

 ( ) ( ) ( )KFeczxegKFzxef VVV ,,,,,,, += ΦΦ  (5) 

From the course of deflections shown in Fig. 6, it is evident that the greatest def-
lections occur in the direction of axis Y. In addition, it is obvious that the  
deflections due to the geometric error are greater than the deflections caused by 
machining forces. It is necessary to take into account that the computations are 
performed for machining which does not correspond to the finishing phase of 
machining and the forces acting on the tool are fourfold. In terms of finishing 
machining, geometric errors form the main part of the total error on the MT, 
which confirms the statement of Ramesh [2]. 

 

Fig. 6 Effects of machining forces on the structure, analysis of deflections on TCP 
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Fig. 7 Course of resulting deflection during machining of test WP - ISO 3655 P1 

Fig. 7 shows the resultant deflections induced during machining of test WP. 
Based on the known parameters, it is possible to predict the resultant deflection on 
any diameter during machining of cylindrical surfaces. The observed deflection of 
circularity is in this case formed by errors dx and dy. Simultaneously, the error dy 
always has a much smaller share in the resultant error, whereby the largest deflec-
tion on the machine is at the position z = 760 mm  and the smallest at the position 
z = 0 mm. The measured deflection of circularity on the WP was 0.015 mm at 
positions (z = 260-760 mm). The difference between the predicted and real value 
is induced by the remaining factors as described in [2]. 

3 Conclusions 

The approach presented in this article enables to predict the geometric and work-
ing accuracy for kinematic structure of vertical lathe. This methodology was sub-
sequently verified on a vertical lathe from the company TOSHULIN - SKIQ30. 
The entire methodology was designed with the aim to use the highest possible 
amount of information already available on the machine tool. Available sources of 
information primarily used were the measured data obtained from the reception 
tests; these were further supplemented by tests using the instrument Laser Tracker. 

Processed results of both geometric and working accuracy will allow predicting the 
behavior of machines for finishing and roughening turning. A more detailed analysis is 
possible with the aim to further identify the share of geometric accuracy and working 
accuracy of vertical lathe and also to identify the "weak" points on the machine tool. 
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Abstract. Keyboards of digital pianos have moderate dynamic performance com-
pared to that of grand pianos. Real needs emerged to emulate haptic features of a 
piano action by a simple device. This paper deals with analytical and experimental 
investigation of check and repetition phase of touch. Finding out the relationship 
among initial velocity of hammer, duration and magnitude of impact impulse, key 
position, fly of time gives sound foundation for development of a haptic keyboard 
that offers the same sensation for pianist as the acoustic one. Parameters of  
governing expressions were determined by measurements. 

1 Introduction 

Digital pianos all have outstanding sound quality but poor touch sensation. This 
haptic feedback together with acoustic feedback is essential for pianist in inter-
preting classical piano music.  Even the most sophisticated mechanical solutions 
(keyboards with hammer action) can partially replace inertial effects but miss 
escapement, check and repetition, the most significant haptic effects. The pro-
posed solution replaces the mechanical action with an electronically controlled 
actuator [1, 2] (Fig.1).  The paper concentrates only on the check and repetition 
phase of operation, because they are in close connection with each other. 

Key y

Actuator Signal
 processing

y(t)

Sensor

FA

 

Fig. 1 Proposed haptic keyboard  

The piano action can be studied in Fig. 2. The key is pressed down completely 
when hammer falls after striking the string. Repetition spring stores a portion of its 
kinetic energy and back check stops the hammer exerting an impulse to the key.  
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Fig. 2 Parts of grand piano action  

When the player releases the key a bit (1-2 mm), contact between hammer tail 
and back check ceases and repetition lever lifts the hammer to be ready for another 
cycle. This process is called repetition. In the meantime repetition lever collides 
with the regulator screw that induces a second impulse that is transmitted to the 
key causing a “kick” perceived by the player.   

2 Modeling the Piano Action 

It is critical to accurately model piano operation because of the complexity of the 
system consisting of changing constraints and components with significant com-
pliance, hysteresis and other non-linear properties. Even though the number of 
publications modeling piano action increases steadily [3, 4, 5, 6, 7], real break-
through has not occurred so far. The philosophy of this paper differs a bit from 
that of above mentioned ones: it is to be determined only the net moment exerted 
by the action to the key, instead of modeling the motion of all action parts. In a 
priory knowledge of physical background one needs to determine only a few con-
stants by measurements, instead of many parameters. As a consequence, simple 
expression will make it possible real time data processing. 
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Fig. 3 Modeling back check with linear spring  
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After hitting the string, falling hammer is stopped by the back check that is 
modeled by a linear spring of stiffness s placed between the key and hammer tail 
(Fig. 3). Since geometric data change only slightly during check phase, the force 
arising in the back check spring can be calculated with linear expression: 

 )cc(sN 21 ϕ−α=   (1) 

This expression is valid only for compression forces N>0. During check phase 
the key motion can be neglected, so the stored energy in back check spring is 

 sc
2

1
U 22

1b α=  (2) 

During check phase frictional contact takes place between back check and 
hammer tail, the friction loss can be calculated as the work of friction force Ff: 
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where the force arm RH of the friction force can be regarded constant. 
The repetition spring of very small stiffness is preloaded with force FS, thus its 

change can be neglected. The potential energy stored in the repetition spring is 
approximately 

 rFU SSr α⋅=  (4)    

The energy balance of action during check phase can be calculated as follows: 
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where J is the mass moment of inertia of hammer, 0α is the initial angular veloci-

ty of the hammer prior to checking, G is the force of gravity of the hammer, is the 
friction coefficient between back check and hammer tail. Introducing  
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new variables, and solving differential equation (5) for α  with initial condition 
α(0)=0 one obtains 

 B2

A
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Having a closer look at the parameters A and B, the relation A<<2B can be recog-
nized. The solution of (6) then simplifies to   
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It can be seen that the travel of hammer during check phase is approximately  
proportional to the initial velocity of hammer. Duration of check phase can be  
calculated from the 0)t( stop =α condition that results in a nearly constant value: 

 
B2

tstop
π≅  (8) 

It is to be noted that duration of check phase is independent of initial velocity of 
hammer. Until hammer moves, the contact force F1 lies in the circumference of 
the friction cone. After stopping, the hammer may either rebound or remain in rest 
position latched depending on the equilibrium conditions of the hammer. Normal-
ly the moment of repetition spring force FS about point E is higher then that of the 
gravity to be able to lift the hammer during repetition, but the back check can latch 
the hammer until releasing the key. As the magnitude of normal force Nmax does 
not change shortly before and after stopping the hammer, the direction of contact 
force has to change in order to maintain the equilibrium of hammer. Fig. 4 shows 
the forces acting on the key at the end of check phase (F1), during latching 
(F2≈Nmax) and shortly after ceasing latching (F3). The change of force arm r1 → r2 
implies the reduction of force arm k1 → k2 causing rapid drop of the moment Mmax 
→Mend acting on the key and check phase has finished. These moments are  
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Fig. 4 Forces acting on the key before, during and after latching 
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respectively, where K1, K2, K3 constants are to be determined by measurements.  
Repetition phase begins when releasing the key steadily. In this case normal 

force of back check N lessens according to equation (1). In spite of this the ham-
mer can remain latched for a good while, because increasing force arm r may  
sustain the equilibrium, while decreasing force arm k exerts smaller and smaller 
moment on the key. Finally contact ceases and no force acts between hammer and 
back check any more. The key is loaded only by moment Mmin=K3.  
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In the meantime repetition spring tosses up the repetition lever and hammer un-
til repetition lever collides with the stationary regulator screw. As in general, im-
pact impulse is proportional to the velocity of colliding point of repetition arm 
prior to impact that is near the same as that of the knuckle. First the velocity of 
knuckle vk must be calculated at the instant of collision from the energy stored in 
repetition spring according to equation (4).   

 K
BJ

)GRRF(2
rrv 050

GSS
ScSk α=α−=α=   (11) 

As mentioned before, impulse generating during impact is proportional to the   
velocity and a portion of this impulse is transmitted to the key by the whippen 
assembly. Thus the moment of impulse exerted to the key is also proportional to 
the square root of the initial velocity of the hammer: 

 KMdt 04 α=   (12) 

where constant K4 has to be determined by measurement. Unfortunately the shape 
of this momentum can not be calculated. 

3 Measurements 

In order to determine K1…K4 constants and duration of impulses, measurements 
have to be performed. Measurements were taken on a 1:1 model of the real piano 
action produced by Renner GmbH (Fig. 5).  

In the first step the check phase was investigated. In practice key is already sta-
tionary when colliding with hammer. This fact allowed using a simple measuring 
procedure. The key was supported on a force sensor (Honeywell FSG 15N1A) and 
hammer was dropped with various velocities. Hammer velocity was measured by  
 

 

Fig. 5 Piano action model  



54 P. Horváth 

a transmission type optical sensor. The net moment acting on the key was propor-
tional to the force measured.  Moment versus time diagram during check phase 
with initial angular velocity s/rad120 =α  can be seen in Fig.6 where the analyti-

cally determined curve is also depicted. The similarity is apparent. It turned out to 
be from measurement that duration of check phase takes about 7-8ms. 
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m
]

1

2
301maxB KKM +α= 
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Fig. 6 Moment history of check phase  

Calculating constants from measurement one obtains K1=0,1125 Nms/rad, 
K2=0,017 Nms/rad,   K3=0,4 Nm, respectively. 
In the second step repetition phase was measured. The force sensor as a support 
was moved by a DC gear-motor driven micrometer screw allowing the key to 
release steadily. The moment history during repetition can be seen in Fig.7. At the 
beginning the decreasing contact force altogether with changing force arm cause 
decreasing moment. The moment falls from Mend to Mmin approximately linearly as 
indicated “back check relief”. The fly of time of hammer until collision can be  
neglected relative to the duration of  impulse generating during impact of repeti-
tion lever and regulator screw. Duration of this triangle shaped impulse “kick” is 
about 60 ms because resilient whippen felt prolongs the contact time. From mea-
surement constant K4 can be calculated applying expression (12): 
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Fig. 7 Forces acting on the hammer before, during and after latching 
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Letting up the key further, repetition spring reliefs further but the moment re-
mains approximately constant due to the small stiffness of repetition spring. At the 
end contact between repetition lever and regulator screw ceases and moment falls 
to its static value.   

4 Conclusions 

This paper dealt with modeling and measuring dynamic behavior of check and 
repetition phases of piano action in order to work out basic expressions for devel-
opment of a haptic keyboard. Results of analytical investigation showed, that a) 
travel of hammer during check phase is approximately proportional to the initial 
velocity of hammer; b) duration of check phase is independent of initial velocity 
of hammer; c) shape of the moment history during check phase is sinusoidal; d) 
impulse during repetition exerted to the key is proportional to the square root of 
the initial velocity of the hammer. Simple analytical expressions worked out de-
scribe well haptic response of piano action with only a few parameters. These 
parameters were determined by measurements.  
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Abstract. The present work mainly focuses on modeling of the mechanical prop-
erties of the vacuum packed particles. Such structures are composed on the basis 
of loose granular materials encapsulated in a hermetic space. Initially granular 
system behaves like a classical plastic mass. When the internal pressure is pumped 
out of the system, what was baggy bulk transforms into solid (semisolid) state. 
Rheological Gubanov model is adopted to describe uniaxial compression loading 
experimental results of specially performed testing specimens. In the final part of 
the paper some numerical results are presented. 

1 Introduction  

Nowadays increased attention is observed in active and semi-active control de-
vices field. The main advantages of semi-active vibration control techniques over 
active control systems are related to offering considerable effects without requir-
ing the associated power sources. Typical examples of semi-active control devic-
es are dampers or shock-absorbers designed on the basis of controllable fluids. 
Examples of “smart” fluids are electrorheological fluids (ER fluids) and magne-
torheological fluids (MR fluids). Moreover, semi-active devices provide highly 
reliable operation.  

In this paper author would like to present an innovative controllable structure, 
which appear to be an attractive alternative to "smart" fluids. 

Vacuum packed particles systems are composed of a loose granular material 
encapsulated in a hermetic, soft plastomers envelope ([3]). When internal pressure 
is the same as surrounding atmospheric pressure, the system behaves similarly to a 
dense liquid ([6], [7]). When the structure is exposed to so called “underpressure” 
the essential characteristic of investigated systems transforms into viscoplastic 
solid ([8]). The underpressure is defined as a difference between an atmospheric 
an internal pressure. 

Special granular structures (SGS) are in some aspects granular analogs of MR flu-
ids. Loose grains can be compared to polarizable particles. Internal pressure is an 
equivalent of a carrier liquid. The impact of an electric or magnetic field is replaced 
by underpressure. Pumping out an air from the granular systems results in increasing 
“inter-granular” frictional forces acting between single grains. Also some grains dis-
placements are observable for greater underpressure values. Described phenomenon 
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is comparable to application of an electric or magnetic field to ER, MR fluids result-
ing in chains forming. 

SGS under the impact of partial vacuum exhibit viscoplastic behavior.. Transi-
tion to rheological equilibrium can be achieved in a very short time, which is 
strictly depended on a vacuum pomp capacity and the volume of the system. 

Moreover, SGS are not sensitive to impurities commonly encountered during 
manufacturing and usage. Another disadvantage of smart fluids in comparison to 
SGS is the impact of temperature. Although it is usually assumed that MR fluids 
can operate at temperatures from –40 to 150°C with only slight variations in the 
yield stress, it was revealed in [1] or [2] that this factor has much greater impact 
on operational properties.  

Manufacturing process of vacuum packed particles systems is extremely un-
complicated and definitely less expensive. Only loose material and a hermetic 
wrap have to be provided. No more than a vacuum pomp is necessary for control-
ling physical properties of SGS. The grains applied in considered system can be 
absolutely optional.  

2 Objectives  

To evaluate the usefulness of vacuum packed particles systems for engineering 
applications, a testing specimen has been developed in Warsaw University of 
Technology, Institute of Machines Design Fundamentals.  

The main objective of presented paper is to develop a suitable mathematical 
model to capture extraordinary features of SGS. Such task seems to be complex 
because the SGS are absolutely innovative. Like most semi-active control systems 
or novel structural materials ([9] or [10]) also SGS reveal highly nonlinear  
properties. To develop control algorithms which enables for maximum advantage 
of the extraordinary features of SGS, asuitable phenomenological model has to be 
developed. 

A phenomenological Gubanov model was applied to capture nonlinear behavior 
of investigated structures. Previously mentioned model is numerically tractable 
and additionally efficiently represents the behavior of a SGS testing specimen. 

In the final part of the paper the comparison of experimental and numerical data 
indicates that applied model is accurate. 

3 Experiments 

The experimental stand depicted in Fig. 1 was used in experiments carried out on 
cylindrical samples of vacuum packed particles. In this setup, the MTS 809 univer-
sal tensile testing machine (Fig. 1a) was employed to drive a specimen. The va-
cuum pomp, made by AGA Labor (Fig. 1c), was used to control the internal  
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underpressure value. Using this experimental setup, different types of dynamic 
responses can be measured and recorded (Fig. 1b) for a wide range of excitation 
rules. 

 

Fig. 1 Experimental stand: a) MTS 809 tensile testing machine, b) data acquisition system, 
c) vacuum pomp AGA Labor 

The experimental testing specimen is shown in Fig. 2. 

 

Fig. 2 SGS testing specimen 
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Investigated testing specimen consisted of a soft plastic cylinder filled with a 
polypropylene grains (PP). The shape of single grain was also cylindrical (1 [mm] 
diameter, 2 [mm] length). External wrap, due to a special valve, was connected to 
the vacuum pomp. Two specially performed steel discs made connection of the 
SGS sample into the MTS device possible. Dimensions of the sample have been 
depicted in Fig. 2. 

A lot of additional problems have been encountered during experimental re-
search of SGS structures. They have been discussed in details in ([3], [6] or [7]) 
and are consequently omitted in this paper. 

Typical response of the SGS sample acquired in uniaxial compression tests is 
depicted in Fig. 3. Three various underpressure levels have been investigated: 
0.08, 0.07 and 0.06 MPa.  

 

Fig. 3 SGS experimental hardening curves for various underpressure values 

Data depicted in Fig. 3 reveals the strong impact of underpressure on experi-
mentally acquired hardening curves. For higher underpressure values, the force 
required to yield the SGS specimen increase and produces behavior associated 
with a viscoplastic material.  

In the next section the Gubanov model ([5]) is applied for predicting the  
response of the SGS specimen. 

4 Rheological Model 

Because granular structures are basically made of polymers, in this initial attempt 
to the modeling process a typical rheological model for such materials proposed 
in early Sixties by Gubanov is applied. Its mechanical scheme is depicted in  
Fig. 4.  
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Fig. 4 Mechanical scheme of the Gubanov model 

The model consists of a dashpot in series with a standard model of a linear solid 
([4]). The governing equations for this model are given by 

 
321 σσσσ ===  (1) 

 321 εεεε ++=   (2) 

 33 εσ E=  (3) 

 21212 ελεσ += E   (4) 

 11 ελσ =   (5) 

The final form of the Gubanov model taking advantage of the Laplace transform 
may be written in a following form 
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According to [5] it was assumed that the E parameter is a Young's modulus of the 
investigated system. In [3] author focused on determining the fundamental mechan-
ical properties of discussed structure. In this paper this problem was neglected.  
Assumed Young's modulus values were in a following form 

 E(p) = 2.7*106 exp(2.65p)  (7) 
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For numerical simulations following initial conditions were assumed: 

 ( ) at== 0;0)0( σσ    (8) 

where a parameter was calculated experimentally basing on direct experimental data. 
Numerical simulations were carried out in the Mathematica environment. To 

solve a differential equation (6) the NSolve procedure was applied. 
Numerical results - stress-time characteristics are depicted in Fig. 5. 
 

 

 

Fig. 5 Numerical results for various underpressure values: a) 0.08 MPa; b) 0.07 MPa; c) 
0.06 MPa 

In Fig. 6 Exemplary verification result of experimental and numerical data for 
compressed SGS under 0.08 MPa underpressure has been depicted in Fig. 6. 

 

Fig. 6 Verification of experimental and numerical data 
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5 Conclusions 

This paper introduces a new type of controllable structures. Special Granular 
Structures in some engineering applications (damping of vibrations, noise reduc-
tion screens) can compete with well commercialized devices working on the base 
of MR or ER fluids. The biggest advantage of SGS over the previously mentioned 
smart fluids is their price. From the economic point of view, easily accessible 
granular materials are much more attractive than MR or ER fluids. 

The phenomenological behavior of SGS is more complex than intelligent  
fluids. Experimentally acquired cyclic loading loops for SGS are non-symmetric, 
which makes commonly used rheological models inadequate ([3]). 

Gubanov rheological model has been used for description of the SGS behavior. 
Investigated model can capture the stress-strain behavior of compressed SGS with 
satisfactory accuracy. 
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Abstract. In conformity with the Kyoto Protocol, by the year 2020 the European 
Union undertook to reduce CO2 emission by at least 20%. The main sources of 
this greenhouse gas are transport, combustion of fossil fuels for power generation, 
and some industrial processes [1]. The most effective ways to protect environment 
are based on pollution prevention and on searching and elimination of its causes. 
Application of this strategy to manufacturing processes led to formation of “eco-
design” concept. This paper deals with life cycle assessment of mechatronic sys-
tems, in our case CNC machine tool. It contains analysis of energy and material 
consumption during raw material extraction for machine tool production and ac-
tual machine tool production. Afterwards, impacts of these life cycle phases on the 
environment were evaluated according to chosen impact categories.  

1 Introduction 

What is eco-design? It is a process of design and development of a product fo-
cused on minimizing of its negative impacts on environment during its whole life 
cycle. To term “eco-design” another term “LCA” (Life Cycle Assessment) is 
closely related. It is a methodology for evaluating of the potential environmental 
impacts connected with product life cycle. LCA is used in analytical phase of eco-
design. During this phase determining of the product environmental profile and 
formulation of the requirements to the final product properties are realizing. It is 
possible to use this analysis for life cycle assessment of the products, services, and 
technologies. 

The efforts to evaluate environment impacts of product life cycle on the envi-
ronment date back already to the beginning of the 1970s years. Mainly, these stu-
dies were focused on waste management and packaging [2]. Since then, LCA was 
applied to many other products, for example current transformers [3], mobile 
telefon [4], shopping bag [5], beverage packing [6], fossil fuels and bioethanol [7], 
batteries [8], renewable energy technologies [9], comparison landfilling versus 
incineration of mixed municipal waste [10], silicon photovoltaic panels [11], etc. 

Nowadays, the Energy-related Products Directive 2009/125/EC regulates the 
sphere of ecodesign. This Directive concerns all energy-related products including 
the mechatronic systems that are largely involved in deteriorating state of the  
environment. Worldwide industrial production consumes approximately ¼ of all 
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electrical energy, because the mechatronic systems can be used in any industry 
where precise and reliable work is required. However, experience with LCA imple-
mentation is not so big in this sphere. For example, there are studies described in 
publication [12-14]. Therefore, in this paper LCA methodology will be applied right 
on representative of the mechatronic systems – CNC machine tool. 

Before the article focuses on the application of LCA to the chosen machine 
tool, the mechatronic systems and LCA methodology will be generally described. 

2 Mechatronic Systems 

The mechatronic systems are a complex of electromechanical linkages and rela-
tions between a working mechanism and an electromechanical system. It is a sys-
tem consisting of different energy carriers controlled by the numerical, mostly 
distributed systems. The mechatronic systems are used to develop and manufac-
ture products of high quality and the highest technological level. 

The typical mechatronic system consists of a motor, a transmission mechanism, 
an actuator (frequency converter), a control system (microcomputer), a switching 
and an overload devices [15]. 

Scheme of the mechatronic system is shown in Figure 1. 

 

Fig. 1 Block diagram of the mechatronic system [15] 

3 Life Cycle Assessment - LCA 

As already mentioned in the introduction of this article, LCA is the methodology 
used for evaluating of potential product impact on the environment using the ap-
proach “from cradle to grave”. This approach takes into consideration all phases 
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of life cycle – from the raw material extraction to the disposal of waste. LCA is 
the only tool that assesses the environmental impacts of the product during its 
whole life cycle. Therefore, it can be used to identify opportunities for improve-
ments of the assessed product in all life cycle phases [15].  

Currently there are two standards specifying LCA: ISO 14040 defines the prin-
ciples and framework of LCA, ISO 14044 clarifies the requirements for LCA and 
guidelines for LCA performance. LCA methodology has a fixed structure and it is 
performed in accordance with international standards of ISO 14040 series. For 
effective processing of LCA studies, commercially available databases of 
processes as well as material and energy flows are used. LCA is defined for whole 
life cycle of the observed product. Then, the life cycle can be divided into five 
phases shown in Figure 2 [15].   

 

Fig. 2 Graphic representation of the product life cycle according to the ISO 14040 [15] 

The study of the PE-International company and the LCA study have proved 
that phase of the machine using causes the biggest environmental burden, and 
energy consumption during machine operation has the biggest ecological impact 
[16]. For verification of this study, was suggested to use the principle described in 
publication [17]. It is possible to reduce energy consumption during machine  
operation already in the phases preceding its actual using. The paper deals with 
analysis and reducing of environmental burden during these phases. 

For right LCA performance and determination of impacts on environment  
during whole life cycle, it is necessary to describe the assessed machine in detail. 

4 Description of the Assessed Machine Tool 

The LCA study was applied to the large CNC machine tool with horizontal head-
stock. This machine tool is used for to chip machining of material, also it can be 
used in such operations as milling, drilling, reaming and threading. It has modular 
design, which enables considerable variability of assembly. The machine tool 
consists of fixed sled, on which a stand moves in longitudinal direction. A console 
with laterally sliding horizontal headstock is placed vertically on the stand. 
Clamping space of workpiece is designed according to the customer requirements 
(clamping pates, rotary table, clamping squares, etc.) [15]. The block diagram of 
the assessed machine tool is shown in Figure 3. 
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Fig. 3 The block diagram of assessed machine tool [15] 

5 Realization of LCA Methodology on Assessed Machine 
Tool  

Life cycle impact assessment of the machine tool was performed in the following 
order [15]: 

1. During the first phase, aims and scope of study were determined. Also 
following impact category were chosen: global warming (kg CO2 eq.), 
ozone layer depletion (kg CFC11 eq.), acidification (kg SO2 eq.), pho-
tooxidants creation (kg C2H4 eq.), eutrophication (kg PO43-). 

2. During the inventory analysis, data about ways of raw material 
obtaining, transportation, manufacturing, using of the assessed 
machine tool and its recykling were collected and processed. 
According to manufacturer's documentation, machine tool was laid 
out into structural units. Afterwards, material composition of each 
unit and the quantity of each material were described. From the above 
mentioned dividing for partial results for individual groups and total 
amount of consumed energy were determined. Results are presented 
in Figures 5 to 8. 

3. In the third phase impact assessment of machine tool life cycle on 
environment was performed. To calculate the results of the inventory 
analysis LCA SW program Boustead Model was used. The results of 
the inventory analysis were converted into common units and the 
results were grouped within the impact categories. Afterwards, results 
of impact category indicator and partial results of ompact category 
indicator shown in Figures 9 to 13. 
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The results of performed study are presented in following charter.  

6 Results of LCA Study 

The results of performed study are shown graphically. Firstly, the results of 
inventory analysis are presented. They show total amount of consumed energy 
and energy consumed by partial machine tool components during the raw ma-
terial extraction for their production and the actual production of these compo-
nent [15]. 

 

Fig. 4 Electric power consumption for particu-
lar machine tool components production 

 

Fig. 5 Oil fuels consumption for particular 
machine tool components production 

 

Fig. 6 Another fuels consumption for 
particular machine tool components pro-
duction 

 

Fig. 7 Total energy consumption for par-
ticular machine tool components produc-
tion 

The grafs show that the following parts of machine tool consume the most of 
total energy:  sled with revolving stand, sled and stand. 

The results of the third LCA phase are shown in the form of partial graphs pre-
senting environmental burden by particular machine tool components according to 
the chosen impact categories [15].   
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Fig. 8 Partial results of indicators for 
ozone layer depletion CO2 eq. 

 

Fig. 9 Partial results of indicators for ozone 
layer depletion CFC-11 eq. 

Fig. 10 Partial results of indicators for 
acidification SO2 eq. 

 

Fig. 11 Partial results of indicators for 
photooxidants creation C2H4 eq. 

 

 

Fig. 12 Partial results of indicators for 
eutrophication PO4

3- e 

 
Fig. 13 Legend to Figures 5 to 13 

According to the results of this phase, it is possible to make following conclu-
sion about components the most burdening the environment in chosen impact 
categories: sled with revolving stand, sled and stand the most contribute to global 
warming and eutrophication; headstock the most contributes to ozone layer deple-
tion; sled with revolving stand, sled, stand and headstock the most contribute to 
acidification; platform the most contributes to photooxidants creation. 

Further, total amount of emissions in chosen impact categories produced during 
the raw material extraction and machine tool manufacture is presented (Table 1). 
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Table 1 Total amount of produced emissions [15] 

Impact category Amount Unit 

Global warming 3,81E+04 kg CO2 eq. 

Ozone layer depletion 1,85E-05 kg CFC11 eq. 

Acidification 1,70E+02 kg SO2 eq. 

Photooxidants creation 3,73E+01 kg C2H4 eq. 

Eutrophication 6,50E-05 kg PO43- 

7 Conclusions 

This article summarizes the results of LCA method application on mechatronics 
systems represented by machine tool. The main contribution of this paper is analy-
sis of energy and material consumption of assessed CNC machine tool during raw 
material extraction for its production and actual machine tool production. Fur-
thermore, the impact evaluation of the mentioned life cycle phases of machine tool 
on the environment.  

As already mentioned, the phase of the machine tool using has the biggest im-
pact on the environment. It is possible to influence this phase and following phas-
es already in the preceding phases. The results of the performed study can be used 
to reduce the environmental burden and energy performance of machine tools. All 
of this can be realized by way of choosing of more environment-friendly mate-
rials, ways of their extraction, transportation, processing technologies, exchange 
of machine components for the more energy and material efficient components, 
etc.   

Nevertheless, design of energy-efficient and safe machine requires comprehen-
sive assessment of its whole life cycle, because the efforts to correct ecological 
impacts although lead to improvement in one area, but often lead to environmental 
deterioration elsewhere. Then it is necessary to consider if it is appropriate to take 
such corrective action at all. 
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Abstract. The paper presents the results of the investigation into layers based on 
graphene nanoplatelets in polymer resin. Several types of polymer composition 
with different amount of GNP's were prepared by modified mixing process used in 
thick film material preparation. The composite structure was observed under a 
scanning electron microscope and atomic force microscope. Electoral and me-
chanical properties of screen printed layers on flexible PET foil were checked. 
Banding tests show good adhesion to polymer substrate and  proved  that GNP's 
are good for reinforcing or as a conductive additive in composite materials.  

1 Introduction 

Graphene, a recently discovered two-dimensional allotropic form of carbon 
characterized by extraordinary properties, has focused the attention of scientists 
from all over the world. The high thermal and electrical conductivity [1] and 
incredibly high strength and flexibility [2] with an almost complete transparency 
of light in visible lengths [3,4] makes the graphene nanoplatelets an ideal 
functional phase material for polymer composites. The elimination of metal 
powders, graphite and carbon black composite with a low resistance to 
deformation enabled the formation of a new group of materials for use in flexible 
printed electronics. Low cost of implementation and high efficiency for the unit 
production and large series have given rise to ever-increasing demand for new 
types of conductive pastes and inks. Graphene layers are described in various 
applications like transparent electrodes [5], supercapacitors [6,7], FET transistors 
[8], photovoltaics [9,10], chemical and biochemical sensors [11-12].  

2 Materials  

Graphene nanoplatelets (GNP's), used in the present study as a reinforcing and con-
ductive additive in composite with polymer carrier, were obtained by a chemical 
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method. Materials supplied by Cheap Tube Inc. have average thickness of 10nm, 
100 m2/g of surface area and average particle diameters of 15 µm, what shown  on 
SEM photo. 
 

      

Fig. 1 SEM image of used Graphene Nanoplatelets GNP's material 

As a fillers authors used 8 wt% Polymethylmethacrylate (PMMA)  with  butyl 
carbitol acetate solvent. Surfactants of NOF Corporation MALIALIM series were 
used to prepare well dispersed  polymer-nanocarbon compositions. 

2.1 Pasts Preparation Process 

Nano carbon fillers with dispersants in toluene solution were sonicated for 120 
min at room temperature (35 kHz, 300W). This method is more effective at dis-
persing particles into viscous systems than other techniques [13]. After evapora-
tion of toluene graphene nanoplatelets with PMMA matrix were rolled twice on 
three roll mills with silicon carbide (SiC) roller. Samples prepared on screen prin-
ter AMI Presco typ 242 were cared at 120°C for one hour. On figure 2 shown 
SEM photo for the resulting thick films, a) 5 wt% content of GNP's and b) 10 wt% 
content of GNP's. 

    

Fig. 2 SEM image of Graphene Nanoplatelets GNP's layers a) 5 wt% content of GNP's and 
b) 10 wt% content of GNP's 
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3 Results 

Several types of polymer composition with different amount of GNP's were prepared. 
Sample for electrical and mechanical testes screen printed on polymer substrates. Test 
shape had ten paths of different length. Resistance of all paths was measured and 
results were divided by the length of paths' value to determined resistance per square 
of screen printed layers. Percolation threshold of polymer nanocomposites containing 
graphene nanoplatelets was observed for past 1,25 wt% GNP's. 

Table 1 Results of  resistance per square measurement 

Composition Resistance per square R/□ [kΩ] 

1 wt% GNP's / 8 wt% PMMA no measurable 

1,25 wt% GNP's / 8 wt% PMMA 617,3 

1,5 wt% GNP's / 8 wt% PMMA 23,4 

2 wt% GNP's / 8 wt% PMMA 8,4 

3 wt% GNP's / 8 wt% PMMA 0,734 

5 wt% GNP's / 8 wt% PMMA 0,102 

10 wt% GNP's / 8 wt% PMMA 0,086 

13,5 wt% GNP's / 8 wt% PMMA 0,020 

 
Resistance of the screen printed layer can be reduced in several ways. Firstly, 

higher cure temperature causes evaporation of the matrix and resistance decrease. 
Polymer substrate works to 230oC, polyamide withstands temperature up to 
400oC, but adhesion disappears after hour in 350oC. Longer holding time also 
reduces the resistance but the most desirable is the addition of a dispersant. Some 
surfactants reduce resistance fivefold.   

Results of stiffness measurements were made at Labsoft, Figure 3 shows the 
measurement of DMT module. Visible traces areas with high stiffness (about 20 
GPa) - possibly reflecting the intense presence of the harder phase. On the figure4, 
a statistical distribution of stiffness of the visible area.  
 

     

Fig. 3 Results of DTM Modules measurement    Fig. 4 Statistical distribution of stiffness of the  
                                                                           visible area 
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AFM measurement results for GPN's layers shown figure 5, topography map  
was measured in Peak Force Tapping mode (50µm) with TAP525 blade (200 N / 
m), of the imaging speed  0.5 Hz. Measured RMS surface roughness was 363 nm. 

 

Fig. 5 AFM measurement results for GPN's layers 

Authors compared different types of graphene-composites during the mechani-
cal fatigue tests. Investigation proved that graphene layers have the same mechan-
ical resistance as carbon nanotubes layers [14]. Mechanical fatigue tests verified 
the strength of the conductive layer  and proved good adhesion to polymer surface 
after bending test. After  nearly 50 000 cycles, the paths resistance of paste based 
on GNPs changed +/- 5%. Figure 6 shows the dependence of resistance changes 
during fatigue tests for graphene paths. 
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Fig. 6 Resistance changes during fatigue tests for graphene paths 

4 Conclusions 

Polymer composites containing graphene nanoplatelets were investigated. Percola-
tion threshold of polymer nanocomposites was observed for samples with 1.25% 
GNP's, samples with 1,5 wt% GNP's content in composition with resistance per 
square 23,4 kΩ and transmissibility 20% were used like a transparent electrode for 
electroluminescent displays [15,16].  
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Fig. 7 Electroluminescent displays with screen printed transparent graphene composite electrode 

Screen printed layers with GNP's can by used to detect pressure, authors used 
them as pressure-sensitive areas in sensors with comb electrodes [17]. Results of 
mechanical fatigue tests proved high durability of the sensors with almost un-
changed resistance of the layers after 50'000 bending cycles. Good adhesion to the 
polyester foil substrate was also confirmed. Graphene nanoplatelets composites 
with polymer resin can by useful in many applications on flexible substrates like a 
conductive and resistive paths.    
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Abstract. Apart from mechanical problems in designing a System of Verticaliza-
tion and Aiding Motion (SVAM), a development of a safety module is essential 
for its functionality and safety. This paper describes a decision process related to 
SVAM, and application of a Man-Technology-Environment model in creating a 
classification of risk estimation. The functional diagram of the safety module is 
described, and realization of a selected safety procedure regarding primary and 
secondary function is presented. 

1 Introduction  

The paper presents an analysis of a safety module for the System of Verticalization 
and Aiding Motion (SVAM) (Fig. 1), which is a first step in defining detailed  
technical requirements pertaining to the module.  

 

  
                                                         a)                                        b) 

Fig. 1 a) System of Verticalization and Aiding Motion (SVAM), b) SVAM installed on 
dummy 
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Fig. 2 Diagram of the decision process of the SVAM including emergency procedures  

The System of Verticalization and Aiding Motion (SVAM) shown in Fig. 1 is 
an orthotic robot, i.e. a programmable mechanism aiding a handicapped function 
of the human organism – in this case the locomotor function. It has been elabo-
rated within an ECO-Mobility project at the Faculty of Mechatronics, Warsaw 
University of Technology. Among its basic functions specified at the beginning of 
realization of the project is moving on flat surface, sitting down and rising as well 
as ascending and descending the stairs, with accordance to the diagram shown in 
Fig. 2. Similar schema of algorithm creating is used while creating movement 
algorithm of amphibian gait [6].  
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2 Functionality of the Safety Module  

2.1 Introduction 

Elaboration of a safety module requires to specify at the very beginning its range 
of operation, define the aim and function that it must realize as well as a method 
of realizing it. In order to do that, one has analyzed the risk [1] basing on a M-T-E 
model (Man-Technology-Environment) [2,7]. The result was a list, as exhaustive 
as possible, pertaining to the hazards along with a related qualitative and quantita-
tive description. As a result of the analysis, the task of the safety module was li-
mited to protection of the user of the system against a fall and its consequences.  

According to [3], fall is generally a consequence of typical everyday activities, 
and is caused by events that are hard to foreseen, such as stumbling, slipping, or 
loosing one’s balance (Fig. 3). 

 

 

 

Everyday 
 activity 

Unexpected 
Event 

Free fall Collision Regeneration 

Fig. 3 Five phases of the fall, as in [3] 

Should a hazardous situation occur, it is especially the number of points of sup-
port (activity, stage in the relevant cycle) and direction of the fall that are signifi-
cant factors diversifying an indicator the hazard.  

Realization of a task defined in such a way, can be carried out in many ways, 
i.e. by, 

• preventing the causes of the fall, 
• reducing the effects of the fall,  
• counteracting the causes of the fall.  

In order to realize protection of the user of SVAM against a fall and its conse-
quences, the third method was accepted, i.e. counteracting the causes. 

2.2 The Primary Function  

Counteracting the causes of a fall are accepted as the primary function of the safe-
ty module, whereas activities aimed to obtain a contrary effect are regarded as 
counteracting an event. 

In Table 1, there are presented methods regarded as the primary functions of 
the safety module. 
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Table 1 Methods of reacting to events resulting in a fall  

Change of the area of support 

Regaining the original area of support. 

Obtaining a new, stabile area of support. 

Shifting the center of gravity, so that it is found above a 
new area of support. 

Shift of the center of gravity 

Returning the center of gravity to a position above the area 
of support. 

Extending the area of support, so that it contains a new 
center of gravity. 

Action of a constant force 

Shifting the center of gravity, so that the resultant force is 
contained within the area of support. 

Extending the area of support, so that the resultant force is 
contained within it. 

Combination of the above  

2.3 Auxiliary Function 

Auxiliary functions of the safety module are all the functions, which are necessary 
to ensure execution of the primary function, as well as to meet the requirements 
related to the whole SVAM.  

Additional auxiliary functions can be activities aimed at improving operation of 
the mechanism realizing the primary function. One of such activities that is realiz-
able without changing the existing design of SVAM, based exclusively on control 
procedures, is bringing the system as well as the user to a low position. 

It is a natural method of reducing effects of a fall, yet untypical as far as elimi-
nation of its causes is concerned. This activity increases the stability angle of the 
system as well as decreases the arm of the gravity force causing a fall (Fig. 4a and 
4b, respectively). 

a)  b)  
Fig. 4 Influence of the low position on, a) stability angle (α1<α2); b) arm of the force 
(x1>x2) 



Safety Module for the System of Verticalization and Aiding Motion of the Disabled 83 

Realization of such operation can be based on following defined trajectories, 
elaborated especially for this purpose, or on making use of the fact that the me-
chanism is not self-locking – while the drives are left unpowered, SVAM may be 
allowed to freely fold due to the gravity force. 

2.4 Functional Diagram of the Safety Module  

Operation of the safety module is based on two algorithms: operational and preo-
perational.   

Realization of the above algorithms as well as the primary function is possible 
while using a device equipped in the modules presented in the block diagram pre-
sented below (Fig. 5). 

 

Fig. 5 Functional diagram of the safety module of SVAM 

The safety module is activated at the moment, when a signal from the control 
module (1) has been received. It is a moment, when the aim of operation of the 
system is being changed from realization of the accepted trajectories and motion 
into protection of health and life of the user. Along with the signal indicating a 
dangerous situation, if need be, there are also sent all the necessary parameters.  

Once the safety module gets activated, it receives energy from the power 
supply (2). Because of a short-time character of its operation – within long time 
intervals, yet very intensive, the energy must be supplied in pulses, within a short 
time. Once the necessary energy has been supplied, the power supply can remain 
inactive until the moment the safety module is prepared for another activation – 
whether by a service inspection, replacement of service parts, or hardware reset. 

According to the related assumptions, SVAM is adaptable to individual charac-
teristics of the user (weight, height, etc.). Because of this fact, a possibility of 
adjusting reaction of the safety module to analogous characteristics is foreseen, 
whether by means of mechanical or software operations. At the diagram in Fig. 6, 
this function is specified as the Module for Modifying the Parameters (3). 

Mechatronic character of the safety module indicates application of the mea-
surement modules (4). Such modules, first of all, are necessary for checking effec-
tiveness of actuation of the mechanism, or realization of its control (provided such 
control is necessary). A particular measurement module specified in the diagram is 
the module monitoring the availability (5), necessary because of the fact that the 
safety module must operate faultlessly in moments that are impossible to foreseen, 
what requires its constant availability. 
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2.5 Realization of the Primary Function  

The proposed solution consists in fixing to the system an actuator and a mass of 
high inertia, which in case of activating the safety program, would be accelerated 
by certain torque of a possibly high value. The torque, with accordance to the third 
law of motion, would also affect the system, with the result of making the fall 
much slower. 

 

Fig. 6 Block diagram of the safety module based on exertion of an external torque 

At the moment of receiving the signal indicating a dangerous situation from the 
control module (1), the module for exerting a torque (5) begins to accelerate the 
mass of high inertia (4), with the result of making the fall of the user equipped in 
the system (6) much slower. The module for modifying the parameters (3) should 
allow the maximal torque developed at the actuator (5) to be monitored, as well as 
direction in which it acts. As far as this version of the safety module is concerned, 
the module monitoring the availability (8) should be checking, among other 
things, availability of the power supply, or readiness of the actuator to perform a 
turn, and the measurement modules (9) should provide a feedback related to the 
effectiveness of suppressing the fall by means of this mechanism.  

3 Discussion of the Accepted Solution 

The torque mechanism presented in sec. 2.5 is, first of all, effective – an appro-
priately applied torque will always counteract a fall. However, because of limita-
tions related to the mass and the power of the motor, it cannot completely stop a 
fall under a considerable tilt, and requires to foreseen direction of the fall (even 
though, theoretically, the mechanism is able not only to suppress the fall, but also 
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to revoke it). Therefore, it is foreseen to equip the safety module in a tilt sensor, 
most preferably based on application of MEMS accelerometers, as suggested e.g. 
in [4, 5]. 

It is worthwhile noticing that the mechanism operates on the basis of accumu-
lating the energy in a flyweight, so once operation of the safety module is com-
pleted, while braking the flyweight, in a natural way, it would create a torque con-
trary to the one used when the safety program is activated. 

4 Conclusions 

Because of a wide range of problems related to the module, generally called the 
safety module, a functional structure of the module has been based on a thorough 
risk estimate, careful specification of the range of operation and a review, as ex-
haustive as possible, of the potential solutions at successive stages. As far as the 
project is concerned, one presented not only a proposition of the design solution, 
but also a whole nomenclature and a base of solutions and alternative functions 
rejected during a first analysis of the problem. The paper presents also chosen 
problems and solutions of the emergency safety module. 
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Abstract. A single-stage, sensorless, coil gun was designed to demonstrate the 
capability to accelerate a ferromagnetic projectile to high velocity. This paper 
summarizes all important steps during coil gun design, such as physical laws of 
the coil gun, preliminary calculations, the testing device and the final product. The 
electromagnetic FEA model of the capacitor-driven inductance coil gun was con-
structed to be able to optimize the coil's dimensions. The driving circuit was im-
plemented as a dynamic model for the simulation of current. The coil gun was  
not designed for really shooting applications, i.e. the projectile is accelerated to a 
relatively low speed. 

1 Introduction  

Electromagnetic accelerating systems are usually constructed as rail guns [1] or coil 
guns [2]. The rail gun is conceptually more simple then the coil gun, but has some 
inherent problems with plasma [3] during the projectile launches. That is why this 
conception is not used here. 

On the other hand, the coil gun is much more suitable for common applications 
even though it needs some additional supporting facilities [4] such as energy 
accumulator, switcher and driver. Its main advantage lies in the elimination of 
almost all negative phenomena damaging the launch device. 

Modern structures usually use single or multi-stage linear accelerator similar to a 
linear motor. The device typically consists of an electromagnetic coil, capacitor, 
switch, barrel and movable core - projectile. The coil can be wound as a solenoid 
electromagnet with a ferromagnetic projectile placed at one of its ends (starting 
position). 

The launching process can be divided into three phases. The situation can be 
reflected in Fig.1.  

In the first phase the energy needed for acceleration is stored in the capacitor [2] 
C using laboratory direct current source U (switch position 1). In the following 
phase, the energy must be transmitted to the projectile in the shortest time possible. 
The FET transistor working as a contactless switcher can be used for this purpose 
(switch position 2). This will provide a high-energy coil current peak creating a 



88 B. Skala and V. Kindl 

strong electromagnetic field. This field pulls the projectile inside the barrel with high 
acceleration. For the successful projectile launch the precise timing is necessary [5]. 
The current pulse must be switched off before the projectile passes the half of the 
coil length to prevent the projectile from becoming arrested at the centre of the 
electromagnet. In the final, third stage, the projectile leaves the coil and flies on its 
own momentum. 

C
U

1 2

      

Fig. 1 The principle of launching process and final construction 

Electromagnetic accelerating systems are usually constructed as rail guns [1] or 
coil guns [2]. The rail gun is conceptually more simple then the coil gun, but has 
some inherent problems with plasma [3] during the projectile launches. That is 
why this conception is not use here. 

2 The Ejection Coil 

The acceleration and speed characteristics of the projectile were computed. In order 
to get accurate results it was necessary to take into account electrical and mechanical 
properties in all calculations [5]. 

The mechanical properties are mainly defined by sizes of the muzzle of the coil 
gun. The muzzle has a relatively large diameter, hence the inner air can easily 
flow around the projectile and the damping air pressure is at relatively low level. 
Based on the same reason the coil must be designed with the suction hole placed 
in the bottom part of the coil frame.  

Finally, the electrical properties are strongly defined by the coil’s resistivity 
and inductivity affecting the time constant of transient response. The inductivity 
changes with the projectile position. 
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Fig. 2 The coil resistivity as depend on frequency 

The resistivity is dependent on the frequency (skin and proximity effect) [6 - 7] of 
supplying current and cannot be therefore exactly computed by analytical equation. 
The curve computed by FEA can be seen in the Fig. 2. The magnetic force is 
dependent on both; the current and the position of the projectile with respect of the 
coil. 

The electromagnetic field of the ejection coil was modelled by FEA (see Fig. 3). 
The coil has 5 wire layers with 21 turns per one layer which yields the inductivity of 
cca 12,5 mH (with no ferromagnetic materials). With consideration of the 
ferromagnetic projectile centre of the coil, the inductivity is more than 2 times 
higher, i.e. 30,8 mH. This effect causes a variation of time constant during the 
projectile launches. 

 

 

Fig. 3 The magnetic field of the ejection coil - starting position 

The force acting on the projectile at its different positions can be seen in Fig. 4.  
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Fig. 4 The matrix of the current and force of the ejection coil 

3 The Movement Simulation 

The ejection coil has vertical orientation. Due to this fact the projectile movement 
consists of three phases: The first phase is the vertical uneven acceleration. This 
part of movement ends immediately when the centre of the projectile passes the 
centre of the coil. At this point it has a maximum velocity. 

In the second phase the projectile decelerates. The phase ends when the projec-
tile reaches the highest position of its trajectory.  

The last phase is a free fall. 
The projectile acceleration should be described by the equation  

 m

F
a =  (1) 

Where the F is the difference between the magnetic and the gravitation force and 
m is the weight of moving element. The speed can be calculated from  

 
atvv += 0  (2) 

and the vertical position for various times can be obtained from 

 

2
0 2

1
attvy += . (3) 

The throw above is described by the relation for an instantaneous speed 

 
gtvv −= 0  (4) 
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where v0 is the initial speed, t is time and g is gravity acceleration. The instantaneous 
vertical position should be calculated according to  

 

2
0 2

1
gttvy −=  (5) 

During the free fall downward, instantaneous speed can be calculated as 

 gtv =  (6) 

 

Fig. 5 The energy and the speed as depend on time and position 

In the Fig. 5 you can see the energy as dependent on simulation time and the 
speed of projectile at the instantaneous vertical position. 

4 The Electric Circuit Simulation and Measurement 

The basic electric circuit was simulated via MATLAB/SIMULINK see Fig 6. At 
the first moment, the capacitor charges from the control voltage source through 
the switcher (IGBTD switched off). After the charging process the switcher  
disconnects and the coil gun is ready to launch. When the IGBTD switches on, the 
current flows from the capacitor into the launching coil. 

 

Fig. 6 The diagram of connection of power circuit 
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In the Fig 6 the component "line" represents the parameters of the supplying 
cable. 

In the following picture 7 can be seen the simulated and the measured coil's 
current, in figure 8 the voltage. 

0 0.005 0.01 0.015 0.02 0.025
-50

0

50

100

150

200

250

300

350

400

time

cu
rr

en
t [

A
]

 

 

Time Dependent Current

current simulated

 

Fig. 7 The Measured and simulated coil's current  
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Fig. 8 Measured and simulated coil's voltage 

  
                                           a)                                                      b) 

Fig. 9 (a) The drawing of one layer of the sandwich (b) The construction of 2-layer  
sandwich 
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In Figure 9a can be seen the drawing of one layer of the “sandwich”. It is neces-
sary to use the sandwich construction for minimizing the parasite wires inductivity. 
In Figure 9b, in the top, you can see the diode and FET transistor. In case of large 
parasite inductivity the enormous current causes the overvoltage and destroys the 
semiconductors. In addition, both semiconductors are static sensitive device. 

5 Conclusion 

This paper has clearly shown the outline of a single-stage, sensorless, coil gun 
system. It has also demonstrated a few problems arising from the strong coupling 
between the electrical and mechanical properties of the coil. 

The coil needs to be designed with respect to the varying time constant of tran-
sient response. This must be considered from the requested acceleration and out-
put speed of the projectile (the current pulse must be down before the projectile 
passes the half of the coil length). 

A high capacitor is needed for charging the energy. This capacitor must be im-
plemented by special sandwich board (capacitors connected in parallel) because of 
the proper discharging current distribution. 
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Abstract. This paper presents concepts for implementing a variable step sche-
duled code on a low cost hardware using automatically generated code from Simu-
link running on a Free RTOS powered hardware. For models, which use a varying 
computing step, implementing variable step scheduler, instead of the default au-
tomatically generated fixed step scheduler, can improve algorithm performance. 
Concept and principles for creating Simulink model for code generation, which 
behaves the same way as generated code does, are explained in details. Previously 
described approach for automatically generated code from Simulink which im-
plements variable step simulation is demonstrated using simple algorithm, running 
on a Cerebot MX7cK hardware. 

1 Introduction  

Today embedded applications in consumer and industrial applications are becom-
ing more and more complex [1]. Compared to older generation, where embedded 
microcontrollers had a limited computing power, they were used only for simple 
tasks (e.g. simple control loop consisting of PID, state space or similar control 
algorithm). These algorithms are, almost without exception, using a constant com-
puting step (with or without sub rates), implementing a rate monolithic scheduler, 
which requires only one periodic event for synchronization with real time (consi-
dering all computing steps are multiples of a base rate, which is a common  
requirement). 

On the other hand, today systems usually implement advanced algorithms 
known from desktop-computer like environments (e.g. interfacing with user via 
display). This category of algorithms usually does not require strong real-time 
periodic execution. In some cases implementing aperiodic scheduling might help 
to save hardware resources and therefore making the system cheaper. 
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The Matlab/Simulink software became a standard for developing control algo-
rithms [2, 3]. It was only natural to introduce Embedded Coder toolbox which can 
generate efficient (“hand written like”) C code [4, 5]. 

However, Simulink simulations were designed to use a constant step solver, 
where all rates are derived from base step size and the base step size remains con-
stant for entire application lifespan. This would prevent introduce and simulate 
any asynchronous events (like interrupts), therefore additional mechanisms were 
introduced for creating concurrent simulations [6]. However, the standard Simu-
link tools for concurrent simulations only support the VxWorks operations system 
for code generation. This system might be not suitable as this OS is not very popu-
lar and does not have too many ports for different targets. 

These restrictions lead to a need to develop another concept, which would ena-
ble development of dynamically scheduled applications in Simulink environment 
for embedded MCU easily ported to any RTOS (Real Time Operating System).  

This paper presents a method based on a simulated scheduler to generate ape-
riodically executed code from Simulink. The Free RTOS [7] is used for aperiodic 
scheduling of automatically generated code on target hardware and modeled sche-
duler simulates the Free RTOS behavior in Simulink simulation. Thus, the same 
behavior of simulation and generated code was achieved.  

2 Specific Properties of Generated Code and Simulation 

Every bigger project consists of several separated modules. This is necessary as 
partitioning into independent modules allows parallel coding which enables short-
ening of the application development cycle [8]. The calling of prepared functions 
is done from main, timing module (usually some version of OS).  

When following the V development cycle [9], it suggests developing a model, 
which is tested in consequent step.  

Therefore, the desired state is to have a simulation which behaves the same way 
as the generated code does when executed. When simulating and generating code 
from Simulink targeted for embedded applications [10], as we have to consider:  

• The scheduling method (hooking to a target specific scheduler) 
• Interfacing with user defined functions 

o General C functions 
o Target specific C functions 

 Not required during simulation 
 Required during simulation 

Since we can’t simply modify the Matlab scheduler during simulation, we have 
to simulate the scheduler in Simulink simulation. E.g. each simulation step is an 
equivalent of “tick” event and the scheduler decides if a task should start and 
eventually calls a subsystem (which simulates activating a task). 

The general C functions do not use target specific constructs and therefore, the 
same function can be used for code generation and simulation. On the other  
hand, target specific functions (interfacing with CPU peripherals) are different for 
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simulation and target hardware. Therefore, we need to provide different C func-
tions for simulation and for code generation.  

Some implemented functions do not have to be simulated (might be empty dur-
ing simulation). For instance the DispData(A) function (described later) is empty 
for simulation, since we do not need to simulate the display procedure during si-
mulation time.  

Some functions have to have different functionality in simulation and for code 
generation. For instance the function PeriodMult(n) (mentioned in next sections), 
sets during the simulation a variable which is used by scheduler to enable or disa-
ble code for simulation and during the code generation process sets a variable for 
Free RTOS scheduler defining a period for executing the task generated from 
Simulink model. 

3 Modeling Asynchronous Execution in Simulink Model 
Designed for Automatic Code Generation 

This section explains and compares models targeted for a simple monolithic sche-
duler and our improved model, which is designed to generate code with a varying 
step size. The variable step implementation needs third party software (Free 
RTOS) when executed on target hardware. Various aspects of these implementa-
tions in Simulink model and generating code for target hardware are discussed. 

3.1 The Description of Implemented Algorithm 

To demonstrate the concept of scheduling with a variable computing step, we have 
created a model which plots measured values on display and changes its sampling 
frequency based on input signal characteristics. Particularly, if the difference  
 

 
Fig. 1 Experimental hardware setup 
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between previously measured and actual value is greater than five, the computing 
loop works faster, if not, it is slowed down three times.  

The Cerebot MX7cK hardware with display (PmodOLED) was chosen as a tar-
get for implementing this algorithm. Scheme of this platform is presented in 
Fig. 1. The input (representing a value from sensors) is generated from a separated 
computer and transmitted via UART interface. 

3.2 Simulink Model 

Previously described algorithm can be easily modeled using a Stateflow chart. 
Detecting high fluctuations in measured values will trigger a state transition.  

Modeling this type of behavior using standard tools (automatically generated 
monolithic scheduler) can be done in many ways. For instance, using enabled 
subsystem or switching to idle states in Stateflow chart. The second option illu-
strates Fig. 3, left. 

This strait forward approach generates waiting states, which waste resources. 
(The waiting state does nothing, but the simulation has to enter the Stateflow chart 
to update states).  

It would seem more convenient to change execution speed (step size) instead 
switching to wait states. However, this can’t be done directly as only fixed step 
size solver can be used when simulating model which supports code generation for 
embedded target. To overcome this limitation, we have chosen a third party sche-
duler (a Free RTOS) to call generated code. To achieve required consistency be-
tween simulation and generated code, a simple model of scheduler was created in 
Simulink model. 

Using the Free RTOS scheduler and changing the step size instead introducing 
waiting states will generate code with the same functionality, but lower computa-
tion intensity (as the waiting states are eliminated), when executed on a target 
hardware. Described Simulink model which generates aperiodically executed code 
is illustrated below (Fig. 2.). 

Simulated scheduler

Simulation called
with variable step

 

Fig. 2 Scheduler triggering model simulation an OS behavior 

In this model, each rate is represented by one state. A Stateflow chart from this 
model is illustrated in Fig. 3, right. When entering the LowRateState state period-
Mult(n) is called. This function changes the “simulation step” by modifying a 
global variable used by scheduler function.  
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Changing the
computing step period

Using sleep states to delay simulation

Changing the
computing step period

 

Fig. 3 Simulating the low rate execution speed by introducing sleep states (left) and chang-
ing computing step size  with simulated scheduler (right). 

Booth algorithms, presented in Fig. 3., perform basic sequence of placing 
measured value to end of a buffer and calling DispData(A) function to display 
data stored in buffer. The difference is in delay mechanism. The monolithic sche-
duling implementation uses sleep states. These states are not present in the model 
which uses varying step size for “creating” delay. 

3.3 Integrating Generated Code into the Free RTOS 

The Free RTOS has many ports, including official one for PIC33 MCU. This port can 
be imported to MPLAB X environment as is. During our experiments the Free RTOS 
was used only with one process and configured for cooperative multitasking mode. 

As the Simulink coder does not support direct code generation for Free RTOS 
operating system, a few changes in code needs to be done manually. Particularly: 

•  Adding a blocking function at the end of generated code, to block code 
execution after each iteration. (vTaskDelayUntil(&xNextWakeTime, 
var_waitMatlab);). 

• Wrapping the generated code into an infinite loop and place into task 
function. 
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4 Testing on Real Hardware 

Each computing step consists of measuring value and updating the content of dis-
play. If the measured value fluctuates, the algorithm is executed every 0.1s, if the 
measured values become stable the loop is executed every 0.3s.  

Following figure illustrates executing scheme of implemented algorithm, when 
the input value starts fluctuating (Fig. 4.). 

time

time

Computing time of
algorithm implemented
with fixed step

Computing time of
algorithm implemented
with varying step

input data fluctuating
values

input data stable
values

 

Fig. 4 The difference between computing times of the fixed step and variable step model 

Measured execution times on a target hardware by reading synchronized digital 
out with simulation step are presented below: 

 
Algorithm with fixed computing step (monolithic scheduling) 
 Computing state:  4,636 ms 
 Waiting state:  375 ns 
 
Algorithm with varying computing step (varying step scheduling) 
 Computing state:  4,636 ms 
 Waiting state:  0 ns 

5 Conclusions 

We have presented a concept for simulating and generating code of algorithms 
using aperiodic function calls from Simulink. This concept was demonstrated and 
evaluated on a dsPIC33 hardware running the Free RTOS scheduler. When com-
paring execution times of models designed for monolithic and aperiodic schedul-
ing, for active steps the computing times are almost the same, but time is saved 
during waiting states when implementing aperiodic simulation calls.   

This implementation method should be considered for tasks where varying 
computing step is used (e.g. sequence for initialization, calibration etc.), as this 
concept will help save some computing resources. 
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Abstract. This paper presents a modelling of the lean NOx trap for the diesel 
engine. The experimental data was acquired using a bench flow reactor. The new 
model of storage efficiency of the LNT is developed based on system identifica-
tion and its parameter estimation. 

1 Introduction 

Compared to the gasoline engine, a diesel engine has higher thermal efficiency 
and produces lower carbon dioxide (CO2) emission, while emitting relatively 
more particulate matter (PM) and nitrogen oxides (NOx) due to diffusion burning 
characteristics [1]. To mitigate those PM and NOx emissions simultaneously, 
recent research has been conducted to extend an ignition delay time and lower 
combustion flame temperature via an introduction of heavy exhaust gas recircula-
tion (EGR), high injection pressure, optimized fuel injection timing and multiple 
injection shaping [2,3]. Those efforts contribute to form partially premixed fuel-air 
mixture before combustion and lower flame temperature, which enables simulta-
neous reduction of PM and NOx, commonly named low-temperature diesel com-
bustion (LTC).  This LTC strategy works at low-to-mid load under mid speed 
engine operating condition because the pressure rise rate is quite significant due to 
the premixed burning, and it should be limited to keep engine noise moderate. 

To meet Euro-6 emission regulation in 2014, NOx emission should be reduced 
further by 45% of the current Euro-5. Thus it is inevitable to use an aftertreatment 
device to reduce NOx emission. Two types of NOx abatement aftertreatment draw 
attention: selective catalytic reduction (SCR)[4] and lean NOx trap (LNT)[5,6]. 
SCR technology uses urea solution to provide a reductant, ammonia (NH3) in the 
exhaust gas stream, which reacts with NOx and produces N2. To implement SCR 
technology in a passenger car, the system complexity and its cost are increased, 
adding a urea dosing injector, a mixer, and a urea tank. LNT technology enables to 
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trap NOx in normal combustion mode while those stored NOx should be regener-
ated periodically by changing the mode to a rich combustion, i.e. regeneration,  
to provide enough reductants to the LNT when reaching a critical amount of  
NOx stored [7]. Regeneration of the LNT should be systematically and precisely 
operated. 

For the successful implementation of LNT technology in a vehicle, it is impor-
tant to determine when regeneration must be executed, while maintaining mini-
mized fuel consumption and high reduction efficiency. To address those issues, a 
control-oriented LNT modelling should be developed [8-11]. LNT modelling 
mostly consists of a NOx storage model, a NOx reduction model, and a catalyst 
bed temperature model due to exothermic reactions of reductions with oxygen. 
Previous work [8-11] on instantaneous NOx storage efficiency was not fitted to 
our experimental work. Thus in this study we suggest a different form of the stor-
age efficiency to catch LNT storage behaviour more precisely. 

1.1 Experimental Setup and Measured Data 

The experiment was conducted at the level of a bench flow reactor, which simu-
lates engine-out exhaust gas by a simpler way, as shown in Fig.1. We use five 
mass flow controllers (MFC) to feed simulated gases such as N2, O2, NO, THC, 
CO into the oven where an LNT core sample is placed. The inlet temperature of 
that gas mixture is controlled by a thermo controller before the oven. LNT formu-
lation is Pt/Ba/Al2O3 and its cell density is 62 cell/cm2. The volume of the LNT 
core sample is 3.8cc with 22mm (diameter) ൈ 10mm (length). 

 

 

Fig. 1 Experimental setup 

The experimental operating range was as follows: a space velocity (defined by 
total exhaust flow rate over the catalyst volume) of 50,000/hr and 80,000/hr with 
an LNT inlet gas mixture temperature from 473K to 773K with a 50K difference. 
The exhaust gases through the LNT are measured by a Fourier Transform Infrared 
Spectrometer(FT-IR) every 10 sec. The inlet gas composition during the LNT 
storage phase is composed of NO, O2, and N2 balanced, while CH4, C2H4, CO, 



A New Approximation of the Storage Efficiency for the Lean NOx Trap Model 105 

CO2, H2 and N2 balanced for the regeneration phase. Table 1 shows more de-
tailed information of the inlet gas concentrations for the bench flow reactor test.  

During the NOx storage phase, the NOx concentration on input u is constant 
and the NOx on output is measured. We consider this process as an input-output 
model as shown in Fig. 2. Based on [11], we define an instantaneous NOx storage 
efficiency as  

 S

u y

u
η −=  (1) 

Furthermore, normalized stored NOx (NOx storage fraction x) can be defined as  

 
( )

0

d
t

LNT

u y t

x
C

−
=


 (2) 

Here, CLNT is a NOx storage capacity as a main function of temperature. One 
example of NOx storage experimental data is shown in Fig. 3. As shown in Fig. 3 

we can calculate storage efficiency
s

η and storage fraction x. 

Table 1 Inlet gas composition for the LNT catalyst bench flow test for storage and 
regeneration mode 

Gas Storage mode (lean) Regeneration mode (rich) 
NO 650 ppm (SV 50,000 /hr) 

700 ppm (SV 80,000 /hr) 
0 ppm 

N2  balanced balanced 
O2  8% 0% 
THC 0 ppm CH4 1200 ppm 

C2H4 600 ppm 
CO 0 ppm 3600 ppm 
CO2  0 ppm 2670 ppm 
H2 0 ppm 2450 ppm 

 

 

Fig. 2 Block schema of LNT model 



106 B. Lee, R. Grepl, and M. Han 

 

Fig. 3 Example of experimental data – storage phase (T = 473K) 

2 LNT Model and Parameter Estimation 

2.1 Parameter Estimation 

The estimation of the parameters of the storage LNT model consists of the three 
following steps.  

a) Data processing – The data processing was based on the cutting of the 
relevant part of experimental data, smoothing and resampling. 

b) Selection of approximation function candidate – First, the validity of the 
approximations used in [11] was tested. Next, if not satisfactory, a search 
among the set of function candidates was performed programmatically.  

c) Estimation of the parameters of the selected function – The Trust Region 
algorithm was used for the parameter fitting.   

2.2 Modelling of Trap Capacity 

The first step in the modelling of the storage process in LNT is the approximation 
of the trap capacity. It depends on the maximal capacity Cm and the temperature. 
We have successfully applied the model introduced in the [11]:     
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The Fig. 4 shows the fit of the model (3) as well as the estimated parameters. 

 

Fig. 4 Trap capacity depends on temperature (Left: data “Space Velocity = 50,000/hr, coef-
ficients from regression: Cm = 7.3012e4, Tm= 620, Ts= 192 ; Right: data “Space Velocity 
= 80k, Cm = 6.2523e4, Tm= 626, Ts= 252) 

2.3 Modeling of Storage Efficiency 

The second step in the storage model derivation is the approximation of the stor-
age efficiency. The [11] applied the following function: 

 
e e

1 e
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α α

αη
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However, our experimental data shows a very different relationship between 
the normalized stored NOx x and the efficiency Sη as is shown in Fig. 5. We pro-

posed the new approximation in the form of  

 
1 2( )

1

1 eS a x aη − −=
+

 (5) 

The Fig. 6 presents the quality of the function fit on the data with a space veloc-
ity of 50,000/hr.  
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Fig. 5 Storage efficiency (data “Space Velocity = 50,000/hr) 

 

Fig. 6 Function of Storage efficiency relatively to “x”. Approximation (5) is used. (data 
“Space Velocity = 50,000/hr) 

3 Conclusions 

The modelling of the storage process in the lean NOx trap was presented in this 
paper. Based on the experimental data acquired on the bench flow reactor, the trap 
capacity was found to be very similar to the function published in [11]. However, 
the storage efficiency does not correspond to [11], requiring a new approximation. 
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Based on the search among the several function candidates, the best model to fit 
our data has been found.  

Although it follows the available data very well, for the practical implementa-
tion in real-time of an LNT controller, the look-up table approach can be also 
applied. 

The future work will be focused on the modelling of the LNT using the data 
measured on the engine test stand.  
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Abstract. The ability to describe a mixed lubrication regime correctly has higher 
and higher importance along with the continued downsizing trend. Therefore, this 
paper deals with the application of different methods for determining the contact 
pressure in slide bearings, as well as the description of several strategies of 3D 
rough surfaces computer modelling. Furthermore, in this paper are shown result 
example of surface roughness generation and analysis results of slide bearing op-
erated under different lubrication regimes. 

1 Introduction 

Slide bearings are still irreplaceable in many engineering applications, especially 
due to their properties, which include for example the ability to absorb shocks and 
vibrations; their simplicity and low cost; small sizes; light weight and others. 

Along with the development of slide bearings (both in terms of materials and 
design) also computational methods and models are ought to be developed, which 
could ensure plausible description of the processes occurring in these bearings 
computationally. 

One can say that only this path leads to the successful development not only in 
the field of slide bearings. Throughout history many computational models of 
mechanical friction losses were developed, which can be applied in the area of 
sliding bearings. It turns out that many of these computational models can only be 
successfully applied to surfaces with given specific properties, which include the 
distribution of asperities on the surface, their shapes, angle, curvature, etc. This 
means that the current state of knowledge in the field of computational modelling 
of mixed lubrication conditions will be able to choose the best computational algo-
rithm for the given type of surface topography, as well as to determine the value of 
the mechanical friction losses. 

2 Contact Models 

Because the efficiency of the calculation it is very important, we need to take it into 
consideration during the design of contact analysis. In this section a very efficient 
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computational model will be described for determining contact pressure. Further-
more a survey of more sophisticated computational models for the description of 
mixed lubrication conditions will be carried out. 

2.1 Oil Film Height Equation 

The most important step before calculating the contact pressure between the two 
surfaces is to determine the height of the lubricating gap. For this purpose were 
used a slightly modified approach, described in detail in [1]. The governing equa-
tion describing the behaviour of oil pressure can be written in the following form: 

 3 3 6 2
p p h h

h h U
x x z z x t

η∂ ∂ ∂ ∂ ∂ ∂     + = +     ∂ ∂ ∂ ∂ ∂ ∂     
, (1) 

where p is the pressure, h is the oil film thickness, η is the dynamic viscosity of 
the oil and U is the effective velocity. The oil film gap is than defined as: 

 ( )cosh R r e ϕ= − + , (2) 

where R is the shell’s radius, r is the pin’s radius, e is the pin’s eccentricity and φ 
is the angle around the pin’s axis. 

The final definition of the dimensionless oil film gap depending on tilting  
angles is: 

 ( , , , ) 1 cos cos cos sinH H Z Z Zϕ ε γ δ ε ϕ γ ϕ εγ ϕ δ ϕ= = + − + − ,  (3) 

where φ is the angle around the pin’s axis, ε is the dimensionless eccentricity, γ is 
the dimensionless pin tilting angle at the narrowest oil film gap, δ is the dimen-
sionless tilting angle in the plane perpendicular to the plane of the narrowest oil 
film gap. 

2.2 Efficient Contact Pressure Computational Model 

Computational model described in this chapter is based on the theory explained in 
details in [2]. 

The basic equation for the calculation of the contact pressure has the form: 

 ( ) 5/2

8
( )

5

d
p d K F

π ηβσ
σ
 =  
 

, (4) 

where: 
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where η is the surface density of the roughness peaks [m2], β is the radius of cur-
vature [m], σ is the average roughness of surfaces [m], ν is the Poisson constant of 
materials [-], Ra is the surface roughness [m], E‘ is the composite elastic modulus 
[Pa], E is the elastic modulus of materials [Pa] and F5/2 is the roughness contact 
pressure function [-].  

Then the total value of the pressure is given by the sum of the hydrodynamic 
pressure and the pressure, which is given by the contact between the asperities of 
the two surfaces. This can be expressed by the following equation. 

 Total Hydrodynamic ContactP P P= + , (8)  

This fact should be closer studied, because these two different lubrication re-
gimes are linked together (like describes Fig. 1.), and thus their separate calcula-
tion and subsequent sum of their values may bring some distortion into the final 
results. 

 

Fig. 1 Stribeck Curve 

As it is described in the text above, this method is very effective, has been vali-
dated and is still in use. Despite these facts some types of tasks require a more 
sophisticated approach (as one of the reasons mentioned could be, that the asperity 
heights were assumed to follow a Gaussian distribution function).  For this reason, 
there are some other approaches available, allowing the determination of the con-
tact pressure between two rough surfaces. 

For this purpose it is necessary to have the input data either directly from the 
surface roughness measurement, or they could be generated using different ap-
proaches. One of the possible generation methods could be the use of random 
midpoint displacement, or by many authors used generation of rough surfaces 
using fractal geometry, which will be described below. 
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2.3 Surface Roughness Generation 

In 1998 for the purpose of generating a three-dimensional rough surface a modi-
fied two-variable Weierstrass-Mandelbrot function (WM function) was presented 
by authors Yan and Komvopulos (1998). 

This function can be written as [3]: 
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where L is the sample length, G is the fractal roughness, D is the fractal dimen-
sion, γ is a scaling parameter, M is the number of superposed ridges used for con-
struction of the profile of the surface, n is a frequency index and Φm,n is a random 
phase. The upper limit of the frequency index can be determined by the formula: 

 
( )

max

log /
int

log
SL L

n
γ

 
=  

 
, (10) 

where int[…] denotes the maximum integer value of the number in the brackets 
and LS is the cut off length. 

Example of the surface generated using this function is shown in the figure  
below. 

 

Fig. 2 Simulated three-dimensional fractal surface 

As another mentioned method for contact pressure calculation an older  
approach to this problem should be described, which incorporates the Hertz  
theory. 
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2.4 Contact Modelling Using the Hertz Theory 

In order to apply the Hertz theory to the problem of contact between three-
dimensional fractal surfaces, it is necessary to take some simplifying assumptions. 
Bodies in the contact are assumed isotropic and elastic, perfectly smooth and the 
contact areas are taken flat and small relative to the radius of the undeformed bod-
ies’ curvature. 

Then the contact between each surface peak (represented by a perfect sphere) 
and rigid flat plate is solved.  

Final expressions for the contact area radius, maximum contact pressure and 
relative displacement of two spheres centres (caused due to local deformation 
contact at the interface), mentioned in [4] (such as other information from this 
chapter) can be written as shown below. 

The contact area radius: 
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, (11) 

The maximum contact pressure: 

 
1/32

2
0.62

4C

PE

r
σ  

=  
 

, (12) 

and the relative displacement of two spheres centres: 
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. (13) 

Further a normal force is given by the formula: 

 ( )3/21/30.74P E rδ= . (14) 

Then contact area between a sphere and a flat plate is: 

 2A aπ= . (15) 

3 Result Examples 

Based on all of information mentioned above, the complex computational model 
was developed for detailed analysis of sliding bearings.  

Result examples, which can be seen in the following figure, illustrate compari-
son of two different computational approaches used for crankshaft main bearing  
of naturally aspirated combustion engine analysis. As is evident from the figure 
caption, purely hydrodynamic and mixed lubrication regimes were considered. 
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Differences in the course of both curves clearly show that taking into account 
also mixed lubrication regime is practically necessary for the future of modern 
power units development. 
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Fig. 3 Comparison of two different computational approaches 

4 Conclusions 

Contact mechanics is a frequently studied field. Many scientists around the world 
have been devoted large amounts of resources, effort and time to develop different 
methods of surface characteristics measurement. In literature mentioned are many 
modified approaches for determining the contact pressure ([3], [5], [6], [7], and 
others). Most of them are based on two approaches also mentioned in this paper. 

Unfortunately it is almost always necessary to introduce certain simplifying  
assumptions in problem solving.  

Car producers are still under bigger pressure of legislatures which directs to the 
reduction of frictional losses of power units and increasing their overall efficiency, 
leading to the CO2 emissions reduction. The development of these advanced  
powertrains is than (from all of views) increasingly challenging. 

In this paper described were two basic approaches for computational modeling 
of contact pressure, which should be well understood before studying other ap-
proaches. Further described has been one of the most used methods for generating 
random surfaces. 

Although it may seem curious, it is still not common that combustion engines 
developers use so complex computational codes similar to this one. Therefore the 
main contributions of this paper are the developed comprehensive computational 
strategy for rigorous design of sliding bearings and the computational code, used 
for sliding bearing calculations. 
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Abstract. This article focuses on a model for the creation of artificial leather pro-
duction in the automotive industry. Aluminium or nickel shell moulds are used in 
the production of leathers. The inner mould surface is sprinkled with a special 
PVC powder and the outer mould surface is warmed by infrared heaters located 
above the mould. This is an economically advantageous way to produce artificial 
leathers used in car interior equipment.  The article includes a description of 
a model that allows us to calculate the heat radiation intensity across the mould 
surface for every location of heaters, and to optimize the location of the heaters by 
using a differential evolution algorithm. The process of experimentally measuring 
the heat radiation intensity in the surroundings of the infrared heater by using a 
robot is also described in the article. The calculations were performed using a 
Matlab code written by the authors. The article contains a practical example in-
cluding graphical outputs. 

1 Introduction  

This article describes a procedure for the calculation of heat radiation intensity 
across the whole mould surface for fixed location of infrared heaters above the 
mould. It is necessary to ensure the same heat radiation intensity (within the speci-
fied tolerance) on the whole mould surface by finding suitable location of the 
heaters. In this way, the same colour and material structure of the artificial leather 
is assured.  The process of heat radiation intensity optimization on the mould sur-
face is rather complicated (moulds which are used, are often very ragged, during 
the process of optimization possible collisions between one heater and another as 
well as collisions between a heater and the mould surface must be avoided). The 
problem of optimization has many local extremes. Using gradient methods for 
finding the global minimum is therefore unsuitable, because there is a great likeli-
hood of entrapment in a local extreme. This is the reason why a differential evolu-
tion algorithm is used. The manufacturer of artificial leathers needs to implement 
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a procedure for optimization on the production line (after its verification in the 
Matlab system).  Therefore we need to know the optimization process in every 
detail, and we do not use existing, commercially available, software tools.  

The infrared heater manufacturer has not provided the distribution function of 
the heat radiation intensity in the heater surroundings.  However, knowledge of 
this function is indispensable for our model and calculations. Therefore, we per-
formed experimental measurements of heat radiation intensity in the surroundings 
of a heater which is described in the following chapter.    

2 Automated Measurement System of Heat Radiation 
Intensity in the Heater Surroundings  

The infrared heater has a tubular form and is equipped with a mirror located above 
the radiation tube which reflects heat radiation in a given direction. The length of 
the heaters can be between 15 and 25 cm. An experimental measurement of heat 
radiation intensity in the surroundings of the heater was automated by using an 
electromechanical KR 16 robot and a Hukseflux SBG01 heat flux sensor. A robot 
controlling unit was equipped to control both the robot and the additional external 
equipment (see Figure 1). We connected the heat flux sensor to the robot using the 
I/O system Wago.  

 

Fig. 1 Configuration of the automated measurement system 

The sensor was fixed on the x1x2-plane (see Figure 2). A heater was mounted at 
the end of the robot arm. Due to the symmetry of the heat radiation intensity of the 
heater, we performed measurements only in part of the 3D space above the 1st 
quadrant of the Cartesian coordinate system of the x1x2-plane. The robot arm with 
heater moved in a few planes parallel to the x1x2-plane, and stopped at selected 
points in every plane for 100[ms]. Using the analog input values, heater positions 
together with heat radiation intensities at selected points were continuously trans-
mitted through a KRC4 robot controller (KUKA Robot Controller version 4)  to 
the supervising PC. The trajectory of the robot arm end with the mounted heater 
was programmed in the special programming language KRL (KUKA Robot Lan-
guage). We recorded the measured values of the heat radiation intensity and actual 
heater positions using Cartesian coordinates in a text file. We performed experi-
mental measurements for different deflections of the axis of the sensor (it corre-
sponds to the different directions of the outer normal vector of the mould surface 
at given points).  
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Fig. 2 Measurement of heat radiation intensity using a KR 16 robot and a Hukseflux 
SBG01 sensor 

The working range of a used heat flux sensor is up to 200[kW/m2] and its field 
of view is 180°. The sensor is passive and needs to be cooled with flowing water. 
The sensor was connected to the analog input of the Wago distributed I/O system. 
The whole Wago system was configured in the robot controller as an analog and 
digital I/O system. 

The measured heat radiation intensity, and its interpolated values in 3 parallel 
planes with x1x2-plane are shown in colour in Figure 3 in the case of  0° deflection 
of the axis of the sensor (i.e., axis of the sensor is vertical). 

 

Fig. 3 Heat radiation intensity in the planes at distances 9, 11 and 13[cm] from the heater 

3 Model of a Heat Radiation Intensity Calculation on a 
Mould Surface  

In this chapter a model for the heating of the outer mould surface using infrared 
heaters located above the mould is briefly described (see Figure 5). The model is 
described in more detail in [2] and [3]. The heaters and the heated mould are rep-
resented in 3D Euclidean space E3 using the Cartesian coordinate system 

),,,( 321 xxxO with base vectors )0,0,1(1 =e , )0,1,0(2 =e and )1,0,0(3 =e . 
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A heater is represented by a abscissa of length d. The location of every heater Z 
can be defined by the following 6 parameters 

 ),,,,,(: 21321 ϕuusssZ , (1) 

where 21 , ss and 3s are coordinates of the heater centre S; 21 , uu are coordi-

nates of the unit vector of the heat radiation direction u (the heater radiates 
“downward“, i.e., 03 <u and therefore u is defined by its first two coordinates); 

ϕ denotes the angle between the vertical projection of the vector r (determines 

direction of abscissa representing a heater in our model) onto the x1x2-plane and 
the positive part of the axis x1 (vectors u and r are orthogonal, ).0 πϕ ≤≤  

The outer mould surface P is described by elementary surfaces ,jp where 

Nj ≤≤1 . It holds jpP ∪= and =∩ ji pp intint ø for .ji ≠  Every elementary 

surface jp can be defined by the following 6 parameters 

 
),,,,,,(: 21321 j

jjjjj
j cvvtttp  (2) 

where jjj ttt 321 ,, are coordinates of the centre of gravity jT of jp ; jj vv 21 ,  are 

coordinates of the unit outer normal vector jv at the point jT (we suppose v  faces 

“upwards” and therefore is defined through its first two components); jc  is the 

area of jp . 

We are able to determine the heat radiation intensity of heater Z on the elemen-
tary mould surface jp , which are in a general position. For this purpose we use 

the measured values of the heat intensity radiation in the surroundings of a heater, 
their linear interpolation and suitable transformation of the general position of 
heater Z and the elementary surface jp  to the position in the case of experimental 

measuring described in chapter 2 (see in detail [3]).  

3.1 The Calculation of Total Heat Radiation Intensity 

Now we will describe the numerical computation procedure for the total heat ra-
diation intensity on the mould surface. We denote Lj the set of all heaters radiating 
on the jth elementary surface jp ( Nj ≤≤1 ) for the fixed location of the heaters, 

and Ijl the heat radiation intensity of the lth heater on the jp elementary surface. 

Then the total radiation intensity Ij on the elementary surface jp  is given by the 

following relation (see in more detail in [1]) 

 

∈

=
jLl

jlj II . (3) 
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The producer of artificial leathers recommends a constant value of heat radiation 
intensity across the whole outer mould surface. Let us denote this constant value 
as recI . We can define F, the aberration of the heat radiation intensity, using the 

relation 

 




=

=

−
=

N

j
j

N

j
jrecj

c

cII

F

1

1 . (4) 

We highlight that jc denotes the area of the elementary surface jp . We need to 

find the location of heaters so that the value of aberration F will be within 
a specified tolerance. Therefore, we will focus on the process of optimizing the 
location of heaters above the mould surface in the following chapter. 

4 The Optimization Process of the Location of the Heaters  

Function F, defined by (4), contains many local extremes. Using gradient methods 
for finding the minimum of function F is not appropriate. If we used a gradient 
method, there is a high likelihood that we would find only a local minimum of 
the function. Therefore, we use a differential evolution algorithm (denote DE, 
detailed in [4]), for finding a global minimum of function F (i.e., to optimize the 
location of the heaters). The disadvantages of a DE are its computational demand 
and slower convergence. The location of every heater is defined in accordance to 
the relation (1), using 6 parameters. Therefore, 6M parameters are necessary to 
define the location of all M heaters. One individual in the DE represents one pos-
sible location of all 6M heaters. In the algorithm we successively construct popu-
lations of individuals. Every population includes NP individuals, where every 
individual is a potential solution to our problem. We seek the individual 

Cy ∈min satisfying the condition 

 });(min{)( min CyyFyF ∈= , (5) 

where MEC 6⊂ is the set we are searching for. The identification of the individual 

miny  defined by (5) is not realistic in practice. However, we are able to determine 

an optimized solution opty . The generated individuals are saved in the matrix 

)16( +× MNPB and every row of this matrix represents one individual y , and its value 

).(yF  Now we will describe schematically the particular steps of the DE named 

DE/rand/1/bin (for more detail see [4]) which is applied to our problem. 
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4.1 Differential Evolution Algorithm  

Input: the initial individual 1y , population size NP, the number of used heaters M 

(dimension of the problem is 6M), crossover probability CR, mutation factor f, the 
specified accuracy of the calculation .ε  
Internal computation:  

1.create an initial generation (G=0) of NP individuals G
iy , ,1 NPi ≤≤   

2.a) evaluate all the individuals G
iy of the generation G (calculate )( G

iyF for every 

individual G
iy ), b) store G

iy  and their evaluations )( G
iyF into the matrix ,B  

3. repeat until ε<∈ });(min{ BG
i

G
i yyF  

a) for i:=1 step to NP do 
     (i)    randomly select index },6,...,2,1{ Mki ∈  

     (ii)   randomly select indexes  },,...,2,1{,, 321 NPrrr ∈  

             where irt ≠ for 31 ≤≤ t and 323121 ,, rrrrrr ≠≠≠ ; 

     (iii) for j:=1 step 1 to 6M do  

               if (rand(0,1) ≤ CR or j=ki) then ( )G
jr

G
jr

G
jr

trial
ji yyfyy ,,,, 213

: −+=  

                                                         else  G
ji

trial
ji yy ,, :=    

           end for (j) 

     (iv) if ( ) ( )G
i

trial
i yFyF ≤  then trial

i
G
i yy =+ :1  else G

i
G
i yy =+ :1  

  end for (i)                                                

b) store individuals 1+G
iy and their evolutions ( )1+G

iyF  ( )NPi ≤≤1 of new genera-

tion G+1 into the matrix B; G:= G+1 
end repeat. 
Output: the row of matrix B that contains the corresponding value 

( ) };min{ B∈G
i

G
i yyF represents the best found individual opty . 

 

Note that the function rand(0,1) randomly chooses a number from the interval 

>< 1,0 . The denomination G
jiy ,  represents the jth component of an individual 

G
iy in Gth generation. The individual opty is the final solution and includes infor-

mation about the location of every heater in the form (1). 

5 Practical Example 

Here we will describe a practical example of the heating of an aluminium mould. 
The volume of the mould is 15.04.08.0 ×× [m3] (see Figure 5), the number of 
elementary surfaces, 064,2=N ; the heat radiation intensity recommended by the 

producer of artificial leathers, 47=recI [kW/m2]. We use 16 infrared heaters (i.e., 

M = 16) of the same type (producer Philips, capacity 1,600 [W], length 15[cm], 
width 4[cm]).  
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The heaters of the initial location (corresponding to individual 1y ) lie on the plane 

parallel to the x1x2-plane and at a distance of 10 [cm] from the centre of gravity jT of 

the elementary surface jp with the highest value jT
x3 , where Nj ≤≤1 (see left part 

of Figure 5). The aberration given by relation (4) for this location of heaters is 
51.23)( 1 =yF . We use the DE algorithm described in subsection 4.1 to optimize the 

location of the heaters. The parameters of the algorithm are as follows: population 
size NP =192 (dimension of the problem is 6M = 96), mutation factor f = 0.98 and 
crossover probability CR = 0.60. We obtain the optimized individual opty  with a 

value of 96.1)( =optyF  after 6,000 generations of DE algorithm. The dependence of 

the aberration )( optyF on the number of generations is shown in Figure 4. 

 

Fig. 4 Dependence of )( optyF  on the number of generations 

Figure 5 shows a graphical representation of heat radiation intensity on a mould 
surface, with the initial location of heaters 1y in the left part, and the optimized 

location of the heaters opty  in the right part of the figure. 

The location of the heaters techy , determined on the basis of the experience of 

technicians, produces significantly worse results than ours (in this example 
21.11)( =techyF ) and is time consuming. 

 
Fig. 5 Heat radiation intensity ([kW/m2]) on the mould surface and the location of heaters 
corresponding to the individual 1y (left part) and to the individual opty (right part) 
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6 Conclusions 

On the basis of practical calculations, we get a sufficiently exact solution for the 
optimized location of heaters over the mould. We obtained more exact results 
using the DE algorithm than by using the genetic algorithm in numerical experi-
ments (see [2], [3]). We are able to calculate the temperature on the mould surface 
during the warming by heaters on the basis of the solution of the parabolic evolu-
tionary equation of heat conduction in the mould (e.g., using the software tool 
ANSYS, see [3]). 

Acknowledgments. This work was supported by project OP VaVpI, No. CZ.1.05/2.1.00/ 
01.0005 and by project TUL FM SGS 2013/78000. 
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Abstract. This research is the next step in studying the properties of so called 
Special Granular Structures (vacuum packed particles). Started about ten years 
ago, the work has shown these materials to be a very interesting research subject 
(having controllable physical properties, depending on applied underpressure). 
The properties of investigated granular structures described in previous papers led 
author to believe, that also acoustic characteristics may change with applied 
underpressure. This work shows new potential possibilities of Special Granular 
Structures application (such as acoustic panels with controllable acoustic 
properties). Presented results prove, that acoustic properties of these materials can 
be controlled. 

1 Introduction 

Nowadays acoustics is becoming more and more important in the design process. 
Despite all kinds of actions aiming to decrease the level of noise emitted by 
machines, the problem is still present in various areas, from airfields and their 
influence on environment to the sounds produced by daily used equipment. There 
is a permanent increase of noise levels and a continuous increase in number of its 
sources, that humans and environment are exposed to. These facts are undoubtedly 
the result of development of our civilization. Along, there is a considerable  
growth of consciousness concerning noise and the dangers that it is related to, as 
well as means of limiting it. At the same time new policies are introduced, that 
aim to maintain noise at certain acceptable levels. To some extent the answer for 
higher demands in acoustics, are new more effective absorbing materials. The 
search for them brings often new ecological solutions, using e.g. recycled 
materials [3, 6, 7]. 

With respect to above facts, it is understandable, that researchers are looking 
for not only passive, but also active solutions. The most common would be 
probably systems known as ANC (Active Noise Control) used currently in 
headphones. The problem with ANC though, is that it is relatively expensive, very 
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complex and suit only certain applications. Common usage of such systems is 
therefore a rather distant perspective. 

Granular materials made from various plastics are widely used in absorption of 
acoustical waves ([1]), e.g. in construction industry in roofs. But they are never 
implemented with use of underpressure. 

In this work, so called Special Granular Structures (SGS) were tested for 
absorption coefficient. That is the name for granules of plastics closed in an elastic 
container, in which a partly vacuum is created. The characteristics of described 
structure are controlled by a vacuum pump with a gauge. 

The scientific work concerning analysis of possible applications of SGS and 
controlling their properties are being conducted for about a decade [8, 13]. 
Attempts were also made to model their behavior under applied partial vacuum [9, 
10]. The main mechanisms, which influence changes of physical properties of 
investigated structures are: reduction of size (or disappearance) of air cavities and 
rapid increase of forces acting on edges of adjacent grains. This results in a major 
change of material structure. The possibility to control material mechanical 
properties inspired author to check for influence of underpressure on acoustic 
characteristics of SGS. 

2 Scope of Work 

The purpose of this work is to reveal selected part of acquired experimental results 
obtained during the whole research process. Discussing the all experimental data  
would end up with producing an extensive paper. The original research plan was 
aimed at finding impact of various factors on absorption coefficient of SGS. The 
factors investigated in this paper were: 

a) level of underpressure generated inside the sample, 
b) front material of the specimen (three kinds and three thicknesses 

were analyzed), 
c) different kinds of granular materials (five types of plastics were 

tested: polypropylene, polypropylene talc, polystyrene, ABS (Fig. 1), 
poly(methyl methacrylate), 

d) length of sample (130 mm and 200 mm). 

The main purpose of present paper is to perform an analysis of the 
underpressure influence on chosen acoustic characteristics of SGS, composed  
of polypropylene (PP) particles. Secondly, author would like to analyze 
possibilities of using tested materials in acoustic barriers with controllable 
absorption. 
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Fig. 1 Typical granular materials investigated in this paper (ABS grains) 

3 Methods of Measurement 

The research was conducted in the Vibroacoustic Laboratory at the Faculty of 
Automotive and Construction Machinery Engineering, Warsaw University of 
Technology. The experimental setup (Fig. 2) consisted of B&K impedance tube 
(type 4206), two microphones (2670), generator (3160-A-04/2), amplifier 
(2716C), a vacuum pump with two gauges and a laptop with Pulse Lab Shop 
software. 

Experiments were carried out according to EN ISO 10534-2 acoustic material 
testing standard [4]. Selected test stand limited investigated frequencies from 500 
Hz up to 6400 Hz. Air conditioned room prevented from any impact of 
temperature or humidity changes on the results. 

 

Fig. 2 Experimental setup 

Because the test material and its use was specific in this type of testing, there 
were several issues that had to be resolved. The test sample was built of a delicate 
plastic material formed in a cylindrical shape, reinforced with a thin teflon ring  
in the front part. Since it was necessary to have a hermetic sample, also its face 
had to be sealed. Introduction of any material in the way of acoustic waves, 
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penetrating the test structure, produces obvious limitation to the SGS dissipation 
capabilities. Previously mentioned limitations are the only way to use vacuum 
packed particles having extraordinary features for semi-active noise damping. The 
underpressure was generated and controlled by a vacuum pump with gauge, 
connected to the back of the sample which was a steel disk of proper thickness, 
which also provided the proper rigidity behind the tested sample. 

Dimensions of the specimen were: diameter 28.8 mm and length 200 mm. Its 
mass was 73.40 g, the mass of PP grains was 65.63g. Dimensions of used grains 
were: 2-3 mm (diameter) and 4-5 mm (length). The underpressure was generated 
from 0 to 0.09 MPa with step of 0.01MPa. The measurements were taken in three 
series. 

4 Results and Discussion 

Experimental results are shown in Figs 3-5 and additionally in Table 1. It can be 
easily observed, especially in Fig. 5, that the controlling parameter has a 
noticeable influence on acoustic properties of tested structures. Other tested 
plastics show similar response. In terms of absorption coefficient it is most 
obvious between 0 and 0.01 MPa. Depending on the material, some differences 
can be noticed also in two next ranges of generated underpressure, until a 
threshold limit approximately 0.03 MPa is reached. 

 

Fig. 3 Absorption coefficient for PP particles, underpressure 0.01 MPa 
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Fig. 4 Absorption coefficient for PP particles, underpressure 0.09 MPa 

The absorption coefficient for ‘loose’ grains is at a level of about 0.6 for most 
of the tested frequency range. Author would like to emphasize, that results from 
research presented hereby may differ from ‘similar’ experiments concerning loose 
granular media of such kind. The cause is obviously the sample construction, 
described earlier. 

 

 

Fig. 5 Absorption coefficient for PP particles, underpressure levels 0-0.09 MPa 
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Table 1 Absorption coefficient for PP particles, underpressure levels 0-0.09 MPa 

 Frequency [Hz] 

Underpressure 
[MPa] 

500 1000 2000 4000 6400 

0 0.543 0.651 0.587 0.619 0.615 

0.01 0.034 0.031 0.036 0.047 0.052 

0.02 0.032 0.029 0.028 0.043 0.046 

0.03 0.028 0.028 0.026 0.043 0.044 

0.04 0.028 0.028 0.024 0.043 0.042 

0.05 0.028 0.028 0.023 0.044 0.042 

0.06 0.027 0.028 0.023 0.044 0.042 

0.07 0.027 0.027 0.023 0.043 0.043 

0.08 0.027 0.027 0.023 0.041 0.043 

0.09 0.027 0.027 0.023 0.041 0.043 

5 Conclusions and Perspectives 

Results obtained from experimental research carried out for Special Granular 
Structures revealed, that there is a considerable influence of the underpressure 
parameter on acoustic properties of Special Granular Structures. Such 
phenomenon results from structural changes previously described in Sec. 1. 
Because these changes are entirely reversible, it is possible to use SGS as a semi-
intelligent absorbing layer - a part of a sound absorbing barrier. 

In terms of acoustic characteristics of investigated granular systems, a lot of open 
questions still remain. The most interesting problem is the behavior of SGS between 
0 and 0.01 MPa (most changes in properties take place in that range). Next one 
would concern the level of compaction of grains in a container. This parameter 
clearly determines the dimensions and shape of air cavities between single grains, 
that influence SGS properties [5, 11, 12]. Following are size and shape of particles, 
which may have similar effect on acoustic properties as previously mentioned. 
Another factor is the grains’ material, which strongly influences its structure (in 
presented research the deformation of polypropylene particles was negligible). 

Special Granular Structures reveal features, that are unique even for well 
commercialized smart materials. Their biggest advantage is common availability 
and price (they are very cheap compared to most popular smart materials, e.g. MR 
fluids [2]). 

Former works concerning Special Granular Structures were aimed at 
investigations of their mechanical properties or realistic engineering applications. 
Current paper is devoted to a novel domain of absorbing materials and acoustics.  

Generally material structures and physical systems have a characteristic 
response to any external excitations. To minimize complex and expensive 
laboratory research of innovative structures, which vacuum packed particles are 
typical example, a suitable mathematical model has to be developed. Although 
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such an approach is true for conventional structural materials, we can encounter a 
lot of unpredictable problems when dealing with nonclassical innovative 
structures [14] or [15] and complex systems. In such cases, the modeling process 
should be preceded by complex experimental research providing information 
about the extraordinary features of the investigated systems. 

As a conclusion it is worth mentioning that for better understanding of the 
extraordinary acoustic properties of granular structures, more complex laboratory 
tests have to be carried out. 
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Abstract. This paper presents Hardware in the Loop (HIL) simulation of the 
BLDC motor used in aerospace applications. Due to a high frequency driving 
signals and a high dynamics of the electrical part of the BLDC motor, the utiliza-
tion of FPGA is necessary. The algorithm is distributed between the CPU and the 
FPGA and targeted to dSPACE modular hardware. 

1 Introduction 

The popularity of the BLDC motor has continuously grown over recent years. 
This engine is used in such applications as automotive [1][2], aerospace [3][4], 
industry and home appliances. The advantages of this motor are easy control me-
chanism, cost and power density. BLDC motors are also suitable for critical safety 
applications e.g. in aerospace. To develop an ECU for this motor, especially for 
critical safety applications, there is a need to test the ECU in various operating 
conditions, simulate faults, etc. 

A high frequency PWM signal is used for the electric motors’ control, so the 
correct real-time (RT) simulation of electrics motors needs the implementation on 
the FPGA [5]. Not only does the electric part of the motors needs FPGA imple-
mentation, but also every RT simulation of the system with a high dynamic (small 
time constant or high frequency input signal) [6]. Today’s processor based RCP 
and HIL HW allows computational steps up to 10 µs [7], that’s the restriction for 
simulating high dynamic systems. 

A similar problem, BLDC motor RT simulation, is described in [5]. But they 
simulate the BLDC motor on the level of power signals. Sometimes it’s called 
Power HIL simulation [8]. In contrast, we simulate the behaviour of the BLDC 
motor and Power Inverter, and only the controller is under test (Fig. 1).   
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Fig. 1 BLDC motor HIL simulation scenario [9]  

2 Simulation Model of BLDC Motor 

A mathematical description is essential for offline and RT simulation. The model 
is derived on the following simplifying assumptions: 

• The electric motor is symmetrical, three-phase star connected. Resistance and 
inductance of individual phases are equal. 

• Inductance and mutual inductance are constant, independent of angular posi-
tion. 

• The magnetic circuit is unsaturated, leakage inductance and magnetic loss are 
ignored. 

• Back Electro-Motive Force (BEMF) waveform is trapezoidal. 
• Thermal influence is ignored. 
• Only viscous friction is present. 

The model is described by these equations [9]: 

Electrical part 
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Mechanical part 
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where: 

• vas, vbs, vcs are phase voltages 
• ia, ib, ic are phase currents 
• R is phase resistance 
• Ls is substitional constant for inductance and mutual inductance 
• eas, ebs, ecs are BEMFs dependent on motor speed and angular position 
• ϕel is electrical angular position of rotor 
• ωm is mechanical angular velocity of rotor 
• B is viscous friction coefficient 
• Mi is inner moment  
• ML is load moment 
• J is moment of inertia 
• p is number of pole pairs 

Modeling of the BLDC motor according to these equations in a Matlab-
Simulink environment seems an easy task. Sinusoidal (synchronous, induction) 
motors have at every moment accurately defined voltage at every terminal, and 
input to the model can be voltage. But the BLDC motor, in contrast of sinusoidal 
motors, needs a proper simulation model of the power inverter. During the com-
mutation cycle of the BLDC motor,  one phase is always unconnected, floating. A 
proper model of the power inverter has to be introduced.  

3 Model of Power Inverter 

Modeling the inverter with SimScape (physical system modeling library) under 
Simulink would be a simple task. But because we need to transform the model to 
FPGA with System Generator blocks, basic Simulink blocks have to be used. 
One leg of the inverter (Fig. 2) has following behaviour: 

• The top transistor is closed and the bottom is open, output is DC bus voltage 
(48 V). 

• The bottom transistor is closed and the top is open, output is zero voltage (0 V). 
• Both transistors are open and the current is positive, the current flows through 

the diode parallel to the bottom transistor, output is zero voltage minus voltage 
drop over diode (-0.6 V). 
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• Both transistors are open and the current is negative, the current flows through 
the diode parallel to the top transistor, output is DC bus voltage plus voltage 
drop over diode (48.6 V). 

• Both transistors are open and the current is zero. Voltage according to (3) ap-
pears  as if generated from a motor and keeps zero current during commutation 
phase. 

For computational reasons the current is not compared to zero, but with a very 
low value close to zero. The algorithm is sensitive to zero-crossing detection  
settings because of the number of comparison blocks. 

 
2

2
b c b c a

a

u u e e e
u

+ + − +=  (3) 

 

Fig. 2 Simulation model of one leg of power inverter [9] 

4 Real-Time Model for HIL Simulation 

This section deals with transformation of the simulation model, introduced in the 
previous section, in the model running in real-time. The RT model is targeted to 
modular dSPACE HW [10] with a DS1006 processor board and a DS5203 FPGA 
board [11]. The data can be shared between both boards via a fast PHS bus. So the 
model can be split between the FPGA and the processor. Parts of the model with 
high dynamic or high frequency driving signal (electrical part, power inverter) run 
on the FPGA and parts with low dynamics (mechanical part, hall signals and 
BEMFs generation) run on the processor. 



Hardware in the Loop Simulation Model of BLDC Motor  139 

Splitting the model between processor and FPGA also gets the advantage that 
parts targeting the processor are easily programmable, i.e. the model can be more 
complex. The distribution of the RT model and the testing scenario is in Fig. 3. 
The FPGA is running at 100 MHz so the resulting computational time step is 10 
ns. The computational time step on the processor board is set to 20 µs. 

 

Fig. 3 BLDC motor HIL scenario and model division  

The transition from the simulation model to the RT model was performed after 
the following steps passed. In the simulation model two computational time steps 
were set according to the FPGA and processor division and between these parts a 
communication traffic delay (model of communication delay between processor 
and FPGA board) was inserted. Continuous integration was replaced by discrete 
integration. After that the model behaves correctly. The next step was the re-
placement of floating-point data types for future FPGA parts with fixed-point data 
types. Common ranges of all signals were determined, and according to that the 
fixed-point range and resolution were set. After that the simulation was performed 
correctly and the transition could begin. 
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Mechanical parts of the simulation model of the BLDC motor targeting the 
processor board are easily portable with dSPACE RTI, and minimum work has to 
be done. Parts targeting the FPGA must be described with a Xilinx System Gene-
rator for DSP blocks (Fig. 4). In addition the FPGA timing constraint plays a role 
and lots of pipelining was used. 

  

Fig. 4 Representation of one phase of BLDC motor according equation (1)  

5 Experimental Results 

RT simulation model was tested connected to the simulated controller. The simulated 
controller was just a simple six step commutation table and PWM control of the top 
transistors. RT simulation was stable and gives almost  the same results as offline 
simulation describing the behaviour of the BLDC motor (Fig. 5). Resulting waveforms 
are consistent with the bahavior of real general purpose low-voltage BLDC motor. 

 

Fig. 5 Voltage and current waveform from RT simulation of BLDC motor [9]  
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The used simulation design is satisfactory to about 30000 electrical rotations 
per minute. Restrictions are mechanical parts computed on the processor with a 
relatively big time step. For higher velocities it is necessary to convert the me-
chanical part to FPGA. 

6 Conclusion 

In this paper a simulation model of the BLDC motor capable of real-time simula-
tion on dSPACE modular HW was presented. This real-time model is suitable for 
HIL simulation and it was verified with a simulated controller. Due to high dy-
namics and high frequency driving signals, the electrical parts of the BLDC motor 
are computed on the FPGA. 

All this work uses high-level programming/designing tools: Simulink and 
dSPACE RTI for the processor part, and Simulink, System Generator for DSP and 
dSPACE RTI FPGA for the FPGA. Creation and testing of the RT model was 
comfortable and relatively fast. 
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Abstract. The article deals with application of heuristic method in system identi-
fication process. Real measured data can be used for system identification. Usual-
ly real data has noisy component. For this reason sometimes the filtering is applied 
to original data and the result is used for identification. In this article the compari-
son of usage the original and prefiltered data is discussed. For identification the 
Particle swarm optimization method is used. Different approaches are also used  
to create initial agents’ positions. Whole concept is tested using the MATLAB 
program. 

1 Introduction 

The optimization problem is common problem which we can meet everywhere. 
Nearly twenty years ago there were not enough powerful computers. For optimiza-
tion the deterministic methods were used. When the computers become available 
it was possible to use stochastic methods. Many of stochastic methods are based 
on behaviour of real living creatures. There exist set of methods which are based 
on swarms, flocks, herds, ant hills etc. behaviour. One of first of them was Particle 
swarm optimization method [1][2]. 

The separately excited DC motor transfer function can be used as two or three-
parameter system considering rotational speed response to armature voltage step. 
Such model can be more complicated considering passive friction torque and then 
four parameters must be used. System data are featured by input armature voltage 
and output rotational speed. The nominal voltage step function was used as a test 
input function. Rotational speed was measured by DC tachogenerator and thus 
voltage ripple and noise component at output can be found. 

Particle Swarm Optimization (PSO) method has ability to explore the state 
space. The system introduced in previous paragraph can be described by 3-4  
state variables. For this article the experiment will focus on problem with 3 state 
variables. 

The initial estimates should be chosen according to PSO theory with uniformly 
distributed random vectors. Some modification of initial estimates based on previ-
ous study has been made to improve simulation of inexperienced operator effort. 
System data have also been used original as well as prefiltered to evaluate PSO 
ability to process noisy measured data [3]. 
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2 Particle Swarm Optimization Method 

The PSO method uses set of agents which are moving across state space (set of 
feasible solutions) exploring it. In each step of moving the agent is evaluating 
fitness function. Each agent memories best personal position and “best in swarm” 
position. When agent finds new best position he informs all cooperating agents 
about this event so every agent has updated information about current stage of 
optimization process [1][2]. 

The model of agent moving is based on law of motion. 

 ( ) ( ) ( )( ) ( )( )kxxrckxxrckvckv sp −+−+=+ 3211 , (1) 

 ( ) ( ) ( )11 ++=+ kvkxkx , (2) 

where  x(k), x(k + 1)   agent positions,  
 v(k), v(k + 1)   agent velocities,  
 xp   personal best positions, 
 xs    swarm best positions,  
 r    random number (0;1), 
 c1, c2, c3   PSO parameters; 

 
Even if the PSO was widely discussed and many improvements were suggested, 
for this task the original algorithm was used. As proved before [3] the original 
algorithm offers good results so right now there is not any reason to use improve-
ments which can complicate the implementation. 

3 Experiment Description 

It was decided to run two basic sets of experiments to evaluate PSO method as 
listed in Table 1. PSO coefficients c1 = 0.7, c2 =1.4 and c3 = 1.4 were used as basic 
PSO coefficients for all experiments. This decision considers another previous 
study [3].  

Table 1 Performed experiments  

Experiment 
Number of 

agents 
Number of 

PSO steps 
Initial agents’ positions 

A 16 25 uniformly distributed random vectors 

B 16 25 uniformly distributed random order of magnitudes 

 
The quality of the identification process is evaluated by the integral fitness 

function J which is based on square differences between system output and its 
model output (Eq. 3a). For simulation purposes the discrete form of this function 
was used (Eq. 3b). 
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The model variables are motor gain coefficient K and motor time constants Ta 
and Tm which are stored in the vector of parameters x = [K Ta Tm]. It is possible to 
represent the search of the parameters as search of the J function minimum. The 
transfer function defined by this vector is introduced in Eq. 4. 
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Just for clarification – for the identification there are another two models which can 
be used in this case (see Eq. 5a and 5b) but this paper will stick with model in Eq. 4. 
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4 Finding the Global Minimum 

Rotational speed was measured by K6A1 DC tachogenerator. TiePie-HS4 oscil-
loscope with sampling frequency set to 20 kHz was used to measure and record 
the data. Measured tachogenerator voltage was converted to the rotational speed 
using MATLAB computation functions (original data). Noise fast changes of rota-
tional speed were filtered off using low-pass filter with 0.003 sec time constant 
(prefiltered data).  

 

  

Fig. 1 System output (rotational speed): original (left) and prefiltered (right) 
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It is necessary to know global minimum of fitness function to evaluate  
PSO method. In this case Nelder-Mead simplex search method and knowledge 
based approach to get it was used. Experienced operator would set initial estimate 
x0 of the searched parameters according to the system measured response. The 
motor gain (K) was set to 100 rpm/Volts, the electromagnetic time constant (Ta) 
was set to one millisecond and the electromechanical time constant (Tm) was set to 
ten milliseconds. The software support of the fminsearch function of the 
MATLAB program was used to find the minimum of a scalar function of several 
variables. 

Table 2 Fitness function global minimum found by Nelder-Mead search  

Data x0 x J 

noisy 1e+002  

1e-003  

1e-002 

1.0655e+002 

3.3478e-003  

6.5178e-002 

2.3432e+003 

prefiltered 1e+002  

1e-003  

1e-002 

1.0654e+002 

6.0102e-003 

6.8055e-002 

1.5865e+002 

5 Experiments Evaluation 

Experiment A initial agents’ positions were created according to PSO theory  
with uniformly distributed random vectors. Only positive numbers from particular 
interval given by its minimum and maximum were considered. Results of the  
simulations are listed in Table 4 and Table 5. Although a lot of simulations were 
calculated, only typical samples of results are presented because of paper limited 
space. 

Random number generation was controlled to have ability to repeat simulation 
anytime in the future. Moreover, the routine is compiled that way the PSO method 
uses the same random number generator in both experiments. Seeds of the random 
number generator for all simulations are listed in Table 3. Tables 4-7 contain the 
results of simulations. The usage of seeds grants the same positions of agents at 
beginning of simulation – PSO optimization. 

Routine was compiled in MATLAB R2009a release, so random number gene-
rator syntax should be updated if MATLAB R2011a or any modern release is used 
to repeat our simulations. Only part of MATLAB program is presented to show 
the ability to repeat simulation:  
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%% Data load 
%% Optional prefiltering 
%% Random number generator control 
    idrnd=rand;  
    rand('seed', idrnd)  
%% Initial agents’ positions: x0 
    x0=max*rand(16,3);  
%PSO algorithm 

rand('seed', idrnd) 
    %% Choice of agent best position: xagent  
    %% Choice of swarm: xswarm  
    %% Computation of agents’ velocities: v 
    v=0.7*presentv(i,:)+  
        1.4*rand(1)*(xagent(i,:)-presentx(i,:))+  
        1.4*rand(1)*(xswarm-presentx(i,:));  
    %% Computation of agents’ positions: presentx 
    %% Computation of agent position 
    %% Evaluation of fitness function 
%% Final results 

Code 1 First part of MATLAB code (Experiment A) 

Experiment B initial agents’ positions are given by vectors of uniformly distri-
buted random order of magnitudes (those two approach for generation of initial 
positions have same relation as Matlab commands linspace and logspace). 
Only positive numbers from the order of magnitudes interval IB=[1e-003; 1e+004] 
were considered. Results of the simulations are listed in Table 4 and Table 5.  

 
%% Initial agents’ positions: x0 
    RAD=[0.001 0.01 0.1 1 10 100 1000 10000];  
    VRAD=ceil(8*rand(16,3));  
         for R = 1:16 
             for C = 1:3 
                 x0(R,C) = RAD(VRAD(R,C))*rand(1);  
             end 
         end 

Code 2 Variation of first part of MATLAB code (Experiment B) 

Table 3 Seed of the random number generator 

 Seed of the random number generator 

 323 6614 2795 8972 6909 

 3514 5764 4426 9924 4872 

 8551 600 1764 5942 5693 

 3708 7445 918 330 8957 

 
Seeds in Table 3 were used for Experiment A-noisy, Experiment A-prefiltered, 

Experiment B-noisy, Experiment B-prefiltered and results of those simulations are 
at same position in Tables 4-7 as seed in Table 3. 
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Table 4 Experiment A results: original noisy data  

Interval  Local fitness function minimum 

0 

1e+004 

3.8232e+005 1.0323e+006 1.0332e+006 1.0259e+006 1.0312e+006 

6.6390e+005 9.6670e+005 1.0334e+006 3.8112e+005 8.0229e+005 

1.0319e+006 1.0037e+006 1.0244e+006 1.0273e+006 5.6869e+005 

9.2375e+005 1.0313e+006 8.7102e+005 1.0092e+006 1.0116e+006 

Table 5 Experiment A results: prefiltered data  

Interval  Local fitness function minimum 

0 

1e+004 

3.7500e+005 1.0246e+006 1.0256e+006 1.0183e+006 1.0235e+006 

6.5634e+005 9.5903e+005 1.0257e+006 3.7405e+005 7.9468e+005 

1.0242e+006 9.9599e+005 1.0168e+006 1.0196e+006 5.6120e+005 

9.1610e+005 1.0236e+006 8.6339e+005 1.0015e+006 1.0039e+006 

 
It must be noted that none of the local best identification processes of Experi-

ments A reached such fitness function global minimum as listed in Table 2 (see 
shaded cells). Thus Experiment A was confirmed as unsuccessful.  

Table 6 Experiment B results: original noisy data  

Interval  Local fitness function minimum 

1e-003 

1e+004 

1.5923e+005 1.5722e+005 2.6208e+003 1.6065e+005 7.6803e+003 

3.8150e+005 2.1174e+005 3.5194e+005 3.5725e+005 1.5871e+005 

1.5788e+005 1.3024e+004 1.2683e+005 1.2988e+005 1.5500e+005 

 2.8867e+004 3.5544e+005 8.4793e+003 1.3546e+005 2.9960e+005 

Table 7 Experiment B results: prefiltered data  

Interval  Local fitness function minimum 

1e-003 

1e+004 

1.5322e+005 1.5124e+005 2.6741e+002 1.5479e+005 4.3977e+003 

3.7419e+005 2.0482e+005 3.4472e+005 3.5002e+005 1.5265e+005 

1.5194e+005 1.0557e+004 1.2066e+005 1.2358e+005 1.4905e+005 

 2.9589e+004 3.4808e+005 5.0180e+003 1.2968e+005 2.9233e+005 

 
Note some of the local best identification processes of experiment B reached or 

were very close to fitness function global minimum as listed in Table 2 (see 
shaded cells). Thus Experiment B was evaluated as successful. 
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Table 8 Fitness function local minimum found by PSO method (experiment B)  

Seed 

Best swarm 

position based on 

noisy data 

Jn 

Best swarm 

position based on 

prefiltered data 

Jp 

2795 1.0587e+002 

1.0504e-002 

6.2364e-002 

2.6208e+003 1.0617e+002 

1.0549e-002 

6.6360e-002 

2.6741e+002 

6909 1.0305e+002 

2.6080e-002 

4.1584e-002 

7.6803e+003 1.0675e+002 

2.5053e-002 

4.9888e-002 

4.3977e+003 

918 1.0396e+002 

3.3850e-002 

7.4989e-002 

8.4793e+003 1.0396e+002 

3.3850e-002 

7.4989e-002 

5.0180e+003 

  

Fig. 2 Best PSO final estimates: noisy data (left) and prefiltered data (right)  

6 Conclusion 

Four basic experiments dealing with PSO method application to simple three-
parameter model experimental identification were compiled and evaluated. Two of 
them were taken as a comparison [3] to new two experiments. New experiments 
used the original measured data with noisy component. In this study the general 
form of fitness function was defined and used for evaluation. One experiment uses 
the linear distribution while second uses the logarithmic distribution. 

All experiments were fixed to predetermined random sequence. This approach 
allows the precious comparison of different configurations.  

This study proved that logarithmic distribution of initial PSO particles positions 
will noticeable improve the results. 
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Abstract. In the paper the use of permanent magnet with coil for transversal vi-
bration control of a flexible slender beam is analysed. The magnetic flux is varied 
due to external harmonic excitation. The so induced alternating voltage drives 
alternating current through a closed electric circuit. The induced current driven 
through the coil generates magnetic force, which counteracts the excitation force 
and so damps the vibration. The internal losses in the coil influence the overall 
system’s performance. A model of the system is derived in a simplified, linearised 
form. The extent of introduced damping is assessed. 

1 Introduction 

Many of the vibration control problems of rotating machinery are associated with 
various resonance phenomena in the machine frame. To avoid interaction of the 
dominant rotating frequencies with eigenfrequencies of the supporting structure 
following methods are used: 

• Detuning of the frame eigenfrequencies from the operational frequencies, 
• Introduction of additional damping to the structural damping of the frame. 

Some innovative approaches have been explored recently using active and 
semi-active methods of vibration control. Piezoelectric, electro-dynamic and elec-
tro-magnetic actuators are widely used for such a control strategy, as presented 
e.g. in [1-3]. Some applications of vibration control of a cantilever beam using 
electromagnetic vibration controller were published, too [4-6].  

The contribution, based on authors’ previous work [7-9], analyses the use of  
a permanent magnet with a coil for similar purpose. It has been shown that the 
controller of interest is capable to introduce damping, as well as alter natural  
frequency of the oscillatory system. The dummy system mocks-up a rotating  
machine, situated on a frame.  

2 Analysis of the Mechanical System 

It is assumed that the particular machine frame can be approximated by a  
beam of length l, uniform cross-section of area Ab, moment of inertia of the beam 
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cross-section Ib, made of material described the modulus of elasticity (Young’s 
module) Eb. It is further assumed that the frame is rigidly fixed at both ends to a 
supporting structure. Approximately in the middle of the beam the rotating ma-
chine of mass M is located. Below the beam the yoke of the permanent magnet is 
located. Let us assume that the machine and the yoke could be represented as a 
concentrated mass, located at the beam mid-point.  

During steady-state operation of the machine a harmonic force FE is generated 
at machine rotating frequency and its higher harmonics, due e.g. to small imbal-
ance. The excitation force would induce transversal vibrations of the beam. As-
suming, that the vibrations are of small magnitude and the beam is slender,  
the Euler-Bernoulli vibration theory of transversal beam vibrations can be  
applied. According to formulas given in [10], referring to [11], the fundamental 
angular eigenfrequency of the beam ωf, under stipulated conditions, is given by 
the formula: 
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If the load mass M is larger than the beam mass m, the fundamental eigenfre-
quency is essentially the same as the natural frequency of an single-degree of 
freedom (SDOF) oscillatory system with parameters M and kS; however, slightly 
perturbed by the second term. There is an antinode at beam midpoint, hence vibra-
tions at beam second eigenfrequency are not excited. Vibrations at higher eigen-
frequencies are usually of very small amplitude and can be neglected [11]. So  
the most important resonance could occur at beam first eigenfrequency. Hence, 
the frame dynamics can be approximated by an equivalent SDOF oscillatory  
system. 

The dynamics of the SDOF oscillatory system, subjected to a harmonic excita-
tion force FE(t) with additional oscillatory magnetic force FM(t) is described by the 
governing equation:  

 ( ) ))(,( 0MESS tidFtFwkwcwM −=++  , (2) 

where: M is the mass of the yoke and mass of the machine, cs is the damping 
coefficient, modelling the internal damping of the beam, ks is the equivalent beam 
stiffness at its midpoint, w is midpoint displacement and d0 is the distance between 
the upper plane of the core to the yoke in standstill. 

Introducing the relative air gap width ε(t) = w(t)/d0 and the natural frequency of 
the equivalent oscillatory system ω0 (ω0 = √ks/M), being beam first eigenfrequency: 
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The relative air gap width ε(t) is in fact the relative dynamic displacement. It will 
be further assumed that |w(t)| << d0, i.e. |ε (t)| << 1. 

3 Derivation of the Magnetic Force Components 

A pot type magnet is located below the ferromagnetic yoke, which is fixed in the 
middle of the machine frame. A static magnetic field is generated by the perma-
nent magnet (PM), located in the centre of a coil. As the yoke vibrates due to the 
influence of the harmonic force FE(t), the air gap width d(t) varies with time. The 
variation of d(t) is responsible for time variation of the air gap reluctance and con-
sequently for the primary magnetic flux time variations. According to Faraday’s 
law, magnetic flux time variation induces alternating voltage u(t) in the coil. The 
induced voltage forces a current i(t) flowing in the closed electrical circuit. The 
direction of i(t) is such that so generated secondary magnetic field opposes  
the primary field of the PM (Lenz’s law). The alternating magnetic force, due to 
the induced current counteracts the excitation force. The combination of the static 
magnetic force of the PM and the dynamic one influences the structure stiffness 
and thus the natural frequency. Moreover, the induced current i(t) influences the 
extent of damping [7-9].  

 

Fig. 1 Equivalent SDOF oscillatory system 

The magnetic force for this particular case is in general given [9]: 
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where μ0 is the permeability of air (vacuum), SC is the core cross-section, N is the 
number of turns of the coil, Mm is the magnetisation of the PM, i(t) is the induced 
current, FΦ(t) is the so-called magnetomotive force [2] and d0 is the distance 
between the yoke and the upper plane of the core. 

The term (1+δ) accounts for the magnetic circuit properties in respect to air gap 
width d0, as explained in more detail in [9]. The magnetic force is highly non-
linear and some simplifications have to be made to allow the analytical treatment.  

Because of |ε| << 1 the magnetic force FM can be approximated by linearization 
in respect to the variable ε:   
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The induced current i(t) follows from application of the Faraday’s and Lenz’s 
laws for this particular configuration and is given by the formula [8, 9]: 
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where: RT is the total circuit resistance and SW is the cross section of the coil 
winding. It can be assumed that SW ≅ SC. The total resistance RT in the electric 
circuit is assumed to consist of the series combination of the external shunt resis-
tance RS, internal resistance of the coil RC and the resistor RL, which is used to 
model the frequency dependent losses in the magnetic material. The resistances RC 
and RL are connected in series with the coil inductance L0:  

 )()( LCST ωω RRRR ++= . (7) 

As expected, the induced current i(t) is determined by the changes of the mag-
netic induction in the air gap dB/dt.  As derived in [7] the time dependence of the 
variable magnetic induction B(t) can be expressed as: 
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The term in the square bracket is the self inductance L0 of the coil at air gap d0 
and B0 is the static magnetic induction in the air gap of width d0. 

In absence of vibration no current is flowing and just a static magnetic field of 
induction B0 is present in the air gap due to PM magnetisation Mm: 
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The static magnetic force FMS is counteracted by the elastic spring force FS. 
If FMS were to overwhelm FS, the yoke would be permanently attracted to the PM 
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and any oscillatory motion would cease. This situation has to be avoided. Hence, 
there is a limit on the distance d0, as explained in more detail in [8, 9].  

4 System Description for Harmonic Excitation 

The response of the system is in further analyzed under steady state condition. It is 
assumed, that all transient phenomena (electric and mechanic) are extinct. The 
exciting harmonic force is FE(t) = F0sin(ωt) of angular frequency ω is expressed, 
using the complex notation, as FE(t) = F0Re{exp(jωt)}. Assuming, that the re-

sponse will be harmonic too, the complex relative air gap width E
~

 will be ex-
pressed as tt eeeE ωϕω ε jj

0
j ε

~ = . Then: 
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where Ω = ω/ω0 is the non-dimensional frequency ratio and ξs = cs/cc is the damp-
ing ratio with cc = √(kSM) being the critical damping coefficient. 

The term in the square brackets on the left hand side is a linear second order 
operator, describing the behaviour of the SDOF oscillatory system without the 
influence of the PM magnetic field. The normalized displacement response of the 
uncontrolled mechanical SDOF oscillatory system 0

~
E  can be evaluated for any 

external harmonic excitation force FE by setting the magnetic force to zero.  

The magnetic force phasor M

~
F  in linearised, approximate form can be ex-

pressed in the frequency domain as a series of components at multiples of the 
excitation angular frequency ω [7-9], as follows from Eq. (5): 
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Taking the Fourier transform of Eq. (6), the induced current phasor 
i

0

~ ϕjeII = is described by the changes of  magnetic induction phasor B
0

~ ϕjeBB = : 
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The magnetic induction phasor B
~

 is evaluated from Eq. (8) by applying Fouri-
er transform. After some algebraic manipulation it follows: 
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Further inserting B0 from Eq. (9) the square of the magnetomotive force  

phasor ΦF
~

is expressed:  
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From Eqs. (11) and (14) it can be qualitatively seen, that after performing the 
prescribed multiplications and some algebraic re-arrangement following magnetic 
force components emerge [7-9]: 

• a static component for n = 0, affecting the equilibrium position at d0 and so 
the static magnetic induction B0: 
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• a component at ω (n = 1), contributing to the equation of motion: 
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Both terms give relation between the relative air gap phasor E
~ and the 

magnetic force component phasor 1

~
MF . 

• a second harmonic component at the angular frequency 2×ω (n = 2), which 
is well known to be associated with magnetic circuits [2, 12]. However, in 
the case of clamped-clamped beam excited at the midpoint, i.e. in the 
antinode, no mechanical effect could result. Hence, this component does 
not enter the analysis. 

• a third harmonic component at the angular frequency 3×ω (n = 3). 
However, being of the order of |ε |3 it can be assumed, for simplicity, that it 
does not markedly influence the system behaviour. 

Note, that in Eq. (15) and (16) the same factor (highlighted in the square 
brackets), related to the magnetic circuit properties, occurs. This factor can be 
termed the equivalent, linearised magnetic field stiffness kM for air gap width d0. 
Then the Eq. (16) can be modified and introduced into Eq. (10), to arrive at the 
system behaviour at excitation frequency ω. 
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Introducing the stiffness ratio κ (κ = kM/kS) and the coil reactance X0 at the me-
chanical system natural frequency ω0: X0 = ω0L0, Eq. (17) can be further modified 
to become: 
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The displacement response of the system E
~

, can be now evaluated from 
Eq. (18) and compared to the response of the uncontrolled mechanical system 0

~
E . 

As discussed in more detail in [7], there is an optimal value of the total resistance 
RT, equal to X0, when the maximum of electromagnetic damping is attained. 

5 Experimental Determination of the System Parameters  

The equivalent beam stiffness for midpoint deflection ks was measured using a 
rigid load of 6.925 kg situated at beam midpoint. The midpoint deflection was 
measured by a dial indicator as being 0.96 mm leading to kS = 7.08×104 N/m. The 
mass of the beam was 0.472 kg. According to Eq. (1) the first beam eigenfrequen-
cy under the given load is 97.8 rad/s, i.e. 15.6 Hz.  

The static magnetic force FMS dependence on air gap width d0 is given by 
Eq. (15). However, not all variables in Eq. (15) are readily available. Hence, the 
dependence had to be established experimentally. For this purpose a test stand was 
made, enabling to move the PM in the vertical direction. The combination of the 
yoke weight and the magnetic force was measured by a force transducer, type 
LCM101, manufactured by Omega Engineering, Stamford, Con., USA; while the 
distance d0 was determined by a set of plastic foils of thickness 0.22 mm. Because 
the force transducer was sensitive both to pull and to compression a somehow 
tricky adjustment was needed to arrive at the exerted force. From Eq. (15) follows: 
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wherefrom the unknown parameters (δd0) = dm and magnetisation Mm can be iden-
tified by linear regression. The distance dm represents the porperties of the mag-
netic circuit transformed into air [9]. Using a linear regression programme it was 
determined that dm = 0.50 mm and Mm = 900 A. The regression coefficient was 
0.996, indicating good linearity. Hence influence of stray magnetic field and mag-
netic material non-linearity [2, 12] is negligible. In comparison to PM used in [9] 
this one is much stronger.  

The electric properties of the particular PM with coil, type GMPX 050 of the 
Magnet Schulz Company were measured for various air gap widths: 0.22 mm, 
0.45 mm, 0.90 mm and 1.35 mm, using the automatic RLC meter of type Hioki 
IM 3570. For all air gap widths the DC coil resistance was RC = 17.0 Ω. The core 
cross-section is, according to manufacturer’s drawing, Sc = 4.41×10-4 m2. It was 
observed, that the coil resistance, RL, as well as coil reactance X0 are frequency 
and air gap dependent [9]. From the said measurements the values of RL and X0 are 
interpolated. 
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6 Simulation Results for the Analysed Case  

Eq. (18) was programmed in the Matlab® programming environment assuming the 
above chassis parameters, loaded by stipulated machine mass M = 7 kg at chassis 
midpoint. For the evaluated beam equivalent stiffness kS = 7.08×104 N/m the un-
damped natural frequency of the equivalent SDOF oscillatory system is some 
ω0 ≈ 100 rad/s, i.e. 16 Hz. Let us assume mechanical damping ratio ξS = 0.03 and 
excitation force FE = 5 N, due e.g. to machine imbalance.  

For illustration the projection of the course of the FRF response modulus E
~

, 

according to Eq. (18), for the air gap width d0 = 1.70 mm and a set of shunt resis-
tance RS values is presented in Fig. 2. In Fig. 2 the thick gray curve depicts the 
course of the FRF modulus maximum, while the bold one represents the uncon-
trolled mechanical system FRF modulus of 0

~
E . Note the increase in the controlled 

system FRF modulus in respect to increase of RS, and, concurrently, decrease in 
the natural frequency. As noted above, from [7] follows, that the optimum damp-
ing is for RT = X0 = 22 Ω. Due to device internal losses this occurs for RS = 0. As 
the RS increases there is a departure from the optimum.  

It can be concluded, that to obtain the most electro-dynamic damping out of the 
actuator the coil has to be short-circuited. The loss of mechanical energy is trans-
formed into heat in the actuator and absorbed or radiated from the device.  

 

Fig. 2 Projection of the FRF modulus in respect to shunt resistance RS (RS ∈ (0 Ω, 100 Ω)) 

Assuming a short-circuited coil, the only means of control is the air gap width 

d0. From below the air gap width is limited by the limit when the static magnetic 
force would overwhelm the spring elastic, as explained in [9]. For the analysed 

case, given the magnetic circuit properties, the limit is at d0L ≈ 1.00 mm. The  
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dependence of the FRF response modulus E
~

 for selected air gap widths d0 in 

comparison to the FRF modulus of uncontrolled system  0

~
E  is depicted in Fig. 3. 

 

 

Fig. 3 The FRF modulus for RS = 0 in respect to air gap width d0 (d0 = 1.2 mm, solid; 
d0 = 1.5 mm, dashed; d0 = 2.0 mm, dash--dotted; d0 = 2.5 mm, dotted) 

From Fig. 3 it is seen, that the best control is obtained for the smallest d0, as 
expected. For the air gap width d0 = 1.2 mm the improvement in respect to uncon-
trolled system is approximately 5.3-fold, i.e. by approx. 14 dB; decreasing as d0 
increases.  

7 Conclusion 

Based on the developed theory and some measured data for the particular perma-
nent magnet with coil and a realistic machine chassis, the advantage of use of a 
permanent magnet with a coil as a vibration controller is exploited. It was found, 
that due to inherent electrical properties of the coil the best vibration attenuation is 
attained with a short-circuited coil. The original system natural frequency can be 
markedly lowered and up to five-fold vibration attenuation at the machine frame 
first eigenfrequency can be attained.  
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Determination of Parameters of Second Order 
Integration Model for Weighing Scales 
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Abstract. Paper presents physical background of the second order integration 
model for laboratory weighing scales. Moreover, method of identification of the 
model’s parameters is described. This method enables determination of parameters 
for both static and dynamic characteristics of the object. On the base of the deter-
mined model, the weighing scale control algorithm may be optimised. As a result, 
due to this optimisation, the weighing process may be significantly shortened, 
what is especially important from the point of view of the laboratory equipment’s 
functional parameters. 

1 Introduction 

Laboratory weighing scales operate in a strictly controlled environment. This en-
vironmental control covers mainly the temperature, humidity and vibrations [1]. 
For this reason, running costs of the laboratory are significant. As a result, it is 
highly required to shorten the time of weight measurements in order to increase 
the efficiency of operation of the weighing laboratory. 

Time of single mass measurement on laboratory weighing scale is connected 
with its dynamic characteristic. This characteristic is determined by the mechani-
cal construction of the weighing scale as well as by its control algorithm. Whereas 
optimisation of the mechanical construction is problematic, due to stiffness and 
robustness requirements [2], the possibilities of optimisation of the weighing 
scale’s control algorithm still seem to be significant. 

For optimisation process oriented on the control of laboratory weighing 
scale, the most important issue is the proper determination of both static and 
dynamic transfer functions, as well as function’s parameters. Moreover, espe-
cially in the case of high resolution weighing scales, nonlinearities of these 
characteristics can’t be neglected. As a result, development of the mathematical 
model for dynamic of a weighing scale requires both detailed analyses of 
physical processes and careful identification of the model’s parameters on the 
base of experiments. 
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In a balanced state, the resultant moment ∑M should be zero. As a result, the 
equation (1) can be rewritten: 

ܫ  ൌ   ݉   ݉ ൌ ݇݉  ݇݉ (2) 

where k is a static parameter. Equation (2) indicates that for constant value of B 
parameter, the static characteristic of the weighing scale should be linear. Result 
of the experimental identification of this characteristic is presented in figure 2. 

 

Fig. 2 Result of identification of the static characteristic of the weighing scale 

From characteristic presented in figure 2, the static parameters were deter-
mined.  

 ݇ ൌ   ൌ 0.0356  േ 0,0006    (3) 

 ݇݉ ൌ ܣ2.924݉ േ  (4) ܣ0.072݉

 ݉ ൌ 82.1݃ േ 6.7݃ (5) 

4 Model of Dynamic Behaviour and Its Parameters 

As it was indicated in chapter 2, the output of control system is deflection of 
scale’s arm measured by zero-position sensor. Therefore, resultant moment may 
be converted to deflection angle: 

ܯ∑  ൌ ሷ߮ כ  (6) ܬ

ܬ  ൌ ܬ   ݉ כ ܽଶ (7) 
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where: 

J – moment of inertia of the system, 
J0 – moment of lever inertia, 
a – length of the first arm, 
m – measured weight, 
φ – deflection of scale’s arm 

After substituting (6) to (1) and double integrating (without integral constants) 
equation (8) was achieved: 

 ߮ሺݐሻ ൌ ሺబାሻబାכమ ௧మଶ െ బାכమ   (8) ݐሻ݀ݐሺܫ

This equation can be written as: 

 ߮ሺݐሻ ൌ బାכమ  ሺబାሻ െ  (9) ݐሻ݀ݐሺܫ

 ߮ሺݐሻ ൌ ଶሺ݉ሻܥ  ଷሺ݉ሻܥ െ  (10) ݐሻ݀ݐሺܫ

where: 

ଶሺ݉ሻܥ  ൌ  బାכమ (11) 

ଷሺ݉ሻܥ  ൌ  ሺబାሻ ൌ   ݉   ݉ (12) 

Accordingly to equation (1), the parameter C3(m) can be interpreted as current 
in coil to balance the scale. 

On the other hand, to obtain the parameter C2(m) from real scales it must be 
done in point of weighing scale operation. After stabilisation step response must 
be added. Finally, the current I(t) is given by equation (13): 

ሻݐሺܫ  ൌ ܫ   ܫ∆ ൌ ሺబାሻ   (13) ܫ∆

where I0 is the operating point and ΔI is the step function. After substituting, equa-
tion (10) will reduce into form: 

 ߮ሺݐሻ ൌ ଶሺ݉ሻܥ   (14) ݐሻ݀ݐሺܫ∆

For ΔI(t) = constant system response will take the form of the function: 

 ߮ሺݐሻ ൌ ଶሺ݉ሻܥ כ ܫ∆ כ ௧మଶ  (15) 

ଶሺ݉ሻܥ  ൌ  ଶఝሺ௧ሻ∆ூכ௧మ (16) 

By recording responses to ΔI for different value of mass dynamically provided 
on pan, value of parameter C2(m) as a function of mass m can be determined. 
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a) 

b) 

c) 

Fig. 3 Dynamic response of the weighing scale presented as the output vs. time: a) the 
response to ΔI = 10µA and mass equal to 100g, b) the response to ΔI = 20µA and mass 
equal to 150g, c) the response to ΔI = 24µA and mass equal to 160g 
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5 Identification of Parameters for Dynamic Characteristics 

Figure 3 presents the step responses obtained for different ΔI and mass. The re-
sults were averaged from set of five measurements. 

Achieved experimental data were fitted to quadratic function [4]. As a result, 
the calculation of quadratic coefficient p2 was calculated together with parameter 
C2 for each value of m, given from equation (16). 

Table 1 presents the results of fitting the quadratic function given by equation (15).  

Table 1 Summary of measurements, fitting and calculating 

Mass (g) ΔI (µA) Coefficient p3 Constant C2(m) (V/mA) 

100 10 0.00440 0.440 

120 8 0.00300 0.375 

140 9,4 0.00300 0.320 

150 20 0.00597 0.298 

160 24 0.00661 0.275 

 
On the base of these results, C2(m) can be fitted into parametric function (17): 

ଶሺ݉ሻܥ  ൌ  బାכమ ൌ ଵబ್ಳାೌכమ್ಳ ൌ ଵభାכమ (17) 

As a result of this fitting p1 equal 0.0631 and p2 equal 0.0220 was achieved. 

 

Fig. 4 Result of the C2(m) dependence determination achieved during the curve fitting 
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As it can be seen in figure 5, theoretical dependence given by equation (17) was 
confirmed by the experiment. As a result, even with limited number of experimen-
tal results, parameters of the C2(m) dependence can be achieved. As a result, the 
C2(m) dependence for all range of measured masses m can be predicted. 

6 Conclusion 

Physical dependences based model presented in the paper enables determination 
of both static and dynamic characteristic of a laboratory weighing scale. It was 
indicated, that static characteristic of the laboratory weighing scale with magnetic 
actuator is linear. However, the dynamic response of this weighing scale has quad-
ratic character.  

It should be indicated, that the presented experimental method of determination 
of parameters of both static and dynamic characteristics of the weighing scale was 
successfully validated. This method creates the possibility of parameters determi-
nation connected with specific weighing scale. Moreover, the character of experi-
mentally achieved responses is in line with the presented models.  

Presented models create new possibilities of effective tuning of algorithms for 
weighing scale control. It should be highlighted, that such algorithms are often 
non-linear as well as they have to operate on limited input data [5]. As a result, it 
is not possible to apply commonly known methods of on-line tuning of control 
algorithms [6]. However, the presented model enables the effective analyses of 
controlled system in modelling environments, such a s MATLAB-Simulink. In 
such case, the developed algorithms can be determined in general form and ad-
justed only for specific parameters of each weighing scale. With this method, the 
measuring time was shortened by about 20 percent versus old algorithm. 
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Abstract. This article focuses on options for feed-rate control in NC programs for 
multi-axis machining. In order to achieve adequate surface quality of machined 
parts, it is crucial for the production engineer to observe the programmed feed 
rate. Therefore the feed-rate characteristic along a toolpath has been measured first 
without the tool center point function in the CNC and next using the tool center 
point function. In the case that the tool center point function is not used, the 
algorithms for feed-rate prediction and correction are presented. Both of these 
algorithms are part of the postprocessor and can be used in generating the NC 
program. 

1 Introduction 

Production engineers cannot even imagine preparing NC programs for the 
production of complex parts without the use of CAD/CAM systems. The essential 
link is the postprocessor, which connects the CAM system and the control system 
of a machine with a particular kinematic configuration of axes. Using the post-
processor, the NC program generation and thus the behavior of CNC machines for 
machining operations can be additionally affected. Milling technology is 
associated with a number of problems. At present, however, there is not sufficient 
evidence about technological conditions, particularly about feed-rate in multi-axis 
machining. The user must only rely on the information in the manuals for control 
systems and their functions.  

A research work has been done on cutting forces prediction and required 
performance with regard to a tool in multi-axis machining. Long term research in 
this field has been conducted by authors of [4] and [8], where we can find a 
proposal of mathematical model for cutting forces prediction during the machining 
process. There is a case study of compressor wheel vane machining to show how 
to calculate cutting forces during finishing operation. The calculation is based on 
the tool geometry. The resulting graphs represent functions of cutting forces in 
each axis with relation to the measured values of cutting forces. Authors thus 
present achieving a certain correspondence of prediction and real test when small 
deviations are considered. This problem is also concerned by authors of [11], 
where the use of cutting forces prediction mathematical model for machining is 
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also applied. The authors start with the CL data, which are obtained from CAM 
system and with a help of custom made SW they are able to predict the cutting 
forces. The result is the ability to optimize the feed-rate. Most of other proposed 
solutions aim to feed-rate generation with respect to the depth of cut (or rather the 
actual volume of material that is being cut). However the algorithms used for 
calculation of generated feed-rate are different. And more importantly the 
mathematical description of cutting tools is ever increasing. These topics are 
mentioned if the following references: [1], [3], [7], [2], [9], [10] and [13]. The 
cited articles show principles which the calculation methods for feed-rate 
computation are based on. It is not necessary to analyse these algorithms any 
further for the principle remains the same, however it is different from the 
principle that is of concern in this article which aims to feed-rate optimization 
with respect to the tool overhang length from the rotational axes. 

2 Transformation of Coordinates in Multi-axis Machining 

In terms of NC programs for multi-axis machining, it is becoming a fact of life 
that control systems are equipped with features that can compensate the tool 
overhang in multi-axis machining, allowing independence NC program on the 
kinematic configuration of the rotary axes of machine tools used. This function is 
usually called the Tool Center Point (TCP), or a Tool Tip Control. To use this 
function, it is imperative that the kinematics of the machine tool in the control 
system is defined, and also, TCP must be supported by the control system. The 
function ensures dynamic coordinate transformation in the performance of the NC 
program. The postprocessor used for CAD/CAM system must be equipped with an 
algorithm that generates activation of this function at the corresponding position 
of the NC program. The principle of TCP is that the machine moves linear axes so 
as to avoid undercuts on machined surfaces due to tool overhang and the position 
of the workpiece relative to the center of rotational axes (see lit. [6]). This feature 
has, however, one downside. The generation of coordinates is different than in the 
case when the function is not used. As a consequence, the machine operator has no 
idea about the subsequent movement of the tool reference point and the tool axis 
compared to the workpiece surface and thus may not be able to avoid potential 
collisions. This is, however, important for the operator, for example, when 
debugging the NC program, which is especially for prototype production - a very 
common way to test NC programs. 

Some solution how to correct feed-rate in multi-axis machining without TCP 
function is presented in the lit. [5]. The feed-rate correction method is based on the 
proportion of toolpath increment in the CL-data, and toolpath increment in the NC 
program. A correction factor is calculated from these data and based on this, feed-
rate in the NC program block is corrected. This results in certain machining time 
saving, but the real impact on the characteristic of feed-rate along the toolpath is 
not shown, so the suitability of this feature cannot be proven. 
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Fig. 1 Testing toolpaths for multi-axis machining (left – four-axis, right – five-axis) 

For testing purposes 3D models for creating multi-axis toolpaths have been 
proposed. Fig. 1 (left) shows the toolpath for four-axis control and in Fig. 1 (right) 
shows the toolpath for five-axis control. 

3 Feed-Rate Measurement 

The characteristics of feed-rate were measured on five-axis machine tool. Fig. 2 
shows the position of the device (the proposal mentioned in the lit. [12]) for 
measuring the feed-rate between the tool and the workpiece (left - four-axis 
control, right - the five-axis control). 

  

Fig. 2 Measuring of feed-rate on five-axis machine tool 

Fig. 3 shows the actual characteristic of the feed-rate along the four-axis 
toolpath. Fig. 3 left captures the characteristic of feed-rate along the toolpath 
without using the TCP function, where it is clear that the feed-rate specified in the 
NC program (600 mm/min) has not been achieved and the decrease in feed-rate is 
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considerable. Constant feed-rate wasn't achieved even in the case of the toolpath 
using the TCP function (see Fig. 3 right), but it can be seen that the characteristic 
of feed-rate in this case is improved, and machining time is reduced. 

 

   

Fig. 3 Feed-rate characteristics measured along four-axis toolpath (left – without TCP, right 
– with TCP) 

Fig. 4 shows real characteristics of feed-rate along the five-axis toolpath on the 
same five-axis machine tool, as in the case of four-axis toolpath mentioned above. 
In Fig. 4 left the captured characteristic of feed-rate along the toolpath without 
using the TCP function shows that the feed-rate specified in the NC program 
(600 mm/min) has not been achieved.  First, the feed-rate along the toolpath 
increases above the programmed value. Next, there is a significant decrease in 
feed-rate. Constant feed-rate has not been achieved in the case of the toolpath with 
the use of the TCP either, which can be seen in Fig. 4 right. But it is evident that 
the characteristic of the feed-rate is in this case better and the machining time is  
minimized.  

 

   

Fig. 4 Feed-rate characteristics measured along five-axis toolpath (left – without TCP, right 
– with TCP) 

Testing the feed-rate characteristic using the Tool Center Point function is  
carried out here to demonstrate that the distribution of feed-rate may in certain 
circumstances be better than in the case without the TCP function. On some 
machines, this function is not available, and in some cases the production engineer 
and the operator of machine tool do not want to use this function, even if it is 
available. Therefore it is not meaningful to apply the prediction of feed-rate when 
the TCP function is used because maximum dispositions of the machine tool, its 
control system and the setup of drives are used to achieve the best characteristic of 
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feed-rate. In other cases, when the TCP function cannot be used, feed-rate 
prediction serves as a basis for further action - to correct the feed-rate the goal is 
to get close to the time savings when using the TCP function. 

4 Algorithm for Feed-Rate Prediction 

The algorithm calculates the time required for the execution of linear 
interpolation, which is chosen as the maximum value of the times required to 
move the particular machine tool axes. The algorithm also uses the NC block 
execution time, which is different for each control. Therefore the algorithm for 
feed-rate prediction will serve as a basis for an algorithm to correct the feed-rate. 

The verification of the prediction algorithm of feed-rate is shown in Fig. 5. The 
orange characteristic of feed-rate is obtained using the algorithm in the 
postprocessor and the blue characteristics is obtained by measuring on a five-axis  
machine. Both characteristics in Fig. 5 (left) are for four-axis control when the 
programmed feed-rate was set to the value of 600 mm/min. Both characteristics in 
Fig. 5 (right) are for five-axis control when the programmed feed-rate was set to 
the value of 600 mm/min. It is clear that a very good agreement of prediction and 
measurement of feed-rate has been achieved. 

 

  

Fig. 5 Comparison of measured characteristics and predicted characteristics of feed-rate 
along four-axis toolpath (left) and five-axis toolpath (right) 

To use the TCP it should be noted that the feed-rate is controlled by the control 
system so that the feed of rotary axes increases in compliance with the permitted 
value of the maximum feed-rate, which is set by the operator on the control 
system panel. Fig. 6 (left) captures the characteristic of feed-rate along the five-
axis toolpath using the TCP function, but the control system has been configured 
to limit the maximum feed-rate to 2000 mm/min. Although this is a higher 
permitted value of feed-rate than the programmed feed-rate (600 mm/min), a big 
drop in feed-rate can be seen during the execution of instructions from the NC 
program. It is evident that in order to achieve the programmed feed-rate between 
the tool and the workpiece, the control system has to speed up some machine tool 
axes above the programmed value. The maximum feed-rate value affects the 
actual feed-rate when working with TCP. 
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Fig. 6 Measured feed-rate characteristic along five-axis toolpath with TCP function and  
limited maximum feed-rate value (left) and comparison of measured characteristics of  
feed-rate along five-axis toolpath with and without TCP function (right) 

Comparison of the measured feed-rate along the five-axis toolpath in the NC 
program using the TCP function and without the TCP function is shown in Fig. 6 
(right). The characteristic of feed-rate without the use of TCP function is marked 
in blue and the characteristic of feed-rate with the TCP function is marked in 
black. It is obvious that the control system is able to keep the feed-rate at a 
constant value (except for two small fluctuations) when using TCP. The TCP 
function leads to a time saving of 17.4 s, which is 47.23% of the original 
machining time. It would therefore be desirable to be able to make the feed-rate 
correction as close as possible to this time saving. 

5 Algorithm for Feed-Rate Correction  

Two algorithms have been proposed to correct feed-rate. One (Alg. 1) is based on the 
same principle as the algorithm in the lit. [5] and the second (Alg. 2) is designed 
according to the prediction algorithm of feed-rate. Comparison of the measured feed-
rate without the TCP function before the correction of feed-rate (blue characteristic) 
with the measured feed-rate corrected by Alg. 1 (purple characteristic) is shown in 
Fig. 7 left. It can be seen that by applying the correction of feed-rate using Alg. 1 we 
can achieve time saving, but the decrease in feed-rate along the toolpath is still 
considerable. Time saving achieved using the correction is 9.84 s, which is 26.7% of 
the original machining time. It is clear that applying the correction of feed-rate using 
Alg. 1 leads to time savings during operation, but compared to the time savings 
achieved when using TCP, there is a margin of about 43%. 

 

  
Fig. 7 Comparison of measured characteristics of feed-rate along five-axis toolpath (left – 
correction by Alg. 1, right – correction by Alg. 2) 
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Comparison of measured feed-rate without the use of the TCP function before 
correction (blue characteristic) and after correction of feed-rate using Alg. 2 
(green characteristic) is shown in Fig. 7 right. By subtracting machining times we 
get a time saving of 15.48 s, which represents a saving of 42% of the original 
mach. time. From this it follows that using the correction of feed-rate by Alg. 2 
significant time savings in machining can be achieved, comparable to the time 
savings achieved when using the TCP function of control system (see Tab. 1).  

Table 1 Comparison of time savings 

Programm
ed feed-

rate 
[mm/min] 

Machining 
time 

without 
feed-rate 
correction  

[s] 

Machining 
time with 

TCP 
function    

[s] 

Time 
savings 

with TCP 
function   

[%] 

Machining 
time with 
feed-rate 

correction 
(alg. 1)     

[s] 

Time 
savings  

with feed-
rate 

correction 
(alg. 1) 

[%] 

Machining 
time with 
feed-rate 
correction    

(alg. 2)      
[s] 

Time 
savings  

with feed-
rate 

correction 
(alg. 2) 

[%] 
600 36,84 19,44 47,2 27 26,7 21,36 42 

6 Conclusions 

The algorithms for the prediction and correction of feed-rate have been designed 
in a very general way, so it is possible to apply them in various postprocessors 
for five-axis machines without using the Tool Center Point function in the 
control system of the machine tool. Verification of the proposed algorithm for 
the prediction of feed-rate in multi-axis machining was performed using 
measurements of feed-rate in multi-axis milling, and very good agreement has 
been achieved. With this algorithm production engineers have the ability to 
check the real characteristic of feed-rate along the multi-axis toolpath before the 
actual milling. The algorithm for feed-rate correction has been designed as an 
extension of the algorithm for prediction of feed-rate. By measuring the feed-
rate it has been shown that without the TCP function in the control system of the 
machine it is not possible to achieve the programmed feed-rate in the NC 
program. The proposed algorithm differs from the algorithm proposed in the lit. 
[5], and after its application better characteristics of feed-rates along multi-axis 
toolpaths have been proven. Time savings of about 40% have been achieved 
compared to the original machining time, and the characteristic of feed-rate is 
more favourable in terms of uniform wear of the tool cutting edge, since the feed-
rate along the toolpath requested by the production engineer was maintained as 
much as possible. 

Acknowledgments. This article „ Feed-rate control along multi-axis toolpaths “ has been 
created with the financial support of The Technology Agency of the Czech Republic. 
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Abstract. This article presents PHIL simulation of a DC motor with different 
approaches enabling testing control units with integrated power stage. Model 
also includes commutator induced current ripples, allowing the speed control 
based on spectral analysis of the current. In section 2, we present SimScape 
model of the complete PHIL simulation, and in section 3 experimental results 
are shown. 

1 Introduction 

Increasing system complexity of modern control units and requirements for the 
safety gives high requirements on testing. Hardware In the Loop (HIL) is well 
established method in the industry, and we can found this method throughout 
the industries. But as the most common HIL methods focuses on ECUs, there is 
also demand to test the complex control systems, which may already include 
power electronics coupled inseparably with the control unit. Traditional HIL 
would not be able to deal with the power electronics, as it usually has only ADC, 
DAC, DIO, communication channels and may be some additional electronics for 
signal level conversion and modulation. To fill in the need, lot of research and 
development is recently done regarding Power HIL (PHIL). PHIL is adding addi-
tional stages to cope with power electronics. Schematic connection is shown in 
Fig. 1. Demand for PHIL can be found in Automotive [1],[3], Aerospace [6] and 
Power generation and distribution Industries [4],[5]. Aim of this paper is PHIL for 
control units for brushed DC motor drives, where the feedback is either speed 
derived from the current ripples due to the commutation [7], or torque derived 
from the current through the motor itself. Typical connection scheme is pre-
sented in Fig. 2. 

In this article we will present various options for brushed DC motor control unit 
PHIL, simulation model based on SimScape, experimental results, and further 
plans for PHIL. 
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Fig. 1 PHIL schematic diagram 

 

Fig. 2 PHIL schematics for 1-phase electrical system (DC motor) 
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2 Modeling of PHIL System 

PHIL system for the brushed DC motor is presented in Fig. 2., DC motor is re-
placed with resistance, inductance and power amplifier. Resistance and inductance 
are chosen to match the parameters of the DC motor that would be actually con-
nected. Power amplifier is used as a source of the voltage to emulate the voltage 
generated by the back electromagnetic force. This concept allows us to simulate 
the full brushed DC motor including the current ripples. 

2.1 Mathematical Model 

Mathematical model of the brushed DC motor is quite simple: 

 
d

d EMF

i
u L Ri k

t
ω= + +  (1) 

 T Load

d
K i I b M

dt

ω ω⋅ = ⋅ + ⋅ +   (2) 

Where u is the voltage on the DC motor terminals, L is the windings induc-

tance, R is the winding + terminal resistance, i is the current running through the 

motor, ω is the motor shaft rotational speed, EMFk is the electromagnetic voltage 

constant, TK is the motor torque constant, I is the rotor inertia, b is the viscous 

damping in bearings, and finally LoadM is the load torque. 

This model is accurate enough to model a DC motor for a HIL simulation; 
however, it may require an additional model of an encoder or other position or 
speed sensor. In some cases, where the control unit is using current ripple for the 
information about speed, additional function should be added. 

 ( ) ( )sin 2ripplei f g c tω π ω= = ⋅ ⋅ ⋅ ⋅ ⋅  (3) 

Where the c  is the number of the commutator sections, and g  will determine 

the amplitude of the current ripples. From our experiments, the amplitude g is 

almost linearly dependent on the current, and it is about 10% of its actual value. 

2.2 PHIL Model 

For the PHIL simulation, we have several options, how to set-up the system and 
that is what part of the system will be real, and which we will simulate. This also 
depends on the requirements for the tests. For example, if we do not need to model 
the changes in L  and R , i.e.: due to the heat, we can use real components. From 
the electrical equation (1), we can see that the inductor and resistor could actually 
be real components and for the voltage induced by back electromagnetic force, we 
will need a voltage supply. So in this case, we have three options: 
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a) Full simulation according to equation (1). 
b) Use real inductance and simulate the rest. 
c) Use real inductance and resistor and simulate the rest. 

First case is very demanding on precise and very fast timing, as there would be 
neither big resistance nor inductance in the circuit, which may lead to hardware 
damage due to inaccurate control.  

The case b) simplifies the model, as the time constant on the inductor is about 
one order lower than the rest of the system, but the problem with precise timing 
still persists due to no resistance and the risk of shoot-through of the transistors. 
We will focus on the variant c), where the real components are used. 

2.3 PHIL System SimScape Model 

For the simulation of the complete PHIL system, SimScape blockset was used, 
enabling us to use physical modeling of the individual components. Simulation 
model is shown in Fig. 3 and it consists of the H-Bridge simulation model and the 
DC motor model. There are two options considered for the voltage supply: another 
H-Bridge, and Power Amplifier. 

Parameters for the model were set accordingly to the components used in the 
experimental part. For the H-Bridge, we have used the H-Bridge described in [8], 
motor parameters are taken from the MY1035 motor. For the variant using power 
amplifier, two different audio-amplifiers are used: class A: LM4780 and class D 
TAS5631, both are manufactured by Texas Instruments. Class A audio amplifier 
works as amplifier, where as Class D is basically a h-bridge. Fig. 3 shows the 
model comparing the two methods of modeling the PHIL – H-bridge and power 
amplifier to the mathematical model. We have reached quite satisfactory results in 
the simulation, concluding that both methods are applicable. 

 

Fig. 3 PHIL simulation - SimScape complete system model 



Model Based Design of Power HIL System for Aerospace Applications 181 

3 Experimental Verification 

In this section, experimental results are presented showing the measurements from 
the real motor, and then the measurements from PHIL simulation using real motor 
with braked rotor as a real R+L and audio power amplifier as an emulator of the 
back electromagnetic force induced voltage. 

3.1 Real Motor Data 

In Fig. 4 we show the current ripple on the motor for five different voltages – 
speeds. Only the AC component is shown, as that is the source for the fft spectrum 
analysis, which gives us the frequency components. Frequency spectrum is shown 
in Fig.5; there are major peaks for each voltage, and if the frequency value peaks 
for each voltage are taken, and divided by 16, which is the number of commutator 
plates, we get the speed of the motor in revolutions per second. 

 

Fig. 4 Current ripple (AC component) 

 

Fig. 5 Current ripple frequency spectrum 

3.2 PHIL Simulated Motor 

For the experimental verification, we have decided to use the class A audio am-
plifier connected in series with braked motor as an R+L load. Fig. 6 shows the 
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model running both, but independent simulation: In the top part, there is the PID 
controller interfaced through IO card MF624 with the H-bridge – subsystem in-
cludes the IO blocks for the MF624 card. This represents the tested control unit. In 
the bottom, there is a model which is getting the voltage as measured on the output 
of the tested H-bridge, and using mathematical model (1-3) to drive the audio 
amplifier.  

Fig. 7 and 8 are showing measured current ripple from the PHIL simulation. 
These figures show that the PHIL simulation with inclusion of the commutation 
current ripple is quite accurate. Only difference is that there are almost no other 
frequencies in the current spectrum, but that is because we only included one fre-
quency, which is the calculated frequency of current ripples. But it is quite straight 
forward to add any additional components to the model. 

 

 

Fig. 6 Experimental control model 

 

Fig. 7 Current ripple (AC component) 
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Fig. 8 Current ripple frequency spectrum - experimental data  

4 Conclusion 

The modeling of the PHIL simulation for the brushed DC motor control unit with 
integrated power stage was presented in this paper. Experimental verification con-
cluded that the SimScape models presented in section 2 were quite accurate. Si-
mulation model was extended with the current ripple simulation to include the 
commutator plate switching, which is in some control units used as a feedback for 
speed control.  
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Abstract. Nowadays simulation and visualization are used to a greater extent in 
real life. Needless to say, different kinds of visualization are widely applied in 
various spheres such as education, computer entertainment, economics and busi-
ness, industrial sector, etc. New machine tools and industrial elements can be easi-
ly designed by means of visualization. Especially concerning research on energy 
efficiency, visualization is an important step for understanding. This paper  
describes a new method for energy visualization using a particle system. 

1 Introduction  

Data visualization and process simulation become more important in production 
development and management of enterprises. Correctly analyzed data can help to 
find more suitable solutions for existing problems. Most problems need to be 
solved in teams, involving people with different skills and knowledge with differ-
ent approaches to define and solve these problems. Those teams include people 
that are experts for the specific problem and lay people. Therefore data visualiza-
tion can be used to provide a common understanding and discussion platform. 
Data visualization should be simplified to be understandable for everyone. 

Data will be easily understood by the means of transforming it to suitable dia-
grams, graphs or schemes. Different approaches are used for different types of 
data. One of the most applied ways for energy and power flow visualization is the 
Sankey diagram. Identification of inefficiencies and potentials for saving re-
sources is a main task for the Sankey diagram.  With this type of diagram it is 
possible to observe energy flows and energy waste in the best way. The intensity 
of energy flow is indicated by arrows and theirs width [1]. 

Within the recent work, a method was developed to use 3D-Sankey diagrams 
and virtual machine tools in a virtual reality (VR) environment to enhance  
the understandability of the visualized energy flow [2]. Afterwards different  
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VR-based methods, including 3D-Sankey, were implemented and then tested re-
garding user acceptance and usability [3]. 

One of the results of that user test was that users would prefer dynamic visuali-
zations that are well arranged and that transport a lot of information without being 
overloaded [3]. 

In addition to those user requirements, the proposed 3D-Sankey method has 
another drawback when using the dynamic adaption of the branch-thickness for 
visualization the current quantity of the energy. Especially when the intensity of 
the energy flow has a great variation, the thickest branches can cover the machine 
components and the thinnest branches are too small to be clearly visible [2]. 

Therefore this paper describes a new approach for energy visualization: particle 
system.  

2 Particle Systems State of the Art 

The term “Particle System” is well known computer graphics. Initially it was used 
by William T. Reeves to describe the “effect of a bomb explosion on the surface 
of a planet” [6]. This creation was realized in the movie Star Trek II: the Wrath of 
Khan. Natural phenomena, also called “fuzzy” phenomena as water, fire, rain, 
smoke or clouds have been a huge challenge for computer rendering at that time. 
These phenomena have undefined surfaces. The behavior of these objects is really 
complex and irregular. Reeves was searching for a realistic method of fire visuali-
zation. He understood that a behavior of such a surface is difficult to define. 
Therefore it would be better to set up dynamic rules for a huge amount of small 
points. For instance, a fire was represented by thousands of particles. [6]. 

Nowadays particle systems are mainly used for the simulation of complex ob-
jects and the movement of irregular objects. Liang realized a three-dimensional 
fountain simulation based on GPU. He simulated the movement of a fountain and 
rendered it. During the process of particle simulation, Liang considered all aspects 
from real life. The water fountain drops were affected by gravity, air resistance 
and wind power [4]. 

Zhou and Lu used the idea of particle systems for fire simulation as well. Their 
idea was implemented using VRML and was later used to develop a VR-based 
firefighting simulation. Thus the simulation was used to study and train people’s 
reaction in a fire emergency situation without putting them at a risk [5].  

This is one of the important tasks of a simulation: to understand how systems 
works and how it is possible to influence the system itself.  

3 Particle Systems and Visualization of Energy 

Basically, one particle it is a simple point or object in three-dimensional space, 
which has established attributes, boundaries of diffusion and is based on stochastic 
spreading functions, which are used to generate and control the huge amount of 
particles within a particle system [6]. 
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Using the idea of particle system for the simulation of energy flows, the energy 
itself and the energy flows could also be rendered as complex objects consisting of 
many small particles. In parallel to the characteristics of electrical energy, it is 
possible to present energy flow or precisely electrical current like a movement of 
electrons in a conductor.  

One of the main advantages of the particle systems compared to Sankey dia-
grams is that the movement (flow) of the particles clearly shows the source and 
consumer of the energy. This and other properties if the particle system can be 
effectively used to increase the understanding for energy flows, consumption and 
waste. Using other types of diagrams like bar charts, line diagrams or Sankey 
diagram is not sufficient to provide a clearly understandable visualization of the 
necessary data. The main disadvantage of those diagrams is their static character. 
Energy consumption is visualized by using branch thickness property and recolor-
ing of branches. In case of scaling thin branches can disappear, which would mean 
losing information.  

The particle system this is dynamic system.  The attributes of particle systems 
and how they can be influenced to show energy flows is will be described below. 

3.1 Particles Attribute 

3.1.1 Color and Density 

Particle systems have the following attributes: 

• Particle opacity (transparency and intensity);  
• Particle size; 
• Particle color; 
• Particle velocity (speed and direction); 
• Particle initial position; 
• Particle lifetime. 

Each attribute can be adjusted. By adjusting the parameter of the particles it is 
possible to change the simulation. 

The first idea to show different amount of energy is – following the Sankey me-
thod [2] – to change the color of the particles. Figure 1 shows a possible division 
of the color depending on the current energy consumption. 

 
Up to 3kW 3kW-6kW more than 10kW  

Green Yellow Red 

Fig. 1 Dividing energy consumption by color  
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Fig. 4 Scheme of energy flow calculation 

3.2 Mathematical Basis of Particle Movement 

If the emitter of a particle system is not one single point, but a complex surface (rec-
tangle, circle), the creation of the particles and their movement to the consumer can 
be represented by the following equations. The trajectory of particle movement is a 
simple line, which is described by vector-parametric equation line in space: 

Ԧݎ  ൌ ሬሬሬԦݎ   (1) , ݐԦݒ

where, ܲሺݎሬሬሬԦሻ ൌ ܲሺݔ; ;ݕ ;Ԧሺ݈ݒ ;ሻ are the points in a lineݖ ݉; ݊ሻ is a direction 
vector of this line. 

In the suggested system the direction of particle changes. For describing the 
behavior of all particles in a system, a set of equations depending on direction and 
time should be developed. In a scenario (energy flowing from emitter to consumer 
along branches 1- and 2) a particle changes direction one time. That means energy 
came from the power supply unit and then part of it went to one element (for in-
stance X-axis). The description of particle way will be: 

 ଵܹሺݐሻ ൜ ଵܲ  ܽଵሺݐሻݒԦଵଶܲ  ܽଶሺݐሻݒԦଶ            ൜ ݐ א  ሾ0; 10ሿݐ א ሾ10; 20ሿ    (2) 

where, ଵܲ is an initial point of a system and ଶܲ- the point, where particle changes 
the direction and ݐ is a time.  

The coefficient ܽሺݐሻ should fulfill the followings condition: 

 ܽሺݐሻ ൌ ݐ െ ;ݐ ݐ  א ሾݐ;  ଵሿ            (3)ݐ

The following equation represents scenario 1-3-8:  

 ଶܹሺݐሻ ቐ ଵܲ  ܽଵሺݐሻݒԦଵଷܲ  ܽଷሺݐሻݒԦଷ଼ܲ  ଼ܽሺݐሻݒԦ଼         ቐ ݐ א  ሾ0; 10ሿݐ א ሾ10; 20ሿݐ א ሾ20; 30ሿ           (4) 
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The equation has to be adopted according to the current scenario. For example, 
according to [2] more than 40 % of the energy consumption goes to the servo 
drive unit (spindle, axis), whereas 19 % go to coolant, 13,8 % to cooling, 8, 6% to 
air cleaning, and 5, 2 % to CNC control. 

4 Conclusions and Outlook 

The primary idea of using particle systems is to show dynamic changes of energy 
consumption over the time. This paper shows a first approach to develop a more 
intuitive and understandable way for energy visualization. 

In the next step the method will be evaluated at the machine model already 
used for the Sankey diagram. According to [3] a user evaluation is necessary to 
recognize the usability, clearness of getting information from the model and user 
understanding of the process of energy consumption. 

Future research will be focused on the improvement of this system and the in-
tegration of this energy flow visualization in the whole factory. For more efficient 
work, visualization of energy consumption should be developed not only for ex-
pert, like energy engineers, but primarily for all employees in an enterprise. If 
employees from different division can realize, where energy is consumed, how it 
is flowing through a machine tool or a whole workshop or factory, everyone can 
propose different approaches to work more energy efficient and therefore save 
energy. By involving all employees in that process other ideas can be found, 
which might be hidden from expert energy-engineers. 
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Abstract. The paper presents results of the application of optimization 
software GAMS and CONOPT solver for nonlinear optimization problems to 
identify multi-parameter elastomer rheological models. The solution is based 
on the experimentally set frequency-dependent dynamic stiffness of the 
elastomeric parts. Measured waveforms of dynamic stiffness are approximated 
using multi-parameter rheological models. The CONOPT solver has shown a 
significantly faster convergence and better accuracy of the calculation 
compared with the classical non-linear Gauss-Newton least square optimization 
technique. 

1 Introduction 

Many engineering mechanical structures are composed as linear structural compo-
nents connected by elastomer parts. Examples include engine or tractor cab elas-
tomeric mounts, rubber torsional vibration dampers of crankshafts, etc. These 
structures are usually analyzed using various finite element models. However, 
their computational efficiency is greatly dependent on interface modes. Mechani-
cal properties of elastomeric components are usually highly dependent on the 
frequency, temperature and strain amplitude. Viscoelastic elastomer parts are  
difficult to model correctly by the finite element method due to their frequency-
dependent mechanical properties. In most cases, a linear spring and a linear dam-
per are used to model the elastomer. However, the simulation results may not 
match well with results of measurements in the time or frequency domain. Multi-
parameter elastomer rheological models with a suitable structure can contribute to 
solving this problem.  
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2 Computational Modeling of Elastomer Mechanical 
Properties 

In the case of dynamic models with a viscous damping, the dissipated energy per 
period is given by 

 
2

0dis xkE ωπ= , (1) 

where k, ω and 0x represent the damping coefficient, angular frequency and am-

plitude of oscillation, respectively [1]. The amount of dissipated energy is there-
fore dependent on the frequency of oscillation. 

Numerous experimental findings have shown that the hysteretic properties of 
many materials such as elastomers are frequency independent in the relatively 
large range of frequencies [2].  

The viscoelastic mechanical properties of an elastomer component (see Fig. 1) 
are usually modeled using structural damping by assuming that the damping is 
proportional to stiffness. The governing equation of a single degree of freedom 
system for the hysteretic damping model has been formulated as 

 

tj
Fxcx

h
xm

ω

ω
e0=++  ,  (2) 

where m, h and c represent the mass, hysteretic damping coefficient and stiffness, 

respectively [2]. 0F and ω are the amplitude of the harmonic loading and the excit-

ing frequency, respectively. Equation (2) is only valid for steady state harmonic 
solutions. In other words, the hysteretic damping can only be used for calculation 
of steady forced vibrations in the frequency domain.  

In the case of dynamic models with a hysteretic damping the dissipated energy 
per period is given by 

 
2

0dis xhE π=   (3) 

and is thus independent on frequency. 
However, this approach does not take into account the frequency dependence of 

dynamic stiffness, which is a typical feature of silentblocks used in automotive 
technology. 

 

Fig. 1 Examples of a) rubber silentblock and b) rubber torsion dampers 
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Frequency dependence of the dynamic stiffness of an elastomer component can 
be modeled using multi-parameter rheological models with a suitably chosen 
structure arrangement of linear elastic and damping elements. 

Basic elements of multi-parameter rheological models are simple two-
parameter Kelvin and Maxwell model. Their configuration and the dynamic 
stiffness are illustrated in Fig. 2 a, b.  

 

      

Fig. 2 Kelvin a) and Maxwell b) rheological models and the generalized three-element 
Kelvin model c) 

Dynamic stiffness of more complex multi-parameter rheological models is set 
analogously to the two-parameter models in parallel or series arrangement. How-
ever, there is no developed finite element formulation to model dynamic behavior 
of silentblocks because of their frequency-dependent stiffness and damping prop-
erties. Technical measurements are used to create a sufficiently accurate computa-
tional model of elastomer components. Generalized three-element Kelvin model 
(see Fig. 2c) appears to be suitable for modeling the dynamic properties of auto-
motive silentblocks [3].  

3 Parameter Identification of Elastomer Rheological Model 

Frequency dependence of the elastomer dynamic stiffness is determined experi-
mentally on suitable test equipment. The elliptic force-displacement relationship is 
related to the dynamic stiffness of the system. The latter is defined by the ratio of 

input force )(0 ωF to the response displacement )(0 ωx  in the frequency domain  
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The elastomer component is the only flexible part of the test equipment, and there-
fore the dynamic stiffness c (ω) provides the dynamic mechanical properties of 

the elastomer. The real part, )(ωRc , of the dynamic stiffness is called the storage 

modulus, and the imaginary part, )(ωIc , is called the loss modulus. Both the real 

and imaginary parts can be frequency-, temperature- and displacement-amplitude 
dependent.  

c) 
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Multi-parameter rheological model coefficients may be identified from the 
measured dynamic stiffness using the least square optimization method. To solve 
this optimization problem, for example the non-linear Gauss-Newton least square 
optimization technique was used [3], but its convergence is very slow. The opti-
mization software GAMS and the CONOPT solver [4] for non-linear problems 
proved to be significantly more effective way to solve these problems. 

The developed optimization program, which uses GAMS and CONOPT, allows 
the user to select the appropriate structure of the rheological model and to specify 
the initial values and limits for the searched coefficients (see Fig. 3). The meas-
ured frequency dependence of the dynamic stiffness of the elastomeric component 
is read from a simple data file. 

 

Fig. 3 View on graphical user interface of developed optimization program 
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4 Silentblock Dynamic Model for Automotive Use 

The dynamic stiffness of the rubber silentblock was measured in the frequency 
range between 0 and 500 Hz at different temperatures and strain amplitudes. For 
modeling the dynamic stiffness generalized Kelvin model shown in Fig. 3 was 
chosen. Examples of measured values of the silentblock dynamic stiffness and the 
results for approximations using the generalized Kelvin model are shown in Fig. 4 
and in Fig. 5. 

 

Fig. 4 Real part of the rubber silentblock dynamic stiffness 

 

Fig. 5 Imaginary part of the rubber silentblock dynamic stiffness 
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5 Conclusions 

The optimization software GAMS and the CONOPT solver are powerful tools for 
solving problems in the field of multi-parameter rheological models. As an exam-
ple of successful application, the case of the rubber silentblock used in automotive 
technology was presented.  

Optimization algorithms could also be applied in the identification of rheologi-
cal models of high viscosity silicone fluids used in modern viscous type torsional 
vibration dampers of crankshafts. These silicone fluids exhibit under alternating 
stress not only the damping but also significant elastic properties. The dynamic 
stiffness can be well modeled using the generalized Maxwell model. In order to 
find the coefficients of the generalized Maxwell model, which consists of three or 
four parallel arranged two-parameter models shown in Fig. 2b, the software pre-
sented in Fig. 4 can also be used. 
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Abstract. This paper deals with cam ring force simulation for variable roller 
pump. The goal of this article is to develop theory necessary for simulation model 
building.  The measurements and simulations based on the developed theory show 
very good agreement. This theory provides next step for a variable roller pump 
model based design which finally has to results in more efficient hydraulic sys-
tems, higher performance and better durability. It extends state of art in the area of 
the variable roller pumps also.  

1 Introduction  

The hydraulic applications in mobile machinery market clearly indicate the in-
creasing importance of fuel savings. Fuel costs and emissions rules of the engine   
have a big impact on each hydraulic system. New hydraulic systems have to be 
more efficient. The using of alternative components which can provide in the end 
higher energy savings in existing applications is one possible way how market 
demands can be fulfilled. The variable roller pump is one alternative component 
how to realize a variable pump for low pressure applications which displacement 
variability is the main added value of this pump. The variable roller pump could 
be used for example as an auxiliary pump or as a charge pump [1].  

The typical configuration of a variable roller pump could be seen in Fig.1. The 
base parts of roller pump are the rotor (carrier) with roller slots, the rollers, the 
cam ring (stator), pivot, control spring and port plates which ensure connection of 
high pressure (HP - Outlet) and low pressure (LP – Inlet) to the chambers. The 
outer displacement chambers are located between rotor and cam ring. They are 
limited in the circumferential direction by the rollers. The inner displacement 
chambers are located between rollers in roller slots and rotor [1].  

The rotor is placed eccentrically, the distance is called rotor eccentricity. The 
rollers can move radially in the slots and they are pressed against the cam ring due 
to the centrifugal force. The rollers are loaded by the pressure in the inner and 
outer chambers. For a correct pump function, it is necessary to ensure the sealing 
effect with the contact between cam ring and rollers. Due to the eccentricity of the 
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rotor, the displacement of the outer and inner chambers increase during the first 
half rotor revolution, it means that the fluid is sucked (Inlet) and during the second 
part of the revolution, the displacement decrease and the fluid is delivered to the 
pump outlet Chyba! Nenalezen zdroj odkazů.. 

 

Fig. 1 Variable roller pump  

The pump displacement control can be described in the following way: The 
pump displacement is proportionally depending on the rotor eccentricity, which 
changes with the cam ring motion around the pivot. At low outlet pressure the 
pump displacement is in maximum (maximum eccentricity) due to the spring 
force acting on the cam ring. An increase of outlet pressure increases the pressure 
force on the cam ring, which acts against the spring force and the pump displace-
ment is reduced. The reduction of pump displacement results in decrease of outlet 
pressure because of the reduced flow. It means that a suitable spring design 
(spring preload, stiffness) can ensure a constant outlet pressure, which is often 
demanded in many applications.  

1.1 Motivation and Goal 

As described in the introduction, power savings of mobile hydraulic systems is the 
motivation for using a variable auxiliary pump like this. But using a variable pump 
in these mobile applications, we have to focus on durability, controllability and 
performance of the pump. All this must be simulated and simulation based opti-
mized to fulfill the demands of these mechatronic application. The problem, that 
occurs now is the mostly unknown theory of the roller vane pump which is neces-
sary for the model building: The literature search shows only one work focused on 
the kinematic and roller force study [4], another works focused numerical analyzes 
of a variable vane pump [5], [6] and some older works, dealing with control of 
vane pump with relatively simplified approach [7], but no complete derivation of 
the pressure, force and flow calculation.  
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As the flow and pressure calculation is already presented by the author of this 
paper [1], this paper is sequencing the previous publication with the derivation of 
the calculation of the resulting forces based on the flows and chamber pressures. 
Focus is hereby on the forces on the cam ring, as they are needed for the layout 
and dimensioning of a displacement control of the pump. The goal of this se-
quence is a simulation tool which is capable of a holistic pump simulation for 
optimization in regards to pump efficiency and controllability, so that on the one 
side an optimized design could be obtained and on the other side, in vehicle simu-
lation models the performance and impact of the pump could be simulation-based 
tested. 

2 Derivation of Force Calculation 

The main forces acting on the cam ring can be identified according to the variable 
roller pump design (Fig. 1). They are: roller forces, pressure forces and spring 
force. The pivot friction was neglected. In the following chapters, the composition 
of the roller forces and pressure forces will be discussed.  

2.1 Roller Forces 

The Fig. 2 presents the forces acting on the roller: centrifugal force Fc , normal 
forces Fncam, Fnrot and friction forces Ffcam, Ffrot . In this case the Coriolis force was 
neglected; further information could be found in [1]. The outer chamber pressures 
pout and inner chamber pressure pinn act on the roller also.  

 

Fig. 2 Forces acting on the roller 

The roller dynamics can be formulated according to Fig. 2. The Eq. (1) de-
scribes the roller dynamics in the radial direction where mrol is the mass of the 
roller, xRrol is the roller stroke in radial direction, wrol is the roller width, Drol is the 
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roller diameter and βdev is the deviation angle caused by the rotor eccentricity. The 
Eq. (2) presents the roller force balance in tangential direction where xTrol is the 
roller stroke in tangential direction. The frictional forces were implemented into 
model as a Coulomb friction model. 
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The deviation angle βdev ,caused by rotor eccentricity, could be derived from 
Cosin theorem in the following way. 
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The Eq. (3) includes variable dcam which represents the inner diameter of the 
cam ring. The next variable erot  is the rotor eccentricity. The cam ring radius ucam 
can be obtained from Eq. (4) where the angle φ represents the angular position of 
the demanded cam ring radius. 
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The centrifugal force Fc can be written as follows with the rotor speed ωrot . 
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2.2 Pressure Forces 

The pressure force acting on the cam ring is the most important for the total spring 
force calculation and it is depending on the pressure profile in the outer chamber, 
which calculation was presented in the article [1]. The calculation of the chamber 
area which is loaded with the chamber pressure is shown in Fig. 3.  
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Fig. 3 Pressure force of outer chamber 

The resultant outer pressure force acting on the cam ring area (magenta color) 
can be calculated also with the Cosine theorem, according to Eq. 6.  
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2.3 Spring Force 

The particular forces acting on the cam ring are presented in Fig. 4 where the di-
rection and origin of each force is defined. Due to the rotor eccentricity it is neces-
sary to determine the angles of the roller and chamber forces. The angles of the 
roller and chamber forces are known only for the coordinate system with the cen-
ter in the rotor center, but for the resultant cam ring force calculation the origin in 
the cam ring center can significantly simplify whole calculation. The angle trans-
formation equations are shown in Eq. 7 and Eq. 8 where ϑrol presents the angle of 
the roller force and ϑcham presents the angle of chamber pressure forces. The roller 
deviation angle βdev can be obtained from Eq. 3 presented in previous chapter. In a 
similar way as βdev, the chamber deviation angle ψdev can be derived also. 

idevirolirol ,,, βϕϑ +=  (7) 

idevichamicham ,,, ψϕϑ +=  (8) 

The spring force – force acting against the compression spring can be calcu-
lated as a sum of all forces acting on the cam ring. 
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Fig. 4 Forces acting on the cam ring 

In the case of steady state and with neglecting of pivot friction, final Eq. 9 for 
the spring force calculation is derived. The pivot horizontal offset opinX and vertic-
al offset opinY are defined according to Fig. 4. 
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3 Simulations and Measurements  

The Previous equations were implemented into a Simulink model, which is also 
connected to a hydraulic (chamber pressure calculation) model, developed in 
[1]. Fig. 5 shows the shape of the spring force during one rotor revolution at full 
pump displacement. Eleven significant peaks can be seen which correspond to 
the eleven rollers. A more detail look into simulation results shows 22 peaks, 
which correspond to eleven rollers and two transition areas (Outlet Inlet, Inlet 
Outlet). This spring force oscillation is caused by the pressure profile in the 
chamber which is changing according to portplate timing. The big decrease of 
the spring force is repeating each approx. 33°, which is corresponding to the 
rollers (360°/11 roller), because each 33° of revolution the outer chamber is 
ported from low to high pressure, having a direct impact (reduction) on the 
spring force, down to the negative values. The porting from high to low  
pressure, visible in the smaller dips down to 35%, has because of the moment 
balance a smaller impact on the spring. 
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Fig. 5 Spring force (left) and chamber pressure (right) simulations at a pump speed of 
2000 min-1 and Δp of 20 bar  

The next figure (Fig. 6) presents a comparison between simulation and mea-
surements for various speeds and different pressures at max displacement. 

 

Fig. 6 Comparison between simulations and measurements in normalized scale in different 
operating conditions 

This comparison confirms a good agreement between simulations and mea-
surements. The biggest deviation (at 1800 min-1) is probably caused by dynamic 
effects in the pressure profile simulation which are not included in hydraulic  
model. 
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4 Conclusions 

The derivation of the forces on the cam ring of a variable roller pump was ex-
plained in this paper. For validation, the theory was confirmed by a comparison 
between simulations results and measurements.  

This never before presented theory of a variable roller pump gives now a better 
understanding. The knowledge of the cam ring forces leads then to better designs 
of variable roller pump components, especially with focus on durability. A good 
example is the spring force, which has a very high excitation over a rotor revolu-
tion or wear of the cam ring/roller due to the contact forces.  

If this theory is implemented in the existing calculation and optimization tool 
[1], it can then provide a holistic optimization of the pump and its efficiency.  

Additionally, increased displacement control performance which can be 
achieved with application of suitable spring or more sophistic control as a hydrau-
lic or electro hydraulic control have to result in higher efficiency of variable roller 
pump systems.  
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Abstract. The paper deals with a parallelization of a local object instance methods 
executed on the secondary threads of a stand-alone desktop .NET application in 
order to improve their execution effectiveness in comparison to serial methods of 
the same object. These serial and parallel instance methods compute the values of 
the definite integrals of two special functions by numerical approximation meth-
ods - Simpson's rule and the Left-Point rule because these functions do not have 
an elementary antiderivatives. Computed values of definite integrals then can be 
used, for example, in a computation of rotational kinetic energy of homogeneous 
solids of revolution created by the revolution of areas under curves of these func-
tions within some intervals around the x axis. This may be an important dynamic 
parameter of mechanical components of the mechatronic system, which need to be 
determined the most effectively by the control software of the system. Then a 
stand-alone desktop .NET application can be an useful part of the control software 
of the mechatronic system. 

1 Introduction 

Quite often we need to create relatively simple, inexpensive, but effective control 
software of a mechatronic system. Such need appears when we develop such 
software for a more simple mechatronic system. It is not too desirable then to use 
a very sophisticated application architecture of a mechatronic system control soft-
ware, such as, a distributed application architecture, because it could happen that 
the costs of developing and running such a sophisticated control software could 
significantly increase the acquisition costs of the entire mechatronic system. It 
may also happen that a more simple mechatronic system with a limited number of 
controlled activities cannot use all possibilities offered by such a sophisticated 
control system. In such cases, it is a good solution to create a more simple control 
software, with a less complicated application architecture, for example a stand-
alone desktop .NET application, but with using modern programming approaches 
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(threading instance methods, synchronizing access to shared resources) and with a 
focus on the most efficient operation of this application. This implies the use of 
some programming approaches improving the execution efficiency of a such  
application. That is for example, a parallelization of instance methods of a mecha-
tronic system control application by the methods Parallel.For and Paral-
lel.ForEach from the Task Parallel Library (TPL) and by data parallelism. 

This paper deals with the creation of the stand-alone desktop .NET application 
with a maximum execution efficiency, using above presented programming ap-
proaches and techniques. This application could be a part of a mechatronic system 
control application. The task of the stand-alone desktop .NET application is to 

calculate definite integrals values of the functions 4
1 1)( xxf +=  and 

)41/()( 23
2

2

xexf x += −  the most effectively and provide them into a control ap-

plication of a mechatronic system. This control application can calculate using the 
values of the definite integrals of the functions f1(x) and f2(x) values of rotational 
kinetic energy of homogeneous solids of revolution created by the revolution of 
areas under curves of the functions f1(x) and f2(x) within given closed intervals 
around the x axis. By this calculation the control application determines an  
important dynamic parameter of mechanical components of the mechatronic sys-
tem. Mechanical components can be just such or similar homogeneous solids of 
revolution performing rotational movement around the x axis. 

However, the functions f1(x) and f2(x) are special functions. The antideriva-
tives of these functions exist but they cannot be expressed using any algebraic 
combinations of elementary functions, therefore, we cannot use the Newton-
Leibniz formula to calculate definite integrals values of these functions on 
given intervals. One of possibilities to compute these values of definite inte-
grals is the use of numerical approximation methods. Our stand-alone desktop 
.NET application calculates definite integrals values of these functions just in 
this way - using numerical approximation methods Simpson's and the Left-Point 
method. 

2 Rotational Kinetic Energy of a Homogeneous Solid  
of Revolution 

When we want to calculate rotational kinetic energy of homogeneous (of uniform 
density = ρ) solid of revolution created by the revolution of the area under the 
curve of a function f(x) within an interval <a, b> around the x axis we have to 
compute the moment of inertia of this solid, first. From theoretical mechanics we 
know that the moment of inertia of such a homogeneous solid of revolution with 
respect to the axis of revolution is [1] 
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Then by means of the moment of inertia of a homogeneous solid of revolution 
we can compute the rotational kinetic energy of this solid using the formula (2) 

 2

2

1 ωIKEr =  (2) 

where ω is the angular velocity of the solid revolving about the x axis. [1] 
From the formula (1) it is clear that for the calculation of the moment of inertia 

value of a homogeneous solid of revolution is necessary to know the value of the 
definite integral. This can be efficiently calculated by numerical approximation 
methods - Simpson's rule or the Left-Point rule implemented in the stand-alone 
desktop .NET application. 

3 Simpson's and the Left-Point Rule 

As we know, finding the definite integral value of a function is equivalent to find-
ing the area under the curve traced by that function. 

Simpson's rule is a method for approximating a definite integral of the function 
f(x) on the interval <a, b> using quadratic polynomials (i.e., parabolic arcs instead 
of the line segments used in the trapezoidal rule). We have to divide the interval <a, 
b> into a set of n subintervals of equal width h to implement this rule. Simpson's 
rule requires that n be an even number. This is needed because the rule jointly ap-
proximates each pair of two consecutive areas and also because each parabola  
requires three points to specify it, so each parabola spans two intervals. [2] 

Simpson's rule for numerical integration of the function f(x) over n subintervals 
in mathematics sometimes known as the composite Simpson's rule, can be  
expressed as the approximation 
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where x0=a, xi=x0+ih (i=1, 2, …, n-1), xn=b and h=(b-a)/n is the width of each 
subinterval, and n is the number of subintervals. [2] 

The next way to approximate the area under the curve traced by the function 
f(x) is by dividing the area into rectangles and adding the rectangles together. The 
interval <a, b> is again divided into a set of n subintervals of equal width h to  
implement this rule. One of rectangle rules, the left-point rule sets the height  
of each rectangle to the leftmost value of f(x) in each subinterval, so that the  
approximation is 

 )]()()()([)( 1210 −++++≈ n

b

a

xfxfxfxfhdxxf   (4) 



210 I. Košťál 

where x0=a, xi=x0+ih (i=1, 2, …, n-1) and h=(b-a)/n is the width of each subin-
terval, and n is the number of subintervals. [2] 

Our stand-alone desktop .NET application computes the definite integrals of the 
functions f1(x) and f2(x) by the formula (3) (Simpson's rule) and by the formula (4) 
(the left-point rule). 

4 Parallel Programming in the .NET Framework and Data 
Parallelism 

Nowadays, many personal computers and workstations have two, four or six cores 
(that is, CPUs) that enable multiple threads to be executed simultaneously. To take 
advantage of such hardware, we can parallelize our code to distribute work across 
multiple processors. The Microsoft Visual Studio 2012 development environment 
and the .NET Framework 4 support parallel programming by providing the Task 
Parallel Library and other tools. 

The Task Parallel Library (TPL) is a set of public types and APIs (Applica-
tion Programming interfaces) in the System.Threading and Sys-
tem.Threading.Tasks namespaces in the .NET Framework version 4. The purpose 
of the TPL is to make developers more productive by simplifying the process of 
adding parallelism and concurrency to applications. [3] 

In parallel programming in the .NET Framework we know two kinds of a 
parallelism - data and task parallelism (we do not deal with task parallelism in 
this paper because we did not use this parallelism in a code of our application). 
Data parallelism refers to scenarios in which the same operation is performed 
concurrently (that is, in parallel) on elements in a source collection or array. 
Data parallelism with imperative syntax is supported by several overloads of 
the For and ForEach methods in the System.Threading.Tasks.Parallel class 
through which TPL supports this parallelism. In data parallel operations, the 
source collection is partitioned so that multiple threads can operate on different 
segments concurrently. We write the loop logic for a ParallelFor or Parallel-
ForEach loop much as we would write a sequential loop. We do not have to 
create threads or queue work items. The TPL handles all the low-level work for 
us. When a parallel loop runs, the TPL partitions the data source so that the 
loop can operate on multiple parts concurrently. Behind the scenes, the Task 
Scheduler partitions the task based on system resources and workload. When 
possible, the scheduler redistributes work among multiple threads and proces-
sors if the workload becomes unbalanced. However, we can also supply our 
own custom partitioner or scheduler. [3] Data parallelism with the methods Paral-
lel.For and Parallel.ForEach is used in a parallelized code of our stand-alone 
desktop .NET application. 
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5 Stand-Alone Desktop .NET Application 

All parts of our stand-alone desktop .NET application were created and built in the 
Microsoft Visual Basic 2012 language and in the Microsoft Visual Studio 2012 
development environment. The source code of this application is divided to two 
parts that are saved into files: 

MyLocalType.vb - here is defined the MyLocalType class that includes 4 serial 
and 8 parallel member methods, that manage to compute the definite integrals 
values of the functions f1(x) and f2(x) by Simpson's or the Left-Point rule. From the 
MyLocalType.vb source file is built (.dll) library into the MyLocalType.dll file, 
that is the component of our stand-alone desktop .NET application. 

StandAloneApplForm.vb - here is defined the StandAloneApplForm class that 
includes event handlers (member methods) of all controls of our stand-alone desk-
top .NET application. From the event handlers Btn_CompDIBySimpsonM_Click 
and Btn_CompDIByLeftPM_Click of two buttons this application calls serial  
or parallel instance methods of the local object, that compute by Simpson's  
or the Left-Point rule and return to the application text box the definite integrals 
values of the functions f1(x) or f2(x). The StandAloneApplForm.vb source  
file is built into the StandAloneApplForm.exe file. This .exe file refers to the  
MyLocalType.dll file, therefore this .dll file must be placed in the same directory  
as the executable file. The application StandAloneApplForm.exe is a Windows  
application. 

Our stand-alone desktop .NET application works as a real threaded and  
parallelized application. When a user selects in the user interface of this appli-
cation the function to integrate, switches to the parallel calculation of definite 
integrals values of the chosen function, inserts into the input text box of the 
application 13 correct inputs and starts the calculation, so in one period of time 
will be concurrently computed 11 definite integrals values of the selected func-
tion by 11 instance methods of the local object on 11 secondary threads of 
StandAloneApplForm.exe. Moreover, since it is switched to parallel calculation 
of definite integrals values, all cores (CPUs) of the computer on which running 
StandAloneApplForm.exe will in this period of time utilized at 100%, thus with 
a maximum efficiency. 

Our stand-alone desktop .NET application is available upon request. 
Fig. 1 shows the important part of the source code of the member method Get-

DIBySimpsM4_PP that computes parallel with the partitioner by Simpson's rule 
and returns the definite integral value of the function f2(x)=e-3x^2/(1+4x2)) on  
the interval <a, b> with n integration subintervals. This method, that is the mem-
ber method of the class MyLocalType, calls the Parallel.ForEach method from 
TPL. 
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Public Class MyLocalType 
. . . 

  Public Function GetDIBySimpsM4_PP(ByVal a As Double, ByVal b As Double,  
             ByVal n As Long) As Double 
    Dim DI_SM As Double = 0 
    Dim x0 As Double = a 
    Dim xn As Double = b 
    Dim sum As Double = Math.Exp(-(3 * x0 ^ 2)) / (1 + 4 * x0 ^ 2) +  
            Math.Exp(-(3 * xn ^ 2)) / (1 + 4 * xn ^ 2) 
    Dim h As Double = (xn - x0) / n 
    Dim h_third As Double = (xn - x0) / (3.0 * n) 
 
    Dim localMonitor = New Object() 
    Dim startTimeCalcDI As DateTime = DateTime.Now 
    Parallel.ForEach(Partitioner.Create(1, n), Function() 0.0, 
                     Function(range, state, localSum) 
                       For i = range.Item1 To range.Item2 - 1 
                          Dim x = x0 + (i * h) 
                          If i Mod 2 <> 0 Then 
                               localSum = localSum + 4 * Math.Exp(-(3 * x ^ 2)) / (1 + 4 * x ^ 2) 
                          Else 
                               localSum = localSum + 2 * Math.Exp(-(3 * x ^ 2)) / (1 + 4 * x ^ 2) 
                          End If 
                       Next 
                       Return localSum 
                     End Function, 
                     Sub(localSum) 
                        SyncLock (localMonitor) 
                          sum += localSum 
                        End SyncLock 
                     End Sub) 
    DI_SM = h_third * sum 
    Dim timeSpanCalcDI As TimeSpan = (New TimeSpan(DateTime.Now.Ticks –  
          startTimeCalcDI.Ticks)) 
    Dim string_timeSpanCalcDI As String = timeSpanCalcDI.ToString 
    Dim msec_timeSpanCalcDI As Double = timeSpanCalcDI.TotalMilliseconds 

. . . 
    Return DI_SM 
  End Function 

. . . 
End Class 

Fig. 1 The part of the source code of the parallel member method GetDIBySimpsM4_PP 
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Fig. 2 Functioning of the stand-alone desktop. NET application during parallel computing 
with a partitioner of 11 definite integrals values of the functions f2(x)=e-3x^2/(1+4x2)) 

Fig. 2 shows the operation of the multithreaded stand-alone desktop. NET appli-
cation, after its switching by the user on parallel computing with a partitioner the 
selected function definite integrals values. 11 local object parallel instance methods 
LocalObj.GetDIBySimpsM4_PP of this application, which calculate 11 definite 
integrals values of the function f2(x) at the same integration interval, but with 11 
different numbers of integration subintervals, are executed on 11 secondary threads. 
During waiting for the end of asynchronous executing these 11 parallel instance 
methods it is executing 11 the Do While loops on the main thread of this application. 
These loops provide displaying the information about performed calculations by 
these instance methods to the graphical user interface of this application. Because 
these methods are parallel, the virtual machine for parallel processing distributes 
work of each of them among multiple virtual threads and processors (cores of CPU) 
that their workload becomes balanced and that these processors will utilized with a 
maximum efficiency (at 100%). These 11 parallel instance methods write informa-
tion about their calculations through one shared data stream SALtxt_FileStream into 
the disk file SALApplAllLogs.txt. Therefore, access of these 11 parallel instance 
methods to one shared data stream SALtxt_FileStream is synchronized using meth-
ods Monitor.Enter (lock a data stream) and Monitor.exe (unlock a data stream). 
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6 Experiment and Its Results 

We performed the experiment in order to measure the execution efficiency of 
parallelized instance methods of the local object of the stand-alone desktop .NET 
application compared to serial instance methods of the same local object. Serial 
and parallelized instance methods were computing by Simpson's or the Left-Point 
rule the definite integrals values of the functions f1(x) and f2(x). These instance 
methods were executed on secondary threads of this application. 

Execution times of particular serial and parallel instance methods of the local 
object provides us stand-alone desktop .NET application itself, it also measures 
these times, saves them into the log file SALApplAllLogs.txt on the hard disc and 
displays them in the text box of this application. We used the measured execution 
times for calculations of speedups of parallel instance methods in opposite to se-
rial instance methods. 

Our stand-alone desktop .NET application was running on the computer with 
the hardware and software configuration displayed in Table 1. 

Table 1 Overview of the basic hardware and software configuration of the computer of the 
stand-alone desktop .NET application 

CPUs’ configuration Operating system Microsoft .NET Framework 

Intel Core i7-920 Processor (8MB 
Cache, 2.66 GHz, 4.80 GT/s Intel 
QPI, 4 Cores, 8 Threads) 

Microsoft Windows 7 Enter-
prise Service Pack 1, 32 bit 

Microsoft .NET Framework 
4 Client Profile, Microsoft 
.NET Framework 4 Extend. 

 
We used the following set of inputs for the function f1(x) to measure execution 

times of 2 serial and 4 parallel instance methods using Simpson's or the Left-Point rule 
2,086;3,153;629486876;236897534;930568942;428567824;829657842;296587

40;1029589236;329568740;728568952;128586368;530256872 
We used the same set of inputs for the function f2(x) to measure execution times 

of 2 serial and 4 parallel instance methods using Simpson's or the Left-Point rule. 
This set differs only in the first two numbers 0,019; 0,728.  

Each this set was entered into the relevant input text box of the stand-alone 
desktop .NET application. These sets contain the same numbers of integration 
subintervals up to 1,029589236 billion and different the endpoints of the 
integration intervals (the first 2 numbers in these sets).  

We calculated the speedups of the particular parallel instance methods using p 
computing elements (CPUs) from measured execution times of serial and parallel 
instance methods by the following formula (5). 

 
)(

)(
pT

T
pSpeedup

parallel

serial=  (5) 
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(a) 

  
 

  
(b) 

  
 

  

Fig. 3 Execution times of all instance methods and speedups of all parallel instance me-
thods of the local object of the stand-alone desktop .NET application for both integrated 
functions and both rules ((a) f1(x)=(1+x4)1/2, (b) f2(x)=e-3x^2/(1+4x2)) 
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Measured execution times of all the instance methods and calculated speedups 
of all parallel instance methods of our stand-alone desktop .NET application 
calculating definite integrals values of the functions f1(x) and f2(x) are shown in the 
graphs in Fig. 3. 

When we analyzed the accuracy of the calculation of definite integrals values 
of the functions f1(x) and f2(x) by instance methods of our application, we found 
that the instance methods using Simpson's rule have mathematically expected, 
significantly higher accuracy than instance methods using the Left-Point rule. This 
high precision of instance methods using Simpson's rule is in the used range of 
numbers of integration subintervals (from 29658740 to 1029589236) independent 
from them. It follows that these methods can achieve high accuracy in calculating 
the definite integral values of the functions f1(x) and f2(x) even at lower values of 
this range. In contrast, instance methods using the Left-Point rule achieve such 
high accuracy of the calculation only at the maximum values of the used range of 
numbers of integration subintervals. Based on this, we can say that instance  
methods of our stand-alone desktop .NET application using Simpson's rule to 
calculate the definite integral value of the given function achieve high accuracy  
of calculation of it at relatively small numbers of integration subintervals 
(29658740), when these methods have short execution times, thus they do not 
block the computing resources of the computer unnecessarily. 

We used the definite integrals values of the functions f1(x) and f2(x) calculated 
by the MATLAB function int as reference values to measure the accuracy of the 
calculation of definite integrals values of these functions. Fig. 4 shows the definite 
integrals values of the functions f1(x) and f2(x) calculated using parallel instance 
methods with a partitioner of our stand-alone desktop. NET application. 

  

Fig. 4 Definite integrals values of the functions f1(x)=(1+x4)1/2 (a) and f2(x)=e-3x^2/(1+4x2) 
(b) calculated using parallel instance methods with a partitioner of the stand-alone desktop 
.NET application 

Brief results analysis. From the presented graphs showing execution times of 
all instance methods and speedups of all parallel methods our stand-alone desktop 
.NET application in dependency on the numbers of integration subintervals it is 
obvious that parallel methods have significantly shorter execution times on larger 
numbers of integration subintervals (greater than approximately 0,7 billion) com-
pared to serial methods. The speedups of the parallel methods with a partitioner 
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are significantly greater than the speedups of the parallel methods without a  
partitioner on big numbers of integration subintervals (approximately 1 billion) 
compared to serial methods. 

From the presented graphs showing the definite integrals values of the func-
tions f1(x) and f2(x) calculated using parallel instance methods with a partitioner 
our stand-alone desktop. NET application it is clear that instance methods using 
Simpson's rule are more efficient and more accurate than instance methods using 
the Left-Point rule. 

7 Conclusion 

Parallel instance methods with the partitioner of the local object our stand-alone 
desktop .NET application show relatively large stable speedups, up to 1,72 for the 
function f2(x), on larger numbers of integration subintervals (greater than ap-
proximately 0,7 billion) compared to serial instance methods of the same local 
object. In addition, parallel instance methods with a partitioner using Simpson's 
rule achieve high accuracy of calculations of the definite integral values of the 
functions f1(x) and f2(x). This enables our stand-alone desktop .NET application to 
achieve very interesting execution efficiency and high accuracy of the calculations 
of definite integrals values of the functions f1(x) and f2(x) that do not have an ele-
mentary antiderivatives. 

Using such calculated definite integrals values can be computed, for example 
rotational kinetic energy of homogeneous solids of revolution created by the revo-
lution of curves of just such or similar functions around the x axis. This may be 
important dynamic parameter of mechatronic system components, which the con-
trol software of the system needs to determine the most effectively. Therefore our 
stand-alone desktop .NET application can be a useful part of this control software. 
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Abstract. This paper shows new potential possibilities of a magnetorheological 
material (a smart skin) application such as morphing structures. Smart materials 
have properties that can be altered by temperature, moisture, electric or magnetic 
fields, pH, and stress. The morphing technology on aircraft has found increased 
interest over the last decade because it is likely to enhance performance and effi-
ciency over a wider range of flight conditions. Conducted investigations in this 
work show magnetic properties of a smart skin for a morphing structure. Presented 
results prove, that magnetic properties of a magnetorheological skin can be  
controlled. 

1 Introduction 

In the past few decades, interest in morphing structures has increased due to the 
superior benefits they can provide. A structure that can change its geometric char-
acteristics and tune its properties (stiffness and damping) to meet the mission’s 
requirements or different load conditions is appealing. Since the shape of an air-
craft strongly affects its performance and flight dynamics, morphing technologies 
have always been investigated by the Aerospace industry. The design of a morph-
ing aircraft by means of smart materials is a problem that involves different disci-
plines. Morphing can be achieved by the use of motors or complex mechanism 
distributed through the wing [1].  

Many “smart” materials were invented more than 30 years ago, but their devel-
opment and improvement over the past three decades has led to new, more varied 
uses of these adaptable materials. Smart materials have properties that can be al-
tered by temperature, moisture, electric or magnetic fields, pH, and stress. Control 
of vibration and flutter plays an important role in the satisfactory performance of 
many aero-mechanical systems such as aircraft wings, helicopter rotors, propellers 
of a turbo-prop engines, or compressor and rotors of jet engines. With advances in 
active materials, it has become possible to integrate sensing, actuation, and control 
of vibration and flutter intrinsically in the design of the structure [7]. 
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The current use of multiple aerodynamics devices (such as flaps and slats) 
represents a simplification of the general idea behind morphing. Traditional control 
systems (with fixed geometry and / or location) give high aerodynamic perform-
ance over a fixed range and for a limited set of flight conditions. Outside of this 
range, these traditional systems can be neutral or negatively influence the aerody-
namics and hence often give lower efficiency. Conventional hinged mechanisms 
are effective in controlling the airflow, but they are not efficient, as the hinges and 
other junctions usually create discontinuities in the surface, resulting in unwanted 
fluid dynamics phenomena [3].  

The intelligent structures are those which incorporate actuators and sensors that 
are highly integrated into the structure and have structural functionality as well as 
control logic, signal conditioning, and power amplification electronics. In an ac-
tive (feedback) control, the strain developed in signal-conditioned and used for 
feedback control employing suitable control laws. The active control strategy for 
smart structure can be broadly classified as state-space control and distributed 
parameters control. A key challenge in developing a one dimensional morphing 
structure is the development of a useful morphing skin, defined here as a continu-
ous layer of material that would stretch over the morphing structure and mecha-
nism to form a smooth aerodynamics skin surface. Due to the large geometrical 
changes required for a span-morphing wingtip as envisioned here, metal or resin-
matrix-composite skin material are suitable [7, 11].  

In the field of a smart technology and control structures designed for airlines, 
which merged into a common system will form a novel structural element, de-
signed to improve the functional characteristics of objects flying through the inter-
action with the centre, in which the movement takes place. The newly developed 
structural element, forming a structure analogous to mechatronics - a synergistic 
combination of control, innovative design solutions and materials, will use mate-
rial and magneto-classical system is not the executive. The functional to be used 
as an element of the wing flaps, and its role may involve both an increase in the 
lift or reduce drag forces as well as influencing the active aerodynamics to reduce 
adverse effects such as flutter and excessive vibration and load structures, noise 
accompanying movement or mitigate the loss of energy necessary to move an 
aircraft [1, 3, 9]. 

2 Smart Materials 

Smart materials are designed materials that have one or more properties that can 
be significantly changed in a controlled fashion by significantly stimuli, such as 
stress, temperature, moisture, electric or magnetic fields. There are a number of 
smart material, some of which are already common. Some examples are as follow-
ing: piezoelectric materials, magnetorheological fluids, temperature-responsive 
polymers, or granular materials [2, 4, 7, 13]. The granular material enclosed in a  
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tight space enables an easy change of structural form and use of it as a kind of a 
plastic bulk filling the special encapsulation. The mechanical properties of such 
structures, obtained on the basis of a loose material, located in a tight space, are 
influenced by many factors. The most important factor is the underpressure value 
but the global material features depend also on the dimensions and the shape of a 
single grain, the type of granular material, surface roughness, filling ratio of the 
structure [6, 12, 13, 14]. 

For the envisaged shape changes, skin materials for morphing wings must have 
high recovery, strength  and be flexible, elastic and resistant to the environmental 
conditions. Nowadays, alternatives to this end are: electroactive polymers (EAP), 
shape memory alloys (SMA), shape memory polymers (SMP), nanocomposites. 

EAPs are suitable for morphing wing applications due to their responsive and 
tuneable properties. They can perform energy conversion between electrical and 
mechanical forms. Conductive polymers, ionic polymer metal composites, dielec-
tric elastomers are examples of EAPs. Selection of these materials is generally 
based on actuation strain, speed, force, voltage and mechanical response entailed 
by application [8]. 

Shape memory polymers have attracted a great interest as promising morphing 
wing materials due to their shape recovery upon application of voltage. Therefore, 
they can be used as electroactive actuators. SMP can be thermoplastic or thermo-
set. These polymers consist of both hard and soft segments in their structure. The 
hard segments form physical or chemical crosslinks that is the main difference 
between these polymers. The ratio of the hard to soft segments and types of 
crosslinks  determines the elastomeric nature of the polymer. Hard segments con-
tribute crystallinity or crosslinking and give thermal and mechanical stability to 
the polymer in action, which is also known to be used in morphing air vehicle  
applications [5].  

Combination of the superior properties of shape memory polymer (rubber, ep-
oxy, thermoplastic elastomer, etc.) and nanofiller (carbon nanotube, zinc oxide, 
barium titanate, etc.) in composite structure are thought to be promising for the 
concept of morphing structure. In particular, reinforced shape memory polymers 
such as thermoplastic elastomer/ carbon nanotube composites have been investi-
gated in terms of their shape recovery effect and actuation performance [5]. 

A magnetorheological fluid is a type of a smart fluid in a carrier fluid, usually a 
type of oil. When subjected to a magnetic field, the fluid greatly increases its  
apparent viscosity, to the point of becoming a viscoelastic solid. Typical magne-
torheological fluids are the suspensions of micron sized, magnetisable particles 
(carbonyl iron, iron, reduced carbonyl iron, iron carbide, etc.).  

The author of this paper proposes a new smart skin based on a rubber and a 
carbonyl iron powder. 
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3 Concept of Morphing Structures 

The Merriam Webster dictionary defines “morph” as undergoing transformation to 
change the form of character of something. The NATO Research Technology 
Organization, and Applied Vehicle Technology Technical Team on Morphing 
Vehicles define morphing as a “real-time” adaptation to enable multi-point opti-
mized performance. Morphing technology is born from the intent of making air-
planes more efficient manoeuvrable and capable of multi-tasking missions. The 
first concept applied to morph the flight characteristics of an aircraft was based on 
a mechanism to vary the wing geometry. It was a mechanical system that, for the 
first time in aviation history, enabled an aircraft to change its aerodynamic wing 
characteristics in flight, such as the aspect ratio (AR) [10]. 

The design of a morphing aircraft by means of smart materials is a problem that 
involves different disciplines. In fact, the idea is to design a structure that is not 
only capable of withstanding prescribed loads, but also to change its shape in or-
der to withstand different ones. Morphing can be achieved by the use of motors or 
complex mechanism distributed through the wing. Considering the weight of the 
actuators and the fact that changing the shape of a structure requires additional 
power to overcome its stiffness, using traditional actuators (electric or pneumatic) 
and complex mechanisms does not seem to bring the desired benefits that one 
should expect from a morphing concept. In order to reduce the complexity and 
hence increase the reliability, the actuation system, consisting of active materials, 
should be embedded in the structure. Ideally, there should not be a neat distinction 
between structure and actuation system, so that what is envisaged to produce and 
carry the loads, is also capable to change its own shape or a limited part of it. 
Apart from the benefits in terms of complexity, reliability, and production cost, 
such a concept would prove to be lighter. Fig. 1  indicates an approach to the de-
sign of a morphing concept [1, 3, 10].  

 

 

Fig. 1 Approach to the design of a morphing concept [10] 
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For flight control, the system should exhibit the following main characteristics: 

-relatively fast dynamics in order to allow prompt response to inputs from the 
remote pilot or autonomous control system. In this way, the morphing system can 
also be used to counteract random disturbances: for instance gusts can be particu-
larly severe flying between buildings or closed spaces; 

-capability to operate over a wide range of flight conditions, like flight speed, 
air temperature, and wind; 

-capability of high recoverable strains; 
-capability of repetitive actuators; 
-low power consumption; 
-high reliability, since malfunctioning may cause the loss of the aircraft [10]. 

In order to meet the above requirements and to keep the design as simple as 
possible, avoiding the use of sophisticated kinematics, the smart material should 
respond quickly to the external stimuli, should be capable of large and recoverable 
free strains, ideally not affected by fatigue issues, and effective in transforming the 
input energy into mechanical energy. The ability to work under different condi-
tions also implies that the morphing system has to be fully controllable: ideally all 
the positions, between the undeformed  and the fully deflected, should be reach-
able in order to perform different maneuvers and to counteract random distur-
bances. The low power consumption requirement should take into account the fact 
that part of the structure needs to be deformed, and the contribution of the elastic 
energy may be considerable with respect to the aerodynamic work [1, 3, 10].  

4 Smart Skin 

A magnetorheological material (a smart skin) is a new development for morphing 
aircraft concepts. The primary phase of the morphing skin development a magne-
torheological material was fabricated that would make up the skin or face sheet. 
Initially, a large number of rubber was tested for viability with a carbonyl iron 
powder (CIP). Fig. 2 shows a view of a new smart material. Elastomeric materials 
are ideal candidates for a smart skin. In morphing applications, where large shape 
changes are expected, the design of a suitable skin is a huge challenge and a key 
issue. The skin must be soft enough to allow shape changes but at the same time it 
must be stiff enough to withstand  the aerodynamics loads and maintain the re-
quired shape/ profile. This requires thorough trade-off design studies between the 
required depends on the loading scenario and the desired change in shape (one-
dimensional or multi-dimensional) [9].  

Magnetic investigations of a magnetorheological smart skin were performed on 
the LAKESHORE vibrating sample magnetometer (www.lakeshore.com).  The 
range of a magnetic field was between 0 – 1600 [kA/m] (2 [T]). Results of ex-
periments were presented in Fig. 3. Presented results prove, that magnetic proper-
ties of a magnetorheological skin can be controlled. 
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Fig. 2 View of a smart skin 
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5 Conclusions and Perspectives 

The challenge in developing a morphing skin suitable as an aerodynamical surface 
is balancing the competing goals of low in-plane actuation requirements must be 
low enough that a reasonable actuation system within the aircraft can stretch the 
skin to the desired shape and hold it for the required morphing duration. At the 
same time, the skin must withstand typical aerodynamics loads without deforming 
excessively (e.g., rippling or bowing), which would result in degradation to the 
aerodynamics characteristics of the aerofoil surface.  

The research in the area of smart materials and adaptive structures has huge po-
tential to make substantial contributions in enhancing performance, reliability of 
aero-mechanical systems. Significant advances have been made in the field of 
magnetorheological materials, in formulating techniques for modelling, simula-
tion, health monitoring, and control of complex systems.  

Results obtained from experimental research carried out for the magnetor-
heological material (smart skin) revealed, that there is a considerable influence of 
a magnetic field on properties of a smart skin. Because these changes are entirely 
reversible, it is possible to use a magnetorheological material as “intelligent” ma-
terial - a part of a morphing structure. 

In terms of magnetic characteristics of investigated material, a lot of open ques-
tions still remain. The most interesting problem is the behaviour of a smart skin in 
a magnetic field between 0 and 2 [T] (most changes in properties take place in that 
range). Next one would concern the level of compaction of CIP in a rubber. This 
parameter clearly determines the dimensions, shape and properties of a smart ma-
terial . Following are size and shape of particles, which may have similar effect on 
magnetic properties as previously mentioned. Another factor is the CIP’ material, 
which strongly influences its structure. 

For better understanding of the magnetic behaviour of magnetic skin, the ex-
periments will be continued. 
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Abstract. The paper presents an original design of 3-segments adaptronic ana-
logue of units of mammal's vertebrae based on 8 actuators using dielectric electro-
active polymer (DEAP). The way of preparation took into account the tendency of 
the DEAP material to local breakdowns, caused by degradation of the internal 
structure. The cross effects of phase response on a given electrical stimulus under 
high voltage were identified as well. The degrees of freedom of the analogue seg-
ments were determined, taking into account biological significance of vertebral 
endplates which a simplified form is included in the model. The work is to pro-
pose a bio-inspired techniques to build robots with many degrees of freedom using 
DEAP materials. 

1 Introduction 

Vertebral column is a multifunctional construction which, thanks to its central 
location, is an axis of the whole body. One of its most important features is the 
necessity of handling many complicated tasks that are required in the aspect of its 
correct operation. Its main functions include both protection of the spinal cord and 
soft organs as well as keeping the body straight. Vertebral column is also the one 
that plays the main role in the human musculoskeletal system and all the move-
ment would be impossible without it. It has to be elastic and strong due to the fact 
that its role includes many complicated and complex tasks realised continuously. 
According to these reasons, it is also a very important element in designing of 
modern robots. 

Nowadays, one of the most popular ways in designing innovative and advanced 
manipulators is the usage of bio-inspired methods together with different kinds of 
SMART materials. These materials enable designing of mechanical devices and 
robots without many heavy and relatively expensive parts, such as toothed wheels 
or bearings, making the whole structure lighter and simpler in production and  
operation. 
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Because of the technological difficulties, it was not that long ago when, to-
gether with the raising popularity of the SMART materials, the possibilities of the 
bio-inspired methods usage in designing of modern robots expanded. That is why 
the amount of their programmable movements is still increasing. That allows cre-
ating devices with higher and higher level of technological complexity [5, 6]. One 
of the examples is focused on creation of the adaptronic analogue of mammal’s 
vertebrae that, in the future, can be used as a part of a robot. 

Anatomically, vertebral column is a vertical combination of repetitive segments 
separated by intervertebral discs that ease and cushion mechanical shocks. In its 
modular construction, it is possible to separate elemental, functional unit that con-
sists of a pair of adjacent vertebrae’s bodies together with an intervertebral disc 
and vertebral endplates that join two adjacent elements. 

The intervertebral discs are relatively small elements (comparing to the verte-
brae) that play important role in the vertebral column’s correct functioning. One of 
the most important tasks realised by the intervertebral discs is shock absorption 
and cushioning of mechanical shocks that allow maintaining stabilization even 
when exposed to strong and sudden overloads. 

Each vertebra is joined to the others by ligaments that stretch on the whole 
length of the vertebral column. Their basic function is maintaining the upright, 
natural position of the vertebral column. Ligaments do not allow any bones, discs 
or muscles movements but thanks to their flexibility and stretchiness allow the 
body movement. 

The purpose of this work was the construction of 3-segments adaptronic ana-
logue of mammal’s vertebrae and the most efficient use of controlling that allows 
realization of a large variety of movements. For this purpose, the model consisting 
of 3 similar segments was built. Thanks to the usage of PolyPower actuators, each 
of them is controlled separately. 

2 Material and Preparation 

In the research, the PolyPower [7] thin layer was used as a SMART elastomer, 
together with additional applications such as sensors and actuators. Advantages of 
this choice were mainly little mass and a short reaction time [1]. 

A major limitation for the use of DEAP for actuator application is the high 
voltage required for operation [2]. The strain generated by the DEAP material is 
based on the electrostatic field created between the 2 electrodes of a capacitor. The 
dielectric layer is based on a soft silicone with a high relative permittivity and 
using metallic electrodes. 

In this work, the properties of PolyPower membranes were presented together 
with preparation for a further research method. In the experiment, the electrostric-
tive properties of an electroactive polymer of the dielectric type (DEAP) were 
used. It allowed determination of the damping due to high voltage treatment char-
acteristic U=f(l) (range of high voltage 2-5 kV). Firstly, membranes had to be 
prepared for a further research, because it was unable to run the tests on them in 
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the way they were delivered from the producer. It was important to cut alongside 
the DEAP roll they were on to prevent appearance of additional, unnecessary 
stresses (Fig. 1A). 

 

Fig. 1 PolyPower foil: A) On a roll, B). DEAP membrane preparation scheme together with 
connected wires. Active/passive areas marked, C) PolyPower membrane scheme together 
with the thermocouple-liquid metal connection spot. 

Cutting the material perpendicularly to its waved structure orientation was also 
extremely important in order to prepare samples. It allowed to use the electric 
properties precisely. Moreover, careless moves might have caused irredeemable 
changes in the material’s structure [3]. In some cases, had to be cut more material 
from the roll to make sure the structure of the sample would remain the same. 
Because of that, the selection of a cutting method and its parameters were a result 
of both material properties and a cutting way. 

For a further research, rectangular (280 x 30 mm) elastomer samples were used. 
The material was cut alongside given texture directions delivered by the DEAP 
producer. 

The second step was chemical etching of the 4 mm wide edges of previously 
prepared PolyPower membranes. Then, in order to prevent avalanche breakdown 
and “burning” of the DEAP membrane’s edges, the conductive layers were re-
moved using a dedicated gel-like preparation. Membrane preparation scheme, 
with active and passive areas and visible etched area is shown in the figure 1B. 

Furthermore the electrodes had to be connected on the opposite sides of the 
previously prepared membranes in order to supply samples with a control voltage. 
The elastic and lightweight conductors, obtained from the T-type thermocouples 
(d= 0,08mm), were used as a wiring. For increasing the conductivity value of the 
membrane-wire connection, liquid metal drops (one of the Indium-Gallium alloys) 
were put in the contact spots. Then, the whole connection was covered with the 
cyanoacrylate adhesive (Fig. 1C). 

3 Perpendicular PolyPower Membrane System 

Specially prepared digesting method allowed the usage of previously prepared 
electroactive polymer membranes together with the attached wires as an active 
vibration damper. In this purpose, two PolyPower membranes were situated 
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(crossing each other) in the specially prepared testing frame (fig. 2). Membranes 
were pre-stretched so that the local small deformations would not be an obstacle in 
the further tests. 

To obtain bending Δl results, the Keyence laser sensor was placed on the stand, 
in the characteristic “A” point (fig. 2). 

Because the connection was located in the central parts of the membranes, non-
conductive silicone film was put in the connection spot in order to prevent sparking. 

 

Fig. 2 The idea of two mechanically and electrically coupled DEAP membranes system: A) 
Mechanical system's scheme, B) Central point deflection measuring method, C) Scheme of 
the perpendicular membranes stimulation method, D) Stand view: 1 – laser sensor, 2 – 
tested DEAP membranes, 3 – laser measuring head's support stand. 

One of the PolyPower membranes was activated with the sinusoidal voltage of pro-
grammable amplitude (500÷3000 V) and frequency (1÷30 Hz). As the consequence of 
this kind of stimulation, elongation of the membrane “I” and reduction of the prestress 
were observed. The only limitation of the membrane “I” relaxation was the perpen-
dicular membrane “II” that was not stimulated with the alternating current but with the 
direct current of a programmable value. This kind of voltage on the membrane “II” 
had major impact on the self stretching of the membrane “I” because of the fact that 
membrane “II” worked as a damping system for the structure “I” in the non-potential 
conditions (without any extra electric field). On the other hand, when damping was at 
its highest value, the “II” membrane was allowing undamped cycle of stretching 
membrane “I”, while having the maximal voltage on the DEAP “II”. 

The fig. 3 presents curves representing changes of the cyclic stimulation of the 
PolyPower “I” which was in the electrical and mechanical feedback with PolyPower 



Evaluation of Possibilities of Electroactive Polymers Application  231 

 

“II” for the frequency of 8 Hz. For these parameters, mechanical resonance of the 
investigated DEAP membrane set was observed. It was noticed as well that for the 
membrane “II” under the influence of voltage a cross effect characteristic with 
mechano-electrical features can be obtained. Because of the non-linear characteristic 
of the DEAP elastomeric membrane stretching process under the impact of a given 
voltage and gravity force, a lack of symmetry was visible in the obtained mechanical 
response. Determined loops change their shapes while the voltage value increases. 
Furthermore, increasing the voltage value delivered to the “II” membrane caused the 
enhancement of the possible deflection range of the tested system. 

 

Fig. 3 Results of the damping level changes for the self-expanding membrane “I” due to the 
stimulation of the membrane “II” with certain DC voltage values: 1 – 0 V, 2 – 800 V, 3 – 
1600 V, 4 – 2400 V 

4 Bio-inspired Tail Based on PolyPower 

The next area of the DEAP application was the 3-segments analogue model, con-
trolled with a dedicated adaptronic system based on the mammal’s vertebral col-
umn. Both, the vertebral column and its model, are based on the construction of 
rigid (vertebral body) and flexible (intervertebral disc and ligaments) parts. Be-
cause of that reason many different parts were used for the model’s construction, 
such as spherical parts, electroactive DEAP polymer and others, responsible 
mainly for maintaining an upright base position of the model. The important ele-
ment, that was joining all of the segments, was the PolyPower material. It also 
allowed well-controlled movement of the construction. 

In the fig. 4A the real model is presented together with its visualization. 
Spherical elements represent the work of vertebral bodies, while the PolyPower 
simulates tendons’ work. Moreover, inspired by the anatomical construction of 
the mammals’ vertebral column model was designed taking into account a spe-
cific and complicated joining – intervertebral discs and vertebral endplates. 
Thanks to a special bushing, placed between the segments’ borders, it can change 
its position easily. What is more, the whole structure was strengthened by elastic 
fibres which help maintaining the joint in a programmed position and preventing 
coming out of a central part during movement. Using the endplates and their 
movement kinematics helped in the smooth connection between particular ana-
logue parts (Fig. 4A). 

The 8 PolyPower actuators (280x30 mm) were prepared in this way (Fig. 4B). 
What is more, each of them was folded in two and secured by a thin non-conducting 
foil. In this way, the small packets were obtained what allowed the increase of the 
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processing efficiency. Before placing them on the spherical elements, each of them 
was pre-stretched by testing weights in order to eliminate deformations (local cor-
rugations) that could cause damages to the DEAP bundles [4]. 

Electroactive elastomer works as the ligaments and allows smooth construction 
movements without causing any damage to itself. Moreover, thanks to the elas-
tomer usage, other actuators are not the only ones carrying the whole construction 
mass. For example, to realize the process of leaning out the construction in one 
direction, one of the PolyPower packets stretches under the influence of the high-
voltage, while the one on the other side of analogue shrinks which allows the 
well-controlled movement of the construction. 

 

Fig. 4 A) Model’s visualization in the CAD system, B) Real model; 1 – trunk, 2 – electro-
active polymer, 3 – connector 

Set of the 8 previously prepared actuators is the system with 6 DOFs (degrees 
of freedom) that allowed independent control of each of and that is why the model 
needed also slope and rotation registration in order to provide analysis of the 
whole system position. In the fig. 5A, different phases of the analogue’s side-to-
side movement were shown. 

 

Fig. 5 A) Succeeding side-to-side movement's phases of the 3-segments adaptronic ana-
logue of mammal's vertebrae [°], B) Adaptronic analogue movements’ visualization includ-
ing directions and rotations [°]. 
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The adaptronic analogue’s movement visualisation in four different directions 
(left – L, right – R, forward and backward) and turns (left and right) is shown in 
the fig. 7A. The highest displacement values were obtained for L1, L2, R1 and R2 
with a maximum of 10°. Displacement values for both rotations (Q1 and R1) were 
half as big (Fig. 5B). 

Thanks to the microcontroller circuit, it was possible to control the movement 
of each part of the construction. Analog signal recorded by the microcontroller 
was transmitted to the high voltage converter. Moreover, it was supplied with a 
generator equipped with a high voltage transformer circuit and a rectifier that all 
together guaranteed stable voltage amplitude needed for the DEAP stimulation. In 
the Fig. 6 electrical analogue’s controlling circuits schemes were presented. 

 

Fig. 6 Scheme of an electronic 3-segments adaptronic analogue of mammal’s vertebrae 
control system 

Each of the 8 actuators was independently controlled by the voltage of maxi-
mum 2,5 kV because exceeding this exact value caused local breakdowns and 
“burning” of the electrode-Polypower connection. Taking into account that the 
analogue can be controlled by the external stimulation such as vibrations and tilts 
of the model, it was necessary to provide a real-time controlling system. It was 
realized with the usage of ST Microelectronics Cortex M4 microprocessor system 
equipped with the SMT32F4-168MHz circuit. Computer software was used only 
for diagnostics and archivization. 

5 Conclusions 

The conclusions should summarize the essence of the paper, state the advantages 
compared to other methods, etc.  

During the simulation process it was proven that there is a possibility of using 
DEAP for the bio-inspired constructions. Other important advantage of the method 
was the possibility of direct actuator control for the whole 3-segment construction. 
The designed software was a basis of the DEAP use for model controlling by the 
high voltage and dedicated microcontroller system. 
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Moreover, the constructed analogue allowed determination of the Polypore’s 
properties as an actuator. The optimum preparation method of the DEAP elas-
tomer was also described together with the range of possible steering voltage am-
plitudes. Besides, implementing moveable endplates appeared to be crucial step in 
the DEAP-based model designing. 

In the base position, the built analogue is maintaining an upward position. The 
movement range of particular segments however, still needs additional focus so 
that much greater angular displacement values can be obtained.  

In the future, each segment will be provided with the adequate MEMS sensor. 
It will allow precise positioning of a specific analogue’s part with a focus on the 
powering method. 
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Abstract. Presented paper related to a short description and simulation result of 
chosen parameter (drum speed) of drive unit for a mixing drum. The drive unit is 
disposed on a motor vehicle. Compared with prior art, the new system can exhibit 
further improvement to the efficiency of drive system of the mixing drum and 
truck mixer. The intention is to avoid unnecessary exhaust gas and noise emis-
sions in transport duty cycle. 

1 Introduction 

Motor vehicles equipped for mixing and transporting concrete to building sites 
have been known for a long time. They have a rotary mixing drum disposed on a 
motor vehicle chassis and with large volume, rotation of which is usually effected 
by a hydraulic motor via a gearbox (see Fig. 1). The hydraulic motor is fed by a 
hydraulic displacement pump, which in turn is coupled to drive engine of the mo-
tor vehicle and is driven by mentioned pump [12]. During the transport of concrete 
to building sites, the mixing drum is generally being rotated at about 0.5 to 5 rpm, 
while during mixing and discharging it is being operated at substantially higher 
rotational speeds up to 15 rpm. 

In such concrete mixing and transporting vehicles the problem appears, when 
drive engine of the motor vehicle is at standstill, a diesel engine in most cases and 
rotation of the mixing drum also necessarily comes to a standstill. This is disad-
vantageous when the drum is filled up; this can lead to de-mixing or to premature 
setting of the concrete, and that is undesired. Therefore, when the mixing drum is 
filled up, particularly during transport of concrete to the building site, mixing 
drum should rotate continuously. This results in the problem that, when the truck 
mixer is at a standstill, for example in traffic jams or during relatively long wait-
ing times until discharge, the running drive engine of the truck mixer, in most 
cases a diesel engine, involuntarily causes exhaust gas and noise emissions that 
are damaging health, environmentally damaging and disruptive, particularly in 
enclosed spaces. 
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The disadvantage of offered solutions described in known state of art [9], [11], 
[13] is that separate drive motor for the displacement pump has to be designed to 
be powerful to be capable to drive mixing drum even at the highest required rota-
tional speed. A problem that occurs specifically in driving - the displacement 
pump of a hydraulic drive of mixing drum by the drive engine of the mixer vehicle 
also resides in fact that displacement pump connected to a power take-off of the 
drive engine is subjected to all the changes in rotational speed of drive engine. As 
a result of the automated gearbox and the abrupt accelerations and retardations of 
the latter, uniform loading of hydraulic drive cannot be guaranteed. In addition, 
power take-offs of the drive engine are loaded non-uniformly, which can disrupt 
gear changing operations. In addition, when the hydraulic drive is operated in the 
partial load range at about 5 kW, the efficiency is very low. 

 

Fig. 1 Illustration of mixer vehicle example [12] 

2 Description of Electro-hydro-mechanical Drive Unit 

Drive unit for a mixing drum is disposed on a motor vehicle. Hydraulic drive 
comprising a displacement pump and a hydraulic motor are used to drive the mix-
ing drum. The variable displacement pump is designed to convert a mechanical 
input power into hydraulic power. The input shaft, driven by the engine PTO, 
turns the pump cylinder block, which contains a ring of pistons. The pistons run 
against a tilted plate called swash plate. This causes those pistons to compress the 
hydraulic fluid, which imparts the input energy into hydraulic fluid. The high-
pressure fluid is then ported out to provide the hydraulic pressure and flow to the 
fixed displacement motor. The swash plate angle can be varied by the actuating 
piston via the electrical proportional control valves depending on the current value  
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which is generated by the controller. The fixed displacement motor is designed to 
convert an input of hydraulic power into a mechanical torque and speed output 
power. The high-pressure hydraulic fluid enters through the input port. The fluid 
pressure builds behind the piston causing them to move down the swash plate. As 
the pistons returns up the swash plate again, the fluid is allowed to exit through the 
exit port. The spinning pistons are housed in a cylinder transit mixer. It is assem-
bled to the mixer frame of base supports, which also transfer the torque force of 
the drive. The dynamic swivel angle of the output/drum flange will be compensat-
ing for the deflection of the truck frame mainly under off-road conditions. 

 

Fig. 2 The main components of a drive unit in a schematic illustration 1-Diesel engine, 2-
Hydraulic pump, 3-Hydraulic motor, 4-Gearbox, 5-Drum, 6-Alternator, 7-Electric battery, 
8-Inverter, 9-Electric motor 

It is an aim to provide a drive unit for a mixing drum that is disposed on a mo-
tor vehicle which, as compared with the prior art, exhibits a further improvement 
to the efficiency of the drive system of the mixing drum and of the truck mixer, 
the intention is to avoid unnecessary exhaust gas and noise emissions. The drive 
engine, particularly the internal combustion engine of the truck mixer, should be 
capable of being shut down while the rotation of mixing drum is maintained. The 
drive system should be further capable of implementation inexpensively with little 
effort and robust and reliable in its execution. This object is achieved as a result of 
the fact that in addition to driving the mixing drum via a hydraulic drive train [11], 
the electric motor is or can be permanently connected to the truck mixer gearbox 
(see Fig. 2). The low-power electric motor is used to drive the mixing drum at low 
rotational speed during the transport journey of mixed concrete to building site, 
while the hydraulic drive drives the mixing drum at high rotational speed during 
loading, mixing and discharging. This way can be mixing drum driven solely  
by the electric motor with a relatively low power output, if is compared with the 
hydraulic drive power output. 
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Fig. 3 The main structure of simulation model (extensive simplified) 
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3 Simulation Model 

Drive line system consists of independent hydraulic and electric drive line. The 
main goal is to find parameters of given drive system configuration as output per-
formance and final efficiency in transport and downtime working conditions. 

Simulation model (see Fig. 3) is built as modular with possibility to change in-
put parameters and monitoring operational parameters. Hydraulic drive line is 
assembled from subsystems Diesel engine - Hydraulic pump – Hydraulic motor - 
Gearbox - Drum. Electric drive line is assembled from subsystems Diesel engine - 
Alternator - Electric battery - Inverter - Electric motor - Gearbox - Drum. Used 
subsystems are mostly part of company simulation library. The mathematical 
background for model is described in [2], [4], [5], [8], [9]. From understandable 
commercial reason they cannot be described in more detail. Some parts of  
the simulation model are simplified in order to reduce number of states and thus 
increasing simulation speed [3], [14], [15]. Measurement data were used after 
testing of hydraulic and electric drive line as a part of input data for simulation 
model. 

 

Fig. 4 Simulation results related to speed of drum driven by Electric and Hydraulic drive 
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4 Simulation Results of Transport Duty Cycle 

Simulation of transport duty cycle should provide information in regards to the 
simulation of drive system for transit mixer application. Simulation model was 
verified with different testing modes of working conditions [1], [5], [6], [7], [15]. 

Fig. 4 shows chosen speed drum results compared from simulation and real 
test. Transit mixer in simulation model was driven in straight direction on flat road 
surface with the same of condition of drive for mechanic, hydraulic and electric 
drive line. Drum speed was set up for 8, 2.5, 1.2, 1 and 0.9 rpm. Minimum drum 
speed of real testing machine was for example adjusted at 1 rpm at low idle speed 
even through that the driver was adjusting (subjectively) the drum speed from 1 to 
1.5 rpm at low idle speed. Based on this adjustment the average drum speed was 
around 2 rpm. 

5 Conclusions 

The one result of whole project is the new hybrid system with two independent 
drive units for the transit mixer. This means in background units design, mathe-
matical description of behavior, building simulation model, design of control  
algorithm, testing solution in the field and solution optimization. In this paper are 
partly presented some basic information and chosen simulation results. 

The hydraulic and electric drive lines were simulated in different working con-
ditions. The simulation results were compared with measurements. The compari-
son shows a 5% difference in worst case in efficiency between simulation and 
prototype measurements and 3% difference between simulations and prototype 
measurements of speed. The electric drive line is more stable in drum speed as 
hydraulic one. All performed simulations show acceptable results, however in 
some cases (start, gear shift) it is necessary to consider physical and mathematical 
complexity of model's structure. During the simulation is important to know the 
relationships and principles behind the user interface of these blocks, otherwise 
the simulation results can be misinterpreted. 
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Abstract. According to the experiments on the linear compressor operating in the 
refrigeration system, the occurrence conditions and regularity of jump phenome-
non is investigated on different working conditions. When jump phenomenon 
happens, the current, input power, as well as piston stroke jumps upward abruptly. 
Under the same discharge pressure condition, the higher the power frequency is, 
the earlier the jump phenomenon will happen. When the power frequency de-
creases under a certain value, the jump phenomenon will disappear. The lower the 
discharge pressure is, the wider the power frequency range of jump phenomenon 
occurrence will be. Through the phase angle analysis, it is discovered that the 
jump phenomenon occurs not only on the status of mechanical resonance but also 
on the status of electromagnetic oscillation.  

1 Introduction 

Linear compressor has great application prospect due to its compact structure 
and high efficiency. However, the related research results show that because of 
its free piston structure, especially because of the existence of some nonlinear 
factors, such as gas force, motor coefficient et al., the performance of linear 
compressor is variable and sensitive with the working conditions. Minas [1] 
studied the non-linear dynamics of oil-less linear compressor by establishing a 
mathematical model and showed that the most efficient frequency of operation 
was determined for the piston stroke as well as the mass flow rates. Unger [2] 
developed and tested a linear compressor prototype under both freezer and fresh 
food conditions and enhanced performance and efficiency were observed com-
pared to conventional compressor. Lamantia et al. [3] validated that linear com-
pressor had high sensitivity to the driving frequency. Kim et al. [4] studied the 
coefficient of performance (COP) sensitivity of the linear compressor to the 
operating frequency in a refrigeration system with R600a refrigerant and it were 
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found to vary within 3% according to the operating frequency of the system 
ranging from 48.5 to 51.5 Hz. Kim et al. [5, 6] presented a self-capacity mod-
ulated linear compressor without stroke controller by the designing the electrical 
parameters based on the sensitive characteristics of linear compressor. Bradshaw 
et al. [7, 8] established a comprehensive model for a linear compressor and the 
sensitivity studies conducted showed that the linear compressor is highly sensi-
tive to changes in the leakage gap between the piston and cylinder as well as the 
spring eccentricity.  

Furthermore, for linear compressor, jump phenomenon usually appears under 
certain conditions and may cause strong noise and mechanical damage when the 
piston stroke increases abruptly and bumps against the discharge valve. Walt and 
Unger [10] observed that the piston amplitude oscillated when the values of piston 
mass and spring stiffness were unsuitable. Oh and Kim [11] studied that the input 
power supply and the cooling capacity were both shaken by the operation insta-
bility of the piston. Choe and Kim [12, 13] established a two-degree freedom  
dynamic model with simplified gas force by Fourier transform and analyzed the 
effect of piston mass on jump phenomenon by the dynamic model. The previous 
investigation of present authors [14] on the jump phenomenon of the dual-cylinder 
opposed linear compressor showed that when the intrinsic frequency got close to 
the power frequency, the jump phenomenon was apt to occur and would cause 
discharge pressure fluctuation. Nevertheless, because the working condition of 
linear compressor is variational and the jump phenomenon is subject to occur  
occasionally, especially because the existence of nonlinear factors makes the nu-
merical analysis very difficult, the present research still cannot know well about 
its occurrence mechanism.  

To make sure that linear compressor can operate reliably, it is necessary for the 
control system to predict jump phenomenon precisely before it really happens. 
The primary objective of this paper is to study the occurrence conditions and oc-
currence regularity of jump phenomenon on different working conditions. The 
results based on the refrigeration experiments can offer a helpful proposal for  
the linear compressor control strategy design as well as structure design, so that 
the control system can predict and avoid the jump phenomenon according to the 
basic measurement of electrical parameters and simple calculation regardless of 
the working conditions. 

2 Experimental System and Procedure 

Fig.1 shows the schematic diagram of a linear compressor. The linear motor drives 
the piston to reciprocate around a central position. The piston displacement is  
expressed by tXx ωsin= , where X is the piston stroke and ω is angular velocity.  
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Fig. 1 Schematic diagram of a linear      Fig. 2 Simplified theoretical model  
compressor 

Fig.2 shows simplified dynamic and electromagnetic models of linear compres-
sor [2, 3]. In the dynamic model, m1 is the moving part mass, m2 is the frame mass, 
ks is the stiffness coefficient of syntonic springs, cf is the damping coefficient of 
friction, Fe is the electromagnetic force(expressed as K0i), and Fg is the gas force. 
The gas force can be linearized into equivalent stiffness kg and equivalent damping 
cg by Fourier Transform [11]. In the electromagnetic model, u is the voltage (U is 
the effective voltage), i is the current (I is the effective current), K0 is the electro-
magnetic force coefficient, Re is the equivalent resistance and Le is the equivalent 
inductance. 

Piston stroke is an intuitional parameter to show the jump phenomenon as in-
vestigated by the previous research. However, in the actual application it is not 
practical to install a displacement sensor inside of the compressor shell for the 
sake of cost or space. The piston stroke is usually calculated based on electrical 
parameters equation. Thus measuring and analyzing the related electrical parame-
ters directly is much more practical than analyzing the piston stroke calculated 
from the electrical parameters.  

Fig.3 shows the vector diagrams of linear compressor according to the simpli-
fied theoretical model. The phase difference α between velocity dx/dt and current 
i, determined by the related parameters of elastic force, inertial force and damping 
force, represents the dynamic characteristics of linear compressor. The phase an-
gle θ between voltage u and current i, determined by the voltage components of 
impendence, inductive reactance and induced electromotive force represents the 
electrical characteristics of the linear compressor.  

 

   

Fig. 3 Vector diagrams of the linear compressor       Fig. 4 Experimental devices diagram  
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Therefore in this paper the relationship between jump phenomenon and the 
phase angle α and θ are concerned and they can be calculated by measured voltage 
U, current I, angular frequency ω (ω=2πf, where f is power frequency) and input 
power Pi: 
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Fig.4 shows the photo of the refrigeration experimental system with second re-
frigerant calorimeter according to the household refrigerator standard of 
ASHRAE23 for linear compressor. The constant temperature cooling water is 
supplied to the condenser and its temperature can be adjusted to change the dis-
charge pressure of linear compressor. The electric heater installed in the calorime-
ter simulates the cooling load. The pressure gauges are installed in the suction pipe 
and discharge pipe. The stabilization power device has the function of adjusting 
the frequency f and effective voltage U independently and measuring the electrici-
ty parameters accordingly. The data acquisition connected to the computer collects 
the measurement parameters including discharge pressure, voltage, current and 
input power.  

3 Experimental Results and Analysis 

3.1 Features of Jump Phenomenon  

When linear compressor is started under a certain working condition, jump phe-
nomenon is searched by adjusting the voltage and frequency. Fig.5 shows the 
process of voltage adjustment with the jump phenomenon on 60Hz. The suction 
pressure is 0.06MPa and the discharge pressure is 0.4MPa. The current and input 
power jumped upward abruptly on a voltage value during the period of voltage 
increase and jumped downward abruptly on a lower voltage value during the pe-
riod of voltage decrease. There is a hysteresis loop between the upward jump and 
downward jump.  

Fig.5 (a) shows the current curves changed with the voltage. During the period 
of increasing voltage, the current decreased continuously till to an inflexion firstly, 
jumped upward abruptly from 1.12A to 1.446A at 100.2V shortly after the inflex-
ion, and continued to decrease with the voltage increasing. During the period of 
decreasing voltage, the current increased continuously, jumped downward sudden-
ly from 1.783A to 1.192A at 81.8V, and then continued to increase with the  
decreasing of voltage.  
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Fig. 5 Electrical parameters changed with the voltages: (a) current; (b) input power; (c) 
phase angle θ; (d) phase angle α  

Fig.5 (b) shows the input power curves changed with the voltage. During the 
period of increasing voltage, the input power increased stably by jumping upward 
from 111.9W to 143.2W at 100.2V and then almost remained unchanged with the 
voltage increase. During the period of decreasing voltage, the input power 
changed very little at first till to jump downward suddenly from 140W to 98.2W at 
81.8V and then continued to decrease with the voltage. 

Fig.5 (c) shows the phase angle θ between the current and voltage changed with 
the voltage. During the period of increasing voltage, the phase angle θ fluctuated 
between 4° and 7° firstly before jumped upward from 4.4° to 9.5° and after then 
remained small change. During the period of decreasing voltage, the phase angle θ 
also changed very little firstly, then fluctuated acutely for a period of time, and 
finally continued to increase with the decreasing of voltage.  

Fig.5 (d) shows the phase angle α between the current and velocity changed 
with the voltage. During the period of increasing voltage, the phase angle α de-
creased before jumped upward from 32.3° to 37.4°, after then continued to de-
crease with the increasing of voltage. During the period of decreasing voltage, the 
phase angle α increased continuously till to jump downward suddenly from 51.3° 
to 36.1°, and finally continued to increase with the decreasing of voltage.  

It is worthy of note that under this working condition, the phase angle θ be-
tween the current and voltage is near 0°, while the phase angle α between the cur-
rent and velocity is much greater than 0° when jump phenomenon occurs. This 
means that jump phenomenon happens under this condition is not for the reason of 
mechanical resonance as explained in the previous research. 
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3.2 Occurrence Conditions and Regularity of Jump Phenomenon  

The experiment was carried out to seek jump phenomenon by changing the power 
voltage or frequency under different discharge pressure for discharge pressure is 
the major factor presenting the effect of working conditions. Fig.6 shows the vol-
tage and piston stroke when the jump phenomena occurred under different dis-
charge pressure on 60Hz. The voltage for upward jump was higher than that of 
downward jump under the same discharge pressure. Both the voltage and piston 
stroke increased with the increasing of discharge pressure.  

Fig.7 shows the voltage when the jump phenomena occurred on different power 
frequency. Both the upward voltage and downward voltage decreased with the 
increasing of power frequency. The upward voltage was higher than the down-
ward voltage over the same power frequency. The jump phenomenon occurred 
when the power frequency was no less than 58Hz at 0.45MPa and no less than 
60Hz at 0.6MPa. When the power frequency was adjusted under the certain value, 
the jump phenomenon disappeared. 
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Fig. 6 Voltage and piston stroke vs. different discharge pressure: 60Hz 
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Fig. 7 Voltage vs. different power frequency: (a) discharge pressure 0.45MPa; (b) discharge 
pressure 0.6MPa 

Fig.8 shows the piston stroke before jump and after shrink on different frequency. 
These piston stroke values are calculated by equation (1). Under the same discharge 
pressure condition, the piston stroke values before jump and after shrink both de-
crease with the increasing of frequency. Under the same frequency condition, the 
jump point of piston stroke on the 0.6MPa discharge pressure is larger than that on 
0.45MPa discharger pressure. 
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          (a)                                           (b) 

Fig. 8 Piston stroke vs. different power frequency: (a) discharge pressure 0.45MPa; (b) 
discharge pressure 0.6MPa 

From the above experimental results, the occurrence conditions of jump phe-
nomenon depend on the discharge pressure and power frequency. Under the same 
discharge pressure condition, the higher the power frequency is, the earlier the 
jump phenomenon will happen. The lower the discharge pressure is, the wider the 
power frequency range of jump phenomenon occurrence will be. 

 
        (a)                  (b)                (c)                   (d)       

Fig. 9 Change of phase angle of α and θ on different discharge pressure:(a)0.35MPa; 
(b)0.45MPa;(c)0.6MPa;(d)0.67MPa 

According to equations (1) and (2), the phase angle θ and α can be calculated 
when the jump phenomena occur. Fig.9 shows the change of phase angle θ and α 
from the dotted line to the solid line when the jump phenomena occurred under 
different discharge pressure. The phase angle θ increased from the degree near to 
0° away with the increasing of discharge pressure. Different from the phase angle 
θ, the phase angle α decreased from the higher degree to 0° firstly and then in-
creased to the reverse direction with the increasing of discharge pressure. When 
the discharge pressure was set on 0.35Mpa and 0.45MPa, the phase angle θ was 
near to 0°. When the discharge pressure was set on 0.6Mpa and 0.67Mpa, the 
phase angle α was near to 0°. 
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Fig.10 shows the change of phase angle θ and α from the dotted line to the solid 
line when the jump phenomena occurred on different power frequency. The phase 
angle θ and α both increased with the increase of power frequency. The phase 
angle α was near to 0° on 58Hz, 59Hz, 60Hz and 61Hz. The phase angle θ was 
near to 0° on 58Hz and much more than 0° on the higher power frequency. 

 

 
       (a)                  (b)                 (c)                  (d)    

Fig. 10 Change of phase angle of α and θ on different power frequency:(a)58Hz; (b)59Hz; 
(c)60Hz;(d)61Hz 

From the analysis on the phase angle, it is discovered that the jump phenome-
non occurs when the phase angle α is near to 0°, or when the phase angle θ is near 
to 0°. When the phase angle α is near to 0°, the dynamic system of the linear com-
pressor will be on the status of mechanical resonance and when the phase angle θ 
is near to 0°, the electrical system of the linear compressor will be on the status of 
electromagnetic oscillation. Therefore the jump phenomenon can be avoided 
based on this situation. 

3.3 Prevention and Control Measures  

Base on the above investigation results, jump phenomenon on the rated working 
conditions can be avoided in the stage of structure design. According to the above 
theoretical model of linear compressor, the relation between effective current I and 
displacement X can be expressed as: 
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From equations (3), (4) and (5), get the equation as follows:                                                  
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Therefore, equations (6) and (7) can be used to avoid the jump phenomenon by 
configuring the relevant parameters in the period of structure design or adjusting 
the power frequency in the process of operating control. 

Moreover, to make the linear compressor operate stably when the working con-
ditions change with the circumstance factors, the control system can help to avoid 
jump phenomenon by adjusting the power voltage and frequency promptly based 
on the above investigation results. When the measured phase angle between cur-
rent and voltage or that between current and velocity is close to 0°, the controller 
should decrease the power frequency little by little to make the phase angle depart 
from the nearby regions of 0° and then adjust the voltage to make the piston stroke 
meet the operating demand, so that the jump phenomenon can be avoided. 

4 Conclusions 

Since jump phenomenon could shorten the working life of linear compressor, it 
should be avoided by the control system during the operation process. The experi-
mental results herein show that the current and input power will jump upward or 
downward abruptly when the jump phenomenon occurs. During the period of vol-
tage regulation, there is a hysteresis loop between the upward point and downward 
point in the graph.  

Under the same discharge pressure condition, the higher the power frequency 
is, the earlier the jump phenomenon will happen. The lower the discharge pressure 
is, the wider the power frequency range of jump phenomenon occurrence will 
be.The jump phenomenon will occur either when the phase angle between current 
and velocity, or the phase angle between current and voltage is close to 0°. When 
the power frequency decreases to a certain value, the jump phenomenon will  
disappear.  

Through detection and comparision of phase angle between voltage, current 
and velocity, jump phenomenon can be predicted timely. By adjusting the supply 
power parameters to make the phase angle depart from the nearby regions of 0°, 
jump phenomenon can be avoided effectively.  
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Abstract. Mathematical modeling and simulation techniques represent powerful 
tools for optimizing the operation of drinking water supply networks. The hydrau-
lic model of the water supply network needs to be calibrated necessarily to pro-
vide reliable results. This article describes a very new software tool that is being 
developed to help water specialists to calibrate hydraulic models utilizing the hy-
draulic values measured on the water supply network in-situ. The measurement 
itself is realized by means of a specialized portable measuring device that enables 
continuous measurement of hydraulic values in the network. The technical tool for 
calibration of the network parameters is a newly developed software toolbox for 
application ADAM which is newly developed simulation software for hydraulic 
analysis of water supply networks. 

1 Introduction 

The mathematical model of water drinking water supply network, as a mecha-
tronic system, is very complex system with many parameters [1], [2]. Even when 
the mathematical model of water supply system is based on manufacturing do-
cumentation, parameters of each modeled objects are often different from real 
object parameters. In order to find appropriate parameters, and thereby to obtain 
credible model of water supply network, it is appropriate to define correctly de-
fined optimization problem [3], [4], [5], [6], [7]. Optimization process itself can 
be divided into three adjacent parts. Let’s assume that we have model of water 
supply network. The first step is to measure significant physical properties of the 
transmitted medium in water supply network (pressure and flow). Second step is 
to link model o to measured data and finally the optimization technique to find 
appropriate parameters of models object can be utilized (grid calibration and  
detailed calibration). 
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Basic principles of the hydraulic model calibration 

The following text describes the process of modification of hydraulic model  
parameters so that the results of its simulations for different network scenarios 
correspond to the real in-situ measured hydraulic values – flow and pressure. It is 
important to highlight that the below described methodology distinguish between 
two different levels of calibration of the hydraulic model. The difference is as  
follows: 

Grid calibration process is performed for routine daily regimes of the water-
supply network that are defined with its characteristic water demands that forms 
the network flows in particular day-time periods. Neither extra demands exceed-
ing the statistically evaluated network flows nor changes in network topology are 
simulated in the model. Typically the hydraulic model of a whole water-supply 
pressure zone is calibrated at the same time. Mainly fatal errors in the model are 
identified during the grid calibration, e.g. improper water tank elevation or some 
significant mistakes in the network topology, e.g. missing pipes, by mistake closed 
pipes, different position of pressure zone boundaries, etc. 

Detailed calibration is a subsequent process that focuses in detail on smaller 
chosen parts of the network. Typically a continuous sequence of pipe sections of 
the total length 500 to 1000 m is calibrated at the same time. By means of specia-
lized measuring apparatus (Fig. 1) an extra withdrawal is realized on the lower end 
of the calibrated part. That initiates the velocity highly exceeding commonly oc-
curring velocities in the pipeline. The flow and hydrodynamic pressure are meas-
ured. Obtained data is used for calibration of the parameters of the corresponding 
pipe sections. 

The essence of water supply hydraulic model calibration is to adjust hydraulic 
parameters of individual objects in order to obtain both the same values (measured 
and calculated) of hydraulic pressure in specific points. It is important to preserve 
the same initial and boundary conditions of the calculation. That means that e. g. 
water level in reservoir must be the same for mathematical model and real net-
work. Denote this pressure difference as ∆p [MPa]. Then 

 M Cp p pΔ = −  (1) 

where pM [MPa] is measured hydrodynamic pressure in the pipeline under the 
reference flow and pC [MPa] is the calculated hydrodynamic pressure in the in the 
same node in the network under reference flow. Then model calibration is consi-
dered as satisfactory if a value of ∆p ≤ 0,01MPa is achieved. Higher accuracy is 
usually not necessary and often not technically achievable due to the inherit accu-
racy of pressure sensors, the fluctuation of water level in storage tanks and other 
uncertainty in the input data (e.g. water main bedding depth). 
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2 Hydraulic Values Measurement 

The success of the entire calibration process of the hydraulic model is fundamen-
tally in dependence on accuracy of the in-situ measurement of hydraulic values 
which are the hydrodynamic pressure in the pipeline and the flow [3],[4],[5]. The 
discharges from water supply tank to the network are measured by means of pre-
cise induction flow meter that is connected to the external data logger. The data is 
recorded based on pulse registration in the time. The volume corresponding to one 
pulse depends on expected magnitude of flows – usually 0,05 to 0,10 m3. The 
calibration data is collected by extra withdrawal of a defined flow in several spe-
cific locations along the network (Fig. 1), typically underground fire hydrants, 
whilst monitoring the decrease in hydrodynamic pressure not only at the monitor-
ing points, but also in a hydraulically connected part of the network (Fig 2).   

 

  

Fig. 1 On-situ continuous 
measurement of flow and 
hydrodynamic pressure 

Fig. 2 On-situ measurement of hydrodynamic pressure – 
underground hydrant 

A very important factor impacting on the quality of the subsequent work and 
the results of the analysis is the accuracy of the procedures and the monitoring of 
the hydraulic characteristics. 

At the current practice the accuracy of the in-situ measured values is shown in 
Table 1 (the accuracy of the instrument is satisfactory for the calibration of hy-
draulic models). Measured data are storage in datalogger. The calibration toolbox 
for ADAM application allows reading this type of data and links them to specified 
model object (data can be saved i.e. as CSV, TXT or MS Excel XLS(X) file etc).  

Table 1 Accuracy of measurement apparatus 

Flow measurement: accuracy ± 0,1 dcm3·s-1 , flow range 0,5 to 15,0 dcm3·s-1 

Pressure measurement: accuracy ± 0,0025 MPa, pressure range 0,0 to 1,0 MPa (limits 
may vary according to used pressure sensor) 
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3 Measured Data Preprocessing 

Process of water supply network model calibration of is basically divided into two 
phases. First step is control of simulation results across for whole network (grid 
calibration). Second step is to calibration of individual network parts (detailed 
calibration).  

Statistical processing of data used for grid calibration of routine daily regimes 

In first phase of full-area network calibration under normal operational network 
states date representing measured flow can be used. First set of data are measured 
at tank outlet. Second data set is represented by measured flow and pressure at 
specific points of water supply network. For purpose of calibration is necessary to 
create statistic data analysis (data preprocessing). Results of analysis are minimal 
flow at night (Qmin), average flow (Qp), maximal one hour flow (Qh) and highest 
flow measured at 5 minutes interval (Qmax). All of these flow values can be ob-
tained by using Calibration toolbox for ADAM software. Model of water supply 
network is verified by comparing hydrodynamic pressures (simulated and meas-
ured) at specific points of network under mentioned flow conditions. This type of 
calibration removes significant modeling mistakes.  

Processing of deterministic data used for detailed calibration 

Detail calibration of each network model sections follows successful grid calibra-
tion for entire pressure range. Purpose of detail calibration is to validate/set proper 
values of hydraulic parameters (inner diameter and hydraulic roughness) of indi-
vidual continuous network sections. Measurement processing and data pre-
processing is similar as in grid calibration phase. Model verification is finished 
when simulation results are satisfactory under new set of input data. 

4 Calibration of the Hydraulic Model of the Water Supply 
Network – Toolbox for ADAM Software 

Described methods of calibration, as well as some actions, described below can be 
partially described by set of pre-defined rules. Based on this rules the set of algo-
rithm can be defined and used.  

Grid calibration by Calibration toolbox for ADAM software 

Let us assume that we have model of water supply network. Than simple rule can 
be defined as: 

 ( ) 1isgn pΔ =  Increase water level in tank (2) 
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and algorithm for pressure control under grid calibration conditions can be  
formulated as: 

N1: [Network initialization; Start simulation]  
N2: [Data initialization] // links measured data to points P1 to P5  
N3: [Rule] If pM>pC for every P then in Tank increase water level 
N4: [End] 

Another rule can be defined as: 

 ( ) 1 0Msgn p qΔ = ∧ ≈  Pipe is closed (3) 

where qM  is measure flow in the end of pipe (at same point as pressures).  
Note that results of these types of rules are in software presented as proposals. 

Calibration toolbox provides necessary statistical functions.  

Detailed calibration by Calibration toolbox for ADAM software 

I order to find calibrated mathematical model, in fact proper parameters of pipe 
model, has to be changed two parameters of each individual pipe of model net-
work part. 

Parameters of pipe model are length, elevation, hydraulic roughness and inter-
nal diameter (DN). But only a length and elevation of pipe does not change in 
time. So the parameters to modify are only diameter (more accurate inner profile) 
and hydraulic roughness. 

Therefore detail calibration process can be defined as optimization problem for 
two variables. Based on experience, that first parameter to change is roughness 
(but not always), is defined optimization problem as: 

 min( )pΔ by changing ( , )k D  (4) 

where k is hydraulic roughness of pipe and D inner diameter. 
For purpose of parameters optimization Calibration toolbox for ADAM soft-

ware contains implemented genetic algorithm and differential evolution algorithm, 
but also another types of optimization methods can be employed as well (e.g. 
neural networks etc.). Note that results of optimization are in software also pre-
sented as proposals. 

5 Conclusions 

The calibration of hydraulic models is subject of interest of many scientist and 
technicians all over the world. Many different methodologies have been described 
for the purpose. Some of the methods that have been implemented in commercial 
software are fully automated and utilizes the genetic algorithms optimization tech-
nologies. The above mentioned technique is based on several years of author’s 
hands-on experience with mathematical modeling, field measurement and models 
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calibration. The presented two-step calibration methodology is based on grid cali-
bration of the model in the first step that utilizes a sound statistical analysis of the 
discharge time series and precise in-situ measurement of the hydrodynamic pres-
sure. The subsequent detailed calibration is performed for the chosen parts of the 
network and is based on measurement of hydraulic values in-situ during extra 
withdrawals that exceed common network flows. Both the grid and the detailed 
calibration process has been implemented in the newly developed toolbox that is 
part of ADAM software which is a specialized software application for hydraulic 
analysis of water supply networks. 
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Abstract. This paper introduces four problems that occurred during development 
process of the transport fuel pump for L410 airframe fuel system and one problem 
is detailed decribed. The fuel pump was developed with connection of three part-
ners; Aircraft Industries, a.s. (AI, producer of L410), Jihostroj, a.s. (JSV, producer 
of transport fuel pump), UNIS, a.s. (Producer of control electronics FPC2). 

1 Introduction 

The development of new generation of transport fuel pump was invoked by re-
quirements of aircraft producer (AI) for new design that implements “damage toler-
ance” maintenance philosophy which significantly increases the operation life of the 
aircraft. According to this fact the conception of the fuel pump powered with mod-
ern Brush Less Direct Current (BLDC) motor with control electronics was created.  

2 Transport Fuel Pump Control Electronics for L410 
Airframe Fuel System 

The transport fuel pump (FP) is equipment intended for creating fuel pressure on the 
inlet of the turbine engine. The FP is driven by the BLDC motor and controlled and  
 

  
               a) End tank FP                                                        b) Pipeline FP 

Fig. 1 Developed variants of transport fuel pump  
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powered by control electronics (FPC2). Two variants of the FP are illustrated in 
figure 1.  

The necessity of high quality of fuel pump and developed control electronics 
can be mainly shown on two requirements:  

• Using inside aircraft fuel tank 
• 30 years of lifetime 

Both variants of FP are equipped with the same control electronics FPC2 
shown in figure 2. Control electronics consists of two Printed Circuit Boards 
(PCBs); control board and power board. Control board contains all necessary 
components for ensuring control functionality (including Microprocessor Control 
Unit (MCU)), power board contains power components for connection of BLDC 
motor phases. 

 

Fig. 2 Fuel pump control electronics (FPC2) 

3 Solved Problems 

During development process the following main problems were solved: 

• System powering without using of high capacity capacitors (described in 
this paper) 

• Energy saving after fuel is consumed 
• Reliability of FPC2 for various environmental conditions 
• Fuel pump maintainability according to the runtime information 

3.1 System Powering 

Power management problem occurred in connection with the requirement for stor-
ing runtime data even at the moment when the power voltage was turned off. This 
problem was solved as a combination of hardware (HW) and software (SW) parts 
with the following main restrictions: 
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• The size of the electronics was limited 
• Environmental requirements had to meet requirements for using on air-

craft fuel tank 
• 30 years of lifetime 

Combination of the input requirements (environmental temperature, vibrations 
and size) didn’t allow using of high capacity capacitors (electrolytic and tantalum 
capacitors). HW problem was defined how to ensure enough energy for control 
electronics and prolong time for data storing process at the moment of power volt-
age off. SW problem was defined how to finish storing process in time when the 
control electronics power voltage is above defined minimal level. 

Figure 3 shows the block diagram of the FPC2 connection to power supply 
voltage and BLDC motor. The red colour highlighted energy flow from power 
connector to two main parts; control electronics and power electronics.  

 

Fig. 3 FPC2 energy flow 

3.1.1 HW Problem Solution 

The problem could be normally solved by following ways: 

• Using internal power source (battery, energy harvesting) 
• Using external power source (backup low power source) 
• Using BLDC motor as a generator 
• Using residual energy of capacitors of all device part 

 
Internal power source – internal power source like battery cannot be used for the 
30 years lifetime without servicing and wide range of environmental temperatures 
from -50 to 125 °C. Energy harvesting cannot be used for the absence of required 
energy. 

 
External power source – the input requirement is that the final device will be 
equipped by the single power connector with single power voltage. This variant is 
not applicable. 
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Using BLDC motor as a generator – for this variant of powering of the electron-
ics is not enough required mechanical energy on the side of BLDC motor shaft 
(output shaft is equipped by centrifugal pump) 

 
Using residual energy of capacitors of all device part – the functionality of the 
fuel pump must be guaranteed in a wide range of supply voltage from 10 to 50 V 
DC.  There is useful energy in power board capacitors that can be used for power-
ing of the control electronics digital part. Energy flow with using of residual en-
ergy is shown in figure 4. 

 

Fig. 4 Residual energy for powering digital electronics 

Using of the residual energy is presented by the flow of the currents in the de-
vice. The diagram described the voltage levels in the FPC2 device is shown in 
figure 5. 

  
Fig. 5 Time diagram of the FPC2 voltage levels 

As can be seen the maximal time for data processing and data storing into the 
integrated FLASH memory is approximately 52 ms for 28 V of supply voltage. 
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For minimal runtime voltage (10 V) the storing time is approximately 12 ms. If 
the environmental instability of the capacity is considered the maximal useful time 
for data processing is approximately 9 ms (green area on the figure 5). The time of 
the stable power voltage for the digital part is evaluated for defined power con-
sumption of used components. 

3.1.2 SW Problem Solution 

During HW design the SW data processing was solved simultaneously. The analy-
sis of the possible components was performed and according to this analysis the 
component base was defined. The main criterion for definition of the data storing 
component base was maximal time for necessary erase, write cycles. The timing 
for considered memory components is shown in table 1. 

Table 1 Timing for considered memory components (typical values) 

Memory type erase cycle write cycle Number of write cycles 

EEPROM - 5 ms 106 

FLASH 30 ms 3 µs 105 

MCU internal FLASH 20 ms 20 µs 105 

FRAM - 300 ns 1012 

 
The values shown in the table 1 are acquired from producers’ datasheets for 

chosen component. There should be differences between each component and 
producers. The FRAM memory type was chosen for the design of the fuel pump 
control electronics. 

SW algorithm for data processing and data storing has to perform following 
operations for successful result: 

• Stop motor 
• Finish last FRAM operations 
• Perform data evaluation 
• Store data into FRAM memory  
• Calculate memory checksum (CRC) – for service data area only 
• Store CRC into FRAM memory 
• Terminate program processing 

All performed operations are necessary for future analysis during maintenance 
period. In this period the fuel pump lifetime is evaluated by the fuel pump pro-
ducer according to damage tolerance maintenance philosophy.  

4 Conclusions 

The control electronics of the transport fuel pump is developed for using in L410 
aircraft fuel system. There exist several requirements in aircraft industry which are 
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going against classical solution of common technical problems, e.g. 30 years  
lifetime, working temperature from -50 to 120°C, high reliability, long or no 
maintenance interval during lifetime, limited device size. According to these re-
quirements careful selection of components has to be performed and some com-
ponents cannot be used. It leads for usage of all available methods how to fulfil all 
input requirements as is shown in this paper for using all available energy after the 
supply voltage is turned off without common usable components in industry (bat-
tery, electrolytic capacitors, back-up power supply etc.).  
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Abstract. This paper deals with an introduction to the simulation modelling of 
transient behaviour of MEMS thermoelectric generators (TEGs) for mechatronic 
applications. Special emphasis is put on the simulation of recently commercially 
achievable modules. At first is given the overview of prospective mechatronic 
applications of MEMS TEGs and the existing commercially achievable MEMS 
TEG modules are listed in a short trade review. Afterwards, the main features of 
thermoelectric energy conversion are described together with the simple govern-
ing equations. In the main part of paper is presented the simulation model for  
investigations of transient behaviour of MEMS TEG module. Derived model is 
implemented in MATLAB/Simulink Simscape. Results given by dynamic model  
are compared with results obtained by other modelling approaches and transient 
behaviour of MEMS TEG is evaluated. 

1 Introduction 

Thermoelectric generators are one of the promising ways to produce the environ-
mentally clean energy. Due to their relatively small efficiency are particularly 
considered their applications in the field of thermal energy harvesting – recovery 
of the small amounts of waste heat to the useful electric energy [1]. The main 
advantages for the use of TEGs in mechatronic applications are no movable parts 
which represent low demands on maintenance. 

Promising area is the use of small amounts of locally harvested energy for 
powering the wireless applications, telemetry units, sensors, etc. This approach is 
particularly advantageous in the places where is difficult to trace wiring or where 
the battery replacement is challenging due to disassemble difficulties. Typical 
cases of this kind of application are the diagnostic systems in aerospace field [2, 
3], portable medical devices [4], or autonomous measurement units in process 
control systems [5]. 
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Wider commercial use of the MEMS thermoelectric generators is in its in-
fancy [6]. There are only a few existing commercial solutions in the field of 
MEMS TEGs and even fewer amount could be bought as a standalone solution. 
Standalone MEMS solutions have been developed by Micropelt GmbH [7], Nex-
treme Thermal Solutions, Inc. [8], Thermo Life Energy Corp., Inc. [9], Hi-Z 
Technology, Inc. [10] and Perpetua Power Source Technologies, Inc. [11]. Mod-
ules from the first two above-mentioned manufacturers – Nextreme and Micropelt 
– which are currently easily achievable through worldwide electronics compo-
nents retailers are shown in Fig. 1. 

 

a)     b) 

Fig. 1 a) Micropelt TGP-751 in package [8], b) Nextreme eTEG HV56 [9] 

In this paper is presented an approach to the modelling of MEMS TEG based 
on simulation model implemented in MATLAB/Simulink Simscape. The model is 
capable to carry out the dynamic simulations which give us the overview of tran-
sient behaviour and other time-domain properties of MEMS TEG. The model  
input data were set according to the specific case of Nextreme eTEG HV56 [12]. 

2 Basic Principles of Thermoelectricity 

Physical nature of thermal energy harvesting - the Seebeck effect is based on the 
diffusion of electrons through the interface between two different materials – con-
ductors or semiconductors. This diffusion is achieved by applying a heating at the 
junction of two materials which make a thermocouple. Heating causes the net 
changes in the materials and allows electrons to move from material where they 
have lower energy into material where the energy of electrons is higher. Because 
the electrical current is exactly a flow of electrons, this effect of passing electrons 
from one material to another makes an electromotive force (voltage) on the  
terminals of thermoelectric module [1, 13, 14]. Generated open circuit voltage is 
linearly dependant on the temperature difference between hot and cold sides of 
thermoelectric module: 

 ( )CTHTNocU −= ..α  (1) 

where N is number of thermocouples, α is differential Seebeck coefficient (material 
constant), TH is hot-side temperature and TC is cold-side temperature [13]. 
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In practical applications is TEG operated with electric load RL (Fig. 2). TEG is, 
in fact, the temperature-controlled constant voltage source with internal resistance 
Ri. Thus the voltage UL on load is: 

 ocU
iRLR

LR
LU .

+
=  (2) 

Current IL in the TEG circuit can be easily calculated using Ohm’s law. The 
maximum power point (MPP) is achieved when Ri = RL. This mode of operation is 
called operation with matched load. Operation in the MPP mode with maximum 
electrical power on load PL is desired in the most of applications [13].   

 

Fig. 2 Principle of operation of TEG into the load resistance RL (current IL, voltage UL) 

TEG is, in fact, a type of heat engine operating between two temperatures – TH 
and TC. Thus a theoretical efficiency of the thermoelectric energy conversion is 
limited by the Carnot’s Theorem [1]. The efficiency of real TEG is exactly around 
2 – 5 %. This reduction is caused by the materials- or design-related problems. 
Enhancement of efficiency and higher integration with surrounding systems are 
the tasks for MEMS and NEMS TEGs. [14] 

3 Dynamic Model in MATLAB/Simulink Simscape 

The considered dynamic model is an extension of steady-state Simscape model 
published in [15]. Parts of the model describing the transient behaviour of TEG 
are built-in according to the scheme of SPICE model described in [16]. Derived 
model was implemented in Simscape using the objects from Electrical and Ther-
mal folders of Foundation Library. Overview of the model is shown in Fig. 3 – 5. 

The whole simulation model consists of the thermal and electrical part and 
model of interconnections between these parts. The thermal part, shown in Fig. 3, 
is composed of thermal resistances and masses of wafer and thermocouples (Rwafer, 
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Cwafer, Rtcs, Ctcs). Thermal materials properties are not directly offered by manufac-
turer and their estimation based on information from [12, 14] is necessary. Tem-
perature dependences of the materials were neglected and their fixed values  
were estimated at the room temperature. Ideal heat flow sources Qjoule, QpelC and 
QpelH represent phenomena of the Peltier cooling and Joule heating which occur in 
TEG. 

 

Fig. 3 Thermal Part of Model – Implemented in Simscape 

Heat fluxes generated by heat flow sources are dependant on the current pass-
ing through the electrical part of TEG model. Thus the thermal and electrical parts 
are interacting together. Equations describing the implementation of multi-domain 
phenomena of Peltier cooling and Joule heating are shown in Fig. 4. 

 

Fig. 4 Model of interconnections between thermal and electrical parts  



Simulation Modelling of MEMS Thermoelectric Generators  269 

Finally, the electrical part of TEG is built as the constant voltage source with 
internal resistance as described in the chapter 2. Output voltage is controlled by 
the real temperature difference on the thermocouples. Implementation of electrical 
part is shown in the Fig. 5. 

 

Fig. 5 Electrical Part of Model 

Examined time-dependant output values from above-described simulation 
model include the voltage on load UL, current through the circuit IL and resulting 
electrical power PL. 

3.1 Comprehension of Results 

Transient behaviour of MEMS TEG module was examined by applying the step 
function of hot-side temperature TH. Input simulation parameters are set to the 
temperature difference of 50 °C and matched resistive load. Resulting step re-
sponse of voltage UL is shown in Fig. 6. As could be seen in Fig. 6, the occurring 
time constant is in the millisecond range. This rapidity is caused by the very small 
thermal masses appearing in the MEMS TEG module. 

 

Fig. 6 Step response of dynamic Simscape model (MEMS eTEG HV56, conditions: 
ΔTout = 50 °C, TC = 25 °C, TH = 75 °C, TH applied at t = 0) 
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The steady-state value reached by the dynamic model was compared with re-
sults of other simulation modelling approaches. Steady-state values are listed and 
compared below in the Table 1. In the comparison are included results given by 
the simple modelling approach using (2) and Ohm’s law, Analytic Model with 
Constant Resistances [14, 17] and FEM analyses [15]. Obtained output values are 
also compared with the datasheet values provided by manufacturer in [12]. 

Table 1 Comprehension of results (conditions: ΔT = 50 °C, TC = 25 °C, TH = 75 °C, 
matched load) 

Type of Model Voltage on the 
matched load UL [V]

Passing current          
IL [mA] 

Produced electric 
power PL [mW] 

Simscape dynamic 0,651 63,784 41,552 

Voltage source with Ri 0,688 67,412 46,379 

Analytic with contact res. 0,566 62,393 39,318 

FEM (ANSYS) 0,688 - - 

Datasheet value 0,6 60 36 

4 Conclusions 

The above-described dynamic model of MEMS TEG was successfully imple-
mented in Simscape and verified by application of the trivial input conditions – 
constant temperature difference and matched load. Very small time constant in the 
millisecond range was observed. The maximal observed difference between data-
sheet value and simulation was 15,4 % (PL). In the comprehension with other 
simulation modelling approaches was observed the maximum difference of 15 % 
in the case of voltage UL and analytic model with contact resistances. These inac-
curacies could be reduced by identification of input parameters based on meas-
urement. Better identification of input parameters and verification of models based 
on MEMS TEG module measurements are the tasks for future development. 

The biggest challenges for the further work in energy harvesting area are the 
co-simulations with surrounding systems [18]. The Simscape model will be 
chiefly used for the co-simulations of MEMS TEG with surrounding power condi-
tioning electronics. 
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Abstract. Knowledge of an impact of a linked mass on a behavior of machine 
tools is a useful guide for their designers. This paper demonstrates a general  
approach which leads to a set of locally optimal parameters of mass, whose con-
nection to the machine consequently suppresses vibrations during machining. The 
approach is based on simulation modeling of mechatronic systems with flexible 
bodies. Obtained parameters can be structurally interpreted e.g. as damper or  
absorber for the needs of the design already in preproduction stages. 

1 Introduction 

The main goal of industry companies is to fully satisfy requirements of a consumer. 
Such requirements naturally lead to the research of suitable design methods. 

The basic inspiration for the designers is knowledge of an influence of a linked 
mass on the dynamic compliance of a machine tool. Such knowledge can be used 
as a base for the correction of the engineering design. The concept of simulation 
modeling of mechatronic systems is used to obtain the required knowledge and for 
the cheap experimenting with the machine dynamic compliance [1]. 

However, a solution of such problem is nontrivial because of: a) an integration 
of the mass is influencing the dynamics of all axes and improved behavior of one 
axis does not necessarily mean that the behavior is improved also in the other axis, 
b) a reliable model of the real machine has to contain flexible bodies which dra-
matically increase model order. 

This paper demonstrates how to achieve locally optimal influence of the linked 
mass, which is flexibly joined with the tool holder, on vibration suppression of 
tool vibrations during a machining [2]. 

2 Task Formulations 

An integration of the mass A is modeled by mechanical parameters - weight Am  

linked to the mass center of a tool holder by an ideal damper with damping Ab  and 
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by an ideal spring with stiffness Ak . The mass is moving in Aϕ , Aθ  direction 

(Fig. 1), which represents geometric parameters (Fig. 1). 

       

Fig. 1 Scheme of the integration of the mass A to the system 

The dynamic compliance of the machine with integrated mass A describes  
equations (1) 

 
( )

( )
A A A

T

A A A A A A A A

m m q

m q b q k q Q m

+ + = − +

+ + = +

mq bq kq Q q h

h q

   

 
 (1) 

where m , b , k  mean matrix of mass, matrix of damping, matrix of stiffness and 

( ) ( ) ( ) ( ) ( )cos cos cos sin sin
T

A A A A Aϕ θ ϕ θ ϕ= −  h . The equations (1) can be 

equivalently expressed by a block model, Fig. 2. 

 

Fig. 2 Block model describing integration of the mass A to system according to (1), α and 

Aa  mean dynamic compliance model of the machine tool and of the integrated mass A 

Improvement of the dynamic compliance of the machine tool by the integration 
of the mass A is formulated as a minimization of the objective function ( )g p : 
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A

ω
ωα p  is a dominant amplitude – maximum of the amplitude cha-

racteristics of the dynamic compliance of the machine with integrated mass A and 

( ),max ,i jω
ωα p  means the same but without the integrated mass.  

Following limitations are considered: 
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 (3) 

The first two conditions represent limitations of the magnitude of the parameters 
values and the last condition is introducing requirement for the improvement of the 
dynamic compliance in particular axis. The dynamic compliances between the dif-
ferent axes can get worse but only as little as possible because the minimization of 
the objective function is considered. 

It is necessary to dispose of low order model of the dynamic compliance to  
implement the minimization process [3]. 

3 Building and Verifying of Models Describing Dynamic 
Compliance of Machine 

The important task to build a low order model of the machine dynamic com-
pliance was solved for machine tool by TOSHULIN, a.s. producer. The model was 
built in axes X, Y, Z at the center of gravity of the tool holder for the excitation 
frequency range 0 - 280 Hz and asked correspondence with the real machine up to 
10% at both time and frequency domain [4]. 

3.1 Modeled Machine Tool 

A base of the machine center presents steel welded frame. Two stands fixed to the 
base of the machine are linked together by a crossbeam which guides the support 
carrying the slipper with the cutting tool, Fig. 3. The machine tool center makes 
possible to move the tool above the bed with the attached workpiece [5]. 
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a)    b) 

Fig. 3 a) Analyzed machine tool from TOSHULIN, a. s., b) CAD model analyzed machine 
tool from TOSHULIN, a. s (1 – stands, 2 – crossbeam, 3 – support, 4 – drive of the spindle, 
5 – slipper, 6 – spindle, 7 – tool holder, 8 – clamping plate, 9 – bed) 

3.2 Obtaining of Low Order Model via CAD, MKP and MBS 
Models 

Obtaining the low order model is based on the mechatronic simulation modeling 
concept [6]. It is necessary to simplify CAD models of the machine and select the 
flexible and rigid parts first of all. Then the modal analysis of FEM models of 
flexible parts is performed [7]. The FEM models have the order around 5 610 10−  
depending on their accuracy. Therefore the Graig-Bampton method [8] is used for 
reducing of the model orders at the given frequency range consequently. The re-
duced models of the order around 2 310 10−  are integrated to the complex multi-
body model with rigid bodies and complemented with mechatronic actuators [9]. 
The complete machine tool model has the order 2 310 10− . Finally the state-space 

LTI model ( ), , ,≡ =α A B C D 0  is exported and linearized around selected  

operation point. The approach is described in detail in [5]. 
Note that L-image of α  is for the zero initial conditions described as 

 
( ) ( ) ( )
( ) ( ) ( )

s s s s

s s s

= +

= +

x Ax BQ

q Cx DQ
 (4) 

where ( )sx , ( )sQ  and ( )sq  mean L-images of the vector of (inner) states, input 

vector of exciting force actions and output vector of corresponding displacements. 
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The dynamic compliance of machine tool or dynamic compliance only between 
axis j  and i  could be expressed by simple way as 

 ( ) ( ) ( ) ( ) ( ) ( ),, or i i j js s s q s s Q s= =q α Q α  (5) 

The order of the obtained model is 428. Its eigenfrequencies were compared 
with the measurements on the real machine - the accuracy was reached up to 10 % 
in the excitation frequency range 0 - 280 Hz. The accuracy of static stiffness in 
directions X and Y was up to 1 %. 

3.3 Modification of LTI Model 

It is suitable to transform the exported LTI model to the LTI with matrix A in a 
modified canonic modal form (6) for the next reduction of the order. 

 ( )1 2, , , ndiag=A A A A  (6) 

All of matrices kA  are 2 2  type and a couple of eigenvalues of LTI 

( )2 2
0

k
iδ ω δ± −  or ( )2 2

0
k

δ δ ω−  is projected as 

 
2 2 2 2
0 0

2 2 2 2
0 0

, ork k

k k

δ ω δ δ δ ω

ω δ δ δ δ ω

   − − −
   = =
   − − + −   

A A  (7) 

The symbol δ  or expression 2 2
0δ δ ω−  means damping factors and 0ω is 

the natural frequency of the couple. 
The application of such LTI form has two principal consequences: the original 

model can be decomposed to a set of partial models ( ), , ,k k k k k≡ =α A B C D 0  of 

the second order, for which applies (8) 

 
( ) ( ) ( )
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q α Q
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see block model, Fig. 4a). 
The second consequence results from the equivalent formulation of ( ) ( ),k i j

sα  

by transfer function 

 ( ) ( )
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2 2,
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j j
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Q s Q
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 +
 =
 + + 

α  (9) 



278 T. Březina et al. 

Regarding the denominator of the transfer function it is obvious that LTI model 

( )k sα  describes the dynamic compliance of the (abstract) mass linked to the se-

lected place of the machine tool by an ideal damper and ideal spring, see block 
model, Fig. 4b). 

a) b) 

Fig. 4 Block model of the system a) according to (8), b) considering (9) 

The modeled dynamic compliance ( )sα  is according to (8) a sum of partial  

dynamic compliances ( )k sα , what can be utilized for the reduction of the LTI 

model ( )sα  which respects the structure of the original model of the mechanical 

system. It is possible to perform the reduction of ( )sα  by simple elimination of 

partial models ( )k sα  with no significant contribution to the original model.  

The order 428  of LTI model was reduced to 80  with relative accuracy  
downgrade 7 % by this way. 

4 Notes to the Minimization 

The minimization according (2) (3) contains high number of local minima thus the 
computation must be performed by methods which are not designed to fast detec-
tion of the closest local minimum. Although these methods can find the local ex-
treme but the time cost might be unacceptable. Therefore it is worked with sets of 
parameter values that correspond to the lowest achieved values of local extremes, 
i.e. with locally optimal solutions. There are consequently eliminated sets which 
would be difficult to implement as well as combinations of parameters with high 
impact on the objective function. 

Minimizations are done on the reduced LTI of the order 80. The impact of its 
accuracy downgrade on the found parameters is eliminated by subsequent minimi-
zation on the full LTI of order 428. For that subsequent minimization, found pa-
rameter values are used as an initial estimation. 
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5 Example of the Locally Optimal Solution  

An example of the dynamic compliance of the machine tool with the integrated 
mass A with locally optimal parameters summarizes Table 1. The dominant ampli-
tude of the X axis is slightly decreased, of the Z axis is significantly decreased, 
Fig. 5. a), the axis Y remains practically without changes. The exception is 
represented by the dynamic compliance between axis X and Y (Fig. 5.b) where the 
dominant amplitude was increased. The rest of compliance dominant amplitudes 
show their decrease in tens of percent. 

Table 1 Influence of the mass A with locally optimal parameters 

( ) [ ], %i j optΔ p  X  Y  Z  

X  -0.1 46.9 -38.5 

Y  46.9 0.0 -49.8 

Z  -38.5 -49.8 -72.0 

 

a) b) 

Fig. 5 The integration of the mass A with the locally optimal parameters a) The amplitude 
characteristics of the dynamic compliance of the machine in the Z axis (the best integration 
influence) b) The amplitude characteristics of the dynamic compliance of the machine 
between the X and Y axis (the worst integration influence) 

The influence of the inaccuracy of the integrated mass A parameters on the ma-
chine dynamic compliance was evaluated through the worst behavior during the 
random changes of the optimal values of the individual parameters inside the pre-
scribed range. 

There was observed significant improvement of the amplitude characteristic 
during changes of all of parameters of the mass A in range 2.5%±  (Table 2.),  
e.g. Fig. 6.a). The exception was again represented by the dynamic compliance  
between axis X and Y where the dominant amplitude got worse, Fig. 6.b). 
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Table 2 The influence of changes of mass A parameters, range ±2.5%   

( ) [ ], %i jΔ p  X  Y  Z  

X  -9.2 77.6 -39.3 

Y  77.6 -13.7 -53.3 

Z  -39.3 -53.3 -72.2 

a) b) 

Fig. 6 Influence of the 2.5% random change of all of parameters of the mass A a) Ampli-
tude characteristic of the dynamic compliance of the Z axis, b) Amplitude characteristic of 
the dynamic compliance between axis X and Y 

The changes of the purely mechanical parameters in the range of 10%± caused 
in the worst case increasing of the dominant amplitude in the order of percent,  
Table 3, Table 1 and Fig. 7. 

Table 3 Influence of the changes in mechanical parameters of the mass A, range ±10%   

( ) [ ], %i jΔ p  X  Y  Z  

X  3.9 49.9 -33.7 

Y  49.9 -4.4 -53.1 

Z  -33.7 -53.1 -73.7 
 

a) b) 

Fig. 7 Influence of 10% random change in mechanical parameters of integrated mass A, the 
worst case a) Amplitude characteristics of the Z axis, b) Amplitude characteristics of the 
transfer from the X axis to the Y axis 
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The all of demonstrated examples present almost complete suppress of the orig-
inal dominant amplitudes in the frequency range 50-120 Hz. There is also ob-
served new dominant amplitude at 9 Hz which is out of the typical work range of 
the analyzed machine tool. 

The solution is more robust to the changes of the mechanical parameters  
compared to the changes of parameters which contain also geometric ones.  

6 Conclusions 

The proposed approach to the reduction makes possible to reduce the exported 
state LTI model order of the model to approximately 20%. The maximal differ-
ence between the eigenfrequencies is then typically up to 10%. 

The higher robustness of the dynamic compliance against the changes of the 
purely mechanical parameters compared to the changes of geometrical parameters 
seems to be general characteristic for all of locally optimal solutions. This fact is 
positive because the practical achievement of the geometric parameters is easier 
than of the mechanical ones. 

The results can be used for strategic decisions concerning their utilization at the 
engineering design phase. The implementation of the integrated mass A e.g. as 
damper or absorber is then modeled in the same way and it is evaluated whether 
the values of implementation parameters correspond with found locally optimal 
parameters. The model is then integrated to the model of the whole machine tool 
and the dynamical compliance is verified. The more detailed evaluation is conse-
quently performed via co-simulations [10].  
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Abstract. This paper deals with positioning of permanent magnets in synchronous 
machine. The original electromagnetic design was calculated with permanent 
magnets mounted on the rotor surface. Using 2D finite element method modeling, 
the design results were reviewed and recalculated for different permanent magnet 
position. The possibility of ferrites instead of neodymium permanent magnets was 
also considered. However, the volume of these magnets must be several times 
higher than original neodymium ones.  

1 Introduction 

The permanent magnets are used in many different electrical machines nowadays. 
It is possible to find them in direct current, stepper, synchronous and many other 
machines. The strongest permanent magnet material is a well known compound of 
neodymium (Nd2Fe14B). The price of these magnets is higher in comparison with 
ferrite magnets. 

Because of this, many scientists are trying to reduce the volume of rare-earth 
permanent magnets in general. One of the possible ways is lowering of rare-earth 
permanent magnets volume by suitable positioning. The other way is to use other 
types of magnets, ferrites for example. [2] [3] 

The correct design of permanent magnets is a key matter in modern electrical 
machines. The influence of the magnet position itself could be very important in 
terms of the distribution of the magnetic flux density in the air gap. The focus of 
this paper is a comparison of three rotor geometries with a different position of 
permanent magnets and different types of permanent magnets. The fundamental 
harmonic component of air gap’s magnetic flux density across all solutions is 
analyzed and compared. 

2 The Finite Element Analysis 

For further simulations an existing design of synchronous machine with perma-
nent neodymium magnets with parameters listed below was used. For results’  
verification the fast Fourier analysis (FFA) was used [6]. 
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Table 1 Simulated motor parameters  

parameter name unit value 

Power [kW] 45 

Voltage 

Nominal speed 

Power factor 

Air gap 

Air gap mag. flux density 

Length of the armature 

Magnet width 

Magnet thickness 

[V] 

[rpm] 

[-] 

[mm] 

[T] 

[mm] 

[mm] 

[mm] 

240 

400 

1,0 

1.75 

0.95 

185 

36 

8 

2.1 The Original Solution  

The original design was calculated for permanent magnets attached to the surface 
of the rotor. This mounting position is a very common solution used in full range 
of synchronous machines. The original design was modified for usage of higher 
type of permanent magnets, which affected obtained results [7] [10]. The funda-
mental harmonic component’s magnitude results, according to accomplished fast 
Fourier analysis, near to 1.37 T (see fig. 2. and 3.) [6]. 

Table 2 Parameters of the neodymium magnet  

magnet parameter unit value 

Remanent mag. flux density 

Coercive force 

Max. BH product 

[T] 

[kA/m] 

[kJ/m^3] 

1.48 

891 

410 

 

Fig. 1 The original solution with PM on the surface of the rotor 
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Fig. 2 The distribution of magnetic flux density in the air gap 
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Fig. 3 The FFA of the original solution 

2.2 The Usage of Interior Mounted Permanent Magnets 

Another possibility is usage of the interior permanent magnet position. Several 
possibilities were tested with very promising results in comparison to original  
design [7][10]. The volume of originally calculated magnets was kept unchanged 
and magnets were put inside the rotor. Also the FFA [6] gives value of the  
fundamental harmonic component of the air gap magnetic flux density higher than 
1.4 T. 
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Fig. 4 The alternative solution with inner permanent magnets 
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Fig. 5 The distribution of magnetic flux density in the air gap 
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Fig. 6 The FFA of the alternative solution 
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This fact is caused by higher amount of power lines pervading the air gap and 
also by better distribution of power lines. Because of this higher value of magnetic 
flux density, it is possible to slightly reduce the volume of each magnet, which 
means lower cost of the machine. The comparison of the air gap magnetic flux 
density of these two solutions is shown in the fig.7.  

 

Fig. 7 The comparison of the distribution of magnetic field in the air gap and nearby ele-
ments 

2.3 The Implementation of Ferrite Permanent Magnets 

The usage of ferrite PM has many benefits. They are cheap, highly available and 
have higher work temperature in comparison to neodymium magnets. On the other 
hand, the remanent magnetic flux density of ferrite magnet is very low hence the 
volume of ferrite permanent magnets has to be several times higher than volume 
of rare-earth permanent magnets. According to calculations, the volume of this 
type of magnets would be bigger than the machine itself [5] [8]. For calculation the 
properties of ferrite permanent magnet type Y30BH were used. 

Because of very high required volume of ferrite permanent magnets, the maxi-
mum possible volume of magnets was used for analysis of this solution. In this 
case the almost whole volume of the rotor is filled by permanent magnet material 
and only thin parts of rotor are used as rotor poles. 

Table 3 Parameters of the ferrite magnet  

magnet parameter unit value 

Remanent mag. flux density 

Coercive force 

Max. BH product 

[T] 

[kA/m] 

[kJ/m^3] 

0.38 

238 

30 
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Fig. 8 Synchronous machine with ferrite magnets 
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Fig. 9 The distribution of magnetic flux density in the air gap 
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Fig. 10 The FFA of the ferrite solution 
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The maximum value of air gap magnetic flux density reaches values higher 
than 1T. However, these values could be found only in areas above the iron parts 
of rotor between magnets. The value of the fundamental harmonic component of 
magnetic flux density in the air gap is, according to FFA, slightly over 0.6 T only. 
The distribution of magnetic field is shown in the fig.11.  

As seen from fig. 9, the magnetic flux density distribution along the air gap 
forms a row with triangular shape, which is not suitable for use in synchronous 
machines. This magnetic flux density dependence would cause unsuitable harmon-
ic components in induced-back electromotive force resulting in problematic con-
trol of the machine. [1] [5] [11] 

 

Fig. 11 The distribution of magnetic field in the air gap as provided by ferrite magnets 

3 Conclusions 

The solution of the permanent magnet synchronous motor, presented in this paper, 
shows that for machines with higher amount of poles with relatively small pole 
pitch are better to use inner storage of permanent magnets. It is caused by better 
cooperation of PM magnetic field. This leads to a higher value of the magnetic 
flux, which is able to pass through the air gap of the machine. 

The usage of ferrite permanent magnets couldn't be recommended in this de-
sign, because of very low magnetic flux density provided by ferrite permanent 
magnets. 

Acknowledgment. This paper was published with help of SGS project no.SGS-2012-071. 
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Abstract. This article is aimed at thermal analysis of an induction machine, espe-
cially with focus on consideration of heat transmission in the air gap. Two model-
ing methods of heat transmission through the air gap are presented and compared 
to a measurement accomplished on a commonly produced induction machine 
available on the market. 

1 Introduction 

The design of an electric machine is inseparably bound with calculation of heat 
dissipation inside of the machine [1]. There are calculation methods, which more 
or less give results comparable to measured values, but in all case some simplifi-
cations have to be accepted [2-4]. 

The basic analytic calculation accomplished using thermal network [5] gives 
relatively good results for selected parts of the machine, but it is not suitable for 
general overview of heat dissipation. Such information may be obtained via finite 
element method [5]. Both methods – independently on calculation methodology – 
have to consider the transfer of heat the via air gap from the rotor to the stator 
packet [6]. The transfer of heat from the rotor to the stator is pursued by the air in 
the air gap. Since both machine's components do not have absolutely flat surfaces 
and they relatively move against themselves, the air forms turbulent motion (see 
Fig. 1), which is a very hard-to-analyze phenomenon [7]. 

The turbulent motion of the air [8] influences parameters important for success-
ful calculation of the air gap heat transfer, above all the heat transfer coefficient 
and thermal conductivity of the air. These parameters are hard-to-consider in 
the finite element method analysis hence the conditions of the heat transmission 
through the air gap are in most cases simplified by using substitute conditions for 
heat transfer. This article compares two methods of substitution of air properties 
and compares their results with measured results. 
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Fig. 1 Turbulent air flow in the air gap (result of CFD analysis) 

2 Modeling of Air Gap Substituting Thermal Conductivity 

The first method reduces consideration of three parameters – heat transfer coeffi-
cient, thermal conductivity and thermal capacity of the air – into one modified 
parameter without relation to real physical properties of the air. These properties 
are replaced by substitution thermal conductivity and the other physical properties 
are omitted. From physical point of view the resulting model considers air as a 
medium with absolute contact with both stator and rotor surfaces and infinite heat 
transfer coefficient between the air and the steel of the machine. The transfer of 
heat through the air gap is then influenced only by substitution thermal conductivi-
ty of the air [1]. 

The crucial parameter is in this case the substitution thermal conductivity of 
the air and its successful determination. In praxis this parameter is obtained by 
more-or-less empiric methods supplemented by measurements on manufactured 
machines. This method provides good results in steady state analyses, but it may 
lead to significant inaccuracies while analyzing a transient state of the machine, 
since it considers all parameters as invariant. These reasons do not make this me-
thod very suitable for virtual prototyping, but it provides sufficient results for 
machine's further analysis and optimization. 

3 Air Gap Heat Transfer Modeling Using Averaged 
Temperature in the Air Gap 

A different possibility is not to consider the thermal conductivity of the air at all. 
In this case the resulting FEM model does not need to have meshed air gap, since 
the air is modeled only by boundary conditions on surfaces of the stator and the 
rotor. 
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This approach calculates separately temperatures on stator and rotor, which are 
averaged and the resulting temperature is laid as boundary condition on the sur-
faces of both rotor and stator. Second boundary condition is the heat transfer coef-
ficient which may be analytically pre-calculated. Since the relative speed of the air 
in the air gap is nearly equal in relation to stator and rotor, the heat transfer coeffi-
cient may be considered as equal on both surfaces. [1] 

4 Theoretical Predictions and Measurement 

4.1 Analytical Analyses of Induction Machine Temperature-Rise 
Test 

The theoretical analysis of performed temperature-rise test is based on induction 
machine's equivalent in its Γ-form (see Fig. 2) [1]. Considering thermal dependen-
cies of used material, both resistances of stator and rotor winding rise during the 
test. The rise of both stator and rotor resistances influences change of machine's 
working slip and consumption of input current. Using parameters of machine's 
equivalent circuit shown in Fig. 2 the machine's maximum torque slip moves to 
higher values mainly according to value of rotor temperature. These results offer a 
possibility of prediction of actual machine’s working point. 
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Fig. 2 Equivalent circuit of an induction machine in a Γ-form 

Using thermal network method the temperatures of both stator and rotor resis-
tances may be pre-calculated and using these values dependencies between ma-
chine's speed, current and temperature may be obtained (see Figs. 3 and 4). These 
results are also used as reference results for further accomplished finite element 
analyses and measurement. 



294 R. Pechanek, V. Kindl, and K. Hruska 

0

0.1

0.2

0.3

0.4

0.5

0.6

20 30 40 50 60 70 80

re
si

st
an

ce
 [O

hm
s]

temperature [degrees Celsius]

Resistance of Stator and Rotor Winding Temperature Dependency

stator winding
rotor winding

 

Fig. 3 Temperature dependencies of stator and rotor resistances 

As seen from Figs. 3 and 4, together with rising temperature both values of sta-
tor and rotor resistances increase, which leads to slight lowering of machine's 
speed. The combination of both effects leads to relatively significant current drop 
and increase of machine's power factor. For the whole calculation machine's out-
put torque is considered as constant. 
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Fig. 4 Pre-calculated current and speed of selected induction machine 

4.2 Coupled Electro-thermal Finite Element Analyses 

Using results calculated in Section 4.1 two sets of coupled electro-thermal analys-
es have been prepared in ANSYS. These analyses themselves have been accom-
plished as weakly coupled [9-10], since both coupled tasks have ordinary different 
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values of time constants. From this point of view the electromagnetic parts have 
been considered as a series of harmonic analyses interleaved by transient thermal 
analyses performed according to a flow chart shown in Fig. 5. The result is then a 
time-dependency of temperatures in each part of the machine. A partial cross-
section of designed FEM model is shown in Fig. 6. 
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Fig. 5 Flow chart of performed coupled finite element analysis 

For the purpose of comparison of results of both FEA methodologies men-
tioned in Sections 2 and 3 each set utilizes different definition of the air gap's air 
properties. Model set created according to methodology mentioned in Section 2 
utilizes air defined by its thermal conductivity, which is constant during the whole 
thermal transient phenomena. 

 

Fig. 6 Partial cross-section of designed finite element model 

A model set created according to methodology mentioned in Section 3 lays on 
the surfaces of both stator and rotor a temperature averaged from the temperature 
conditions in stator and rotor respectively. 
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4.3 Measured Results 

For the purpose of validation of obtained results a measurement stand has been set 
up consisting of studied induction machine SIEMENS 1LA7 163-4AA10 (11 kW 
output power) acting as motor and a direct current machine with external excita-
tion acting as load (see Fig. 7). The temperature-rise test took circa 11 000 
seconds long period, in which temperatures of aluminum cast frame and stator 
winding have been measured (shown in Fig. 8). Further measured values included 
currents and voltages in each phase, torque and speed of the machinery. 

The measured induction machine has been supplied by a frequency inverter with 
sine filter [11] and slip compensation. These parameters avoid additional heating by 
higher order harmonic components generated by the inverter and ensure constant 
speed of the machine during the whole test. The torque produced by the DC  
machine (load torque) was not regulated during the test. Measured results and their 
comparison with theoretically predicted and modeled values are shown in Fig. 9. 

filter 3fFrequency
 inverter
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ICR

T nRPM

DC
Voltage

DC machineSIEMENS 11kW

 

Fig. 7 Measured machinery arrangement 

Measured results confirm long time constant of the whole warm-up test. After 
10,200 seconds (circa 3 hours) the temperature of aluminum cast frame stabilized 
at 43.2 degrees Celsius, while the temperature of stator winding rose to nearly 
74 degrees Celsius. As seen from Fig. 9, at the end of temperature-rise test in sta-
bilized state both methodologies give similar results to measured values. During 
the transient part of the phenomena the traditional method shows temperature rise 
higher than measured values forming a slight overshoot.  The results calculated 
using methodology described in Section 3 by contrast copies measured values. 

The measurement of electrical values confirms significant drop of current of 
measured machine. The value of the current measured at the beginning of the tem-
perature-rise test results 21.1 A and at the end of transient thermal phenomena it  
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Fig. 8 Measured temperatures of stator winding and aluminum cast frame 

stabilizes at 18 A, which means a drop to 85.3 per cents of original value. In com-
parison to predicted values, which give current drop from 21.5 A to 16.16 A, 
the current drop is slightly lower than really measured values and it furthermore 
influences results from finite element models. The differences between calculated 
and measured results are in this case mainly caused by slip compensation and high 
sensitivity of calculations in Section 4.1 on slip. 
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Fig. 9 Comparison of measured and calculated cast frame temperatures 

5 Conclusions 

The presented paper introduces a comparative study on modeling of air gap in the 
finite element method calculations and compares two available methods with 
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measured data. The comparison between both methods shows, that the methodol-
ogy described in Section 3 does not produce overshoot in transient states and of-
fers better correspondence with measured results. It also eliminates calculation 
error due to variability of used thermal conductivity of air. From the point of view 
of finite element method this methodology leads to reduction of elements of final 
model, since the air in the air gap is not meshed. This fact leads to reduction of 
model’s element amount and therefore to decrease of computation time. 
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Abstract. This paper compares four different approaches to modeling of magnetic 
circuit in the ANSYS software. The approaches differ in various inputs of magnet-
ic field source and varying levels of axial symmetry. The accuracy and the  
solution time were the main evaluation criteria. The analysis was performed on a 
simple magnetic circuit. The analysis results were compared with measurements 
on experimental device that was made for this purpose. The results show that pla-
nar solution in ANSYS Classic is the fastest and the highly accurate approach. The 
problem solution such as 3D axisymmetric task with the definition of magnetic 
field source with the stranded type is the most accurate, but more time-consuming. 

1 Introduction 

Analysis and synthesis of magnetic circuit were recently (1990) predominantly 
solved analytically or empirically. With the development of computer technology, 
the trend of computations has gradually shifted to the Finite Element Method 
(FEM). The solution of real magnetic circuits is time-consuming also for today's 
powerful computers, because most of the magnetic circuits are solved with materi-
al nonlinearity. Therefore, a simplified model of the solved magnetic circuit is 
created in Finite Element Analysis (FEA). As with any model, it is necessary to 
identify the impact of simplification on the accuracy of the results. Mei et al. ap-
proached to the solution of magnetic circuit using 2D axisymmetric geometry in 
FEM system ANSYS [1]. They used quadrilateral elements and applied the load 
by the current density on the cross-section of the loading coil. Cong et al. from 
Dalian University of Technology in China chose a similar approach [2]. The  
authors chose again the FEM system ANSYS and simplified a model using 2D 
axisymmetry. Lozada used the freely available FEM software FEMM Foster [3]. 
Approach to the solution of the model was the same as in the previous two cases 
using 2D axisymmetry. Yatchev et al. created the FEM model using Ansys  
Parametric Design Language (APDL) [4]. They created a fully parameterized 3D 
model of magnetic circuit with tetrahedral elements. The boundary condition was 
applied using a flux-parallel boundary. Ciocanel from Northern Arizona Universi-
ty used the FEM software Maxwell [5]. He used both 2D and 3D module of this 
program to model the magnetic circuit. 
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In the well-known literature, no one has published a comparison of different, 
above mentioned approaches. This paper compares these approaches to FEM 
analysis of magnetic circuit in terms of solution time and accuracy. 

2 Methods 

Tasks are divided, depending on the geometry of the solved problem, into three 
main groups, namely the problems solved as planar (2D axisymmetry), three-
dimensional with rotational symmetry (3D axisymmetry) and three-dimensional 
(fully 3D), see Fig.1. There is shown a path, for which results of magnetic flux 
density will be obtained.  
 

 

Fig. 1 (a) 2D axisymmetry; (b) 3D axisymmetry; (c) fully 3D 

Models were created using finite element method in ANSYS Workbench 13. The 
analysis results were compared with experimental data to determine which model 
describes the distribution and size of the magnetic flux density in the working gap of 
the magnetic circuit best. For this purpose, a test magnetic circuit with a centering 
fixture was designed. It is a simple MR node that has air in the working gap. The 
groove for measuring sensor was manufactured in the shaft. The experiments were 
carried out with teslameter FW BELL TECTRA 5180 with an ultra-thin probe 
STD18-0404. When evaluating the accuracy of the model, the maximums of mag-
netic flux density in the measuring groove (path) were compared, because the mag-
netic flux density is measureable only in this one point of the circuit. The measured 
maximum of magnetic flux density was a default value (100%). 

Nonlinear material of steel, described by the B-H curve (Fig. 2), was selected 
for the material of magnetic circuit. It is a steel AISI 1018, which is the most simi-
lar in material characteristics to used low-carbon steel ČSN 11 523 (Fig. 1 - 
orange color). In test device, aluminum alloy was also used (relative permeability 
1 - red color) and the coil was wound from copper wire (green color). The entire 
model was surrounded by air using the tool Enclosure. 

907,164 nodes and 673,883 elements with tetrahedron form were used on dis-
cretization. This number of elements is chosen as a computing limit for available 
PC with using of direct solver. This is particularly limiting for fully 3D model. 
SOLID117 element was used as the only possibility (assigned by SW). It is a 20 
nodal element. The magnetic circuit had the elements of mesh with a size of 1 mm  
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and shaft geometry 1.2 mm. On the other part of the test device, element with a 
size of 3 mm was used. In the groove for sensor, the mesh was refined in a sphere 
area with a radius of 3 mm. Elements of refinement were 0.25 mm size. Methods 
Aspect Ratio (2.73) and the Skewness (0.28) were used to assess the quality of 
created mesh.  

 

Fig. 2 B-H curve of AISI 1018 

2.1 3D Axisymmetric Model – Stranded Source Conductor 

The magnetic field applied to the model was specified using the option conductor 
type - stranded. This option represents the wound coil. This approach works with 
different distribution of current density in the coil section in accordance with the 
actual geometry. In ANSYS HELP, there is noted that the conductor still com-
putes a current distribution according to the physics of a solid conductor, but in 
many cases the resulting current density distribution will not significantly affect 
the computed magnetic field results. Into the source conductor parameters, both 
the number of turns in the coil (118) and current (3.36 A) were assigned. It was 
also necessary to assign a parameter Conducting area. For an accurate calculation, 
it was assigned the cross section, which is filled by the winding in the tightest 
configuration of threads, and not cross section of the entire reserved space for the 
coil. Figure 3 shows the distribution and size of magnetic flux density throughout 
the entire model with the current 3.36 A.  
 

 

Fig. 3 Stranded coil – magnetic flux density distribution 
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2.2 3D Axisymmetric Model – Solid Source Conductor 

The coil is in this model assigned as a solid body. Source of the magnetic field can 
be set in two ways: (i) by the voltage drop at two terminals of a conductor body, (ii) 
by grounding one end of a conductor (set voltage to zero) and applying the net cur-
rent at the terminal's other end. The second option was chosen because the electric 
current was measured during the experiment more accurately than the resistance. 
Grounded zero potential (0 V) was set on one termination of conductor at symmetry 
plane of the coil and the exciting current (3.36 A) was set on the second termination. 
The number of turns is the same as in the case of stranded coil (118). In the case of 
the solid body it is allowed to specify the number of threads 1 (as is represented by 
the model geometry), but it is necessary to proportionally increase the load current 
according to formula Um = I.z, where I is current, z is the number of threads and Um 
is Magnetomotive voltage. Figure 4 shows the distribution and size of magnetic flux 
density throughout the entire model with the current 3.36 A. 
 

 

Fig. 4 Solid coil – magnetic flux density distribution 

2.3 2D Axisymmetric Model – Current Density 

This model was created using the APDL script in ANSYS. In this case the mesh is 
different to above mentioned models. Discretization was done using 8,759 nodes 
and 16,998 triangular elements. Planar, 4 nodal element PLANE13 was used. It is 
a linear element as SOLID117. Analysis was done with the element PLANE53, 
but the difference with the same number of elements was negligible (1mT). Load-
ing of model was implemented through the current density. The value of the cur-
rent density was calculated from the exciting current I, the number of turns in the 
coil N and the cross-section of coil S according to relation (1): 

 
2mm

A
77,1

224

36,3118
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IN
J =⋅=⋅=  (1) 

Source of the magnetic field specified by the current density is in principle the 
same as entering Stranded source conductor body in the Workbench environment. 
Figure 5 shows the distribution and size of magnetic flux density throughout the 
entire model with the current 3.36 A. 
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Fig. 5 2D axisymmetry – magnetic flux density distribution 

2.4 Full 3D Model – Solid Source Conductor 

This model was created with the full 3D geometry. The real geometry of the coil 
was replaced by the model coil. Model coil has 5 turns and it is modeled on  
the mean diameter of the real coil (Fig. 6). Model coil can be designed also as a 
single-thread, but in this case the distribution of current density is not too accurate. 
In the past, there were done several analyses that compared the model coils  
in different levels of simplification. Furthermore, it was found that the number  
of turns in the geometric model does not affect results if appropriate value of  
ampere-turns is specified.  
 

 

Fig. 6 Fully 3D model – replacing the real coil with the model coil  

 

Fig. 7 Fully 3D model – magnetic flux density distribution 

Real coil Model coil 
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With the new fully 3D geometry, a new mesh was created. Discretization was 
done using 986,000 nodal points and 732,000 tetrahedral elements. Element 
SOLID117 was used. Source of magnetic field (source conductor) was set to a 
solid and defined by the zero potential (ground) and by the current on the both 
terminations of coil conductor. Proportionally to the lower number of turns (5) 
towards the real coil (118), it was necessary to adjust the amperage from 3.36 to 
79 A. Figure 7 shows the distribution and size of magnetic flux density throughout 
the fully 3D model with the current 3.36 A. 

3 Results 

Table 1 compares the individual FE models with the measurement results accord-
ing to the number of elements, solution time and maximal magnetic flux density. 
3D axisymmetric models are marked as stranded and solid with the corresponding 
entering of the magnetic field source. All analyses show a higher magnetic flux 
density than what was actually measured. Magnetic flux density in the table is the 
maximum from the entire course of path. Models with setting of the magnetic 
field using current density (Stranded and 2D models) are the closest to the meas-
ured values. The fully 3D model could be more accurate if the mesh was finer. But 
it was not possible due to the use of available PC. 

Table 1 Compared the results of FEM analysis and experiment  

 
 

 

Fig. 8 Courses of magnetic flux density – FEM analysis (red); measurement (blue) 
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Figure 8 shows the measured flux density course and results of the analysis of 
model Stranded under the one edge of magnetic circuit. The courses are to some 
extent equal. 

4 Conclusions 

According to Table 1, stranded FE model was evaluated as the most accurate. 
However, the 2D model is also very close to the measurement results and solution 
time is significantly shorter. Regarding to the possibility of assigning a various 
magnetic field source, it can be concluded that the most accurate results are 
achieved through precise definition of current density. In the process of designing 
of MR node, it is suitable for fast proposal of solution to use a 2D model in classic 
ANSYS. Also freely available software FEMM uses the same approach to solving 
and assignment of the magnetic field source. On the other side, for the final geo-
metry optimization of MR node, it is preferred to use the ANSYS Workbench. 
This environment allows performing a sensitivity analysis of dimensions. Parame-
tric input of any dimension of magnetic circuit using a table allows determining its 
effect on the resulting flux density. Thus more efficient circuit can be designed. 
Sensitivity analysis can be also used to define the tolerance of the individual di-
mensions. If the geometry of the magnetic circuit exhibits axis symmetry, it is 
suitable, in terms of accuracy of solution, to model a circuit as 3D axisymmetric 
and specify the magnetic field source as Stranded coil. Otherwise, it is necessary 
to select the 3D model. In any case, the solution time can be greatly decreased by 
the choice of a direct solver. It has, however, limitations in the number of ele-
ments, depending on the size of the memory of computer station. 
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GAČR 13-31834P and CZ.1.07/2.3.00/30.0039. 
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Abstract. This paper deals with the forces acting in the air gap of an induction 
machine. The theoretical force distribution around the air gap is described. That is 
performed by the variable permeance of the magnetic circuit. Different permeance 
of both, the stator and the rotor slots and teeth is respected. An analytical calcula-
tion of Lorentz force acting on the rotor bars is presented. The 2D FEM model of 
squirrel cage induction machine is used for a calculation of the Maxwell force 
distribution in the air gap. That is realized by computing forces acting on the stator 
and the rotor teeth. The method used for the calculation is Maxwell Stress Tensor. 

1 Introduction  

The air gap force distribution [1, 2, 3] has a significant influence on the induction 
machines operation. That influence can be positive (making the torque) or nega-
tive as well [1]. For example, the forces acting in the air gap can excite the motor 
frame or the stator core vibrations [4, 5, 6]. There is also possibility of unbalanced 
magnetic pull, in case of eccentric or bent rotor.  

The induction machine’s air gap magnetic field is affected by many factors. 
These factors concern especially the slot harmonics caused by the stator and  
the rotor slotting and the harmonics of the magnetomotive force (MMF) of both 
windings [1].  

A number of papers dealing with the air gap field calculation have been pre-
sented. Heller, Hamata [1] and Heller, Jokl [7] have calculated the air gap flux 
density as the product of permeance and the MMF. That calculation has considered 
MMF harmonics, rotor angular velocity, time and both; stator and rotor slotting.  

However, the FEM model is valid for conditions defined below. For this rea-
son, the equations presented in [1] and [7] are slightly simplified in this paper.  

1.1 Flux Density in the Air Gap 

The permeance value of the induction machine’s magnetic circuit varies around 
the air gap circumference periodically. That is caused by different permeability in 
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the stator and the rotor slots and teeth. Due to permeability, flux density in the air 
gap changes as well and it can be computed as a product of the MMF and per-
meance. In this calculation, the MMF harmonics, rotor angular velocity and stator 
radian frequency are neglected. 

For a symmetrical three-phase stator winding the MMF fundamental is  
obtained by  

 ( )1( ) sinpF x A px=  (1) 

where pA  - maximum value of working wave, p  - number of pole pairs and 

x  - radian space location along the inner bore diameter of the stator. 
Provided fixed position between the rotor and the stator; the air gap permeance 

including both the rotor and the stator slotting is given by 
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Finally, the flux density in the air gap caused by MMF fundamental and both 

stator and rotor slotting is obtained by 
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1.2 Lorentz Force Calculation 

Based on the previous calculation, an analytical examination of Lorentz part of the 
force can be performed. The rotor current waveform is given by 

 ( ) ( )2 2cos sinm n nI I Q i Qξ ϕ ξ ϕ= + + +    (4) 

     where  
2

2

Q p

πξ =  

and mI  - rotor current amplitude, 2nQ  - rotor bar number, ϕ  - phase shift  

angle.  
 
When the rotor current waveform is known, the Lorentz forces acting on the ro-

tor bars can be determined [8]. In the Fig. 1, the Lorentz force distribution in the 
air gap and the force values acting on the rotor bars are shown. The values in the 
Fig. 1 correspond with the modeled machine. 

It is obvious that the Lorentz force is negligible in comparison with the Max-
well one (Fig. 3 and Fig. 4). Considering the shape of the stator slots and the rotor 
bars, an exact analytical solution of the Maxwell force is impossible to derive. In 
the case of double squirrel cage especially. By this reason FE analysis is very 
useful way to determine the Maxwell force. 

 

Fig. 1 Lorentz force in the air gap and force acting on the rotor bars 
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1.3 Model Description 

For an accurate calculation of the air gap force distribution for specific machine 
geometry, the 2D FEM model of 4-pole, 11kW SIEMENS 1LA7 163-4AA10 
induction machine is presented. The motor’s power plate can be found in the Ta-
ble 1. The model is valid for a steady nominal state and for fixed position between 
the rotor and the stator. Change of the rotor rotation angle for a new calculation is 
possible. The motor has 48 slots on the stator and 36 slots on the rotor. Geometry 
of the one motor’s pole pitch is shown in the Fig. 2. 

Table 1 Modeled motor’s power plate  

parameter name unit value 

Power [kW] 11 

Voltage Δ / Y [V] 230/400 

Current Δ /Y [A] 37.3/21.5 

RPM [min-1] 1460 

Number of poles [-] 4 

cos φ [-] 0.84 

 

 

Fig. 2 Model geometry 

1.4 Air Gap Force Distribution 

Forces acting in the air gap are calculated in the nodes of high permeance parts  
of the magnetic circuit, which are surrounded by the air. For the calculation, 
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Maxwell Stress Tensor method is used. That method is commonly used for a force 
calculation on the borderline of two materials with different permeability. For a 
2D analysis of forces acting on the ferromagnetic material – air borderline, total 
force can be expressed by [9, 10] 
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220
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1 2

1

2

x x y
x
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yS

x y y

B B B B n
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  −    
=     
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where mF  - total force acting on the object, which surface is S , 0μ  - permea-

bility of air, ,x yB B  - flux density components in the Cartesian coordinate system, 

B  - absolute value of flux density vector, ,x yn n  - components of the normal 

unit vector of the surface. 
Directly on that borderline, relatively high flux density evaluation error can oc-

cur. By this reason, the air gap force is evaluated in the center of the air gap [11]. 
In the following figures, the force distribution in the modeled motor is pre-

sented. Forces acting on the stator (Fig. 3) and the rotor (Fig. 4) teeth are shown 
there. The forces are transformed to the cylindrical coordinate system. The fact 
that the stator forces act against the rotor ones is obvious. 

 

Fig. 3 Radial and tangential force components acting on the stator teeth 
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Fig. 4 Radial and tangential forces acting on the rotor teeth 

2 Conclusions 

The air gap field of induction machine for fixed position between the rotor and the 
stator is described in this paper. An analytical calculation of Lorentz force and a 
graphical representation of the Maxwell force distribution via FEM model are 
carried out. 

Comparing Lorentz and Maxwell force, disregard of the Lorentz force can be 
concluded. The dominant force in the air gap is the Maxwell one. The FE analysis 
results can be used as an input values for a coupled electrical – mechanical prob-
lem [12]. The presented model is valid for simplified conditions than during oper-
ation occurs. The way to include these conditions and non-standard operational 
states modeling (eccentric rotor for example) are the subject of further research. 

Acknowledgments. This paper was written with SGS-2012-071 project support.  
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Abstract. In this paper, a study of current-voltage characteristics and temperature 
distribution in the polymer organic light-emitting diodes are presented and dis-
cussed. The fabricated diodes consisted of ITO coated glass, PEDOT:PSS as 
a hole injection layer, one of eight different examined light-emitting compounds 
as an emissive layer, and aluminium cathode. The spectrum of light emitted by the 
fabricated OLEDs was also measured. Based on the results the most efficient.   

1 Introduction  

Organic Light Emitting Diodes (OLEDs) hold great promise for future use 
as a new generation of solid state light sources. In contrast to point source LED 
luminaries, OLEDs are dispersive light sources. Some of the many advantages are 
that OLEDs are “green” without hazardous material such as mercury, potentially 
energy efficient, and emit low intensity uniform light from an extremely thin flat 
surface [1]. 

There are two basic types of OLED systems: low molecular weight OLEDs and 
polymer OLEDs. Small molecule OLEDs are made via evaporation of materials 
under high vacuum. This method is so far mostly used for OLED lighting panels 
manufacturing. Polymer OLEDs are made of long chains of repeating structures 
and deposited from a solution. This solution processing bears the advantage 
of mass reproduction by e. g. gravure printing. 

Today‘s OLEDs performance is already reaching market requirements for less 
demanding lighting applications, such as signage and signaling. Especially in mo-
nochrome colors, red and green, OLEDs perform already very well. The efficacies 
of 130 lm/W in green has already been achieved [2-7]. 

Worldwide research is ongoing to create high-brightness, highly efficient and 
long living OLEDs, especially manufactured using solution processable emitting 
layer. Tele- and Radio Research Institute has also undertaken studies on this area. 
In this paper, the electric response of the devices was evaluated based on the cur-
rent-voltage characteristics. The evaluation of a working temperature of OLED 
operating under a changing DC voltage level were done used IR camera. The deg-
radation at the cathode surface were evaluated through SEM (Scanning Electron 
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Microscope). Based on the results demonstrators of OLEDs with the most efficient 
emission compound (achieved so far), were produced and evaluated.  

2 Experimental  

OLED devices were manufactured on the glass slides (the dimension of 25 x 25 x 
1.1 mm) coated with ITO (film thickness of 15 - 30 nm, and sheet resistance of 70 
- 100 Ω/□). In order to improve the hole injection, a highly conductive and trans-
parent organic layer of Poly(3,4-ethylenedioxythiophene): poly(styrenesulfonate) 
(PEDOT:PSS) was used. Both glass substrates and  HIL material (2% water  
solution) were purchased from Sigma-Aldrich Chemical.  

Single-layer organic-light-emitting devices were fabricated by spin coating 
of polymeric solutions of emissive materials from American Dye Source: Poly[2-
methoxy-5-(2-ethylhexyloxy)-1,4-phenylene-vinylene] – end capped with DMP 
(ADS1), Poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylene-vinylene] – end 
capped with Polysilsesquioxane (ADS2), Poly[2-methoxy-5-(3,7-
dimethyloctyloxy)-1,4-phenylene-vinylene] – end capped with DMP (ADS3), 
Poly[2-(5-cyano-5-methylhexyloxy)-1,4-phenylene] – end capped with DMP 
(ADS4), Poly[(9,9-dioctylfluorenyl-2,7-diyl)-co-(1,4-benzo-{2,1’,3}-thiadiazole)] 
10% benzothiadiazole (y) (ADS5), Poly[(9,9-dihexylfluorenyl-2,7-diyl)-alt-co-(2-
methoxy-5-{2-ethylhexyloxy}-1,4-phenylene)] (ADS7), and Poly[{9,9-
dioctylfluorenyl-2,7-diyl}-co-{1,4-(2,5-dimethoxy)benzene}] (ADS8). All these 
emissive materials (EML)  were dissolved in xylene (concentration 5 mg/ml). 

The ITO coated glass substrates were first ultrasonically cleaned in acetone, 
and ethanol, for 5 minutes each. Such ITO treatment was considered as an effec-
tive method of ITO treatment for organic light-emitting devices in our previous 
work [8]. Next, the substrates were dried with compressed air and then on a hot 
plate PZ-28-2 (Harry Gestigkeit) in 80°C for 10 min. Then, two PEDOT:PSS 
layers were deposited on ITO with a modular spin processor WS-650-23NPP 
(Laurell Technologies Corporation) set to speed of 7500 rpm, acceleration of 6000 
rpm/s and process time of 6 s. After deposition of each layer the sample was dried 
on a hot plate in 80°C for 10 min. EML layers were also spin coated with follow-
ing settings: speed of 5500 rpm, acceleration of 4000 rpm/s and process time of 
6s. Each layer was dried on a hot plate in 80C for 3 min. In the last step, the alu-
minum cathode was evaporated from aluminum slug (99.999% trace metals basis) 
at a base pressure of ∼10-3 mbar (Type Q150T ES, Quorum Technologies). All 
tested OLED devices were prepared in ambient conditions. 

The structure of tested devices was ITO/PET/PEDOT:PSS 2x/ EM (ADS1-8) 
3x/Al (100 nm). The device active area was 1 cm2. 

Current-voltage (I-V) characteristics of the prepared OLEDs were measured  
using a Hameg Instruments Company HMP 2020 Power Supply SourceMeter   
under ambient atmosphere at room temperature. The results given here represent 
the average of three measurements carried out for fresh manufactured devices 



Current-Voltage Characteristics and IR Imaging of Organic Light-Emitting Diodes 317 

without encapsulation and every two weeks for OLEDs stored in ambient tem-
perature (20 - 22°C) and constant and lower humidity (approx. 15%).  

The operating voltage was defined as the voltage when emitting light is first de-
tected. 

Real-time measurements of the temperature of OLEDs operating under 
a changing DC voltage level were carried out using the measurement set-up shown 
in Figure 1. An OLED sample was placed at the focal point of the objective lens 
of the infrared imaging system. To calibrate the surface temperature of a sample, 
the emissivity of the sample and the ambient radiance was determined by meas-
urements of the sample radiance at two given temperature levels. 

The tested samples (at least five for each experiment) were connected to the 
power supply HMP2020 with DC voltage from 3 to 15 V and its temperature was 
measured with a thermographic camera FLIR A320.  

The surface morphologies of OLEDs after thermal breakdown were studied us-
ing a scanning electron microscope (SEM), JEOL JSM 7600F.  

 

                        

Fig. 1 A photo of the temperature measurement set-up 

Electroluminescent (EL) spectra were obtained by Ocean Optics fiber optic 
spectrometer (SD2000). The characterisation was carried out at room temperature 
in ambient conditions. 

3 Results and Discussion  

The characteristics of current density (J) versus operating voltage measured for 
devices based on ADS1 - ADS8 (Fig. 2) showed a steeply increase in current den-
sity for most of the devices and almost flat curve for ADS4. OLEDs based on 
ADS2 and ADS4 exhibited the lowest current density and OLEDs on ADS1 and 
ADS6 the highest current density. 

 

IR camera 

power supply 

computer 

OLED under test 
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Fig. 2 The comparison of J-V characteristics of OLED samples based on different light 
emitting compounds 

The voltage above which the value of current density increased (see Fig. 2) 
indicated the onset of light emission (the driving voltage). We can see that the 
device based on polymers ADS5 exhibited the highest driving voltage, and device 
ADS6 the lowest one. The “electrical failure voltage”- V* can be defined using the 
J-V curve. For the OLED ADS6 the value of V* was 12.81 V. 

The light emission was observed for OLEDs ADS5 and ADS8 by the naked eye 
in a natural daylight environment. The luminance of these devices was 110 cd/m2 
(Fig. 3), and 60 cd/m2, respectively. Only small parts of OLEDs samples with 
ADS1 and ADS6 emitted light. The catastrophic failure was observed for samples 
based on ADS2, ADS3 and ADS4. The measured operating voltage for the 
devices ADS5 and ADS8 was 5.25 V and 8.35 V, respectively. 

a)   b)  

Fig. 3 The OLED sample based on ADS5: a) the plot -  intensity as a function of 
wavelength, b) an optical emission spectrum 

The results of real-time measurement of the temperature of the OLEDs ADS5 
and ADS8 operating under the voltage in the range of 0 - 20 V are presented in 
Fig. 4. A typical temperature image sequence of a working OLED ADS8 under 
the voltage values: 3, 6, 9, 12 and 15 V is demonstrated in Fig. 5.  
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Fig. 4 Temperature of the OLED based on ADS5 against supply voltage 

It was stated that the temperature of OLED ADS8 at the voltage over 7 V was 
higher than for the OLED ADS5. A steep rise in temperature in the device ADS5 
may contribute to the accelerated thermal degradation. Especially when the 
temperature exceeds the glass transition temperature range of ADS5. In side of 
this temperatures, mechanical, electrical and optical properties of organics show 
dramatic and rapid changes [10]. 

 

a)  b)   c)                        

d)   e)  

Fig. 5 Temperature image sequence of the working OLED ADS8 under the voltage values: 
a) 3 V, b) 6 V, c) 9 V, d) 12 V and e) 15 V 

The analysis of the achieved results showed that all fresh OLED samples exhi-
bited approx. comparable current density values, equal to about 90 mA/cm2 for 
ADS5, about 100 mA/cm2 for ADS8 for 15 V (Fig. 6).  

24,8°C

120,0°C
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The failure of  the ADS8 diodes was observed after approx. 2690 hours and the 
current density  at 15 V were lower by about 37% compared to the value of J for 
the fresh samples. The failure of  the ADS5 diode was observed later than for the 
device ADS8 (after approx. 3000 h) and the current density  at 15 V was lower by 
about 48% compared to the fresh samples.  

 

Fig. 6 J–V characteristics for the OLEDs ADS8. The results for: 0 – fresh sample, and after 
1340 h, 2690 h of storage in a desiccator. 

During the long-term storage in an atmosphere of oxygen (in air) functional 
properties of the organic layers were likely to be modified what contributed to 
reduction of the OLED sample’s stability and the decrease in the value of current 
density [2, 3, 9]. 

Fig. 7 is an SEM image showing the morphology of the top Al electrode of the 
OLEDs after thermal beak-down.  

 

Fig. 7 Delamination of the cathode metal after thermal break-down 
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The Al film was likely to be blown up and this resulted in the delamination of 
the cathode metal. This phenomenon implied the presence of the areas which did 
not emit light and accelerated the degradation of OLEDs [2, 3, 7].  

Based on the results of our studies some demonstrators of OLEDs were  
produced (Fig. 8).  

  

Fig. 8 Produced OLED demonstrators 

4 Conclusions 

Polymer-based organic light emitting diodes with the structure: 
ITO/PET/PEDOT:PSS 2x/ EM (ADS1-8) 3x/Al (100 nm) were manufactured by 
spin coating and the devices parameters were evaluated through their J-V charac-
teristics and real-time measurements of the temperature of OLED working under 
a changing DC voltage. Their degradation during storage in a desiccator and de-
lamination of the cathode metal after thermal break-down were observed through 
SEM. The best results were achieved for OLEDs based on ADS5 and ADS8 po-
lymers.  The luminance of these devices with an active area of 1 cm2 was 110 
cd/m2 (Fig. 3), and 60 cd/m2, respectively.  

References  

[1] Solid State Lighting OLED Manufacturing Roundtable Summary,  
http://www1.eere.energy.gov/buildings/ssl/ 
techroadmaps.html 

[2] Duan, L., Hou, L., Lee, T., Qiao, J., Zhang, D., Dong, G., Wang, L.: Solution process-
able small molecules for organic light-emitting diodes. Mater. Chem. 20, 6392–6407 
(2010) 

[3] Viser, P.: OLED technology: also the ultimate lighting solution?,  
http://www.optik-photonik.de 

[4] Zhong, C., Duan, C., Huang, F., Wu, H., Cao, Y.: Materials and Devices toward Fully 
Solution Processable Organic Light-Emitting Diodes. Chem. Mater. 23, 326–340 
(2011) 

[5] AlSalhi, M.S., Alam, J., Dass, L.A., Raja, M.: Recent Advances in Conjugated Poly-
mers for Light Emitting Devices. Int. J. Mol. Sci. 12, 2036–2054 (2011) 



322 G. Koziol et al. 

[6] Lussem, B., Reineke, S., Rosenow, T., Schwartz, G., Leo, K.: Novel concepts for 
OLED lighting. In: Proc. of SPIE, vol. 7617, p. 761712 (2010) 

[7] Komoda, T.: Recent Progress and Future Trend of OLED Technologies for Lighting 
Application. In: Printed Electronics Europe 2012, Berlin (2012) 

[8] Arazna, A., Kozioł, G., Janeczek, K., Futera, K., Steplewski, W.: Investigation of sur-
face properties of treated ITO substrates for organic light-emitting devices. J. Mater. 
Sci.: Mater. Electron. 24, 267–271 (2013) 

[9] Zhou, X., He, J., Liao, L.S., Lu, M., Ding, X.M., Hou, X.Y., Zhang, X.M., He, X.Q., 
Lee, S.T.: Real-Time observation of temperature rise and thermal breakdown 
processes in organic LEDs using an IR imaging and analysis system. Adv. Ma-
ter. 12(4), 265–268 (2000) 

[10] Nenna, A., Flaminio, G., Fasolino, T., Minarini, C.: A study on thermal degradation 
of organic LEDs using IR. In: Macromol. Symp. 2007, vol. 247, pp. 326–332 (2007),  
http://www.ms-jornal.de 



  
T. Březina and R. Jabloński (eds.), Mechatronics 2013,  323 
DOI: 10.1007/978-3-319-02294-9_41, © Springer International Publishing Switzerland 2014  

Complex Model of Asynchronous Machine  
as Traction Machine in Mining 

R. Vlach 

Brno University of Technology, Faculty of Mechanical Engineering,  
Technicka 2, 616 69, Brno, Czech Republic  
vlach.r@fme.vutbr.cz 

Abstract. A complex approach to problem solving is demanded in all engineering 
fields today. This project is concerned with complex simulation of asynchronous 
machine heating during duty cycle. The asynchronous machine is used as traction 
machine in mining industry. The Complex model consists from electromagnetic 
model, ventilation model and thermal model. This paper shows the possibility for 
a new approach to the problem of cooling electrical machines in the engineering 
practice. 

1 1 Introduction 

The paper is concerned with complex computational modeling of traction machine 
heating during duty cycle. A new approach was used for solving this technical 
problem. Many authors have tried to complex modeling of electric machine as 
referenced in [9-13].  

As the traction machine is used asynchronous machine with external ventila-
tion. The machine is used in mining industry for carriage drive unit. The machine 
operates with variable load and revolution speed during duty cycle. 

The design of the traction machine is currently based on nominal power and 
revolution speed of machine without respecting of load variation during duty 
cycle. The complex model of traction machine respect variation of all parameters, 
which influence of machine heating during duty cycle. One of the most important 
parameters is operating altitude, because it has fundamental influence on the heat-
ing during the course of machine operating.  

The software Visual Basic for Excel was used for computational modeling. The 
program code in Visual Basic is easy interconnected to Microsoft Excel work-
sheet. 

2 Complex Model of Traction Machine 

The Complex model [1] consists from electromagnetic model, ventilation model 
and thermal model, where each influences others. 
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Fig. 1 Complex model of traction machine 

2.1 Electromagnetic Model 

The energy balance was used for description of electromagnetic model. Basic 
energy balance is given by: 

 ϖϕ ⋅+Δ=⋅⋅⋅ TPIU )cos(3 , (1) 

where T is torque on the shaft, ω is angular speed, U is supply voltage, I is stator 
winding current, cos(ϕ) is power factor and ΔP is total loss of machine. 
Machine losses are given by: 

 
addmechfecu PPPPP +++=Δ ,  (2) 

where Pcu is heat loss in the winding, Pfe is iron loss, Pmech is mechanical loss and 
Padd is addition loss. 

Heat losses in the winding depend on the winding resistance and current (Joule 
losses). Iron losses are losses in the teeth and core of stator and rotor packet owing 
to magnetic flux. The basic components of mechanical losses are losses in the 
bearings and ventilation losses of rotor. Using switching converter create addition 
losses in the machine iron. 

All components of losses are changed to heat, which must be effectively  
removed from machine.  
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2.2 Ventilation Model 

The ventilation network (Fig.2) was used for description of airflow in the ma-
chine. Ventilation network [2] describes airflow inside machine mainly division of 
airflow to stator and rotor axial channels in the iron packets. The knowledge of 
velocities in the machine individual parts is needed for determination of heat 
transfer coefficients, which is necessary for thermal model.  

2.3 Thermal Model 

The thermal network method [3],[4] was used for description of machine heating. 
Thermal network describes heating of machine individual parts mainly stator 
winding and rotor cage. Thermal networks (Fig.2) consist from forty-two nodes. 
Last four nodes (from 39 to 42) are used for description of cooling air heating [5].  
Thermal model describes transient state, because machine operates with varying 
load. 
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Fig. 2 Thermal network of traction machine 

Thermal network is possible to be described by the system of differential  
equation: 

   
ii

i
i bTA

dt

dT
C =⋅+ , (3) 

where Ci is thermal capacity concentrated in node i, A is matrix of thermal con-
ductivities and bi heat loss in node i and heat flux to ambient. 

Temperatures of nodes describing heating of cooling air are given by [3],[7],[8]:   
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where Ti  is temperature of air node i, aQ is thermal conductivity of flowing air, aij 

is thermal conductivity between nodes i (air node) and j (solid parts) and Tij  

is temperature of solid parts, which is connected via conductivity aij to node Ti 

(temperature of air node). 
Thermal model respects change of thermal properties of cooling air owing to 

altitude, because the machine sometimes operates at the top of hill. 

3 Computational Simulation 

The duty cycle is described by torque and revolution speed on the machine end 
shaft, which are required to carriage movement. The revolution speed is directly 
proportional to supply voltage, which is set by switching converter. The other 
influencing parameters are ambient temperature, altitude and total airflow quantity 
of cooling air. 

Fig. 3 shows time behaviour of torque and revolution speed during one duty 
cycle of traction machine. The duty cycle consists from four intervals. The first 
interval describes haul of full carriage and the second interval describes dump and 
maneuver of carriage. The other interval describes return of empty carriage. The 
last interval describes wait to load and truck exchange. 

 

Fig. 3 Duty cycle of traction machine 

The ambient temperature is commonly 33°C. The machine operates at altitude 
3658m. Total air flow of external cooling air is 1.35m3s-1 for nonzero speed. If 
speed is zero than air flow of cooling air is reduced to 0.765m3s-1. 
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Fig. 4 shows heating of stator winding and rotor cage, which are the most im-
portant machine parts. Temperatures correspond with intervals of duty cycle. If 
the carriage moves than temperatures of machine parts increases. If the carriage 
wait to unload and load than temperatures of machine parts decreases. 

The output air temperature is also shown on Fig. 4, because it is one of the 
main parameters. The output air temperature is used for basic balance of cooling 
efficiency. 

 

Fig. 4 Heating of traction machine during duty cycle 

Heat losses of stator winding and rotor cage depend on actual temperature of 
these machine parts, so heat losses must be calculated for actual temperature in 
each time step. Heat transfer coefficients [4], [6] are also calculated in each time 
step. 

The duty cycle (Fig. 3) is still repeated in operation, so temperatures of ma-
chine parts will increase. The traction machine has period of running for almost 
six hour. It corresponds eighteen duty cycles.  

Fig. 5 shows heating of stator winding, rotor cage and output air for eighteen 
duty cycles respectively period of running. Individual peaks of temperature over 
time correspond with end of haul of full carriage in each duty cycle. Temperatures 
correspond with intervals of duty cycle. If the carriage moves than temperatures of 
machine parts increase. If the carriage waits to unload and load than temperatures 
of machine parts decrease. 

The temperature peak is each time higher in the following duty cycle. Change 
the temperature peaks is almost negligible after approximately nine duty cycle. 
The heat is mainly absorbed to machine mass in the first half of period of run-
ning, so that temperatures are lower. After nine duty cycle temperature peaks are 
steady. 
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Fig. 5 Heating of traction machine during period of running 

4 Conclusions 

Paper describes example of using new approach to solving of cooling electrical 
machines in engineering practice. New method was used for asynchronous ma-
chine, which operates as traction machine in the mining industry. 

The computational simulation shows using complex model of machine for solv-
ing of traction machine heating during period of running. 

This new approach is applicable to any kind of traction machine or electric ma-
chines and devices operate with varying load. 
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Abstract. The paper presents its origins as a derivative of a research grant in the 
topic of universal switched reluctance motor drive with powder magnetic circuit. 
The publication presents the results of comparison the energy performance of a 
prototype iron powder drive from the conventional one. The analysis of quantita-
tive and qualitative parameters of the energy conversion process in the drive was 
presented. The global energy consumption statistics by electric drives to specify 
substance of the work of energy performance improvement was described. Intro-
duction in power magnetic materials was done. An outline of the mechanical con-
struction of the prototype of the engine and a dedicated control system was shown. 
An analysis of the compiled results, draws conclusions and proposes directions for 
further research were included in the end. 

1 Introduction 

The article genesis was the research grant named “Powder magnetic circuits in the 
universal electric drives”, where the main goal was to made a new motors from 
iron powder material based on the conventional, commercial models for compari-
son. Because Switched reluctance motor (SRM) needs to be supply by power in-
verter [3] it was necessary to project and build a new, dedicated control system. 
The article presents a new SR iron-power based motor drive with the main con-
cern about its energetic properties.  

The two main reasons for the use of powder magnetic circuits are: 

• ease of recycling and reuse 
• improving energy efficiency 

Research to improve the energy efficiency seem to be important and legitimate 
due to the high share of electric drives in the global energy consumption. Statistics 
relating to the problem was described in the next section. 

1.1 Energy Consumption by Electric Drives  

The global analysis of energy consumption in electric motor driven systems 
(EMDS) was presented in [7]. The vast majority of the electricity used by an 
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EMSD is consumed by the electric motor itself. Only a very small amount is used 
to power control functions or other ancillary circuits. Electric motors and the sys-
tems they drive are the single largest electrical end‐use, consuming more than 
twice as much as lighting, the next largest end‐use. It is estimated that EMDS ac-
count for between 43 [%] and 46 [%] of all global electricity consumption, giving 
rise to about 6 040 [Mt] of CO2 emissions. End‐users now spend USD 565 billion 
per year on electricity used in EDMS. By 2030, that could rise to almost USD 900 
billion [7]. 

Table 1 shows aggregate of the energy consumed by an array of different types 
of motors operating within a wide set of applications in every sector of energy use, 
with opportunity for large savings in every  sector.  

Table 1 EDMS electricity consumption by sector 

Sector Electricity consumption 
[TWh/year] 

% of all EMDS 
electricity  

% of sector  
electricity 

Industrial 4488 64 69 

Commercial 1412 20 38 

Residential 948 13 22 

Transport and agriculture 260 3 39 

1.2 Magnetic Materials 

Soft magnetic materials are mainly used in electrical machines to transform elec-
trical energy, its generation and conversion into mechanical energy (electric mo-
tors). Most are alloys of iron and silicon (a relatively cheap metal)/nickel (high 
initial permeability value)/cobalt (high value of the maximum magnetic permea-
bility) [6]. 

The largest size of the domain – and thus the most inert – can be found in the 
iron sheets (conventional magnetic circuit). Although the properties depend on the 
specific chemical composition, thickness of the plate and the direction of the roll, 
you can define general characteristics of these materials: low operating frequency, 
high saturation flux density (of the level of 1.5 [T]), relatively high power losses 
caused by induced eddy currents and hysteresis loop, low price.  

The second type of magnetic material used in the comparison is a powdered 
iron. Ground into small particles, mixed in some cases with improvers is treated 
with an organic filler, compacted under high pressure in an appropriate form. Form 
gives the material shape of the magnetic core. After the compression of such ma-
terial between the iron particles are forming a so-called break gap occurring dis-
persed throughout the volume of the core. A core made of such a material has a 
non-linear magnetization as a function of the external magnetizing force, therefore, 
its specific properties are used for storing large amounts of energy. Conventional 
cores made of pure iron powder (material -26) are the cheapest and most common 
materials. The saturation flux density is 1.2 [T], and the maximum operating  
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frequency is about 80 [kHz]. A disadvantage of powder cores is susceptible to ag-
ing and is an irreversible process. It occurs at high temperature. It is recommended 
so the work of all iron powder cores at up to 363 [K] (90 °C) [6].  

1.3 Switched Reluctance Motor with Iron-Powder Magnetic Circuit 

It was proposed for increasing the energy efficiency ratio of switched reluctance 
motor by applying a magnetic circuit made of sintered metal powder as opposed to 
a solution based on a combination of the desired form stacking. Improving the 
energy performance through the introduction of powder materials was successful-
ly obtained in pulse transformers. Assuming a similar nature excitations (pulse 
width modulation voltage) can presume analogous benefits for SRM.  

Operating parameters of the engine used in the study were as follows: rated 
power PN = 250 [W], maximum speed ωMAX= 10000 [rpm], rated voltage UN = 
230 [V]. Topology of engine was 12/8. Standard model was came from Maytag 
Neptune washing machine. 

 

Fig. 1 Stator and rotor of SRM - the design of powder material (1) and metal sheet (2) 

Figure 1 shows the conventional engine design  (separately: a stator and a rotor 
with bearings) of rolled sheet metal (2), while the left side of the figure based on 
powder materials (1). Custom design of the converter was author’s publications on 
the subject of systemic solutions in the asymmetric power bridge topology [5][2], 
complex SR motor control [1]. These articles give a picture of the work on the 
construction of the drive.  

2 Energy Performance of Drive 

2.1 Laboratory Stand 

The main concern about custom laboratory stand construction project was: securi-
ty, stability and low overall building costs. General structure of the drive system 
was presented on Figure 2. The drive project was an effect of compromised  
level of logic, galvanic and geometrical isolation blocks with potential source of 
electromagnetic interferences (EMI) from sensitive ones. As could be seen on the 
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corresponding draw there was achieved full separation the high voltage, high cur-
rent parts side (Figure 2) from low current side.  

The drive includes a power factor correction (PFC) block onboard (HPWR PFC 
– Figure 2). Standard drives with passive input filters gives large THD (Total 
Harmonic Distortion) and phase offset factor, what gives significant deformation 
of network supply voltage sinusoidal shape. To meet the EN61000-3-2  class D 
norm requirements, an embedded PFS729EG PFC controller was used. The chip 
was an continuous conduction mode boost  power factor corrector with high effi-
ciency. The results of PFS729EG usage will be presented with compare to the 
drive without PFC mechanism. 

 

Fig. 2 SRM drive general structure 

Figure 3 shows the image of the test bench. It consists of a PC enables the cur-
rent shift parameters and monitoring of the microcontroller program. The position 
includes also two oscilloscopes: Tektronix DPO3014 and MSO3014 for trending 
respectively: signals specific to the SRM (phase currents, speed, load torque) and 
power supply (current, voltage, power). Next, applied auto-transformer to change 
the input voltage, the SRM inverter, input supply parameter measurement device 
(RMS current, voltage, power) and a shaft load torque measure device: MW2006-
3S with MT-15 sensor. SRM motor is coupled to the torque measuring shaft 
through a clutch of eddy current.  

 
Fig. 3 Laboratory stand 
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2.2 Power Quantity and Quality Analysis 

The primary determinant of the drive energy efficiency is the ratio of expended 
mechanical power and input power supply. The actual measurement of speed and 
load torque on the shaft allow direct determination of efficiency. As can be seen, 
in Figures 4-6 are plots of the dependence of the power consumption of the drive 
from the torque load at three speeds: 1000, 2500 and 5000 [rev/min]. The slope of 
the graph called pc [W/Nm] (the power consumption per unit of load torque 
throughout the rev range) is a source of calculating energy efficiency. Summaries 
of pc coefficients made in Table 2 as the energy efficiency from below equation: 

ߟ   ൌ  ఠ   (1) 

 

Fig. 4 Graph of the power consumption of resistive torque on shaft (Pi=f(Tr)) at constant 
speed 1000 [rpm] 

In Figure 7. 
. 

 

Fig. 5 Graph of the power consumption of resistive torque on shaft (Pi=f(Tr)) at constant 
speed 2500 [rpm] 
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Fig. 6 Graph of the power consumption of resistive torque on shaft (Pi=f(Tr)) at constant 
speed 5000 [rpm] 

Table 2 Power consumption coefficient (pc) computation results 

Speed 

[rpm] 

standard material pc 

[W/Nm] 

powder material pc 

[W/Nm] 

1000  235,61 216,03 

2500  406,28 363,12 

5000 737,78 675,79 

 

Fig. 7 Drive efficiency comparison at different speed level 

Energy efficiency as a quantity index is not the only one. Power consumption 
from the grid should also be seen in terms of quality. Standard electric drive with 
the constant voltage level intermediate circuit is characterized by a high input cur-
rent distortion. The operation of the power factor correction (PFC)  module was 
determined by analyzing different THD values (THD-F – Total Harmonic Distor-
tion in a comparison to fundamental and THD-R – in a comparison to signal’s 
RMS value). Summary from figure 8 is a group of average values of drive mea-
surements at 1000, 2500 and 5000 [rev/min] and with a power consumption of 50, 
100, 150, 200 and 250 [W]. 
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Fig. 8 Input current total harmonic distortion and drive overall efficiency with and without 
active power factor correction 

3 Conclusions 

It has been shown that the use of an active PFC based on boost topology allows 
for significant improvements in energy consumption quality from the grid. THD 
was reduced (on average 8 times) compared to the only passive input filter. The 
cost of PFC block usage in the drive was efficiency decrease of about 5 [%] at 
rated load and 40 [%] for low loads, what gives small absolute value. 

Based on the results of the studies the use of powder material in the switched 
reluctance motor magnetic circuit increased the energy efficiency of the drive in 
comparison to a standard design composed of steel plates. The energy efficiency 
index increase by an average of about 10% for a wide range of speeds and load 
torques was shown. This allows to grounds further research into the way of mod-
ification of the powder composite and further efficiency improvement. The latest 
alternative to standard powder material cores are a SMSS (Super MSSTM, im-
proved Sendust material) , recognized today as the most valuable magnetic materi-
al [4]. It is possible to achieve: higher efficiency at high temperatures, high current 
carrying capacity, high energy storage capacity, low loss (10 times smaller in rela-
tion to the iron powder cores). These cores have been designed with the aim of  
replacing the powdered iron cores in systems operating in the frequency range 25-
500 [kHz], while maintaining high performance stability during operation. All this 
makes them a high potential for use as building material SRM magnetic circuit in 
the future. 

References  

[1] Fabianski, B.: Phase synchronization of switched reluctance motor based on asymme-
tric feedback position signal. Studies from Automatics and Informatics (36), 15–26 
(2011) 

[2] Fabianski, B.: Switched reluctance motor drive inverter. In: SENE Conference Mate-
rials, Lodz (2011) CD ISBN: 978-83-7283-439-3 



338 B. Fabianski 

[3] Krishnan, R.: Switched reluctance motor drives. CRC Press (2001) 
[4] Szycko, T.: Inductance. Practice Electronics 1, 96–99 (2005) 
[5] Vukosavic, S., Stefanovic, V.R.: SRM inverter topologies: a comparative evaluation. 

In: Industry Applications Society Annual Meeting, vol. 2, pp. 946–958 (1990) 
[6] Wac-Wlodarczyk, A.: Magnetic Materials – Modelling and Applications, pp. 16–17, 

33–34. Lublin University of Technology Publishing (2012) 
[7] Waide, P., Brunner, C.U.: Energy-Efficiency Policy Opportunities for Electric Motor-

Driven Systems. International Energy Agency (2012) 



  
T. Březina and R. Jabloński (eds.), Mechatronics 2013,  339 
DOI: 10.1007/978-3-319-02294-9_43, © Springer International Publishing Switzerland 2014  

Switched Reluctance Motor Drive Embedded 
Control System 

B. Fabianski and K. Zawirski 

Poznan University of Technology, Faculty of Electrical Engineering, Institute of Control 
and Information Engineering, Piotrowo 3a, 60-965 Poznan, Poland  
{bogdan.fabianski,krzysztof.zawirski}@put.poznan.pl 

Abstract. A new switched reluctance motor drive control system with real-time 
embedded system implementation example was presented in the paper. Genesis of 
the article, goals and motivation was shown. Construction of SRM with its advan-
tages were described. Drive control system – hardware and software domain were 
introduced with the focus on low-resolution position feedback signal utilization  
in high speed drive problem. Details about phase synchronization and use of  
software phase locked loop were presented. Experimental results of embedded 
system implementation was shown to confirm the performance of introduced  
algorithms. 

1 Introduction 

The article genesis was the research grant named “Powder magnetic circuits in the 
universal electric drives”, where the main goal was to made a new motors from 
iron-powder material based on the conventional, commercial models for compari-
son. As switched reluctance motor (SRM) needs to be supply by power inverter 
[5] it was necessary to project and build a new, dedicated control system. The 
article presents a new SRM drive control system operating with simple, single line 
binary rotor position feedback. 

1.1 Switched Reluctance Motor 

Switched Reluctance Motor Drive (SRMD) or just SRM was being of high inter-
ests from the industry because of its unique features. Monolithic, simple design of 
switched reluctance motor rotor results in resistance to centrifugal forces and the 
low probability of failure. This is about the potential for propulsion applications. 
The barrier of wideband use of SRM such as the need for complex control algo-
rithms as a result of significant technological advances and declining chip prices 
was reversed. Given the high potential of SRM industry deployment, there are 
being intensive research in the field of control algorithms to improve the dynamics 
and quality of work SRM drives.  
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Fig. 1 Section of the SR motor 

Operating parameters of the engine used in the study were as follows: rated 
power PN = 250 [W], maximum speed ωMAX= 10000 [rpm], rated voltage UN = 
230 [V]. Topology of engine was 12/8 (three-phase two pairs of stator poles and 
eight rotor teeth as shown in figure 1).  

2 SRM Drive Control System 

The main concern about custom laboratory stand construction project was: securi-
ty, stability and low overall building costs. General structure of the drive system 
was presented on Figure 2. The drive project was an effect of compromised level 
of logic, galvanic and geometrical isolation blocks with potential source of elec-
tromagnetic interferences (EMI) from sensitive ones. As could be seen on the 
corresponding draw there was achieved full separation the high voltage part  
(Figure 3– HV) from low voltage (LV). More details about drive hardware  
construction details can be found in [3].  

 

Fig. 2 SRM drive general structure 
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Fig. 3 SRM drive control system structure 

Figure 3 shows a block diagram of the structure of the drive control SRM. The 
microprocessor system implemented algorithms: 

• phase current controller with proportional-integrating structure (PI), 
• drive speed controller (PI), 
• determining the speed based on the feedback signal asymmetric return, 
• determining the electronic commutation periods based on the actual value of 

the angle and phase synchronization signal, 
• shaft position estimation algorithm based on phase-locked loop (PLL), 
• detection of the sync point position of the rotor relative to the stator poles. 

2.1 Active Phase Detection and PLL Control Algorithms 

Figure 4 shows feedback signal shape. N (N corresponding to motor phase count) 
lines interface commonly used in electronic commutated motors (e.g. BLDC, SR 
motors with hall position sensors) was replaced there by single line binary code. 
Standard N lines interface binary combination directly gives information about 
motor active phase. Adequate solution for reduced, single line position feedback 
was introduced with utilization of its asymmetric nature (in the opposite to the 
incremental encoder). Signal could be decoded by its level and duration time. Four  
 

 

Fig. 4 Position feedback signal shape at constant speed 
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alphabet letters was taken into account to define signal shape (A, B, C, D – see 
Figure 4) that shown around in 12-elements cycles. Theoretically the alphabet was 
complex enough to detect the active phase (from all three motor phases) correlated 
to the rotor position.  

It follows that the cycle of each phase of the electrical modulation correspond-
ing to 4-element code, which should be determined in the numbering system. Se-
lected, 4-piece set of characters of code is easy to record. Just two bits would be 
enough. The signal corresponds to the class A is coded as 00b, B - 01b, 10b is C, 
while D - 11b. For the interpretation of the single phase code modulation, 8bit 
variable is sufficient. Mechanism of signal assign in one of four classes requires 
its logic state detection and pulse duration. Classification is, however, difficult as 
pulse duration is dependent on the actual speed. Detection of logic state seems to 
be clear, the impetus for classification to a group of "long" or "short" would not. It 
was assumed therefore, that the repeated signal shape of twelve pulse has a width 
of 18 quanta. The signals of class A and B have a width of two, and C and D of 
one quantum. In this way, the classification set strict limits the pulse width in rela-
tion to the period: 

 ݃ሺܮ ൌ 9, ܵ ൌ 18ሻ ൌ  భಽ ା  భೄ ଶ ൌ  ଵଵଶ   ൎ ହସ  (1) 

where: g-border classification, L-number of "long" pulses per period, S-number of 
"short" pulses per period. It could be seen, therefore, that the obvious method of 
classification derived from the same formula: 

 ߱ ൌ    , ݍ ൌ  ఠ   (2) 

  ൌ  ఋ  ൌ  ఋఠ    (3) 

where: ω - rotation speed, k - angle-velocity scaling factor (depending on the configu-
ration of the digital system), q - number of units of time in which there was a pure-
defined fixed rotation angle, p - absolute pulse width measured as the portion of the 
phase cycle, δ - the number of time units that defines the length of a single pulse. For 
such a defined problem, adopted solution of classification task will be simple: 

• if (p <= g) signal belongs to class C or D (clarified of logic state reading),  
• if (p > g) signal is a class A or B. 

String of four pulses stored in the form of 8-bit number allows for a relatively 
simple interpretation of the classification results. For example, the string coded as 
CBCD corresponds to the value 0x9B, ADAB = 0x31, CDAB = 0xB1. As could 
be seen, there are only three allowed strings from 256 combinations. It follows 
that the probability of detecting a false point of the phase-locked (system error) 
when the pulse misclassification occurred was: 

 ܲሺܧሻ ൌ  ଷସర ൌ  ଷଶହ ൌ  1,18 ሾ%ሿ  (4) 
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Fig. 5 Impulsator signal classification algorithm 

The feedback pulse classification algorithm was approximated in the diagram 
of Figure 5 (details about microcontroller implementation could be found in [2]). 
Abbreviations used were: CC - encoder signal period, CI - pulse duration, CIN - 
normalized (to the CC) pulse width, TIM4_OVF - interruption after a period of the 
feedback signal, EXTI – interrupt after edge detection AI, P - the classification of 
the analyzed pulse. Note the step: CCN = CC*5; CCN:= CCN>>6 (bit-shift oper-
ation), which corresponds to an optimized (which does not require time-
consuming division) operation 1/12 – see equation (1). 

 

Fig. 6 Microcontroller implementation of PLL structure 

In the proposed solution of feedback signal resolution increasing, the Phase 
Locked Loop (PLL) was used only as frequency multiplier of the reference signal. 
Very similar solution was described in [1], but presented system has four binary 
lines of the feedback system to use, which were not available in mechanical sim-
plified system which the paper was about. Additionally it could be said that pro-
posed in [1] solution becomes to DPLL (Digital PLL) class, fully hardware and 
digitally realized, where described implementation becomes to SPLL (Software 
PLL). 

There was an idea of the optimization and implementation of Phase Locked 
Loop (PLL) in embedded system presented in Figure 6 based on general model. 
As the start point there was the presumption made that controlled oscillator role 
would be taken by built-in STM32F1 system timer (TIM) clocked by constant 
frequency with programmable division block (DIV) and the register CNT. Be-
tween the next reference signals with frequency (fref) proportional to the rotor 
speed there were synchronized with fref impulses counting from zero to the set 
count – n (which was multiplication factor). Achieved in this method CNT value 
was estimated angle position to direct use in control algorithms. The DIV value 
was computed in connected (in comparison to base model) blocks PSD and LF, 

PSD + LF
software interrupt routine

ref

fset

f
out

CO
TIM

DIV
n f

out

fclk
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software realized in the system interrupt routine from external input signal – ref. 
As the time reference for phase shift there was the TIM register value taken. TIM 
register value with known DIV division factor and clock fclk could be used for time 
measurement. The actual time period (TACT) of the loop outgoing signal (fout) 
measured in the moment of ref interrupt routine handling (j – iteration) is equal to: 

 ்ܶ ൌ  ே்ೕ· ூೕೖ   (5) 

and the difference between the demanded time period and the real one (TDEL) 
computed from the equation: 

 ݁ ൌ  n െ CNT୨  (6) 

with the presumption of the error filtration for disturbances influence minimiza-
tion on control loop as follows: 

 ∆ ݊ ൌ ܭ ݁  ∑  ூܭ  ݁ୀ   (7) 

is equal to: 

 ܶாௌೕ ൌ  ∆ೕ · ூೕೖ  (8) 

and:  

 ܶாೕ ൌ ்ܶೕ െ ܶாௌೕ ൌ  ூೕ ሺCNTౠି∆ೕሻೖ  (9) 

To compute the new value DIVj+1 based on the current one equation  (9) 
should be transformed and solved as shown: 

 
ூೕ ሺCNTౠି∆ೕሻೖ  = 

ூೕశభ· ୬ೖ ܫܦ ,  ܸାଵ= 
ூೕ ሺCNTౠି ∆ೕሻ୬  (10) 

To optimize computing equation (10) and short division operation to one core 
clock the n value was set to 1024 to achieve enough resolution and reduce division 
by n to bit shift operation. There was used proportional-integral (PI) filter struc-
ture in the LF block with anti-windup algorithm of 2nd order. Appropriate gains: 
Kp and Ki values were set based on the article [4], where was proved that for the 
linear discrete model gains that gives stability and noise cancellation should be 
computed from the follow equations: 

ܭ   ܭூ  ൌ 1 , ூ  ൌܭ   ଶ  (11)ܭ 

Finally Kp = 0,62 and Ki = 0,38 values were taken as the LF block gains.  
When the PLL worked and the resolution of the position sensor was much im-

proved it becomes possible to implement further algorithms for optimal turn-on 
and turn-off angles for the corresponding excited phase. 
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The implementation of the PLL and motor synchronization algorithms in a ded-
icated SRM drive allowed meaningful comparison of conventional construction 
and powder material based motor by compensating inaccuracies of sensor. Impro-
per points of commutation would result drive dynamics and energy efficiency 
decrease. The development of algorithms based on the PLL loop resulted in the 
ability to control the advance angle of phase excitation and a significant enlarge-
ment of the drive achievable speeds and load torque.  

2.2 Experimental Results 

Figure 7 shows the real, recorded waveforms in sequence: 1 – PLL counter value, 
2 – phase current correlated with PLL counter, 3 – primary signal of the low reso-
lution encoder. Cursors: a and b marks software shift of the corresponding phase 
excitation moment. PLL counter value could be used to excitation offset as well as 
for turn-on angle advance what gives capability of wide range drive speed control 
at various load torque.  

  

Fig. 7 Phase excitation advance angle based on PLL algorithm 

  

Fig. 8 Active phase detection algorithm visualization 
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Figure 8 shows the algorithm of the motor active phase detection based on the 
encoder signal. It presents the follows: 1 - active phase of the digitized signal de-
coded in the way of proposed algorithm (3 levels corresponding to the phases A, B 
and C), 2 - selected motor phase current, 3 – reference, low-resolution encoder sig-
nal. On the basis of previous experiments, there was no algorithm error detected. 

3 Conclusions 

There were presented a new switched reluctance motor drive control system with 
real-time embedded system implementation example in the article. Genesis of the 
article, goals and motivation was shown in the begin. Drive control system – 
hardware and software domain were introduced with the focus on low-resolution 
position feedback signal utilization in high speed drive. Details about phase syn-
chronization and use of software phase locked loop were presented. Experimental 
results of embedded system implementation was shown to confirm the perfor-
mance of introduced algorithms. Proposed structure of the control system made 
drive capable of wide range speed control at various load torque in relatively 
cheap and simple construction. Literature in the field of PLL usage in SRM drive 
was analyzed to confirm the original approach of presented work. The proposed 
solution would provide one of the starting points for the design of advanced expert 
system of SRM drive control for fault tolerant control. 
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Abstract. In this paper, a single-stage full-bridge converter with auxiliary circuit 
elements which allow its main power circuit switches to operate with ZVS mode is 
presented. By creating dead time between power switches and working across, 
high frequencies which are the basis of the soft-switching are reached. Thus, more 
uniform output of system is obtained. In addition, it is observed that output 
rectifier diodes are exposed to parasitic oscillations. Experimental results obtained 
from the prototype with DC 180V input voltage, DC 45V output voltage and 
50kHz operation frequency are illustrated in the paper. 

1 Introduction 

The Switching techniques define the voltage and current conditions that are applied 
to the power switches in a switch mode full-bridge converter between conducting 
and non-conducting states. All power electronics applications include some 
switching methods. These methods are divided in two modes such as ‘Hard-
switching’ and ‘Soft-switching’ [1]. However, the traditional hard-switching 
converters have high dv/dt, di/dt in their operation which causes extreme 
Electromagnetic Interference (EMI). If switching converter is not controlled 
sufficiently, these EMI noise negative affects the operation of other circuit 
components [2-7]. Moreover, at high frequency in switching mode, EMI and 
switching loses increase and high voltage and current stresses consist of power 
switches [7]. For correcting these problems, soft-switching techniques are used in 
these converters [5-13]. Soft-switching have a lot of advantages such as; simple 
control, analysis, high efficiency, better performance of power switches and low 
EMI [6-10]. Soft-switching methods are divided to four classes that are Zero 
Voltage Switching (ZVS), Zero Current Switching (ZCS), Zero Current Transition 
(ZCT) and Zero Voltage Transition (ZVT) [12-14]. Therefore, the switching losses, 
peak voltage and switch current are reduced, which lead to small interference. 
Besides, the resonant converters can operate at high frequencies, the size of circuit 
can be reduced and the power density can be raised. The resonant converter 
produces the damped resonant signals using the LC components with switch voltage 
or current waveform shaped as sinusoidal [12]. These conceptions include some 
disadvantages that are more complex control circuit and the effect of parasitic 
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elements in the circuit performance. In order to overcome these disadvantages, 
various methods are derived [14-16]. The circuit can be operated at constant 
frequency so as to achieve better circuit performance. External capacitance can be 
used to turn-on and turn-off the switches with resonant inductance [12,16]. 

In this paper, the objective is to design and implementation a single-stage full-
bridge converter with auxiliary circuit elements which allow its main power 
circuit switches to operate with ZVS mode. 

The rest of this paper is organized as follows. In Section 2, the structure of a 
full-bridge soft-switching DC/DC converter and steady-state operations are 
detailed. Section 3 describes the equations and parameters of the designed system. 
The experimental results based on the prototype circuit are presented to verify the 
system performance in Section 4. Finally, conclusions are presented in Section 5. 

2 Circuit Configuration and System Analysis 

Driven with IGBTs (QA-QD), a full-bridge soft-switching DC/DC converter is 
shown in Fig. 1. 

QCQA

QB QD

CB CDDB DD

CCDCCADA

V0

C0

L0

D1 D2

LR

VIN

A

B

D3 D4

n

 

Fig. 1 Full-Bridge soft switching converter 

Main transformer provides the electrical isolation and voltage level conversion 
and it comprises one primary windings and one secondary windings with n turns 
ratio. The inductor Lr represents the leakage inductance of the transformer. Under 
steady-state operation, four operating stages within one of the switching cycle are 
shown in Fig. 2. [12-13]. 

a) Stage 1 (t0-t1): QA, QD are turned on. The primary current linearly increases. 
The input power is transferred through the high frequency transformer from the 
DC voltage source VIN [12-13]. 

b) Stage 2 (t1-t2): In this stage, QA is turned off and transformer primary current 
flows through CA and CB. At the same time, CA charges from 0V to VIN. 
Transformer winding capacitance and CB discharge. Voltage of QB and switch 
voltage VGE is zero [12-13]. 

c) Stage 3 (t2-t3): When this stage begins, QB and QC are turned on, load current 
flows through D2 and D3. At this time, the IGBT terminal voltage approaches zero 
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voltage and the primary current is zero. At the same time, output filter inductance 
stores the energy [12-13]. 

d) Stage 4 (t3-t4): Primary voltage flows through CC and CD. Primary current is 
charged to CD and discharged to CC. When the end of stage CD is charged to VIN, 
CC is discharged to zero [12-13]. 

 

Fig. 2 Operation waveforms of full-bridge soft switching converter 

Fig. 3. shows the equivalent circuits during a one period of steady-state operations. 

 
(a) (b) 

(c) (d)

Fig. 3 Equivalent circuits during a one period of steady state operations: (a) Stage 1 (t0-t1). 
(b) Stage 2 (t1-t2). (c) Stage 3 (t2-t3). (d) Stage 4 (t3-t4) 
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3 Parameters and Equations of the Designed System 

The equations of designed system are discussed in this chapter. The design 
parameters are listed as follow: PWM operation frequency is adjusted to 50kHz to 
achieve a stable system; DC input voltage and DC output voltage are set to 180V, 
45V, respectively and also, ETD-44-N27 ferrit core power transformer turns ratio 
and primary turns ratio is set such as n:4 and NP:32, respectively, by using Equation 
(1) and (2). The design parameters of the transformer are expressed as [2,16]:  

 NP=VIN.tON.104(Ae.∆B) (1) 

 n=NPRI/NSEC  and   VO=VIN/D (2) 

The resonant radian frequency (Wr) is related to the resonant components by the 
Equation (3): 

 Wr=1/(Lr/Cr)2 (3) 

The inductance and capacitance of the output filter are given as: 

 Lo=Vo.toff/∆I0 and C0=∆I0/(8.fs.∆V0)   (4) 

The resonant inductance is obtained from the transformer leakage inductance and 
the resonant capacitance Cr is computed from the IGBT output capacitance Coes. The 
transformer parasitic capacitor Cxmfr on the primary winding side is given as follow: 

 Cr=[8/3CoesCxmfr]   (5) 

The delay time is set to one-quarter of the resonant period:   

 td=tr/4=π(Lr/Cr)2/2   (6) 

As detailed, the energy stored in the resonant inductor must be greater than the 
capacitive energy required for the transition to occur within the allocated 
transition time. The governing equations are summarized below: 

 0.5Lr(IPri(min))
2>0.5Cr(Vin(max))

2 or   (7) 

                                  Lr(IPri(min))
2>Cr(Vin(max))

2          

Cr and VIN can be estimated for a given application, this term is a constant and Lr 
is quantified [2]. 

4 Experimental Results 

Full-bridge, soft-switching DC/DC converter main circuit based on DC 180V 
input voltage and DC 45V output voltage is designed and implemented as seen in 
Fig. 4. Operation frequency is adjusted to 50kHz. Also, switches of the bridge are 
driven at constant frequency and nearly 50% duty ratios with 4.40usn dead-times. 
Integrated UC 3875 circuit is used for control of power switches with PWM 
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signals. The transformer turns ratio is 4. Additionally, isolation system between 
control circuit and main circuit is provided by using HCPL-3120 opto-coupler. 
IRGP4PC50UD is used for IGBTs power switches (QA-QD). Experimental results 
are obtained by using DL OSC2CH100D digital oscilloscope. In the system 
output, the resistive load is used. 

 

 

(a) (b) 

Fig. 4 Experimental set-up: (a) Designed main circuit. (b) Experimental environment 

Experimental results are presented in the form of photo images by using the 
interface program of the oscilloscope. Fig. 5 (a) shows gate-emitter (VGE) and 
collector-emitter (VCE) voltages of power switch QB obtained the experimental set-
up. Transformer primary of the voltage (Vp) and current (Ip) are given in Fig. 5 
(b). System output is given in Fig. 6 (a). Finally, PWM signals of the QA-QD and 
QB-QC are shown in Fig. 6 (b) in the form of captured photo image.   
 

 
(a) (b) 

Fig. 5 (a) VGE-VCE voltages of the QB. (b) Waveforms the transformer primary voltage (Vp) 
and current (Ip). 
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 15.4V

Period uS

39us

PK-PK V

5V/div 10ud/div

dead-time

QB - QC

QA - QD

 
(a) (b)  

Fig. 6 (a) System output of full-bridge soft-switching converter. (b) PWM signals QA-QD 
and QB-QC of the opto-coupler. 

Obtained from the prototype at DC 180V input voltage and approximately DC 
45V output voltage, VGE and VCE voltages of the power switches are reached to 
15V and 182V, respectively. In the waveforms of experimental studies, by creating 
dead time between power switches and working across, high frequencies which 
are the basis of the soft-switching have been reached. 

5 Conclusions 

In this paper, a single-stage full-bridge converter with auxiliary circuit elements 
which allow its main power circuit switches to operate with ZVS is presented. The 
features of this converter include soft-switching mode for all switches and fixed 
frequency operation. The design guidelines of the converter and experimental 
results are given, respectively. The feasibility of the proposed converter is verified 
experimentally at 50kHz operation frequency. The proposed converter is very 
suitable and has good performance for medium power and high efficiency DC/DC 
converter such as power supply. When the obtained experimental results are 
evaluated, it is considered for the control of SMPS that the effectiveness of the 
circuit can be increased by using microprocessor, microcontroller, DSP, etc. 

Future research will focus on more robust circuit converter design for high 
power systems.  
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Abstract. The paper deals with the theoretically derived sensitivity of the torque 
characteristics to individual substituting circuit parameters of the induction ma-
chine. It is considerably difficult to find the coincidence between the measured 
and calculated torque characteristics of the induction machine. It is caused by the 
implementation of several simplifying assumptions during the derivation of the 
torque characteristics. All of substituting circuit parameters are considered as con-
stants when deriving characteristics. However, those assumptions don’t meet with 
the real machine behavior. Particularly, skin-effect and temperature rise during 
measurement cause change of resistors values. Those changes afterwards lead to 
inaccuracy of characteristics comparison. 

1 Introduction 

It is known that attainment of the ideal coincidence between measured and calcu-
lated torque characteristics of the induction machine is considerably difficult. Devia-
tions are caused by the change of the resistances due to skin-effect and especially 
due to temperature rise of windings during the measurement. It is also known that 
these torque deviations cannot be explained just only by the change of resistances. 
Articles [4], [5] deal with the measurement of the induction machine torque charac-
teristics. Any problems and measurement results are discussed in article [3]. Article 
[2] deals with the identification of the substituting circuit parameters. 

Therefore the sensitivity analysis of the torque characteristics to individual 
elements of induction motor substituting circuit was performed in this article. The 
analysis will be presented on the ordinary produced machine AOM 090L02-016, 
2.2 kW, 2p = 2, 3 × 400V, 50 Hz. 

2 Substituting Circuit of the Induction Machine 

The substituting circuit of the induction machine in the form of the Г-network (see 
Fig. 1.) was chosen for the purpose of the sensitivity analysis. Purposely was not 
used T-network, because in [1] is shown that Г-network is absolutely full-blown 
and equal when comparing it with T-network. 
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Fig. 1 Substituting circuit of the induction machine in the form of the Г-network 

The calculation of the sensitivity analysis will be based on the following torque 
characteristics equation of the induction motor which was derived for the Г-
network: 
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In the displayed equation occur following parameters: rotor resistance R, stator 
winding resistance R1, resistance RFe respecting iron losses, magnetizing induc-
tance L1 and leakage inductance L2. All of these parameters have its significant  
influence on the final torque characteristics. The Table 1. shows values of these 
parameters for motor AOM 090L02-016, 2.2 kW, 2p = 2. 

Table 1 Substituting circuit parameters values 

parameter name unit value 

R [Ω] 2.245 

R1 [Ω] 2.910 

RFe [Ω] 982 

L1 [H] 0.387 

L2 [H] 0.019 

3 Sensitivity Analysis of the Torque Characteristics 

Sensitivity of the torque characteristics to the chosen substituting circuit para-
meter is calculated as the partial differentiation (partial derivative) of the torque 
characteristics, i.e. (1), according to the selected parameter. 

3.1 Sensitivity of the Characteristics to the Rotor Resistance R 

It is appropriate to formally transform (1) into the following shape: 
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Sensitivity to the change of the resistance R is determined as the derivative of (2) 
by the variable R: 
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The term ( RT ∂∂ / ) can be called as the absolute sensitivity. The absolute sensi-
tivities to another parameters, e.g. ( 1/ RT ∂∂ ), ( 1/ LT ∂∂ ), can be determined by the 

similar way. However, the problem arises in the case when we want to compare the 
individual absolute sensitivities mutually. This is the reason why we are interested in 

the relative sensitivity
R

R
T

∂∂ , i.e. the sensitivity to the relative change ( RR /∂ ) 

of the resistance R. We can obtain this sensitivity by the modification of (3): 
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Equation (4) is graphically displayed in the Fig. 2. The figure shows that sensi-
tivity is negative for the slip s = 0 to 0.34, i.e. to the critical torque. Therefore, in 
this area decreases torque if the rotor resistance increases. 

In the following subchapters 3.2 to 3.5 are similarly derived and displayed sensi-
tivities to the remaining parameters R1, RFe, L1, L2. The Fig. 7. in the conclusion 
graphically summarizes performed sensitivity analysis of the torque characteristics. 

 

Fig. 2 Sensitivity of the torque characteristics to the relative change of the resistance R 
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3.2 Sensitivity of the Torque Characteristics to the Relative 
Change of the Rotor Resistance R1 

Sensitivity to the relative change of the resistance R1: 
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where K1,R1 is constant: 
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Fig. 3 Sensitivity of the torque characteristics to the relative change of the resistance R1 

Fig. 3. shows that machine torque decreases if the stator resistance increases 
(due to increasing temperature). This negative effect is observable in the whole 
range of the slip s. 

3.3 Sensitivity of the Characteristics to the Resistance RFe 

Sensitivity to the relative change of the resistance RFe: 

( )( ) ( )
( )( )[ ] Fe222

1
2
2

222
1

2
1

2
2

2
11FeFe,1

2
Fe

22
1

2
2

222
1Fe

2
1

2
2

2
11

2
Fe

2

Fe
Fe 22

2223
R

sRLRRsRLRsRRRRKR

sRLRRRsRLRsRRRRpsRU
R

R

T

R ωω

ωω
ω +++++

++++
=

∂
∂ , (7) 

where K1,RFe is constant: 
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Fig. 4 Sensitivity of the torque characteristics to the relative change of the  resistance RFe 

Fig. 4. shows that sensitivity to the respecting iron losses resistance is positive 
in the whole range if the slip. This means that machine torque increases if the 
resistance RFe increases too. On the other hand it is obvious that sensitivity to the 
resistance RFe has no effect to the torque characteristics. 

3.4 Sensitivity of the Characteristics to the Magnetizing 
Inductance L1 

Sensitivity to the relative change of the magnetizing inductance L1: 
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where K1,L1 is constant: 
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Fig. 5 Sensitivity of the torque characteristics to the relative change of the inductance L1 
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Fig. 5. shows that inductance L1 has insignificant effect to the torque characte-
ristics. Sensitivity to the magnetizing inductance parameter is positive in the 
whole range of the slip s. The rise of the magnetizing inductance causes the 
growth of the torque. At same time this sensitivity is much smaller than sensitivity 
to the stator or rotor resistance. 

3.5 Sensitivity of the Characteristics to the Leakage Inductance L2 

Sensitivity to the relative change of the leakage inductance L2: 
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where K1,L2 is constant: 
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Fig. 6 Sensitivity of the torque characteristics to the relative change of the inductance L2 

Fig. 6. shows that sensitivity to the leakage inductance parameter is negative in 
the whole range of the slip s. At the same time it is obvious that sensitivity to the 
leakage inductance L2 is the greatest of all. 

4 Conclusions 

In previous chapters were derived and displayed sensitivities to the parameters R, 
R1, RFe, L1, L2 of the substituting circuit of the induction machine. The results are 
graphically summarized and compared in the Fig. 7.  
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Fig. 7 Comparison of sensitivities of the torque characteristics to the relative changes of  
induction machine substituting circuit elements 

It is well known that deviations between measured and calculated torque charac-
teristics cannot be explained just only by the change of the stator and the rotor resis-
tances. Presented analysis confirms the characteristics sensitivity to both resistances. 

Additionally, it is very interesting that the torque characteristics is strongly de-
pendent on the leakage inductance. Therefore, it is possible that the change of  
the leakage inductance can be responsible for the characteristics deviations. This 
possibility will be studied in the following experiments. 
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Abstract. This article deals with application of fractional calculus in a model of a 
DC motor. The basic assumption of fractional calculus is that the classical deriva-
tive can be generalized to non-integer one. The basic definitions of fractional cal-
culus are presented. The fractional model of DC motor is simulated by a numerical 
scheme based on a Grünwald-Letnikov derivative. Possible usage of fractional 
calculus is shown for modeling a friction in electric machines. 

1 Introduction 

The simulations of DC motor with permanent magnets are well-known for almost 
everyone who deals with the control theory. Aim of this article is to explore the 
possibilities to apply the fractional calculus on generally known model of DC 
motor. The fractional calculus means, in brief, the substation of the classical in-
teger derivative with the non-integer derivative. There is used its main feature to 
describe systems with a non-linear time dependencies, e.g. hysteresis. 

The fractional calculus may be used for the description of memory and heredi-
tary properties of various materials and process. In last decades, the fractional 
calculus was used in many scientific disciplines, for example: analysis of a projec-
tile motion [1], analysis of an electrical skin effect [2], analysis of a fractional 
capacitor [3], control theory [4] and many more. 

2 Fractional Calculus 

The fractional calculus is a generalization of terms differential and integral and 
their unification. In fact, fractional calculus dealt with integrals and derivatives of 
arbitrary real order q ∈ R, see [5, 6]. The continuous integro-differential operator 
is defined as: 
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where a and t are the bounds of the operation.  
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The most used analytical definitions of fractional calculus are: 
•  Riemann-Liouvill definition 
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• Caputo definition 
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Relation between Riemann- Liouvill derivative and Caputo derivative is: 
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where Γ(⋅) is Euler’s Gamma function [7]. 
The simulation of DC motor is done on base of numerical definition given by 

Grünwald-Letnikov derivative: 
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The Grünwald-Letnikov derivative coincides with the Riemann-Liouvill deriva-
tive in case that function f(t) is (n-1)-times continuously differentiable on interval 
[a, T] and that f (n)(t) is integrable on [a, T] for a < t < T. These conditions are ful-
filled for all quantities measured in DC motor (voltage, current, speed and so on). 

General numerical solution of the fractional differential equation: 

( ) ( )[ ]ttyftyq
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can be expressed with help of (4) as: 
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where tk = h⋅k is discretized time, h is time step and cj
(q) are binomial coefficients: 
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It is important to note that in case of q = 1, 2, … the equation (7) represents 
simple numerical integration of differential equation (6). Above mentioned numer-
ical scheme may be simple used even for system of differential equations. 

Main draw-beck of (7) is caused by the second term on the right side. It is ob-
vious that the computational demand of the binomial coefficient computation is 
very high for small step h (k ≈ 1/h). 

In further text, we assume the lower boundary a = 0 and the integro-differential 
operator is further written without the left subscript a. 
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3 Model of DC Motor with Permanent Magnets 

Fig. 1 shows an equivalent circuit for DC motor with permanent magnets. Mean-
ing of symbols: Ua is armature voltage, ia is armature current, Ra is armature resis-
tance, La is armature inductance, Vi is induced voltage, ω is angular velocity, Ti is 
electromagnetic torque, TL is load torque, J is total moment of inertia. 

Ra

ia

V a

L a

V i

 ω, T i ,T L , J

 

Fig. 1 Equivalent circuit for DC motor 

Motor parameters are shown in Table 1. These parameters were identified for 
DC motor manufactured by Dynamo Sliven – model PIVT 6-25/3A 90W. 

Table 1 Parameters of DC motor  

parameter name unit value 

Ra [Ω] 2.13 

La [mH] 4.84 

cφ [V.s] 68.3×10-3 

J [kg.m2] 114.8×10-6 

TL [N.m] 60.8×10-3 

Ua [V] 14.0 

 
The induced voltage can be calculated as: 

,ωφ ⋅= cVi
 (9)

where cφ is motor constant. 
The electromagnetic torque can be calculated as: 

aicTi ⋅= φ  (10)

Differential voltage equation can be constructed according to Fig. 1: 
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Equation of motion has the form: 
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Transition from integer order differentiate to non-integer order is done by sim-
ple change of used operator in (11) and (12). We get the fractional order model of 
DC motor: 
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and 

( ) ( ) ( )[ ]La

1

d

d
D

2

2

2 Ttic
Jt

t
t q

q
q
t −⋅=≡ φωω  (14)

These equations can be solved by numerical scheme according to (6) ÷ (8): 
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The simulations of system (13) and (14), resp. (15) and (16) are done for three 
different cases: 

• q1 is non-integer and q2 is integer 
• q1 is integer and q2 is non-integer 
• q1 and q2 are non-integer 

3.1 Model of DC Motor with Fractional Inductance 

Model of DC motor with fractional inductance is simulated for q1 ∈ {0.8, 0.9, 1, 
1.1, 1.2} and q2 = 1. 

Fig. 2 shows armature currents a motor speeds transition during motor plugging 
to power source 14 V. The armature current is about 0.89 A and motor speed is 
about 1662 rpm in steady-state. The steady-state parameters are almost equal for 
all simulation with different values of differential order q1. These differences are 
mainly caused by numerical solution, i.e. time step h is too big; time steep was 
0.0001 in our case. The simulations for non-integer q2 have about the same curves  
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and therefore they are not shown. The simulation with fractional differentiation 
mainly influences the dynamics of DC motor.   

Fig. 3 shows a detail transition during motor plugging with fractional induc-
tance. The influence of fractional inductance is almost negligible in case of motor 
speed. On the other side, the armature current is highly influenced by change of 
differentiate order q1. An increasing of the order q1 causes an increasing of elec-
trical time constant, i.e. ratio La/Ra. 

3.2 Model of DC Motor with Fractional Torque 

Model of DC motor with fractional torque is simulated for q1 = 1 and q2 ∈ {0.8, 
0.9, 1, 1.1, 1.2}. 

Fig. 4 shows a detail transition during motor plugging with fractional torque. 
A increasing of the differentiation order q2 causes an increasing of mechanical 
time constant, i.e. ratio La⋅J/cφ 2. Practically it means that change of fractional 
order q2 simulates some kind of friction in the machine. The mechanical time 
constant increase, i.e. motor start is slower and current waveforms correspond 
to this. 
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Fig. 2 Current and speed transition during plugging – fractional inductance 
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Fig. 3 Current and speed transition during plugging – fractional inductance – detail 
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Fig. 4 Current and speed transition during plugging – fractional torque – detail 
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Fig. 5 Current and speed transition during plugging – fractional inductance and torque 

3.3 Fractional Model of DC Motor 

Model of DC motor with fractional torque is simulated for q1 and q2 ∈{0.8, 0.9, 1, 
1.1, 1.2}. 

Fig. 5 shows a detail transition during motor plugging with fractional induc-
tance and torque. Combination of both the above mentioned changes in DC motor 
model causes almost linear superposition of their influences, i.e. an increasing 
electrical and mechanical time constants. 

4 Conclusions 

The aim of this article led in a presentation of the fractional calculus for modeling 
a DC motor with permanent magnet. 

There are studied three different models of DC motor: 

• model of DC motor with the fractional inductance – Increasing of the 
fractional order causes an increasing of electrical time constant. 

• model of DC motor with the fractional torque – Increasing of the frac-
tional order causes an increasing of mechanical time constant. 

• fractional model of DC motor 

Further work may be aimed in modeling and identification of a friction by frac-
tional calculus in rotational electric machines. 

q1,2 = 1 

q1,2 = 1.2

q1,2 = 1

q1,2 = 1.2
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Abstract. This paper deals with finite element method analyses, shortly FEM, of 
electro-magnetic vibration energy harvester in Ansys Maxwell environment. De-
velopment and simulation modeling of energy harvesting devices is presented long 
time by our mechatronic team and several successful harvesters were tested in 
industrial applications. The adequate simulation model is fundamental for devel-
opment of a successful industrial application of the electro-magnetic vibration 
energy harvester due to complexity of this mechatronic system. The presented 
approach of simulation modeling is based on complex FEM analyses in Maxwell 
environment and it provides useful tool for precise simulation modeling of devel-
oped energy harvesting applications.  

1 Introduction 

The paper deals with finite element method analyses of electro-magnetic vibration 
energy harvester in Ansys Maxwell environment, shortly FEM. The electro-
magnetic vibration energy harvester is mechatronic system [1] which harvests 
electrical energy from ambient mechanical vibrations [2]. The harvester consists 
of a spring-less resonance mechanism, magnetic circuit, self-bonded coil and 
power management electronics with powered electrical load and energy storage 
element [3]. The precise design of vibration energy harvester parameters is fun-
damental for correct operation due to resonance mode operation [4]. FEM analys-
es provide useful tools in development process of the electro-magnetic vibration 
energy harvester and the efficient energy harvesting device can be developed. 
There are analyses of magnetic stiffness in spring-less resonance mechanism, 
analysis of magnetic field through coil, induced voltage simulation and complex 
electro-magnetic model in ANSYS Simplorer can be solved. The used FEM  
analyses of this complex electro-magnetic device are presented in this paper. 
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2 Electro-magnetic Vibration Energy Harvester 

The developed electro-magnetic vibration energy harvester, Fig. 1, use ambient 
mechanical vibrations to harvesting of electrical energy in aeronautic applications 
[5]. This device is used as autonomous source of energy for wireless sensors. The 
harvester has operation frequency 17 Hz and maximal output power is 40 mW. 
Weight of this device is 125 grams in volume 80 cubic centimeters. 

 

Fig. 1 Developed Electro-Magnetic Vibration Energy Harvester -17 Hz – 40 mW 

Basic part of the vibration energy harvester, shown in Fig. 2 and presented in 
paper [6], is the resonance mechanism (seismic mass m suspended on magnetic 
spring k with damping b) with the suitable electro-magnetic converter (oscillating 
magnetic circuit against fixed coil L with inner resistance RC) and the electronics 
(resistance of electrical load RL). The simplified diagram of generator is shown in 
Fig. 2 a) schematic diagram of a simplified linear system is shown in Fig. 2 b). 

 

a)    b) 

Fig. 2 a) Simplified diagram of harvester; b) Schematic diagram of physical model 

During development process of this mechatronic device the simplified simula-
tion model in Simulink [7] was used and harvester parameters were designed on 
the base of this Simulink model. There were several magnetic properties which 
were simulated as constant function and the simulation results were distorted [8]. 
Therefore the FEM model is used for correct predict of the magnetic model and 
appropriate model can be used for a future optimization study. This simulation 
modeling of the electro-magnetic energy harvester is presented in this paper. 
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3 Ansys Maxwell Model of Electro-magnetic Harvester 

FEM model of the electro-magnetic vibration energy harvester was created, Fig.3, 
in Ansys Maxwell environment. This model consists of a moving seismic mass of 
harvester (arm with moving stiffness magnets and magnetic circuit), fixed stiff-
ness magnets and fixed coil. The parameters and dimensions were used for the real 
harvester, Fig. 1, and rare earth magnets are used. On the base of FEM analyses 
the energy harvester model will be improved and consecutively the model will be 
used for precise optimization study. 

 

Fig. 3 Electro-magnetic Vibration Energy Harvester in Ansys Maxwell 

3.1 Magnetic Flux Analysis of Magnetic Circuit 

Magnetic flux in the FEM model was analyzed and results in cross-section are 
shown in Fig. 4. The results of this analysis in coil area can be used as precise 
input electro-mechanical model which simulates induced voltage due to Fara-
day’s Law. Spread of magnetic flux through coil during moving of the arm with  
magnetic circuit affects amplitude and shape of induced voltage. 
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Fig. 4 Calculated Magnetic induction B in Harvester Cross-Section 

3.2 Magnetic Stiffness Analysis  

The fundamental issue of the vibration energy harvester is analysis of a stiffness 
characteristic. The stiffness and seismic mass ration determines operation reson-
ance frequency of the harvester. This frequency is tuned up to dominant frequency 
in mechanical system, where our harvester generates useful electrical energy. 

a) b) 
 

Fig. 5 a) Simple model of moving and fixed stiffness magnets and analyzed characteristic; 
b) Detail of Mesh Cross-Section of 3D Vibration Energy Harvester Model 
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The stiffness of this device is provided by set of repelled rare earth magnets, 
which are fixed and moving with seismic mass of the harvester arm. This set of 
magnets provides non-linear spring less stiffness and this stiffness characteristic 
can be analyzed in simple 2D model with fixed and moving magnets. It is shown 
in Fig. 5 a). The stiffness characteristic was usually used as a linear stiffness in 
previous Simulink models. This analysis can provide precise non-linear system 
behavior and the model of this non-linear resonance system can predict harvester 
behavior with shifting with frequency of input excited vibrations. It can affect 
excided movement and thereafter it affects harvesting of electrical energy. 

There is way to use of the 3D FEM model for stiffness analyses. This model is 
shown in Fig. 5 b) and it can provide the similar stiffness characteristic but this 
model can be used in combination with another analysis, like analysis of oscillated 
arm moving, analysis of induced voltage, analysis of connected power electronics, 
etc. 

3.3 Induced Voltage Analysis  

Mechanical vibrations cause relative oscillation of seismic mass with magnetic 
circuit against coil and the induced voltage can be analyzed for different velocity 
in Ansys Maxwell. The 3D FEM model, which is shown in Fig. 5 b), can be used 
for this analyses and the effect of magnetic flux through coil can be observed for 
different amplitude and velocity of relative oscillating movement. 

The velocity and amplitude of movement can be prescribed in simulation prop-
erties. However, the effect of connected electronics (resistance load) can be simu-
lated in complex FEM model of the electro-magnetic vibration energy harvester. 
This model is schematically shown in Fig. 6 and the charts of induced voltage are 
shown there. 

3.4 Complex Analysis of Electro-magnetic Vibration Energy 
Harvester in Ansys Simplorer 

Ansys Simplorer is simulation tool which can be integrated in Ansys environment 
and this tool can connect results from individual analyses to one complex model 
with mutual feed-backs. The schematic diagram of the presented complex model 
of the electro-magnetic vibration energy harvester is shown in Fig. 6. 

This model in Ansys Simplorer is excited by model of ambient mechanical vi-
brations and the resonance mechanism with calculated magnetic stiffness provides 
relative movement of the magnetic circuit against fixed coil. This movement of 
magnetic parts is connected with Ansys Maxwell model and induced voltage is 
solved in Ansys Maxwell environment due to Faraday’s Law. Basic electric laws 
are calculated and the harvesting of electrical energy provides feed-back to model 
via electro-magnetic damping forces. This complex model provides useful tool for 
design of harvester parameters and development of a new harvesting devices.  
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Fig. 6 Model of Electro-Magnetic Vibration Energy Harvester in Ansys Simplorer  

4 Conclusions 

The simulation modeling of the designed electro-magnetic vibration energy harve-
ster is very important step in the development process, mainly in the field of ener-
gy harvesting. FEM model of this mechatronic device in Ansys Maxwell envi-
ronment provides useful tool for development of energy harvesting systems.  

The presented approach based on the FEM analyses of the developed harvester 
is very useful for developing of new electro-magnetic vibration energy harvesters. 
On the base of customer’s requirements the FEM model of the electro-magnetic 
vibration energy harvester can be optimized [9]. There is very interesting opportu-
nity to use this mechatronic device in aeronautic, automotive and heavy industry 
applications for energy harvesting from ubiquitous mechanical shocks [10]. 

Furthermore this approach can be used for precise simulation of electro-
magnetic phenomena inside our harvester. It provides useful tool for simulation of 
electronics behavior, which dramatically affects harvested power. The presented 
simulation modeling of electro-magnetic vibration energy harvester could be very 
interesting with increasing of calculation power of present work stations.  
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Abstract. This paper is a follow-up to issued results of the Research Intention at 
the Department of Air Defence Systems that were performed and published in 
period 2011 and 2013. The paper deals with practical experiments which have 
been performed in order to bring some evidences about possibilities estimating 
angular positions of the stationary target by using visual odometry. The single 
visual camera and the target have been used to estimate angular position and angle 
of rotation of the target in the laboratory conditions at short distances. Mainly the 
paper describes the results of performed experiments and possibilities reduction of 
errors caused by optical system of camera (e.g. field deflection). 

1 Introduction 

The Department of Air Defence Systems has an experience in construction of 
robot weapon systems and tried to develop one’s potential all the time. The re-
search and science tasks that have been solved here contain the individual parts 
from construction of chassis through sensor systems, intelligent control system 
etc., for more information see [5].  

We want to acquire abilities to design the robot systems for military applica-
tions by means of our project RI-K208 [6]. We put stress on:  

• the field of control of robots, i.e. from the direct and indirect (off-line) con-
trol up to online control when the robot adapts the changing outer conditions 
by means of sensors; the control of handling mechanism; navigation of robot 
in unfamiliar environment; autonomous motion in the unfamiliar space and 
cooperation of group of robots to fulfil the joint action; 

• the field of sensor signal processing, i.e. use of simple and complex optical 
sensors, camera subsystems, ultraviolet or laser scanning; recognition of im-
age, fusion of signal from sensors, location, obstacle detection, recognition 
of action etc. 

With the last mentioned point we have arranged several experiments at the field 
of distance and angular measurement of stationary target by single visual camera 
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in laboratory conditions. We wanted to estimate the distance and angular position 
of a target by using visual odometry. For these estimations we used a single cam-
era and a reference target. Photos were taken to obtain the coordinates of reference 
points on the target surface. The coordinates obtained were used in optical equa-
tions to estimate position of the target in the space. For detail information see [2], 
[3] and [4]. These practical experiments establish a basis for the implementation 
of the positioning algorithm into navigation subsystem of swarm robots. 

The important problem of velocities of objects and a robot is not solved in these 
papers because first of all, we focused on “simple” position problem only [7]. The 
research task will be continuing by solving this velocity problem in close future. 

This paper follows the time-line described in the papers [2], [3] and [4] and pub-
lished at the IEEE 15th International Conference Mechatronika 2012, journal Ad-
vance in Military Technology and 3th International Conference of Military Technol-
ogy 2013. In the papers’ conclusions [2], [3] and [4], the general experience and 
conclusions of the experiment are mentioned to enhance experiment results: 

1) to find suitable parameters of camera or prime lens with the fixed focal 
length, i.e. focal length, F-number and light condition; 

2) experimentally to find proper size of base b, sensor dimension and resolu-
tion; 

3) to propose suitable algorithm for automatic photo processing of image, 
thereby to eliminate attitudinal error of observer-man that caused by evalua-
tion of image base b'; 

4) to find appropriate filters of automatic evaluate software FORM1 for error-
less recognition of reference points and errorless determination of different 
wrong points. 

Now we can say that some described tasks we solved successfully [points 1) to 
3)]. We have been working on improving software FORM1 characteristics in these 
days [points 4)].  

This paper is focusing on measuring of angular position of target by single vis-
ual camera. We want to know the answer to following question:  “Is it possible to 
use single visual camera for angular position measurement of targets?” What the 
error measuring angular position of targets? 

It knows that there is some problem with optical measuring (especially range) 
when the line of sight of measuring device and referent surface of target is not 
perpendicular. We have design some algorithm to reduce of mentioned influence. 
It is very useful for automatic evaluation of target position, e.g. at swarm robots. 

2 Experiment Background and Results 

This section describes theoretical background of the realized experiments that try to 
find primary errors of angle measurement and secondarily the mathematical descrip-
tion measured distance variation that influenced by turning of reference target  
surface when the line of sight of measured device and referent surface of target is 
not perpendicular. So received mathematical description will be able to realize  
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regressive evaluation/correction of measured distance to real “right” distance. Our 
aim is to implement this algorithm to automatic swarm robot sensor system.  

We used the same experiment basic optical scheme as in works [2], [3] and [4] 
for evaluation optical parameters. It means that we measure the distance by 
evaluation of a telemetric triangle with the base on object plane, so called stadi-
metric (reticular) rangefinder with fixed base in object plane. The principle layouts 
of realized main two experiments A and B are on the Fig l. 

 

Fig. 1 Principle layout of experiment A and B 

2.1 Description of Experiment A 

Layout of experiment A is on the Fig. 1 (left side). The experiment was focused on 
algorithm of regressive evaluation/correction of measured distance. The values of 
quantities as known distance l and angle θ of rotation of model target were pre-
conditions of the experiment A, see Table 1. We determined a rate between hori-
zontal b’ and vertical abscissa c’, see Fig. 2, by Eq. (1). Constant value of the rate k 
for variable distance l is theoretical hypothesis this experiment.  

 

Fig. 2 Model of the target measured quantities 
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 ݇ ൌ ᇲᇱ. [-] (1) 

Table 1 Calculated values of the rate k for variables angle θ and distance l 

k [-] 

θ [°]  l [m] 1.00 2.00 3.00 4.00 5.00 

0.00 1.66 1.66 1.66 1.66 1.66 

14.05 1.62 1.61 1.61 1.61 1.61 

26.51 1.51 1.49 1.49 1.49 1.48 

44.96 1.20 1.18 1.16 1.17 1.17 

56.26 0.95 0.92 0.93 0.91 0.92 

63.39 0.77 0.74 0.74 0.75 0.74 

 
From determined values of rate k is evident that our enter experiment hypothe-

sis is fulfil. Values of the rate k are approximately constant for all change dis-
tances l and given constant value of angle θ. Shape of the curves we can see on 
Fig. 3. 

Angle of rotation is possible calculate by theoretical function 

௧ߠ  ൌ ݏܿܿݎܽ ቀᇲᇱ · ଵቁ [rad] (2) 

where: b’ is length of horizontal line in pixel, c’ is length of vertical line in pixel 
and ko is the rate between horizontal and vertical line for zero rotation. In this case 
ko= 1.66. 

 

Fig. 3 Rate k = b' / c' as a function of angle of rotation θ and distance measurement l 
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The second way to calculate of this angle θ is e.g. by polynomial function 

ߠ  ൌ  െ141.01 · ݇ହ  545.84 · ݇ସ െ 682.42 · ݇ଷ  
                                 190.03 · ݇ଶ  139.88 · ݇      ሾrad] (3) 

Calculated values of angles of rotation with using Eq. (2) and (3) are presented 
in the Table 2.  Used measured distance was l = 4 m. We can see that method of 
approach by Eq. (2) is on the one hand simpler and as well as more exact than 
Eq. (3) one, especially for small angle of rotation θ (to about 30°). So, we decided 
to use Eq. (2) for implementation to regressive algorithm of evaluation/correction 
of measured distance to real “right” one. 

Table 2 Values of angles θt and θp, and errors of approach algorithms by Eq. (2) and (3) 

k [-] 1.66 1.61 1.49 1.17 0.91 0.75 

θ t [°]; Eq. (2) 0.00 14.10 26.15 45.19 56.76 63.14 

δθ t [°]; Eq. (2) - -0.34 0.50 -0.74 -1.01 0.31 

θ p [°]; Eq. (3) 0.83 12.34 27.60 44.43 56.64 63.24 

δθp [%]; Eq. (3) - 12.17 -4.14 1.16 -0.69 0,24 

2.2 Description of Experiment B 

An arrangement of experiment B is on the Fig. 1 (right side). The experiment was 
dedicated to evaluate ability measure the position angle of target by single camera. 
The target is moving on the left line (Line 1) and on right one (Line 3) outside the 
optical axes. The central line is Line 2. Target change the position between 3.5 
and 6 meters. Angle β is established as relation between distance of target, and 
center of target and optical axes by equation 

ߚ  ൌ ᇲሾሿᇱ ݃ݐܿݎܽ  , [rad] (4) 

where b’[mm] is given by Eq. (5), f ' is focal length of camera lens (18 mm), CCDx 
= 23.7 mm is a dimension of sensor in direction x, CCDx = 3008 px is a resolution 
of sensor in direction x.  

 ܾᇱሾ݉݉ሿ ൌ ܾᇱሾݔሿ · ೣ ሾሿೣ ሾ௫ሿ  (5) 

 



384 R. Doskocil, V. Krivanek, and A. Stefek 

Table 3 Values of the angles - θreal real one and θmeasured measured one 

Line 1   

l [m] 3.50 4.00 4.50 5.00 5.50 6.00 

θreal [°] 29.75 26.62 24.00 21.81 19.98 18.47 

θmeasured [°] 29.65 26.58 24.04 21.86 20.13 18.60 

δθ [%] 0.32 0.16 -0.18 -0.24 -0.75 -0.73 

Line 3 

l [m] 3.50 4.00 4.50 5.00 5.50 6.00 

θreal [°] 29,74 26.54 23.43 21.79 19.97 18.40 

θmeasured [°] 29.52 26.47 23.90 21.81 20.05 18.51 

δθ [%] 0.72 0.26 -1.99 -0.08 -0.36 -0.62 

 
Courses of error δθ are presented on the Fig. 4. Average value of error for the 

Line 1 is 0.34 % and for the Line 3 average value of error is 0.24 %. One value 
(1.99 %) from Line 3 is out of gotten range of accuracy. It was caused by acciden-
tal influences or subjective matter. 

 

Fig. 4 The courses of error of angle measurement 

3 Conclusions 

The paper deals with the using of single camera to measurement of angles. The 
presented achievements are valid only for an exact type of camera in combina-
tion with a particular lens. Nevertheless, the conclusions are generally valid. 

Our practical experience has proved that the optical angle measurement by  
single visual camera is possible and implementable for current course in robotics – 
swarm robotics. We are able to measure angle position of target(s) with appropriate  
accuracy.  
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We found out that arithmetic mean of error of measured angle is 0.34 % or 
0.24 %. Next we found out the suitable regressive algorithm (Eq. 2) of evalua-
tion/correction of measured distance to real “right” one for implementation to 
sensor subsystem of swarm robotics. 

Finally, we can say that used method is suitable and sufficiently accurate for 
angle position measurement of objects and it gives of high quality results. 
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Abstract. One of the most important problems present in an industrial coal-fired 
heating devices is how to remove the soot and ash remains deposited inside the 
heating system. Traditional methods require the boiler to be switched off during 
the cleaning. An alternative is to remove such remains using high energy beam of 
acoustic energy. A simple acoustic generator with tubular resonator was built for 
the purpose. In the paper the control system for the generator was also described. 
The system used both accelerometer and microphone as a sound and vibration  
level sensors. 

1 Introduction 

Modern heating systems, especially coal-fired boilers very often have remarkable 
efficiency problems due to the ash and soot layers deposited on the internal heat 
transfer surfaces of the boiler. The tube bundle inside the boiler chamber could be  
an example of such structure.  The soot layer can act as thermal insulator, reducing 
the heat transfer ratio between different parts of the boiler. As the result the hot flue 
gases temperature is increased and the amount of wasted heat is mounting up. The 
only cure is to remove this layers either manually or by appropriate machinery. The 
manual cleaning is very expensive, since it is only possible when the boiler is 
switched off and completely cooled down. Such a pause in operation is economical-
ly undesirable and should be avoided if possible. Therefore, an alternative method of 
cleaning that could be implemented during the normal operation of the boiler was 
necessary. The compressed steam jet could be used for the purpose, however its 
cleaning operation has only a very local effect. Notably better results have been 
obtained with high power beam of acoustic or sub-acoustic (infrasonic) waves [1].   

1.1 Methods of Generation of High Power Acoustic Signals  

Acoustic waves could be generated by different mechanical or electromechanical 
devices. Some constructions utilize modulated air stream which is controlled by a 
camshaft-operated mechanism [2].  Dynamic speakers could be also used for the 
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purpose. A modulated stream of compressed gas is most often used for high power 
applications. However, a single point-type source usually cannot produce the de-
sired level of acoustic pressure. Better results have been obtained with generator 
equipped with additional acoustic resonator. The most simple version of such a 
resonator was shown in Fig. 1.   

 
a) 

 
b) 

Fig. 1 The first two modes of acoustic resonance in a cylindrical tube a) with closed end b) 
with open end. The source of acoustic waves is located on the left side. 

The resonator consists of a rigid tube connected to the source of sound. The 
other end of the pipe can be open or closed. In practical applications open resona-
tors are more often used. An open tube resonator resonates when the frequency f 
of the sound wave fulfills the equation: 

 L

cn
f

⋅
⋅=

2
  (1) 

Where n is natural number, c is sound velocity in air and L is the length of re-
sonator.  

An open tube resonates at the fundamental frequency, for which the equation 
(1) is fulfilled. For the resonator with an open end the frequency of sound genera-
tor should be described by a condition:     
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 2/*λnL =  (2) 

For the resonator with a closed end the resonance condition has a slightly dif-
ferent form: 

 4/*λnL =  (3) 

Where λ is wavelength of the operating frequency (λ=c/f) and n is natural  
number.  

During the resonance, an antinode – a point of greatest vibration appears near 
the open end of the resonator. For such condition, the maximal amplitude of gen-
erated signal can be produced. However, the resonating frequency of a pipe reso-
nator is not constant – it can be modified by changes in ambient temperature, 
humidity or by presence of chemical gases. During each cycle of operation the 
resonator should be tuned up in order to obtain maximal possible amplitude of 
acoustic wave at the open end of the tube. In order to do so, a feedback informa-
tion about the current sound level is necessary. The sound intensity can be 
measured using microphone located inside the boiler chamber. However, such a 
solution bring notable problems related to overheating of the microphone and is 
very prone to malfunction. A more reliable measurement could be taken using 
an accelerometer located in the vicinity of the open end of the resonator. In this 
case the sound level is estimated by a structural vibration level of the open end 
of the resonator.  

The acoustic wave produced by the generator located near the boiler chamber 
has the following effects: 

• Produces intensive oscillations in a boiler chamber. As a result, the loose soot 
particles are unable to deposit and produce layers on heat transfer surfaces, 

• The acoustic wave initiates fluidization of the deposited soot layers and then its 
removal, 

• The acoustic wave brings also the internal structures of the boiler into oscilla-
tion, as a consequence the deposited ash layers are pulverized and removed. 

The operation of high power, low frequency acoustic wave is omnidirectional, 
therefore the cleaning efficiency of complex structures inside boiler is very high. 
In practical applications the generator should be switched on for 1-2 minutes every 
hour. Such an amount of cleaning action prevents against the deposition of new 
soot layers. However, the efficiency of the cleaning decreases rapidly as the gene-
rator is tuned out of resonance. In order to maintain a good cleaning efficiency a 
re-tuning of generator is necessary before each cycle of operation.  

It should be noted that an uncontrolled application of high power acoustic  
beam may have side effects related to the health of human personnel present  
in the vicinity of the sonic generator. In order to avoid any possible injury to the 
human auditory system, the generator should be mounted in such a way that the  
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generated acoustic beam cannot escape the boiler chamber. The sound pressure 
level necessary for proper cleaning action may well exceed 140 dB, which is 
usually above  threshold of safety for an average person. However, the properly 
operated system can be regarded as entirely safe.  

1.2 Test System Description 

In order to test the viability of accelerometer utilization a simple test system was 
constructed. The diagram of the system was shown in Fig.2   

AC generator Amplifier Tube resonator

Digital oscilloscope

Microphone

Test cavity

Accelerometer

Dynamic speaker

L

 

Fig. 2 Outline of experimental system  

The system operating frequency is controlled by digital function generator, 
producing sinusoidal signal of variable frequency. This signal is amplified by 
power stage and then used for driving of the electropneumatic transducer. A dy-
namic speaker was used for this purpose. The generated sound wave is transferred 
into the resonance tube of length L=2,1 m.  Inside  the open end of the resonator a 
test microphone was located. The results of sound level measurements for differ-
ent operating frequencies were shown in Fig.3. 

In second version of the system, the length of the tube was increased to L=8m 
and the open end of the tube was mounted inside a resonance cavity with dimen-
sions of 2x1,5x1m. The cavity has a damping effect and to the certain extent it can 
simulate the boiler chamber. The open end of the  tube was additionally equipped 
with MEMS accelerometer with measurement range of 8g. The output signal from 
the accelerometer was measured with an oscilloscope.  

1.3 Test Results   

The results of  measurements were shown in Fig.3.  
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Fig. 3 RMS signal amplitude for measurements for a) L=2100mm resonator with microphone, b) 
L=8000 mm resonator with additional cavity, equipped with both microphone and accelerometer 
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The RMS amplitude of voltage signals obtained from microphone and the acce-
lerometer was measured with a digitizing oscilloscope.  

The results of frequency sweeping for 2100 mm resonator visible in Fig. 3a) 
show clean peaks around 88 Hz (half-wave resonance) and 174 Hz (full-wave 
resonance). The similar test made for 8000 mm resonator show peak around 46 Hz 
(full-wave resonance). The signal from the accelerometer shows similar peak at 
44-46 Hz. The damped shape of the accelerometer response may result from self-
resonances in the construction of resonating pipe itself. It may suggest that further 
signal processing for accelerometer signal will be necessary.  

2 Conclusions 

During the experiment both methods of tuning the infrasonic generator to the  
optimal resonance produced comparable results. In the tuning process, the micro-
phone sound level sensor is able to produce a more sharp resonance peaks. How-
ever, it is more prone to malfunction in difficult industrial environment. The  
output signal of the accelerometer is more damped, but and the resonance peaks 
are well visible. Therefore, the accelerometer signal can be used as equally good 
source of information. Such a configuration is more reliable since the vibration 
sensor is detached from an aggressive environment and is less prone to clogging 
and destruction by high temperature.  

The device described in the paper was tested for low power operation and in 
near future it will be tested for higher level test signals. This version will be also 
using a lower operation frequency (below 20Hz). An additional increase in acous-
tic power level could be obtained by modifications of the shape of the open end of 
the resonator (application of horn antenna). 
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Abstract. The paper discusses effects of misalignments of the sensitive axes of 
MEMS accelerometers applied in tilt measurements. Possible ways of reducing 
the errors due to the misalignment are introduced and briefly discussed. Results of 
experimental and simulation studies are also presented, including values of the 
evaluated accuracy of measurements performed by means of a tilt sensor built of 
two commercial MEMS accelerometers. It was found out that the existing misa-
lignment, being of ca. 0.9°, decreased accuracy of the measurements ca. 3 times, 
which in the case of aligned accelerometers was no worse than 0.35°. Designs of 
special precision instruments simplifying the aligning process are proposed.  

1 Introduction  

One of numerous applications of accelerometers are tilt measurements [1]. If the 
employed accelerometers are of small dimensions, e.g. their Micro Electro-
Mechanical Systems (MEMS) versions, they can be applied for sensing tilt of vari-
ous devices having large dimensions, like e.g. orthotic robots presented in [2], as 
well as featuring miniature size – mostly microrobots [3], e.g. a robot resembling 
an amphibian presented in [4] or a biped robot referred to in [5].  

Low price, high reliability and high shock-survivability (up to 50,000 g) of 
MEMS accelerometers predestines them for various innovative applications, e.g. in 
safety systems of the mentioned orthotic robots [6], as there is a real risk of a fall of 
such device. It should be noted that even in applications where the size does not 
matter, miniature dimensions of MEMS sensors make it possible to realize almost 
non-invasive measurements, whose advantages can be compared to e.g. angular 
position transducer proposed in [7], which does not introduce any interference into 
the monitored system. 

Generally, since introduction of additional sensor makes it possible to signifi-
cantly improve performance of a device, like e.g. introduction of a force sensor 
into the control system for drives presented in [8], other numerous applications of 
MEMS tilt sensors can be easily envisaged. 

If the foreseen tilt measurements are to be realized with an accuracy better than 
1°, few issues related to operation of MEMS accelerometers must be dealt with. 
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With respect to each sensitive axis, the following problems have to be taken care 
of: instability of the offset and the gain assigned to the output signal, application 
of appropriate mathematical formula for computing component tilt angles, misa-
lignment of the axis. As far as the last is concerned, it can be divided into: 

• misalignment of the silicon die with respect to the packaging of the chip, 
• misalignment of the chip with respect to the PCB, 
• misalignment of the PCB with respect to the casing of the tilt sensor, 
• misalignment of the casing with respect to its seating in the final device (or the 

holder of the test rig used for experimental studies). 

The first three kinds of misalignment are rather constant over time, and are re-
duced by minimizing the misalignment of the casing while seated in the final de-
vice. So, in most of the cases, it is the last kind that is the most crucial. 

As it has been already mentioned, the alignment precision is one of the most 
crucial issues pertaining to application of MEMS accelerometers, especially with 
respect to their calibration accuracy [9]. It can be e.g. a source of apparent nonli-
nearity of the accelerometer [10]. Besides a physical alignment of the sensitive 
axes of MEMS accelerometers (resulting in a toilsome assembly of the accelero-
meter unit within the seating of the main device) there are other ways of dealing 
with the problem, usually by compensating for the misalignment angles (two an-
gles in two perpendicular planes for each sensitive axis). Such approach requires 
to use complicated mathematical transformations (usually based on matrix analy-
sis) while calculating the accelerations. The following concepts can be listed here: 

• using empirical formulas, like in [11], 
• using affine coordinate systems with experimentally determined angles be-

tween the axes [11]-[12], 
• using an experimentally determined matrix with misalignment errors of each 

axis, like in [13]-[14], 
• using sophisticated algorithms based on data fusion and quaternions [15]. 

As the misalignment (position of the PCB with the sensor-chip within the seat-
ing of the main device) may change over a long-term and with temperature or 
humidity variations, especially when certain elements are used in the construction 
of the mechanical casing of the sensor (e.g. rubber cushions), it is advantageous to 
apply systems that can be calibrated while operated (including corrections for the 
misalignment angles), like 3DM-GX3-25 by MicroStrain Inc. [16]. Then the re-
lated errors can be to some extent diminished. However, a decrease of the accura-
cy compare to a case of precise physical alignment under laboratory conditions 
must be taken into consideration. It is hard to provide strict numbers, however by 
analyzing the results reported in related papers, e.g. in [12], it may be stated that 
the accuracy corresponding to determination of tilt angles can be expected to be of 
ca 1° when the misalignment is experimentally evaluated, whereas a precise 
alignment ensures accuracy of at least 0.3° [17]. Even lower accuracy is usually 
obtained when the misalignment is evaluated using an autocalibration procedure, 
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with no test rig employed, like in [18]. So, the trade-off here is usually a decrease 
of the accuracy. 

The physical alignment ensures the highest accuracy, however it is the most toil-
some solution. In order to make it less laborious, few instruments for aligning and 
holding the tested sensors have been designed and used in experimental studies. 
They make it possible to align the PCB with the used single-chip accelerometer by 
adjusting its three angular degrees of freedom within a small range of ca. 3° with a 
high accuracy of ca. 0.02°. The instruments are presented in Fig. 1. The first (Fig. 
1a) has a monolithic compliant structure with a necking, making it possible to apply 
angular displacements of the attached PCB with MEMS accelerometer.  

 
a) b) c) 

 

Fig. 1 Aligning instruments 

The second instrument (Fig. 1b) employs a spring wire which by means of 
three screws can be bent (in two planes) or twisted, thus making it possible to 
align the PCB with MEMS accelerometer. The wire additionally eliminates all the 
plays. The third instrument (Fig. 1c) employs an idea of three-point support. Its 
screws with cone tips drive special pushers positioning the PCB holder supported 
on a ball (located right in the middle of the instrument) and two tips. Coil springs 
generate the necessary contact forces. In the case of all the three instruments, the 
aligning elements are self-retaining screws (M2 or M3) – standing out of the in-
strument outline. 

It is worthwhile mentioning that if the highest accuracy of tilt measurements is 
searched for, the sensor built of MEMS accelerometers should employ three 
mono-axial accelerometers of high quality (e.g. manufactured by such companies 
as Colybris or Murata). Then, the presented aligning instruments would be much 
complicated as they should make it possible to adjust three angular degrees of 
freedom for three separate accelerometers. 

2 Mathematical Relations  

While using the analog outputs of MEMS accelerometers (what guarantees the 
highest accuracy of the measurements), whose sensitive axes are arranged into a 
Cartesian system, the generated voltage signals obtained while tilting the accele-
rometer within an appropriate vertical plane, can be represented by the following 
formulas [10]: 
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 ( )zxzxzxzx cbaU ,,,, sin ++= α  (1) 

and within a second vertical plane perpendicular to the first one: 

 ( )zyzyzyzy cbaU ,,,, sin ++= β  (2) 

where: ax..z – offset; bx..z – gain; cx..z – phase shift; α – pitch angle; β – roll angle. 
The phase shifts cx..z represent misalignments of particular sensitive axis within 

the respective plane (i.e. plane of pitch or roll). As the component misalignments 
cx and cy are related to one plane only, it was taken care to diminish the other 
components as much as possible before starting the experimental studies, except 
for y axis, which was left misaligned purposefully (see Fig. 4). It should be noted 
that the phase shift cz is of ca. 90° and has a value different for Eq. (1) and (2).  

In order to simplify the further formulas, let us introduce the following equation 
(disregarding the phase shifts), 

 zx
zx

zxzxzx m
b
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g
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−

=  (3) 

In order to demonstrate effects of the discussed misalignments, let us consider 
pitch angle only (analogous results can be obtained for the roll angle). Its value 
can be determined as follows [12], 
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+
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Value of the pitch α can be computed only when parameters ax..z and bx..z are 
known. While pursuing a high accuracy of tilt measurements, the parameters must 
be determined experimentally. 

3 Experimental Results 

In order to experimentally evaluate the influence of the discussed misalignments, 
appropriate tests were carried out. The test rig used for this purpose has been mi-
nutely described by the author in [19]. The tested tilt sensor was built of two dual-
axis MEMS accelerometers ADXL 203 manufactured by Analog Devices Inc. 
[20]. Its structure is presented in Fig. 2. As can be seen, both accelerometers  
were aligned using a compliant mounting of their PCB, which employs 2 rubber 
cushions and 3 screws, each. 
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Fig. 2 The tested tilt sensor 

The experimental verification consisted in applying successive tilt angles of the 
tested sensor by means of the test rig, and then recording the analog output signals 
of the sensor. Comparison of the pitch ϕ applied by means of the test rig and the 
pitch α calculated according to Eq. (4) on the basis of the sensor indications, made 
it possible to determine values of the measurement errors. The relevant error e has 
been defined as,  

 
αϕ −=e

 (5) 

Its courses are presented in Fig. 3 for two various cases.  

 

Fig. 3 Error of misaligned sensor 

The gray course corresponds to the actual measurements realized with one sen-
sitive axis (y axis) purposefully misaligned, whereas the black course corresponds 
to a perfect alignment of that axis, which was realized artificially, by means of a 
simulation. As can be seen, the misalignment of the sensitive axis y significantly 
increased the error of the tilt sensor (almost 3 times). 

The effect of the misalignment is evident especially for pitch angles of -90° and 
90°, and can be easily explained, observing variations of the output voltage Uy 
associated with the misaligned y axis, which should be almost invariable if the 
sensor were perfectly aligned and only pitched (keeping the roll angle β constant 
at 0°). The real variations of the voltage Uy are presented in Fig. 4. 
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Fig. 4 Variations of the output signal due to the dominating misalignment (y sensitive axis) 

On the basis of the presented course, magnitude of the misalignment can be 
evaluated at ca. 0.9°, by referring the amplitude of the variations (of ca. 0.017 V) 
to the gain by (in this case of ca. 1.026 V).  

Simulation of the perfect alignment (related to the black course in Fig. 3) was rea-
lized in a very simple way. As the roll angle β was of 0° during the whole experi-
ment, it was assumed, according to Eq. (2), that the variable my (see Eq. (3)) was of 
0. This is a big simplification, because in this way the noise associated with y axis 
was eliminated as well (what is impossible in the real measurements). However, at 
the pitch angles where the effect of the misalignment is the most evident (i.e. ±90° in 
Fig. 3), value of the simulated error is very low, so even increasing it by the existing 
noise (of ca. 0.2°) does not disqualify the introduced simplification. 

It is worthwhile mentioning that the course presented in Fig. 4 can have another 
character, as the misalignment can be resolved into two perpendicular component 
angles. So, the extreme values of the fluctuations may appear for other pitch an-
gles than -90° and 90°, e.g. for -180°, 0°and 180°. The case presented in Fig. 4 is 
the worst possible, as referred to using Eq. (4). 

4 Conclusions 

While using MEMS accelerometers in relatively accurate measurements, the fol-
lowing three issues are the most crucial: 

• determination of the offset voltage, 
• determination of the gain, 
• alignment of all the sensitive axes. 

It can be stated that each of them has a significant effect on the accuracy of tilt 
measurements, and not only in terms of the accuracy of determining their standard 
value but also with respect to variations of the value (over temperature, time, etc.). 
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As reported in various sources, misalignment errors of MEMS accelerometers 
are usually of 2° [13], unless a special care is taken to align these sensors. If the 
misalignment errors are not compensated for (using various mathematical trans-
formations), the misalignment angles, depending on their spatial orientation, may 
increase the errors of determining tilt angles up to their magnitude.  

Except for using the arc tangent formula represented by Eq. (4), the component 
tilt angles (pitch and roll) can be determined using other types of mathematical 
equations, i.e.: arc sine [10]; arc cosine [11]; combination of arc sine and arc co-
sine (as proposed by the author et al in [17]), where each is used only in a limited 
range (i.e. 0–45° or 45–90°, respectively); weighted average (as proposed by the 
author et al in [21]). 

Considerations pertaining to advantages and disadvantages of the listed equa-
tions have been presented by the author in [22]. For the purpose of the studied ef-
fects, the arc tangent equation was the best one, as it does not feature a significant 
nonlinearity, like the arc sine and arc cosine functions [17], increasing the maximal 
errors within the range of their strong nonlinearity. Analyzing the courses of the 
errors related to arc cosine and arc tangent formulas, analogous to the one pre-
sented in Fig. 3, it can be easily stated that for pitch angles of ca. ±90°, they are 
approximately the same. As the arc cosine function employs only the component 
accelerations in y and z axis [17], misalignment of the component acceleration in x 
axis can be thus disregarded. As the sensitive axis z was precisely aligned (with 
phase shifts cz less than 0.01°), therefore in the case of the observed error peaks, the 
responsible factor was the signal related to sensitive axis y, being affected by the 
relevant misalignment. 

To summarize, it can be stated that when accurate tilt measurements are striven 
for, where the accuracy should be no lower than ca. 0.3°, a precise alignment of 
the applied MEMS accelerometers is required. If this issue were neglected, the 
accuracy of the performed tilt measurements would be affected – a decrease by the 
magnitude of the misalignments should be taken into account. 
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Abstract. This paper proposes an algorithm for an optical measuring system, 
which is capable of calculating the velocity and position components, the radius 
and the trajectory of a flying sphere-shape ball. The infrared light-emitting diodes 
and the IR sensors of the system are arranged in a single plane and create a lattice 
of infrared light beams. The FPGA based hardware of the system measures the 
points in time when the light beams are interrupted by the ball. The proposed algo-
rithm uses the measured time-data with the associated positions of the interrupted 
light beams as input. The practical application such a systems can be measuring 
ball’s velocity in several sports and games. 

1 Introduction 

There are several ball games where the velocity and the position of the ball in a 
particular moment can be interesting. A few methods such as a video image 
processing system with several cameras and, ultrasonic radar system have been 
developed to measure some of the outlined parameters. All existing methods, in-
cluding ours have advantages, disadvantages and limitations. The methods based 
on high speed cameras are usually expensive, requires special cameras and power-
ful computers for image processing and the installation of such devices could be 
complicated. In other hand these systems could follow and measure the movement 
of the ball on the full court. The systems based on one Doppler radar are able to 
measure the actual speed only if the ball moves precisely to or from the radar. A 
quite different approach is placing the measurement device into the moving ob-
jects [4]. In this case the measurement devices must be not only highly durable but 
also lightweight in order to avoid the imbalance of the ball. Furthermore the instal-
lation of the device into a handball can be challenging.        

The system based on interruptions of several infra light beams fitted into a sin-
gle plane can be built into the frame of the goal and can be therefore a reasonable 
solution. In order to calculate the trajectory of the moving ball in three dimen-
sions, it would be desirable to use light beams perpendicular to each other [1]. In 
almost all cases the perpendicular arrangement is not reasonable because the 
goal’s frames have only three sides, the two vertical posts and the horizontal 
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crossbar. For this reason our system uses only horizontal and slightly tilted light 
beams which deliver enough information to calculate all three dimensional para-
meters of the trajectory (Figure 1). 
 

 

Fig. 1 Structure of the system (not to scale) 

2 The Computation Algorithm [2] 

Despite the fact that because of gravity a flying ball accelerates and does not move 
in a straight direction, the main part of the algorithm considers the movement as 
being uniformly in a straight line. This simplification of the computation is correct 
and causes no inaccuracy in case when the input parameters (vertical positions of 
the interrupted light beams) measured in a free falling coordinate system as func-
tion of time. The falling ball and the falling coordinate system move uniformly 
and linearly relative to one another. Of course our measurement system does not 
fall at all, only some computations are carried out in order to calculate the vertical 
positions of the system in function of time as it would fall.   

2.1 Calculation from Parallel Light Beams  

The first step of the proposed algorithm combines together only the events coming 
from the interruption of light beams which are parallel to each other. In the partial 
results provided by the first step, there is no information about the spatial  
and speed components that are parallel to the light beams used in the calculation. 
The silhouette of the ball in a perpendicular plane to the parallel light beams is a 
circle. 

The calculation from interruption of light beams that are parallel to each other 
uses the following variables and symbols. The z direction is perpendicular to the 
plane of the light beams (same for each light beam). The y direction is in the plane 
of the light beams and perpendicular to the parallel light beams (depends on the 
slope of the light beams).  

 

sensors emitters light beams 
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Symbols: 

• R Radius of the flying ball 
• Az Distance between the plane of the light beams and the center point of 

the ball at t=0 time 
• Ay Height of the center point at t=0 time in y direction 
• vz Speed component in z direction 
• vy Speed component in y direction  
• ti The time of the i-th interruption of the light beams 
• yi The spatial component of the beam of the i.-th interruption along the y 

direction 
• tcross: The time when the center point of the ball crossing the plane of 

the light beams  

Equations (1), (2) describe the two coordinates of the center point of the ball in 
function of time. 

 tvA(t)P zzz ⋅+=  (1)  

 tvA(t)P yyy ⋅+=  (2)  

The number of the interrupted light beams depends on the radius of the ball and 
on the direction of the movement. In worst case minimum three parallel light 
beams must be interrupted by the ball. If the ball falls almost vertical then the 
number of the interruptions is the highest one. 

At the t=ti time the distance between the center point of the ball and the inter-
rupted light beam is R. That follows these points are on a perimeter of a circle. 
Because of the uncertain of the measuring and because of the over determination 
of the problem caused by variable number of points the algorithm applies the least 
square method to calculate the parameters of the circle. 
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The partial derivations of equation (3) by all of the unknown variables give 
equitation (4-8).  
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wherein:  

 ( ) ( )[ ]22
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2
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Exploited the fact that R and vz cannot be zero the equation (4-8) can be  
simplified.  

 0Z =  (10) 

 0tZ i =⋅  (11) 

 0tZ 2
i =⋅  (12) 

  =⋅ 0yZ i  (13) 

 0tyZ ii =⋅⋅  (14) 

Introducing some new variables into equation (9) we get equation (15). 

 2
iii5i4

2
i3i21 ytyxyxtxtxxZ +⋅⋅+⋅+⋅+⋅+=  (15) 

New variables are: 

 22
y

2
z1 RAAx −+=  (16) 

 yyzz2 vA2vA2x ⋅⋅+⋅⋅=  (17) 

 2
y

2
z3 vvx +=  (18) 

 y4 A2x ⋅−=  (19) 

 y5 v2x ⋅−=  (20) 

Using these variables the equations (10-14) form a linear system. 
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From the solution of the linear system vy, Ay, vz, Az and R parameters can be cal-
culated. 
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The time when the center point of the ball crossing the plane of the light beams is:  
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Substituting tcross back in equation (2) we get the height of the ball along the y 
direction.  
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2.2 Calculation of the Position of the Ball 

The dashed lines in the Figure 2 depict the possible ball positions along different y 
directions calculated from two differently tilted light beams groups. The intersec-
tion of these lines determines the position of the ball at the point of time when the 
ball crosses the plane of the light beams (point C). 
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Fig. 2 Position of the ball 

The equations of the dashed lines in the axis of the frame of the goal can be 
written in form: 

 kk bxmy +⋅=  (29) 

The slopes of lines depend on the width of the frame of the measuring system (w), 
on the vertical distances of the neighboring detectors (d) and on the differences in 
level between the emitter and sensor (k).  

 
w

d
kmk ⋅= , where 2,1,0,1,2 −−=k  (30) 

Because of the similarity between the triangle composed by bk, hk and the triangle 
composed by the horizontal line and a light beam with k slope:  
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Using equation (29) for two lines with different k value the intersection point C 
can be calculated. In order to decrease the uncertain of the measurement it is rea-
sonable to choose lines whose slopes are differing as much as possible.   

2.3 Calculation of the Speed Components of the Ball 

The speed components in directions y and z (vy, vz) come directly from the  
calculation based on the measured time points of the interruptions of the parallel 
light beams. The calculation does not provide any information about the speed 
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component parallel with the light beams (vx). The two dashed lines on Figure 3 
depict the possible speed components calculated from two differently tilted light 
beams groups.  

 

Fig. 3 Speed components of the ball in the plane of the light beams 

The calculation of the speed components in the plane of the goal’s frame (v) is 
almost the same as the calculation of the position discussed above. The forms of 
the equations of the dashes lines are the same as equation (29-30). The bk parame-
ters can be calculated from the equation (32). 
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The vz components are independent on the slope of the parallel light beams which 
were calculated from. The equality of these components can be used to check the 
result. 

3 Conclusions 

The performance of the proposed algorithm was tested in two different ways. At 
first step some simulations in Matlab environment were carried out [3]. These 
simulations allow one to determine how much the inaccuracies of the measured 
parameters affect the calculation. It turned out, that either the 10 μs long discrete 
time intervals of the measurement, or the thickness of the light beams does not 
influence significantly the results. After several simulations, the algorithm has 
been programmed in an embedded system built into a frame of a handball goal. 
The quantification of the accuracy of the whole system is difficult because of the 
lack of reference parameters. The radius of the flying ball was the only certainly 
known reference parameter. The radius calculated by the algorithm was compared 
to the actual radius of the ball. The differences between these values were highly 
independent from the speed of the ball and from the direction of the flying. Usual-
ly the differences were only in 0.3-0.5 mm range. Several circumstances can cause 
the inaccuracies of measurement. The author of this paper thinks that mainly the 
imperfectness of the ball’s shape and the thickness of the light beams limiting the 
accuracy of the system. Even the high quality balls have no perfect sphere-shape. 

O 

vy1 
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For a 100 mm radius ball the variance in diameter could be more than 1 mm. The 
imperfect shape of ball does not allow one to determine precisely the accuracy of 
the measuring system. As regards the accuracy of the speed in z and vertical direc-
tions a conservative estimation based on the measurement of the radius of the ball 
could be +/-1 percent. In the x direction the accuracy of the measurement is prob-
ably worse and depends on the angle between the two parallel light beam groups 
used for the calculation.  

At the final stage of the test period two handball goals were placed close one 
behind the other. One goal was lifted and shifted some centimeter relatively to the 
other. Neglecting the deceleration of the ball the two measured speed components 
in z and x direction expectedly are the same. The results of this test were in  
accordance with the accuracy estimation mentioned above.    
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Abstract. Paper presents the results of investigation on functional properties of a 
gamma detector with p-i-n photodiode. Research was carried out with S3590-08 
p-i-n diode produced by Hamamatsu Photonics. Sensitivity of the diode was tested 
for three sources of gamma radiation: 22Na, 137Cs, 60Co. The achieved results were 
compared with certified radiometer Polon Ekolab EKO-C. 

1 Introduction 

Certain level of gamma radiation is natural due to the naturally occurring radioiso-
topes as well as radiation from interactions with cosmic ray particles. However, 
the industrial accidents, terrorist acts or illegal transportation of radioactive mate-
rials may significantly increase this level to values that are dangerous for people 
and environment.  

Unfortunately, animals or humans do not have the ability to sense the increase 
of gamma radiation and the effects of gamma radiation are irreversible for human 
health. For this reason, it is highly recommended to avoid exposition of people to 
gamma radiation whenever it is possible.  

To minimise the exposition of people to gamma radiation, the mobile teleoper-
ated robots may be used. Example of such robotic system is GRYF system devel-
oped by the Industrial Research Institute for Automation and Measurements 
PIAP [1]. These robots are commonly used by Police special forces for demining 
or for reconnaissance before the regular Police forces operation. In such a case, 
the knowledge about possible increase of gamma radiation level is critical. 

It should be highlighted, during the development of gamma radiation sensor for 
mobile robot, the requirements to be considered are different, than during the de-
velopment of portable system for manual operation. 

First of all, a gamma detection system for mobile robots has to be resistant to a 
mechanical shock. During the transportation of a mobile robotic system, the 
gamma detector is subjected to high and low frequency vibrations, which shall not 
degrade the sensor’s functional parameters. As a result, the commonly available 
Geiger-Mueller tubes [2] are not suitable for mobile robots applications. More-
over, the gamma detection system for mobile robotic application has to be able to 
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be miniaturised. Another important problem is the power efficiency of the gamma 
detector for mobile robots.  

To meet these strict requirements the semiconductor based gamma sensors 
should be applied. One of such sensors is the group of p-i-n photodiodes offered 
by Hamamatsu Photonics. This paper presents the results of functional tests of 
S3590-08 p-i-n diode produced by Hamamatsu Photonics as a gamma radiation 
sensor for mobile robotic  applications. 

2 Principles of Operation of p-i-n Photodiode as Gamma 
Radiation Sensor 

P-i-n photodiodes are commonly used as optical detectors. The p-i-n diode con-
sists of a semiconductor junction with acceptor layer p, the intrinsic region i and 
donor layer n [3]. A schematic diagram of the cross-section of a p-i-n photodiode 
is presented in figure 1. 

 
Fig. 1 Schematic diagram of the cross-section of a p-i-n photodiode [3]: 1 - metal contact, 2 
- isolation SiO2, 3 - metal layer contact and reflector, 4 - absorption layer 

Interaction of gamma photon with the p-i-n diode structure generates a dark 
current in diode junction due to the charge carriers generation. This may be de-
tected by electronic circuit as the dark current peaks.  

Depending on the range of penetration of the semiconductor by a gamma ray, 
the charge carriers in the semiconductor may be generated in all three layers of the 
p-i-n diode.  

Depending on the energy of the gamma photon, there are three possible modes 
of interaction between this particle and semiconducting structure: 

• photoelectric effect, 
• Compton effect, 
• pair production. 
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The most commonly observed gamma radiation consists photons with energy 
ranging from 100 keV up to 1.2 MeV. For interaction of such photons with the 
semiconductor, mainly the Compton effect is observed. In such a case, the gamma 
photon transfers its energy to the semiconductor structure according to equation 
(1) [4]: 

 )cos1)(/(1 2
00

0

ϕ−+
=

cmE

E
E  (1) 

where: E – energy of dispersed gamma particle, E0 –  energy of gamma particle,  
φ – angle of dispersion, m0 – mass of electron. 

It should be stressed that from the technical point of view one of the most im-
portant parameters is the capacity of the p-i-n diode junction [5]. Large area p-i-n 
diodes exhibit a significant junction capacitance, what limits the possibility of 
observation of the dark current peaks, due to the presence of gamma particles. On 
the other hand, smaller values of p-i-n junction area limit the number of gamma 
particles counts. 

3 Technical Solutions of p-i-n Diodes for Gamma Detection 

There is a large number of producers offering the p-i-n photodiodes for gamma 
detection. However, two significant technical solutions have to be distinguished: 
the p-i-n photodiodes for large values of gamma radiation with continuous dark 
current measurements exhibiting large capacitance, as well as the p-i-n photodi-
odes with small capacitance, for detection of single gamma particles. This second 
kind of p-i-n photodiodes creates the possibility for measurements of energy given 
by gamma particle, by measurements of amplitude of the dark current peak. 

Table 1 presents the selected p-i-n photodiodes developed by the most ad-
vanced producers. Due to the requirements for mobile robotic gamma detection, 
the list of p-i-n diodes was limited to diodes smaller than 40 mm2, with capacity 
up to 300 pF.  

Table 1 The most advanced p-i-n photodiodes [3] 

Manufacturer type case width (mm) height (mm) 

Hamamatsu S3590-08 Ceramic 10 10 

Hamamatsu S3584-08 Ceramic 28 28 

First Sensor X100-7.2 Ceramic 10 10 

Opto Diode Corporation AXUV100 Ceramic 10 10 

 
For the development of a gamma detector for the GRYF mobile robot, the 

Hamamatsu S3590-08 p-i-n photodiode [6] was selected. The diode is presented in 
figure 2, whereas the most important functional parameters of this diode are pre-
sented in table 2. 
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Fig. 2 View of p-i-n photodiode S3590-08 (Hamamatsu Photonics) [6] 

Table 2 Properties of silicon p-i-n photodiode Hamamatsu S3590-08 [6] 

parameter name unit value 

Active area (mm2) 100 

Dark current 

Terminal capacitance (vR=70V) 

(nA) 

 (pF) 

2 

40 

NEP  (W/√Hz) 3.8·10-14 

 
Verification of functional properties of the developed gamma radiation detector 

was performed with use of the certified radiometer Polon-Ekolab EKO-C with 
Geiger-Mueller sensor. The radiometer’s parameters are given in table 3. 

Table 3 Parameters of certified radiometer Polon-Ekolab EKO-C 

parameter name unit value 

Measuring range (cps) 0.1 to 104 

Energy of counted gamma particles (keV ) 50 to 1 500 

Accuracy (%) ±15 

Sensor type  

Sensor area 

- 

(mm2) 

Geiger-Mueller sensor 

5·103 

4 Measuring Setup 

Functional parameters of the developed gamma detector were verified for three 
different isotopes - gamma particles sources: 22Na, 137Cs, 60Co. Energy of the 
gamma particles was: 662 keV, 1173 keV, 1274 keV and 1332 keV.  

Electronic circuit for measurements of the dark current changes due to the  
presence of gamma particle is presented in figure 3. This circuit consist an fast  
operational amplifier in the current integrator configuration. 
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Fig. 3 Electronic circuit for p-i-n photodiode 

During the measurements, the distance between gamma particles source and  
p-i-n photodiode was equal to 200 mm. The gamma sensor was exposed to the parti-
cles perpendicularly to its active area. There were two periods of measurements: 60 
seconds and 600 seconds respectively. During the measurements the number of the 
dark current peaks due to gamma particle presence was counted by electronic  
circuit. A schematic diagram of the measuring system is presented in figure 4: 

 

Fig. 4 Schematic diagram of the measuring system: 1- p-i-n photodiode, 2 – electronic 
circuit, 3 – gamma source, 4 – computer, 5 – power source, 6 - shielding 
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5 Results 

Results of measurements carried out with the developed gamma detection system 
with p-i-n photodiode S3590-08 produced by Hamamatsu Photonics are presented 
in tables 4, 5 and 6. The difference between number of counts detected by p-i-n 
diode and EKO-C Ekolab Radiometer is caused by the different active sensing 
area of both devices. It should be indicated that this difference may be corrected 
by the multiplicative correction factor. 

Table 4 Results of measurements for 22Na isotope 

device unit measuring time 60 [s] measuring time 600 [s] 

Radiometer EKO-C (cps) 1 830 18 799 

Developed gamma counter with 
photodiode S3590-08   

(cps) 104 985 

Table 5 Results of measurements for 137Cs isotope 

device unit measuring time 60[s] measuring time 600[s] 

Radiometer EKO-C (cps) 1 269 12 702 

Developed gamma counter with 
photodiode S3590-08   

(cps) 63 573 

Table 6 Results of measurements for 60Co isotope 

device unit measuring time 60[s] measuring time 600[s] 

Radiometer EKO-C (cps) 2 200 20 361 

Developed gamma counter with 
photodiode S3590-08   

(cps) 144 1 206 

 
Within presented results up to 12% of difference in correlation coefficients be-

tween tested sensors were observed. These differences are caused by random 
character of gamma radiation connected with difference in the sensing area of 
sensors. It should be highlighted, that EKO-C ECOLAB radiometer has sensing 
area about 50 times larger than S3590-08 p-i-n photodiode. However, expected 
uncertainty of gamma particles counting b EKO-C ECOLAB radiometer is about 
15%.  

During the measurements it was observed that the amplitude of output signal 
from electronic circuit with p-i-n photodiode S3590-08 is independent from the 
energy of the gamma particle. The typical output signal examples are presented in 
figure 5. 
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Fig. 5 Output signal from electronic circuit with p-i-n photodiode S3590-08 

6 Conclusion 

The p-i-n photodiodes may be used for development of gamma radiation sensors 
for mobile robotic applications due to its robustness, mechanical shocks and vibra-
tion resistance, reliability and limited power consumption. Moreover, the p-i-n 
photodiode based sensors may be miniaturised, what is especially important for 
mobile robots [8]. As a result, such p-i-n photodiode based sensors are more suita-
ble for robotic applications than Geiger-Mueller tube based sensors. 

Results of experiments indicated that the number of gamma particle counts of a 
p-i-n photodiode sensor was significantly smaller than the number of counts de-
tected by Geiger-Mueller based radiometer. This phenomenon is caused by a 
smaller sensing area of p-i-n photodiode. Moreover, changes amplitude of the 
pulses during the gamma particle detection, due to the changes of gamma particle 
energy, may be neglected.  
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Abstract. We present the method for expanding the measuring capabilities 
of form Measuring Machines (FMMs) commonly used for measuring object form, 
tilt, location and orientation deviations. We propose using a cylindrical standard 
with known diameter to also measure local radii lengths. We discuss manners of 
how the proposed method may be realized and suggest a choice amongst them. 
Technical and metrological requirements for the size standard are presented, along 
with its advantages, drawbacks, as well as applications of the proposed measure-
ment method.  

1 Introduction 

One of the deciding factors in constant technological advance is the continuous 
rise of consumer expectations with regards to the quality, functionality and  
durability of manufactured goods. Further factors include legal and ecological 
standards as well as the pressure caused by the manufacturer’s desire to reduce 
costs. 

The durability, costs of use, comfort and safety of the device depend on the 
precision of its components. At many devices, mechanical parts with curvilinear 
surfaces perform a specific role; among other functions, they serve to transfer 
motion. The accuracy of such components is of great consequence taking into 
account their widespread applications, in particular in the automotive, aeronauti-
cal, machine and naval industries [1]. 

Most rotary surfaces are characterized by constant curvature. The methods of 
testing the geometrical accuracy of these components are already well mastered. 

It is much more difficult, however, to check geometry of mechanical parts with 
varying curvatures, such as camshafts, the profiles of which are a combination of 
straight and curved segments with different radii. Components such as combustion 
engine pistons present a similar problem. The control of these elements requires 
linking consecutive measured local radii with the angle of rotation. This type of 
connection is ensured by coordinate measurement technique [2]. The appropriate 
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uncertainty of measurement as well as sampling density is provided by some 
CMMs of highest accuracy such as UPMC 850 CARAT S-ACC by Zeiss [3], or 
LEGEX 300 by Mitutoyo [4]. These machines are, however, large and compli-
cated, and critically also very expensive to operate as they require specific and 
difficult to preserve laboratory conditions. The costs of purchase and use of such 
machines is often difficult to bear for smaller manufacturers producing for the 
local market.  

Therefore, the methods currently being applied for testing elements with varia-
ble curvature require the use of one or more specialized machines along with the 
relevant computer programming. The consequence of this is an increased cost of 
control and also the long time required to perform measurements.  

2 Trend for Overlapping Application Areas of Different 
Measuring Machines 

Prior to the invention of CMMs, measurement methods that allowed the linking  
of form deviation measurements with size measurements were an exception at  
this time. It was only the idea of the construction of CMM that gave rise to the 
possibility of simultaneously measuring multiple geometric features, including 
deviations in form, orientation, location and run-out. Coordinate measurement 
technology initiated and stimulated a process of enhancing and overlapping of 
individual measurement devices (Fig. 1).  

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1 Overlapping of applications of machines for texture, form and size measurement 

This phenomenon applies both to profilometers as well as for Form Measuring 
Machines (FMM). In the case of the former, by increasing the range of the sensors 
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used (up to 2 mm or more), it is possible to measure not only roughness parameters 
but also certain form deviations. Some FMM, owing to their high-resolution trans-
ducers as well as regulated measurement speed, allow measurement of roughness 
besides of form deviations. Measurement devices have thus become more versatile. 
Still, their specificity remains; roughness measuring devices can be replaced only to 
a certain extent by FMM, while the same holds true for FMM and CMM.  

In conventional FMMs, the gauge measures only the changes in the length of 
local radii ΔRi as a function of the rotation angle φ. Vertical position of the gauge zi 
is monitored as well. This set of source data is sufficient to determine the different 
types of geometric deviations and even to measure roughness, but does not allow 
the determination of the dimensions of the examined sections. Following the men-
tioned trends, is it technically possible to move a further step forward towards 
expanding the applications of FMM by measuring dimensions? 

3 Extending the Applications of FMMs to Measuring Local 
Radii through Use of Size Standard  

Some attempts to expand the measuring capabilities of FMM were undertaken at 
PTB and presented in [5, 6, 7, 8]. A Formtester MFU8 machine by Mahr was re-
built and equipped with an interferometer which allowed the measurement of local 
dimensions. Certainly, this reconstruction of the FMM is expansive. Moreover, 
there is a large variety of the FMM types offered by various manufacturers (Tay-
lor Hobson, Carl Zeiss, Mitutoyo, Mahr) and reconstruction should be adapted to 
each model separately [9, 10, 11].  

For this reason, an attempt was made by authors of the paper to extend the 
scope of application of FMMs in a different way, only by use of a cylindrical 
standard with a known average diameter. This diameter can be measured previous-
ly using any relatively accurate method. 

The general idea of the method is based on measuring the reference profile 
twice by FMM (at the beginning and end of the measurement cycle), as well as 
measuring the cross-sections of the examined piece. Next, the differences between 
the signals from the measurement of each cross-section and the average measure-
ment value received for the reference profile are calculated. Taking into account 
the average diameter of the reference profile, it is possible to recover local radii 
for each cross-section and consequently identify size and shape deviations [12]. 
Two-time measurement of the reference cross-section ensures monitoring of the 
measurement cycle as well as information delivery, which can be used to numeri-
cally compensate for changes in the measurement conditions. A mathematical 
description of the method is provided [13]. 

The above measurement concept can be realized in two ways: by coupling the 
cylindrical standard with the examined element (Fig. 2a and 2b) or by setting the 
standard and the examined part on the FMM alternately (Fig. 2c).  

In the experiments carried out by authors the first manner was chosen, as it al-
lows for the rapid assembly of the master-specimen set, ease of fixing on the ma-
chine table, and also the leveling and centering. The eccentricity of the measured  
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Fig. 2 Variants of measurement: a) mounting standard on the examined element,  
b) fixing the standard below the element, c) setting the examined element and standard 
alternately on the machine table  

specimen with regards to the axis of rotation does not exceed a few dozen microns 
in this case. Furthermore, combination of the standard and tested element allows 
the simple performing of two measurements of the reference cross-section.  

Considering the two variants of combining the master with the specimen to be 
measured - above the component (Fig. 2a), or as its base (Fig. 2b) - it was concluded 
to choose the second option as it ensures stable positioning of the set on the machine 
table regardless of the shape of the lower surface of the examined component. 

An alternative method of measurement – putting the standard on the FMM ta-
ble first followed by the examined element, cannot be recommended. This is due 
to the fact, that to ensure precise measurement the gauge should be located at the 
same distance from the axis of rotation at all times during the measurement cycle. 
So, the operator would have to be extremely skillful and take particular care to fix 
element of changing curvature in the same place on the machine table as the stan-
dard was without moving the gauge. This method can, however, be used in FMM 
equipped with the Follow Mode feature (horizontal arm of the machine follows 
variations of the gauge signal), but merely for the measurement of mechanical 
parts with dimensional tolerances of the order of a few dozen microns and larger. 

c) 

b) a) 
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4 Cylindrical Size Standard – Technical and Metrological 
Requirements 

As the described method of measuring the size and form deviations on the FMM 
applies to rotating parts it is obvious that the reference element will be of a cylin-
drical nature. It was proved that the reference cross-section on the cylindrical 
standard doesn’t have to be an ideal circle as just the average diameter of the ref-
erence profile is used to compute local radii of the examined sections. However, 
due to the need for the alignment of the standard on the machine, some require-
ments should be imposed on its accuracy. During one of the experiments per-
formed by the authors it was assumed that the shape of the master should satisfy 
the condition CYLt < 2 µm. Fig. 3 illustrates the form deviations in the reference 
region of the standard which was applied. 

In some cases, however, it could be more convenient to use a standard with cross-
section profiles more similar to the profiles of the measured part. It should be noted, 
that the difference between the diameters of the examined element and the reference 
element should be relatively small, as all signals must be kept within the operating 
range of the gauge (using the standard length lever, this is typically 2 mm). 

In the proposed measurement method, the cylindrical standard has several func-
tions. The first of these is to reproduce a reference length as accurately as possible. 
This length is represented by the average diameter of an indicated cross-section on 
the standard. Applying the two-point method, it is recommended to estimate it on 
the base of a number of equally spaced local diameters. In such a way the impact 
of form deviations of the standard will be reduced.  

 
 

 

CYLt = 1,25 µm 

(Gaussian filter 1-15 UPB) 
RONt = 1,7 µm (without filtration) 

RONt  < 0,5 µm (Gaussian filter  1-15 

UPR)

Fig. 3 Form deviations of the cylindrical master used for experiments: a) 3-D plot of cylin-
dricity, b) cross-section profile 
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A second function of the standard is to guarantee stiff and fixed combination 
with the examined element, as well as its positioning (centering and leveling) on 
the FMM table. Both steps should be carried out effortlessly and quickly.  

Further functions are to prevent gross errors and to compensate for thermal 
fluctuations. These tasks are accomplished by executing two measurements of the 
reference profile – the first at the beginning and the second at the end of each 
measurement series. On the basis of the arithmetic mean and the difference of the 
two reference signals, it is possible to monitor the effects of thermal fluctuations 
and detect possible excessive measurement errors, as caused by vibrations. To 
ensure the efficacy of this procedure it is strongly recommended to make the stan-
dard from the same material as the examined element, or from a material with a 
very similar thermal-expansion coefficient. 

The fabrication of such a standard or even a few of them (taking wear into con-
sideration), should not be a problem when using the proposed method for mass 
production.  

5 Summary 

This paper outlines the concept of a measurement method allowing an extension 
of the measurement capabilities of FMMs to include local radii. The proposed 
method is applicable to any FMM, provided there is access to source measurement 
signals registered during the profiles scanning. The only additional cost is asso-
ciated with producing a suitably accurate standard which ensures rigid connection 
with the examined elements. The out of roundness of reference profile (RONt 
parameter) can amount to even a few micrometers, as its form deviations have no 
effect on the shape of observed profiles located on the examined surface, and only 
affect the mean values of the radii to a negligible extent. 

The proposed method ensures a high sampling density, unlike specialized in-
dustrial devices, which are designed for measurement of a few distinct dimen-
sions. Furthermore, as with the proposed method local radii are measured (not 
diameters), it allows for the detection of axial asymmetry of the tested cross-
sections, for example a three-lobed effect can be revealed. 

A limitation of the proposed method is the relatively small measuring range of 
the gauge, however in exchange the method provides a high resolution and accu-
racy of measurement.  

The differential nature of the proposed measurement method allows compensa-
tion for the effect of changes in the temperature in the laboratory on the measure-
ment results. 

As the result of measurement is a large number of local radii values (typically 
hundreds or thousands of data points) for each examined profile, it allows for the 
detailed examination of local deviations with regards to the requirement given in 
technical specifications. For roundness profiles, commonly used parameters such 
as RONt, RONp, RONv, RONq can be obviously derived. 

Several industrial and research laboratories apply FMMs for accurate measure-
ment of geometrical deviations. The use of such devices to additionally measure 
local radii with uncertainty close to that obtained by CMMs, while maintaining  
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the high accuracy of form deviations characteristic to the radial method, corres-
ponds to the needs of many manufacturers. It eliminates the costs associated with 
the purchase of new measuring devices and strongly reduces expenses related to 
air-conditioning at laboratory.  

The method was designed to be used primarily in high-volume production, and 
in particular in the automotive and aerospace industries. 
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Abstract. A meshless local Petrov-Galerkin (MLPG) method to analyse the electro-
elastic response of functionally graded piezoelectric circular sensor is proposed. In 
this approach the analysed body is discretized using nodal points only, no finite 
element mesh is required. The moving least-squares (MLS) scheme is employed for 
the spatial approximation of unknown physical fields in terms of corresponding 
nodal quantities. Three-dimensional modelling enables asymmetric loading patterns 
to be used. The exponential gradation of material properties is proposed in the pol-
ing direction of the sensor. The effect of varying gradation coefficients on mechani-
cal displacements and induced electric potential is investigated. 

1 Introduction  

Piezoelectric ceramics have recently been receiving significant attention as ele-
mentary components of various sensors and actuators. The coupling between me-
chanical and electrical behaviour in piezoelectric material allows the mechanical 
energy to be converted to electric energy and vice-versa, which is termed the di-
rect and converse piezoelectric effect. Materials exhibiting a large direct or con-
verse piezoelectric effect are required for effective practical applications. 

Functionally graded materials (FGM) are multi-phase materials whose phase 
volume fractions vary gradually in space in a pre-determined profile [1]. These 
spatial gradients often cause FGMs to be superior to conventional composites. 
Piezoceramic materials can also be prepared as FGM composites, which results in 
continuously graded electric and mechanical properties at the macroscopic struc-
ture scale. 

Since Tiersten’s pioneering work [2], research on the behaviour of piezoelectric 
materials has encouraged the development of their numerical modelling. The finite 
element method (FEM) has been increasingly applied to solve piezoelectric prob-
lems [3, 4, 5]. The standard boundary element method (BEM) cannot be used for 
general anisotropic piezoelectricity because proper fundamental solutions are un-
available or difficult to obtain. In the last decade, special attention has been paid to 
mesh-free or meshless methods for numerical analysis. Of the wide range of such 
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approaches the meshless local Petrov-Galerkin (MLPG) method [6] has received 
significant attention. The MLPG has recently been applied to the analysis of  
2-D plane piezoelectricity [7] electroelastic plates [8] and laminated plates with 
piezoelectric layers [9, 10]. 

Recent progress in the development and research of FGMs has also heightened 
interest in the development of numerical methods for the solution of a number of 
problems, including continuously nonhomogeneous solids. FEM analysis of FGM 
materials may give rise to certain difficulties. The material coefficients in com-
mercial FEM codes are assumed to be constant within an element, thus leading to 
the piecewise homogeneous conception of FGMs. The inherent nature of meshless 
methods, on the other hand, makes them perfectly suited for the analysis of con-
tinuously nonhomogeneous materials because no element mesh is required. Mate-
rial properties are ascribed to each nodal point separately. The MLPG has recently 
been applied to continuously nonhomogeneous 2-D [11] and 3-D [12] elastody-
namic problems. Analysis of piezoelectric FGM solids by the MLPG has focused 
only on 2-D and 3-D axisymmetric problems [13, 14, 15]. 

In this paper the MLPG formulation is developed for 3-D continuously nonho-
mogeneous piezoelectric solids. The material properties are deemed to vary in the 
vertical direction, for the FGM. The coupled electro-mechanical fields are de-
scribed by constitutive relations and governing partial differential equations 
(PDEs). Nodal points are spread around the analysed domain without any restric-
tion. A small local spherical subdomain is introduced around each nodal point. 
Local integral equations (LIEs) constructed from governing PDEs are defined over 
these spherical subdomains. The Heaviside unit step function is applied as a test 
function in each local subdomain which leads to a pure boundary integral formula-
tion. The LIEs are non-singular and have a very simple form. If a simple form is 
chosen for the geometry of the local subdomains, numerical integrations can be 
easily performed on them. A moving least squares (MLS) approximation scheme 
[6, 16] is used to approximate the spatial variations of electric and mechanical 
fields in terms of specific nodal values. The essential boundary conditions on the 
global boundary are specified by the collocation of the MLS approximations for 
prescribed field quantities at the boundary nodes. Numerical examples demon-
strate the applicability of the proposed method for the analysis of the piezoelectric 
sensor by considering different gradations of elastic and electric material proper-
ties. The electric response of the sensor is investigated for non-uniform static load-
ing and the results are discussed. 

2 MLPG Numerical Model for 3-D Piezoelectric Solids  

The governing equations for 3-D piezoelectricity under quasi-electrostatic and 
elastostatic assumptions in continuously non-homogeneous solids are given by  
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the equation of motion and first Maxwell’s equation for the vector of electric dis-

placements ( )jD x  as 

 ( ) ( ), 0ij j iXσ + =x x  (1) 

 ( ) ( ), 0j jD R+ =x x  (2) 

where ( )ijσ x , ( )iX x and ( )R x are the stress tensor, vector of body forces and 

volume density of free electric charges, respectively. Cartesian coordinates are 

specified as ( )1 2 3, ,x x x=x .  

The constitutive equations for the continuously non-homogeneous piezoelectric 

material poled in the 3x -direction are given as 

 ( ) ( ) ( ) ( ) ( )ij ijkl kl kij kC e Eσ ε= −x x x x x  (3) 

 ( ) ( ) ( ) ( ) ( )i ikl kl ik kD e h Eε= +x x x x x  (4) 

where ( )ijklC x , ( )kije x  and ( )ikh x are respectively the elastic, piezoelectric 

and dielectric material tensors. The strain tensor ( )ijε x  and electric field vector 

( )kE x  are related to mechanical displacements iu  and electric potential ψ  as  

 ( ) ( ) ( )( ), ,

1

2ij i j j iu uε = +x x x ,  ( ) ( ),k kE ψ= −x x   (5) 

On the global boundary Γ of the assumed 3-D body Ω , the essential boundary 

conditions for the displacements iu  and electric potentials ψ , as well as the natu-

ral boundary conditions for the surface tractions i ij jT nσ= and surface density of 

electric induction field flux i iQ D n= , are defined. in is the unit normal vector. 

2.1 Local Integral Equations 

Instead of writing the global weak form of the governing equations, the MLPG 

method uses the local weak form over local subdomains sΩ defined for each node 

in the global domain Ω  [6]. No restriction is placed on the shape of local subdo-
mains; in our formulation the spherical shape is considered. 
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The local weak forms of governing equations (1) and (2) are then 

 ( ) ( ) ( ) ( )* *
, , ,

S S

ij j it w d X t w dσ
Ω Ω

Ω = − Ω x x x x  (6) 

 ( ) ( ) ( ) ( )* *
, , ,

S S

j jD t p d R t p d
Ω Ω

Ω = − Ω x x x x  (7) 

Heaviside unit step functions ( )*w x and ( )*p x are chosen as test functions 

in each subdomain sΩ [6, 9]. Applying the Gauss divergence theorem to the do-

main integrals on the left-hand side of equations (6), (7) and assuming that both 
the volume forces and volume density of free charges vanish, we get the following 
local integral equations, written in component form as 

 ( ) ( ) 0
S

ij jn dσ
∂Ω

Γ = x x ,   ( ) ( ) 0
S

i iD n d
∂Ω

Γ = x x  (8) 

where S∂Ω  is the boundary of the local subdomain sΩ .  

Note that LIEs (8) do not contain any domain integrals, thus pure boundary in-
tegral formulation is obtained. In the MLPG method the test functions and trial 
functions are not necessarily from the same functional space [6]. In this paper we 
have chosen the trial functions as the moving least-squares (MLS) approximations 
for the field unknowns specified over a set of nodal points.  

Using the MLS scheme, the approximation of mechanical displacements iu and 

electric potential ψ by approximants ( )h
iu x , ( )hψ x  is given by 

 
1

ˆ( ) ( ) ( )
n

h a a
i i i

a

u u uφ
=

≅ =x x x , 
1

ˆ( ) ( ) ( )
n

h a a

a

ψ ψ φ ψ
=

≅ =x x x  (9) 

where the nodal values ˆa
iu and ˆ aψ  are regarded as fictitious parameters for the 

mechanical displacements and electric potential, respectively. MLS shape function 

( )aφ x  is defined over a set of n nodes located in the support domain xΩ [6]. 

The spatial derivatives are approximated with use of the shape function derivative 
[6] and same fictitious parameters as 

, , ,
1

ˆ( ) ( ) ( )
n

h a a
i j i j j i

a

u u uφ
=

≅ =x x x , , , ,
1

ˆ( ) ( ) ( )
n

h a a
j j j

a

ψ ψ φ ψ
=

≅ =x x x  (10) 
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Discretization of local integral equations (8) is performed by inserting the MLS 
approximations (9, 10) into constitutive equations (3), (4). Essential boundary 
conditions on the global boundary are specified by the collocation of the MLS 
approximations (9) for the prescribed field quantities at the boundary nodes. Natu-
ral boundary conditions are specified using corresponding LIEs (8) [6]. Collecting 
all the discretized local equations together with the discretized boundary condi-
tions gives the complete system of algebraic equations that is solved for the ficti-

tious nodal values ˆa
iu and ˆ aψ . The resulting values of the mechanical displace-

ments and electric potential are finally retrieved by inserting fictitious values into 
the MLS approximations (9). 

3 Numerical Example 

Numerical analyses are performed for the piezoelectric FGM solid representing a 
sensor of cylindrical shape with radius 0.015mr = and thickness 0.003mh = . 

An exponential gradation rule in the 3x -direction is considered for the piezoelec-

tric properties as 

 ( ) 3 /(0)
3

x hP x P eδ=  (11) 

and for the mechanical properties as 

 ( ) ( )3 /(0)
3

x hP x P d eγ= −  (12) 

where symbol ( )P x is used for the particular material property, (0)P is the refer-

ence material property, δ , γ and d  are the grading constants, which differ for 

electric and mechanical properties. The reference material considered is PZT-4 
piezoelectric ceramics [9]. 

The geometry of the piezoelectric solid is discretized using 1005 nodal points. 
The sensor is loaded at the top with the asymmetric linearly varying load 

( ) [ ]6 7
1 2 3 1, , 1 5 Paf x x x h e e x= = + . The displacements and electric poten-

tial at the bottom vanish.  

The numerical results for 0, 0δ γ= =  and 2d = are evaluated first, which 

represents a homogeneous material distribution (pure PZT-4). Fig. 1(a) shows the 
variation of induced electrical potential ψ at the top of the sensor.  

Numerical results for 135.155, 231.05δ γ= = −  and 1.5d =  are evalu-

ated next, which represents a 1.5-times increase in the piezoelectric properties at 
the top of the sensor, while the mechanical ones are lowered to one half of the  
 



430 P. Stanak et al. 

(a) 
 

(b) 

Fig. 1 Induced electric potential at the top ( )3x h=  of piezosensor: (a) with homogeneous 

properties; (b) with functionally graded material properties 

reference value in the opposite direction. The results for induced electrical poten-
tial ψ at the top of the graded sensor are shown in Fig. 1(b). Compared with the 

case of homogeneous material, higher values of potentials are induced. Further 
change in the gradation parameters may change the response in another way. The 
desired electric output of the sensor can thus be obtained. The deformed shape of 
the non-homogeneous piezosensor is shown in Fig. 2 in terms of nodal positions at 
the boundary. Nodal displacements are multiplied by magnification factor 

45m e= . The effect of applying the asymmetric load can be clearly seen in the 
resulting deformation of the sensor. 
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Fig. 2 Deformed shape of the FGM piezosensor in terms of nodal position (magnified) 

4 Conclusions 

A meshless numerical model based on the MLPG approach has been presented for 
the 3-D analysis of functionally graded piezoelectric solids. The electric response 
of the piezosensor is changed by the effect of material gradation. Thus the re-
sponse can be tuned to desired way for certain practical applications. 

The use of a meshless method can be advantageous for a medium with spatially 
varying properties. Spatial variation of physical fields has been approximated by 
the MLS scheme in terms of nodal values only. Where there is uniform or sym-
metric loading the axisymmetric analysis may decrease the computational effort 
required. 
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Abstract. The paper presents diagnostics of mechatronic systems on the basis of AI-
based techniques. The paper gives an analysis of diagnosis methods. Development 
of neural network for diagnosis of mechatronic systems are discussed. Diagnostics 
system software functions are determined. The input layer is used as the data acqui-
sition unit on base National Instruments devices with LabView software. AI-based 
techniques for diagnostics are discussed. For diagnosis of CNC machines, a neural 
network can be applied, consisting of modules, which correspond to each CNC  
machines units. Each module processes the obtained information according to its 
diagnostic parameters. 

1 Introduction  

Modern machines become more and more intelligent. To implement the assigned 
purpose, such machines must have information on their state, that is, a diagnosis 
system must be available, which is actively interacting with an adaptive control 
system. 

A great attention, paid to diagnosis, is explained by the following factors. Its 
implementation allows:  to control the current technical state of machines, to 
determine the time and contents of repair works, to control the quality of their 
execution, to decrease costs of machine maintenance, to extend the overhaul pe-
riod and lifetime of equipment, to escape sudden breakdowns of machines and 
production stops. 

Nowadays a “revolution” takes place in systems of machines diagnosis, which is 
determined by development of a wide spectrum of smart sensors with wireless data 
transfer, high-performance computational systems and computational intelligence.  

The progressive mathematical apparatus for creation of systems of  automatic 
diagnosis of machine units is application of neural networks. They possess the  
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following advantages: quick training algorithms, possibility to operate in the pres-
ence of undesired signals, possibility to operate with various data and possibility 
to solve several tasks simultaneously.   

Increase of intensity of investigating the methods and means of diagnosis sys-
tem is caused by a number of reasons. 

1 Cost increase of complex automated production systems results in great fi-
nancial losses in case of their breakage. It is reasonable to perform repair works 
depending on the state of a machine, rather than according to plan. 

2 Microminiaturization of microprocessor means, sensors, reduction of their 
power consumption and development of wireless techniques of data transfer allow 
to build them into any objects of diagnosis, right up to bearings. 

3 Development of mathematical apparatus on basis of artificial intelligence me-
thods of machine fault detection allows to increase the accuracy of diagnosis 
statement. 

4 Application of new programming methods allows to perform diagnosis in real 
time, transferring data on the object condition to an adaptive control system. 

5 Cost reduction of microprocessor means with increase of their computational 
power and functional capabilities allow to implement complex diagnosis algo-
rithms. 

6 Application of modularity principle facilitates the design of diagnosis means, 
which must be developed at the stage of designing the diagnosis object.  

Diagnostics of machinery and mechatronic systems are considered in papers [1-
11]. Issues of reliability, planning, maintenance and repair considered in paper 
[12]. 

2 Analysis of Diagnosis Methods 

Mechatronic systems demand to provide a high quality level of functioning and 
reliability. This requirement becomes especially actual, when the system operation 
influences the fulfillment of the assigned task, connected with the hazard of hu-
man life loss or considerable financial investments. Reserve of reliability increase 
is the changeover from a scheduled maintenance and repair to the maintenance 
and repair according to the actual technical state. Application of this strategy re-
quires a wide adoption of means and methods of diagnosis.  

One of the most important advantages of neural networks is their ability to 
represent nonlinear transformations. Therefore, neural networks are capable to 
generate a very precise approximation for nonlinear functions of any degree of 
complexity. 

Neural networks are the alternative version of design of estimating devices. The 
important property of neural networks is that they study dynamics of a system 
during the training process, consisting of several training cycles with training data, 
either coming from the previous cycle, or consisting of real signals. After every 
cycle a neural network learns more and more about the object dynamics. One of 
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the most important properties of neural networks is their ability to study dynamics 
of nonlinear systems performance automatically, in case if architecture of neural 
networks contains at least three layers. 

Advantages of a classifier, created on basis of neural networks over conven-
tional estimating methods are such factors as: independence on noise, self-
training, possibility of parallel processing and so on. 

For diagnosis of a mechanical subsystem, means of diagnostics are applied, 
based on measurement of vibration parameters of elements, heat radiation, resis-
tance of oil film, analysis of particles in oil.  

For diagnosis of electro-mechanical, electrical and electronic subsystems, 
means of diagnostics are applied, based on measurement of electrical parameters: 
current, resistance, analysis of digital signals. 

Nowadays a new progressive possibility appeared to diagnose the electron 
drive apparatus – watt-metry. 

Program software of a diagnostics system must have the following functions: 

1 Availability of database, allowing to store information about the controlled 
equipment over rather long period.  

2 Availability of function of estimating the current technical state and residual 
life of equipment. 

3 Availability of adaptive functions, describing variation of parameters in the 
course of time.  

4 Availability of a built-in expert system. Conclusions of such system are addi-
tional to calculations of periods of repair works. In ideal case the diagnostics sys-
tem must “hand” the optimal period of repair works with the list of defects to be 
remedied.  

5 Availability of a system or even just elements of parametrical diagnostics of 
equipment condition.  

6 Planning of periods of repair works. It is one of the most important functions 
of a diagnostics system, since the main expenses for equipment maintenance ap-
pear during repair works.  

7 Estimation of quality of performed repair works. This function is used to eva-
luate the quality of repair services, which is especially actual when changing over 
maintenance service by independent contractors.  

3 Development of Neural Network for Diagnosis  
of Mechatronic Systems  

For diagnosis of mechatronic systems, a neural network can be applied, consisting 
of modules, which correspond to each mechatronic subsystem. Each module 
processes the obtained information according to its diagnostic parameters.  
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Neural network consists of layers: input layer, where diagnostic information 
from sensors and information on operation modes is received; hidden layer, where 
data is processed and weight factors are assigned during the training process; out-
put layer. 

Signals from sensors and information about operation modes of a mechatronic 
system come to the input layer. In this layer a number of neurons is determined by 
a number of diagnostic parameters in each module. In the hidden layer a number 
of neurons is equal, as a rule, to the number of neurons in the previous layer or can 
be defined. Each module with its own input layer doesn’t have any connections 
with other modules.  

4 The Implementation of the Input Layer as the Data 
Acquisition Unit 

To collect information from a large number of diagnostic sensors developed sys-
tem should include a set of high-performance hardware, with the ability to quickly 
reconfigure a necessary equipment. This is achieved through the use of universal 
devices with programmable them under the required tasks. 

One of the most successful means to set goals is the equipment of National In-
struments, in particular devices NI PXI. The main advantage of such devices is the 
modularity, which allows devices to come by building an optimal and universal 
problem-solving diagnostics. In his composition, the device has a built in control-
ler, managed by software LabVIEW. 

Information acquisition unit with diagnostic sensors is represented as a univer-
sal high-speed 16-bit DAQ NI PXI-6254. 

In the developed diagnostic system uses the following sensors: vibration, 
acoustic emission, current (restated power consumption engine), temperature (the 
difference with the environment, the time of the engine and  estimated heating).  

Are processing the following information: waveform, spectrum, trends. 
Consider the example of building data collection block the system for vibration 

monitoring of ball bearings. 
On the fig. 1 shown structural scheme of data collection block. 
To determine the changing parameters for vibration diagnostics the bearing in-

ner ring rolling was introduced defect of the "pit" (fig. 2). 
On the fig. 3 shown the spectrum of the signal received by the module NI PXI 

and the software LabView for serviceable single-row radial ball bearing, inner 
ring diameter of 78 mm. Rotational speed 1,900 rpm. 

Test stand worked 6 hours, in order to determine how to change the level of a 
trend over a long period of time. Fig. 4 shown a graph of the trend of vibration 
(vibration moving). 
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Fig. 1 Structural scheme of data collection block 

 

Fig. 2 a) Bearing without defect; b) Bearing with defect 

 

Fig. 3 The spectrum of vibration of bearing without defect 

 

Fig. 4 Trend of vibration of bearing without defect 
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After making the defect following results were obtained (fig. 5, 6) 

 

Fig. 5 The spectrum of vibration of bearing with defect 

 

Fig. 6 Trend of vibration of bearing with defect 

These data indicate that introduction of a defect in the rolling bearing signifi-
cantly affects both the vibration spectrum (especially in the low frequency com-
ponent: increasing the amplitude of nearly 200 times), and the trend of vibration (a 
significant increase in the signal level and the rate of change). 

The information in this block can be transmitted to the input layer of the neural 
network, where there is a further detection of defects appropriate unit. This ap-
proach allows us to more fully examine the current state of the equipment. 

5 AI-Based Techniques for Diagnostics  

There are many types of AI-based techniques for diagnostics. Some of these use 
expert systems, artificial neural networks (ANNs), fuzzy logic, fuzzy-ANNs, ge-
netic algorithms (GAs), etc. The essence of an expert system is the ability to man-
age knowledge-based production rules that model the physical system, while it is a 
main feature of ANNs that they are general nonlinear function approximators. 
This function approximation is achieved by using an appropriate network built up 
from artificial neurons, which are connected by appropriate weights. However, the 
exact architecture of a ANN is not known in advance. It is usually obtained after a 
trial-and-error procedure. Fuzzy logic systems are expert, rule-based systems, but 
they can also be considered to be general nonlinear function approximators. In 
contrast to ANNs, they give a very clear physical description of how the function  
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approximation is performed (since the rules show clearly the function approxima-
tion mechanism). On the other hand, fuzzy-ANNs are basically ANNs with fuzzy 
features, and it is one main advantage over “pure” ANNs that their architecture is 
well defined. Finally, GAs are not general function approximators, but they are 
stochastic optimization techniques. However, they can be used together with neur-
al or fuzzy-NNs, e.g., to obtain optimal weights in a “pure” ANN, or to obtain the 
membership functions in fuzzy logic systems, etc. 

There is a great variety of neural networks and algorithms of their training. The 
choice of type and structure of the neural network determined by the specific task. 
The Rosenblatt network was chosen, which had the algorithm of back propagation 
of error. This algorithm represents an iterative gradient algorithm of minimization 
of mean square deviation of value of output from desired values (error minimiza-
tion) in multilayer neural networks. Training of a neural network is performed 
with the assistance of a tutor. Availability of an associative memory is not re-
quired, since it is insignificant, if the network memorizes connections between 
neurons or not, the necessary result can be achieved by means of a “black box” 
model. The neuron activation function chosen exponential sigmoid. 

For diagnosis of CNC machines, a neural network can be applied, consisting of 
modules, which correspond to each CNC machines units. Each module processes 
the obtained information according to its diagnostic parameters. 

First, errors are calculated in the last layer – layer A (on basis of output and ca-
libration signals), then in the next to last layer – layer S and then in the input layer 
– layer X. Initial values of weights are chosen in a random manner and, as a rule, 
are assigned close to zero. 

The number of examples must be not less than the number of input data. The 
more examples will be, the more ambiguous data will be, the deviation will be 
normal up to a certain value, and after that it will go outside the limits of required 
values. Errors of data processing also influence the deviation.  

6 Conclusions 

Diagnostics system software functions are determined. The input layer is used as 
the data acquisition unit on base National Instruments devices with LabView 
software. For diagnosis of CNC machines, a neural network can be applied, con-
sisting of modules, which correspond to each CNC machines units. Each module 
processes the obtained information according to its diagnostic parameters. The 
accuracy can be assigned as 0.01%, but more time will be needed to process data 
and the network can cycle. In order to make the network provide the required 
accuracy, it is necessary to base on requirements to output parameters. In this case, 
the deviation from training output parameters can vary within the insignificant 
range up to 5%. Three layers of a neural network are recommended to be  
assigned: 1 input, 1 output and 1 hidden layer. 
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Abstract. This paper is focused on mechanisms and possibilities of signal proc-
essing in DiaSter system, with special attention on diagnostics. First short descrip-
tion of the system is given, then two main libraries: signals and communication 
are presented. Those libraries are the core of data exchange mechanism. Signals 
library allows to manipulate system variables in uniform way, communication 
library is designed to exchange different type of signals and data between system 
modules. Next part is focused on data exchange between system modules, and in 
particular in calculation module PExSim. Paper ends with presentation of DiaSter 
possibility in area of mechatronic system simulation and technical diagnostic. 

1 Introduction 

A growing demand for the use of increasingly sophisticated algorithms responsi-
ble for implementing functions such as advanced monitoring and diagnostics, 
advanced control, optimization or process modelling can be observed in recent 
years [1]. The use of such algorithms in industrial applications typically requires 
an access to advanced environment processing variables that describe the analysed 
process. On the other hand, the growing computational power of computers, avail-
ability of more powerful development tools (as well as development environ-
ments) and growing users demands influence a strong development of a new  
generation of process monitoring and control systems. The applications of com-
plex computational algorithms, developed on the basis of information technology, 
automation, diagnostics and knowledge engineering are enabled due to those 
modern solutions. This type of software has a form of special software modules, 
that are the components of automatic control system or expert systems integrated 
with it. One of the packages allowing the implementation of advanced variables 
processing algorithms developed in recent years is a software platform of ad-
vanced control and diagnostics system DiaSter [1]. It is a continuation of  
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advanced monitoring and diagnostic system AMandD [2]. It was created within 
the cooperation of research teams from Warsaw University of Technology, Sile-
sian University of Technology, Rzeszów University of Technology and the Uni-
versity of Zielona Góra under a development grant “Intelligent diagnostic and 
automatic control support system for industrial processes DiaSter”. 

The DiaSter system is a configurable, multi-modules system that can operate in 
decentralised structure. Each module can communicate with other modules via 
native communications mechanisms based on TCP/IP network, or using a com-
mon database. The main modules of the system (processing of archival data, the 
current process data processing and visualization) are additionally equipped with 
plug-in mechanisms enabling easy extension of their functionality. 

The purpose of this paper is to present the capabilities of the software platform 
of the DiaSter system in the scope of rules, limitations and possibilities of process-
ing process variables with particular emphasis on the implementation of diagnostic 
functions. The comparison of described solution with other ones available on the 
market is not an aim of this paper, however, the distinguishing features of the 
DiaSter system are emphasized. 

2 Signal and Communication System Libraries 

Today, commercial automatic control systems utilize mainly simple data types. 
The information required for current process control can be coded only as sim-

ple data types as Boolean, integer or floating-point. For a long time the use of only 
such simple types of data covered the needs of the implemented algorithms. 
However, with the introduction of modern techniques of monitoring / control, and 
the development of information technology, it can be concluded that such a re-
striction, in some applications, is a strong limitation or, at least, is inconvenient. 
For example, the transmission of measured value and the uncertainty of its desig-
nation requires the creation of two classic signals, even though it is logically one 
signal. Moreover, some data cannot be transferred in this way, e.g. fuzzy values. 
Thus, the modified types of values are introduced in DiaSter system. Generally, it 
is assumed, that each value processed by the system is characterized by several 
features: 

• The status is always related with value. It is a carrier of additional infor-
mation, such as: an error that occurred during its calculation, the lack of 
measurement, exceeding limit values, etc. The status is assigned to a 
value by its generator (source element) and can be modified by each  
following, processing element. 

• The second element that always occurred with the value is a time stamp. 
The system assumes that the time stamp is attributed by the signal value 
generator. The resolution of time stamp in the DiaSter is 1.0E-6. It allows 
to process high-frequency vibration signals. 
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• The values in the system can be serialized. From the information theory 
point of view it means that each type of value may be stored, at any time, 
as a sequence of bytes, and then sent over the network or stored in non-
volatile media. Later, it can be restored for further use. 

It may be noticed, that there is no “value” among mentioned signal properties. 
It means, that the system processes all types of values in the same way, without 
taking into account, at low level, their characteristic properties. Whether the value 
can be transferred between the modules of the system, processed inside the mod-
ule, archived or reproduced from the archives, does not depend on its type. In 
practice, this approach allowed to create flexible system, devoid of the disadvan-
tages of typical automatic control systems. 

The technical realisation of processing of any value type by the DiaSter system 
is based on the concept of abstract value interface, called ICValue. The inter-
face together with its basic implementation include the mechanisms supporting 
time stamps, statuses and values serialization and deserialization. All the values 
processed by the system are the types derived from ICValue. The following types 
are delivered with the system platform: Boolean, integer, float, char, string and 
vector of any kind of sub-types. The above list is not final. The user can add to the 
system his own type of variables by creating derived type of ICValue and register-
ing it in central configuration database. In this way, it is possible to implement 
simple data types, e.g. 12-bits numbers corresponding to typical resolution of AC 
converters, as well as more sophisticated. 

Fuzzy variables developed at the Institute of Automatic Control and Robotics 
are an example of the implementation of advanced data type. Such variables are 
characterised by interesting properties. Each fuzzy value is inextricably connected 
with corresponding definition of its fuzzyfication  - the definition of fuzzy sets and 
its membership functions. The access to the value of fuzzy signal as well as to the 
definitions of its fuzzyfication is needed for complete signal restoration, e.g. for 
visualization purpose. Sending the definitions of fuzzy regions with each proc-
essed value is extremely ineffective, especially that the configuration of fuzzyfica-
tion changes relatively rarely. In the described system, the problem of efficient 
transmission of the variables is solved due to the possibility of flexible definition 
of user data types. There are introduced two types of fuzzy variables. Depending 
on the needs, there is transmitted only basic one (the values of membership func-
tions) or the complete one (all the parameters describing fuzzyfication) signal. 
Sending only the function values allows efficient operation and saves bandwidth. 

Flexible approach described above allows to avoid most of the problems arising 
during the implementation of new types of information processing in the previous 
generation of automatic control systems. 

3 Communication between System Modules 

DiaSter has a modular structure, wherein each module is independent executable 
possible to be run on a separate machine. In such case there is a need to provide 
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elastic way to exchange information between modules, keeping the most simple 
configuration and minimizing network usage.   

To provide such features there is provided native communication system called 
MRIaS, designed with a set of protocols allowing direct and broadcast communi-
cation, and remote procedures call. More advanced tasks can be realized through 
CORBA based object sharing across system modules, or via system database.  

3.1 Online Data Exchange 

The basic data exchange mode in the DiaSter platform is based on the transmis-
sion of messages between modules in two modes: direct and broadcast. Direct 
mode means that every message sent includes information about the recipient, in 
the form of a unique module name defined in the system configuration phase. In 
case of problems with the immediate delivery of the message to the recipient, it 
will be placed in FIFO queue, until it overflows.  

More Interesting mode of communication is broadcast. In this case, the sender 
of the message does not specify the recipient, but the topic. On the topic can be 
subscribed any number of recipients. Each message sent to the topic will be resent 
to all modules who are subscribed to it. Implementation of the described mecha-
nism in the DiaSter system requires no additional configuration. Topics that do not 
exist are created when somebody subscribe to it, or when a new message to given 
topic is sent. 

All kind of messages are always sent through MRIaS server (a part of DiaSter 
platform). MRIaS is used always as a routing, stateless  server. Current implemen-
tation uses TCP/IP as a transport layer, no matter if communicating modules are 
working on same PC, or on several PC’s connected with network. Described 
mechanism is used mainly to send / receive fast (high-frequency) data, e.g. proc-
ess variables, calculation results, etc. Communication subsystem allows to send 
any type of data known to the system (integers, floating point numbers, binary 
signals, text, fuzzy values, etc.). 

3.2 Remote Procedure Call 

In case of transmitting acyclic information, or request to execute specific proce-
dure, DiaSter provides Remote Procedure Call (RPC) mechanism.  

RPC mechanism in the system is the native solution, with the emphasis on 
minimizing the amount of data in the network. To use RPC comfortable APIs with 
full implementation in the form of DLL is provided. DiaSter supports remote pro-
cedure call with any number of input and output parameters, limiting the type of 
parameters. The system supports only simple parameters and all types of system 
variables described in Chapter 2. 

From the external software modules, or internal from system module, by send-
ing a message with standardized format, one can call remote procedures specific 
function blocks in PExSim module, or defined procedures for other modules. In 
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case of PExSim module, the received RPC message is decoded and passed to a 
particular function block. The corresponding block is searched through a unique 
identifier. The function block must have implemented a particular RPC. An exam-
ple use of this mechanism may be the implementation of the control unit, where 
the settings can be changed remotely or one can remotely start the auto-tuning 
procedure. 

3.3 CORBA 

More sophisticated mechanisms for communication provides some of the modules 
operating on-line. Applied interfaces with CORBA-compliant implementation 
provide access to properties and methods of each object embedded in the PExSim 
environment, with no restrictions on the type and number of parameters. Addi-
tionally, one can remote control the simulation process. Similar mechanism is 
implemented in visualization module, what allows the transfer of complicated and 
rarely changing information to / from distributed objects in the system. 

4 Signal Propagation in Calculation Module PExSim 

One of the main modules of the DiaSter system is the calculation / simulation 
module called PExSim [3, 4]. Processing algorithms implemented in the PExSim 
are built in the form of block diagrams, so called processing paths, from the user 
point of view similar to Matlab/Simulink. Module can process multiple paths si-
multaneously. Paths can be independent or dependent (if exist data exchange be-
tween them). Each path consists of a number of function blocks implementing 
various operations on processed signals. Blocks are connected via inputs and out-
puts connectors,  what gives adequate flow of signals. Proposed mechanism for 
creating connections is a standard solution: Each output can be connected to sev-
eral inputs, and to one input can be connected to only one output signal. Due to the 
possibility of processing of various types of signals (including user-defined types), 
PExSim checks signal types when user tries to connect input to output, and allows 
only to connect compatible signals. Function blocks can be designed to allow the 
connection of different types of input signals. In the path can also be embedded 
subsystem (subpath) executed as a part of parent path. In this way, the algorithm 
can be arranged in a hierarchical structure of information processing. 

4.1 Internal Signals Transmission and Calculations Triggering 

Each data type that derivatives after ICValue can be transmitted in the calculation 
paths, wherein always a copy of the data (not reference) is sent. But the transmis-
sion of the signal is not the main problem. In systems enabling flexible folding 
processing paths usually there is a problem how to determine calling sequence of  
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calculations for each block. In PExSim module, due to the possibility of joining 
the inputs / outputs of each block, and create loops, the problem was recognized as 
an important issue. 

The solution proposed and implemented in PExSim is based on the information  
propagation and calculation triggering in order determined by signals flow defined 
by blocks connections. This way of processing is schematically shown in Fig. 1. 
The main idea is to separate a special type of blocks, named sources, who are 
responsible for generating signals. For each root-level path, the simulation mecha-
nism in the first stage trigger sources (step 1) in the order defined by the order of 
their creation. Triggered source block calculates the value of their output signals 
and shall forward the results of their calculations to the next block. Signals appear-
ing at the inputs of the standard block (Step 1.1, 2.1 and 3.1) make its initial acti-
vation, during which it is verified that the values were determined for all inputs to 
the block. When all inputs are available, the block is triggered and calculates its 
own output values (step 2, 3 and 4), resulting in activation of the next block in the 
structure of processing. 

 

 

Fig. 1 Calculations triggering inside single path 

4.2 Data Exchange with Other Modules in the System 

Described in the previous section mechanism allows to work as a stand-alone unit. 
When PExSim works as a module of a distributed system, there is need for addi-
tional support for external events handling. This amounts to trigger the calculation 
by the incoming new data packages (messages). The process of receiving external 
data, their synchronization (including eg time stamps determination for a new  
step in the simulation), and eventually trigger a path is controlled by special input 
buffers (Fig. 2). 

Similar mechanism is used also to send signals between paths not belonging to 
the same sub-tree. In this case one can use so called internal variables. These are 
simple buffers that store the output values of the specified paths and allows to read  
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Fig. 2 Calculation triggering through external events 

them through special sources "Internal Variable". Such mechanism of synchroni-
zation does not ensure proper sequence of calculations, if the buffer do not add 
any delay. In such case, the responsibility for proper execution of the calculations 
rests with the algorithm designer. 

4.3 Synchronous and Asynchronous Processing of Paths 

PExSim paths can have defined triggering mode as synchronous or asynchronous. 
Synchronous paths are triggered by simulation kernel. Its role is to measure cur-
rent simulation time (according to a preset simulation interval) and trigger the 
calculations for subsequent processing paths at a certain sampling period. Paths 
are triggered in the predefined order. In addition, each processing path can have 
specified its own simulation ratio. It is an integer that multiplies core sample time 
for given path, resulting with less frequently calculations.  

Asynchronous mode is not controlled by simulation kernel. Each occurrence of 
an external event causes with start the mechanism described in section 4.1 in order 
to check input data availability. If calculations cannot be continued due to missing 
input values, they are suspended. If all input signals are set – path is calculated, 
and after that all inputs for all blocks in given path are reset. 

5 Conclusion 

The paper presents the general principles of signal processing and data exchange 
modules used by the DiaSter system, both in terms of internal processing and com-
munication with external systems. In the description, in particular, highlighted the 
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innovative elements that distinguish described processing methods from conven-
tional automation systems or simulation software. Summary description is quite 
general in nature, taking into account the capabilities of the system. It allows to get 
an idea of its capabilities. Potential use of the described system include both classic 
application of automation systems (balance calculations, the conversion of units), as 
well as advanced, distributed simulation of the mechatronic systems, on-line simula-
tors, diagnostics and optimization. Due to the high flexibility of the described tech-
nique it is possible to easily implement any new monitoring or control algorithm, 
and to test it with simulated as well as real device. In practice system in current ver-
sion was tested as a tool for modelling artificial heart devices, a diagnostic system 
for laboratory installations, or as a platform for brewery simulator. 
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Abstract. The paper summarises a design of a system capable of measuring 
slowly varying magnetic field in many points simultaneously. System has a cen-
tralised structure consisting of a single main module and multiple slave modules. 
The main module collects data from the slave modules (up to five), which in turn 
measure the magnetic field vector. For measuring the magnetic field Hall sensors 
are used. There are measured three components of the magnetic field vector in 
range: ±3 T, with resolution: 6 mT, and sampling rate: 50 Hz. Discussed in paper 
accuracy of the system equals ±14%. The future development of the system will 
probably comprise modification of the sensor probe and reduction of the modules’ 
dimensions, which are intended to increase accuracy of measurements and to im-
prove portability of the device. 

1 Introduction 

Magnetic resonance (MR) systems are widely used for imaging purposes in medi-
cal diagnostics. Since the strength of a static magnetic field generated in an MR 
apparatus interior and its surroundings is about 10,000 times higher than the 
strength of Earth's field, such an environment is not common for a human. Medi-
cal consequences of such exposure are not fully known so we decided to carry out 
research on a portable data logger capable of monitoring exposure of the MR 
scanner staff [1]. This design was focused on low frequency (less than 10 Hz) 
components of magnetic field. We wanted to observe selectively the static field 
generated by the super-conducting electromagnets of an imaging system, not the 
gradient and radio frequency fields that are present only during patient examina-
tion. The static field is always turned on and when the workers move around the 
scanner while attending patients, the field vector's magnitude and direction change 
relatively to them. It is due to the fact that the MR apparatus stray field is not ho-
mogenous and also is a consequence of workers' rotation (when the vector magni-
tude remains constant, but its direction changes). 
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The data logger, designed and built during the research mentioned above, has 
proven its functionality in measurements conducted around the MR systems with 
magnet strengths 1.5 T and 3 T. However, as they were all single-point measure-
ments, the possible analysis was limited. Therefore, we decided to develop a new 
system, capable of measuring the magnetic induction in many points simultane-
ously. We presume that this will extend the range of exposure analysis. Moreover, 
the acquired data may serve as an input for modelling the time-varying spatial 
field distribution in human tissues which enables a calculation of induced electric 
fields, e.g. as it has been shown in [2]. 

The case of the MR staff should be considered specific and there are legal is-
sues related to specifying the exposure limits for this occupational area. In 2004, 
directive 2004/40/EC, on the minimum health and safety requirements regarding 
the exposure of workers to the risks arising from electromagnetic fields, was 
adopted and should have been implemented in the European Union countries. 
However, the implementation has been postponed twice because the medical 
community claimed that the exposure limits laid down therein would significantly 
hinder the use of MR techniques in medical imaging. Other industrial sectors were 
also concerned about the impact of the directive on their activities. In conse-
quence, a new directive [3] was proposed and it will supersede the directive 
2004/40/WE. The new directive exempts the medical MR sector from the expo-
sure limits but it states that appropriate protection methods must be worked out. In 
such circumstances, results of our research may be useful for developing these 
methods. 

2 System Structure 

The designed multipoint measurement system has a centralised structure consist-
ing of a single main module and multiple slave modules. The main module  
collects data from the slave modules, which in turn measure the magnetic field 
vector. Up to five slave modules may be connected to the master module at the 
same time.  

The main module consists of following blocks (Fig. 1): a user interface, a data 
storage block (with a Flash card) and a power supply (which includes an energy 
measurement unit and an on-board battery charger). The slave module consists of 
a signal processing chain and a power supply block (which includes a reference 
voltage source and a sensor's power supply). Downloading measured data and 
charging a battery takes place through the main module's USB interface. Each 
module has its own control unit, the 8-bit megaAVR microcontroller. 

The main module communicates with the slave modules in a synchronous 
mode. A physical connection between modules is made with shielded signal ca-
bles fitted with RJ12 and RJ45 connectors. 
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Fig. 1 The block diagrams of the system modules, solid lines resemble signal connections 
and dashed lines resemble power connections 

The system uses Hall sensors to measure the magnetic field. Measuring the 
field vector is possible with specially made three axis sensor probes (Fig 2.).  

 

 

Fig. 2 3-D model of the three-axis Hall sensor probe 

Each probe is set up from three individual CYSJ166A Hall sensors in SMD 
packages which are oriented perpendicularly. The sensors' biasing inputs are con-
nected in parallel what enables powering them with two leads only. The sensors' 
input and output connectors are made from modified machined contact sockets. 
The probes are resin-coated to protect them against a mechanical damage. They fit 
into a cube of an edge length 12 mm, what makes possible calibrating the probes 
inside a relatively narrow gap of strong magnetic field sources, e.g. laboratory 
electromagnets. 
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The signal chain consists of a sensor probe, a differential analog multiplexer, an 
instrumentation amplifier and an analog-to-digital (A/D) converter. The bias cur-
rent is provided to the probe from a current source with thermal compensation of 
the Hall sensor’s temperature-related change of sensitivity (for applied sensors it 
equals -0.06%/°C). The voltage signals from each individual sensor in the probe are 
multiplexed in pairs (the Hall sensor's output is differential) into the instrumenta-
tion amplifier (INA). The INA’s output signal is measured by the 10-bit A/D con-
verter, which is a part of the module’s microcontroller. The sampling frequency 
equals 50 Hz and the delay between subsequent samples is about 100 µs (it is time 
of completing a single A/D conversion). In frequency spectrum of the measured 
magnetic field, all components with the magnitude exceeding the system resolution 
come from the static field source of a MR apparatus. Therefore, due to the fact that 
the field changes are related only to workers’ moves, an aliasing does not occur and 
a low-pass analog filter is not required. 

3 Features of the System 

The most important features of the presented system: 

• master module: 

– maximum number of slave modules operating together: 5 
– output data rate: approx. 36 kB / minute (for each slave module) 
– data is stored on a Flash memory card; storage is limited by the maximum 

file size (4 GB) and a capacity of the card 
– USB interface (data transfer rate up to 50 kB/s) 
– battery capacity: 650 mAh 
– power consumption: < 1.3 mA in sleep mode, 5 mA in other modes 
– dimensions: 89 mm / 61 mm / 20 mm 

• slave module (measuring module): 

– measures three components of the magnetic field vector 
– measuring range: ±3 T 
– resolution: 6 mT 
– sampling rate: 50 Hz 
– accuracy: ±(14% of the measured value + 28 mT) (temp. range: 10 ÷ 40ºC)  
– power consumption: < 0.13 mA in sleep mode, 7 mA in measuring mode 
– dimensions: 40 mm / 40 mm / 20 mm 

Signal chains of the modules must be calibrated in order to achieve the given 
accuracy. This is since the Hall sensor’s sensitivity was specified inexactly by its 
manufacturer. During the calibration, the sensor probe is placed inside a magnetic 
field reference source and the sensor’s sensitivity is determined on the basis of 
acquired data. As can be seen in Table 1, the sensitivity error of sensor probe has  
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the most significant impact on the measurement's relative error. Other important 
source of the result uncertainty is non-perpendicular orientation of the individual 
sensors in the probe, so the measured vector components are derived from the 
skewed coordinate system. Nonetheless, the vector components are considered to 
be orthogonal because the angles between particular axes are not known. In a con-
sequence, the angles are only estimated. During the future development of the 
device it may be advantageous to substitute the probe made from individual sen-
sors with an integrated 3-D sensor, such as the one presented in [4], manufactured 
in the CMOS technology. 

Table 1 Error budget analysis of the analog signal chain (temp. range: 10ºC to 40ºC) 

Components of Absolute Error  Components of Relative Error  

Error Source RTO  

[mT] 

Error Source RTO 

 [%] 

Instrumentation Amplifier Offset 12.1 3D Hall Probe Sensitivity Error 5.14 

A/D Converter Error 9.9 Non-perpendicular Sensing Axes  
in 3D Hall Probe 

4.67 

Reference Voltage Error 3.5 Instrumentation Amplifier Gain Error 2.06 

  3D Hall Probe Current Supply Error 1.12 

Other Error Sources 2.3 Other Error Sources 0.45 

TOTAL: 27.8 TOTAL: 13.44 

RTO referred to output value. 

4 Algorithm and Computer Application 

The main function of the master module is to acquire data from the slave modules 
and to store it in a non-volatile memory.  

The device has three operating modes: sleep, idle and measurement.  
After entering the measurement mode (Fig. 3), connections with all slave mod-
ules are established and their addresses are received. The addresses are necessary 
for matching data with appropriate modules. Afterwards, the measuring  
modules are checked for new data every 10 ms. If the data is available, it is sent 
in packets to the main module and each event of data loss or corruption is re-
corded. To improve readability of a data file, and for additional validation of  
data completeness, a timestamp is stored in the file in a one-second period.  
The data file is updated as soon as a data buffer contained in the RAM  
memory of the microcontroller reaches its capacity. Data files are managed on 
the memory card with FatFs, which is a FAT file system module licensed as  
free software. 
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Fig. 3 Program execution in the measurement mode: SM.n - the nth Slave Module, MM - 
the Master Module 

In order to increase the system energy efficiency, low-power operating modes 
are implemented in modules. In the main module a sleep mode involves: discon-
necting power from the slave modules and memory card and also putting the mi-
crocontroller into a power-save mode. The microcontroller wakes up only to 
measure energy consumption and track current time. When the main module is in 
an idle mode (e.g. when communicating with a computer) the slave modules re-
main in a sleep mode which involves: disconnecting power from the signal chain 
and putting the microcontroller into a power-down mode. The slave modules wake 
up when the system is entering a conversion mode. 

An application for Windows was made to enable communication between the 
master module and a computer. The application allows a user to: read the system 
status, set up the master-slave transmission parameters, manage data files and 
convert binary data to the ASCII format. Basic data processing functions are also 
available: converting raw data to the magnetic field values on the basis of mod-
ules' calibration parameters, calculating the magnetic field vector's magnitude and 
its changes in time, low-pass digital filtering of the acquired signal. The converted 
data can be analysed in each application that reads tab-separated text files. 

5 Testing 

The measuring system in a configuration with three slave modules is presented in 
Fig. 4a. A specially made carrying vest (Fig. 4b) consists of an abdominal belt 
with mounting stripes and braces. The modules may be mounted on the braces or 
on the belt. In order to enable the system to operate in strong magnetic fields the 
modules are made mainly from non-magnetic materials and are closed in plastic 
casings. 
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Fig. 4 a The data logger system: 1 - master module, 2 - slave module; b An example con-
figuration of our system, the modules are mounted on the specially made vest 

Each data record consists of three components of a magnetic field vector. From 
the vector's components following values are calculated: the magnitude of a field 
vector |B|, the derivative of a field vector |dB/dt|, the derivative of a field magni-
tude d|B|/dt and the product of the vector's magnitude and its angular velocity 
|B|ωB. The angular velocity of a magnetic field vector is a time derivative of an 
angle between subsequent measured vectors, where the angle is calculated from 
their scalar product. The derivatives are approximated with a central difference 
quotient. The d|B|/dt and |B|ωB values are used to determine whether the vector’s 
magnitude change or its rotation contributes more to the overall vector’s change. 
As can be seen in Eq. 1, with a sufficiently small time step, square root of this 
parameters’ sum of squares converges to a time derivative of a field vector |dB/dt|. 
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In Fig. 5 we present the example data acquired during the system’s tests around 
the 1.5 T MR apparatus.  

 

 

Fig. 5 The data acquired during trial measurements of the magnetic field around the 1.5 T 
MR apparatus; the data logger configuration was similar to the one from Fig. 4b, two out of 
three available data series are presented 
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6 Conclusions 

The presented multipoint measurement system should be considered fully func-
tional. The data acquired during its tests is applicable for further analyses. Since 
the implemented structure with interchangeable slave modules has the advantage 
of being versatile, the system can be easily extended with new modules. They can, 
for example, monitor the worker’s health parameters or measure the magnetic 
field from other frequency ranges, with a different resolution. The future devel-
opment of our system will probably comprise modification of the sensor probe and 
reduction of the modules’ dimensions, which are intended to increase accuracy of 
measurements and to improve portability of the device. 
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Abstract. This article describes one part of a dual microwave pulse generator 
which is X band high-power generator. The generator uses a high-frequency valve 
(magnetron) – as used in boat radars. This generator can be used for verifying and 
setting standards appropriate for measuring and mapping high-frequency electro-
magnetic fields, or may be applied for running electromagnetic pulse resistance 
and electromagnetic compatibility tests.  

1 Introduction  

Research at the University of Defence focuses, among other things, on high-power 
electromagnetic weapons. It is necessary to know their effects, features and me-
thods of protection against their misuse. For this reason several high-power gene-
rators were constructed and used for measuring and testing purposes. One of them 
is the X band high-power electromagnetic generators described below. 

2 X Band Power Generator 

This generator works in the X band and uses magnetron 9M31, profusely used in 
boat radars. The magnetron was selected because it is cheap and widely available. 
Also because it is so easy to get parts it is very unlikely to be the target of terrorist 
groups or those wanting to destroy electromagnetic devices working in this band. 
This generator can be divided into blocks as shown in Fig.1.  

 

Fig. 1 Block diagram of high-power microwave impulse generator 
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Fig. 2 Control and Remote control 

 

Fig. 3 Magnetron and Horn antenna 
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The generator is powered by mains 230V 50Hz. This voltage is run  
through a surge protector to a rectifier and stabilizer block. The next block is sup-
plied with ± 24V DC. The main control circuit can run independently using preset 
control switches or can be run by a control computer via an RS 232 interface  
(fig. 2). The high-voltage source creates a voltage of 300V for powering the 
magnetron.  

A modulator modulates the voltage on the magnetron according to the required 
values from the control circuit. The modulated voltage is then applied to the mag-
netron creating high-power impulses according to the control circuit settings or 
also according to the parameters inputted into the PC and transferred to the control 
circuit via the RS 232 interface.  

 

 

Fig. 4 X band generator 

Table 1 Channel X Electrical Characteristics 

parameter name unit value 

Channel [ ] X 

Frequency [GHz] 9.4 

Pulse width [µs ] 0.5 to 2 

Pulse duty factor [ ] 0.001 

Peak power of pulses [kW ] 40 

Waveguide [ ] R100 
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The high-frequency energy is then transferred from the magnetron by standard-
ised waveguide R100 into the output funnel antenna and from there to the open 
space. An integral part of this generator is also a fan system used to cool down 
individual generator components and the magnetron itself.  

The impulse width and the pulse duty factor can be set within the range as 
shown in Tab. 1. 

3 Design Problems  

In the process of designing the generator, it was necessary to solve not only issues 
with controlling and regulating the generator by a PC placed outside the measur-
ing point, but also the issue of protection of individual components, as they were 
retroactively affected by the generated high-frequency energy.  

The solution to this problem was to enclose the constructed generator in a metal 
case. Another problem occurred with the high-voltage transformer. When used for 
a long time, an electric discharge occurred between the secondary transformer 
winding and the metal shielding cover of the generator. Enclosing the high-voltage 
transformer in a dielectric case solved this problem.  

4 The First Test 

After solving design problems is now performed the first experiments on the gen-
erator. The test focuses on the functionality of the generator. One of the tests is  
 

 

Fig. 5 X band generator – functionality test 
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shown in figure 5. There is clearly visible effect HF energy transmitted from the 
generator energy to the lamp. It is placed on the stand without any contact. 

The test was focused on the change pulse width and power of pulses. The figure 
shows the influence of directivity horn antenna. Further tests will follow in the  
autumn. 

5 Conclusions 

This generator will be used for developing, verifying and setting standards that are 
appropriate for measuring and mapping high-frequency electromagnetic fields of 
high power, such as calorimeter. It can also be used as the source of a high-
frequency electromagnetic field of high power imitating interferences in the X 
channels. At the same time it may be used for running EMP resistance and EMC 
(electromagnetic compatibility) tests.  
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Abstract. Coverage interval is a new concept for expressing the uncertainty in 
metrology. The computation of measurement uncertainty of diameter is presented 
basing on analytical method for calculating the coverage interval. In measurement 
a laser measurement scanner was used and a change in the position of an object 
was considered as the source of a systematic error (which is treated probabilisti-
cally as a component of the coverage interval).  

1 Introduction 

At present, the traditional approach to evaluation of measurement data, based on 
statistical analysis is replaced by probabilistic determination of uncertainty sources 
connected with the measurand. The conception of probabilistic evaluation of mea-
surement result is promoted by the international document [1]. The new approach 
equally treats the information derived from different sources, especially outside the 
measurement utilizing the credible analysis connected with measurement process. 
This information is converted by the random quantities and further computations 
are made in accordance with the rules of probability calculus. In the present docu-
ment [2] the propagation of distributions through the mathematical model of the 
measurand is recommended. The method is based on reporting the results in the 
form of probability density functions by the simulation of Monte Carlo method. 

For below described experiments, a classical electromagnetic laser scanner was 
chosen and it was applied for contactless measurement of optical fibres during 
manufacturing process (measuring range up to 200 μm, resolution 0.5 μm). 

2 Analytical Method 

The coverage interval is defined as the shortest interval between two quantiles  
of distribution for the output quantity values corresponding to 95 % coverage 
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probability [2]. In the case of symmetrical distribution, there is only one interval 
symmetrical about its expectation: 

Ip = [ylow, yhigh]                                                    (1) 

where:  ylow = G-1(α),    yhigh = G-1(α+p). 
G-1(α) is an α-quantile and G-1(α+p) is an (α+p)-quantile of the distribution 

function G(η). It was adopted that α = 2.5 %, and p = 95 %. With reference to the 
classic notation of expanded uncertainty, the coverage interval can be defined as: 

Ip = [y − U,  y + U]                                                (2) 

For linear model of measurand, practically for direct measurement, the propa-
gation of distributions can be realized by applying an operation of their mathe-
matical convolution, when all input quantities can be treated as independent  
random variable. 

The analytical method depends on the approximation of the result of convolu-
tion of standard distributions for input quantities [3]. These standard distributions 
are: Student’s, normal, rectangular, triangular or trapezoidal. The multiple convo-
lutions of the normal and rectangular distributions can be approximated by  R∗N 
distribution, which is a convolution of rectangular and normal distributions. The 
probability density function of  R∗N distribution depends on parameter r (ratio of 
the standard deviation of the rectangular distribution to the standard distribution of 
the normal distribution): 
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The parameter r can be approximated by an uncertainty ratio:  
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where ui(y)=ci⋅u(xi) is the largest contribution of the input quantity having a rec-
tangular distribution, ci is a sensitivity coefficient and u(xi) is standard uncertainty. 
The expanded uncertainty can be calculated from:  
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where kRN is a coverage factor for R∗N distribution. The coverage factor kRN val-
ues corresponding to 95 % confidence level are presented in [3]. For normal, rec-
tangular, triangular and trapezoidal distributions t(v) = kN should be assumed (kN = 
1.96 for p = 95 %). 
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3 Laser Measuring Scanner 

Elementary units of laser measuring scanner (LMS) are presented on Fig.1. When 
transverse scanning is applied, an object to be measured is placed in the measuring 
area and the detector with collecting lens further behind. The detector output  
signal is in the form of shadow of an object (Fig.2) and is usually measured in  
reference to time. At the assumption of extremely small uncertainty of time mea-
surement (110-5), the measurement uncertainty is a result of transformation uncer-
tainty of a scanning lens (usually f-θ lens), instability of rotational velocity of a  
drive (discussed in [4]), deflector introduced uncertainty and detector signal  
uncertainty. 

 
Fig. 1 Elementary units of laser measuring scanner 

The transformation of a laser beam, when passing through the optical system is 
well defined and can be calculated from formula: 
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where: 2w0  is minimum spot size (beam waist); 2w is the beam diameter at dis-
tance z from the beam waist.  

An ideal signal shape (determined by the diameter of an object and laser spot 
size) is trapezoidal and assuming constant scan velocity, the shadow time Δt is the 
measure of the size of an object (usually determined in the middle between max. 
and min. signal, (Vmax-Vmin)/2, Fig.2). This value vary depending on the detecting 
angle, but also because in addition to the ideal output detector signal, the 
interfering signals occur. 
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Fig. 2 Real and ideal (trapezoidal) signal shape of laser beam diffracted on cylindrical  
object 

The interfering signals result in the intensity distribution collected by detector, 
and are due to superimposition of diffracted, reflected, scattered, incident, 
transmitted light. The proportions between above mentioned components vary in 
time and also the total intensity distribution changes; consequently an ideal 
trapezoidal pulse is much distorted (Fig.2).  

All the above mentioned errors have been discussed in [5] and for the certain 
LMS configuration can be considered as well defined. For the needs of presented 
work the measurement model contains only: resolution, systematic error and 
uncertainty of reference standard. The systematic error is caused by a change in the 
position of an object within the measuring area and is treated probabilistically as a 
component of the coverage interval. Its maximum value is estimated with the use 
of mathematical analysis based on known dependences in laser optics.  

4 Measurement Equation of Outer Diameter by Scanner 

In order to determinate the metrological properties of LMS the diameter of refer-
ence standards was measured. The obtained nominal values, applying laser dif-
fraction method, are: d = 52,8 µm, 75,1 µm,  99,4 µm,  125,2 µm,  151,7 µm. 

stsmm δdδdδddd +++=                                         (7) 

where: dm – measured diameter, δdm – instrument resolution, δds – systematic 
effect, δdst – standard accuracy. 

First component of measurement equation is input quantity, with uncertainty 
determined by A-method (statistical method based on observation series). Its esti-
mator is mean value from observation series and standard uncertainty measure is 
experimental standard deviation of average.  

Other components are input quantities, which are centered random variables 
with uncertainties determined by B-method, based on scientific analysis and  
available information sources. Resolution and randomized systematic effect have 



A New Approach to the Uncertainty in Diameter Measurement  467 

rectangular distributions. The measure of standard accuracy is in general extended 
uncertainty given with coverage factor k = 2 for probability p = 95 %. Therefore 
this value can be assigned with normal distribution. 

Theoretical values of systematic error were calculated for optimal construction-
al parameters of measuring stand, which were used at projecting stage of LMS. 
The obtained  laser beam waist 2w0 = 47 μm. It was acquired for scan lens of focal 
length f = 50 mm. The systematic error of measurement )()( ws dede = is deter-

mined from: 
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The error occurs at moving the object (standard) along optical axis (see coordi-
nates XYZ on Fig.1). Systematic error )()( hs dede = , appearing at moving the 

measured object transversely to axis of optical setup, may be calculated from: 
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where Δψh is a scanning measurement angle of object diameter for a distance h 
from the optical axis, and Δψ  is a scanning angle when the object is on the optical 
axis. 

On the basis of obtained measurement results the bias was calculated as  
difference between mean value form observation series and value represented by 
standard: 

( ) stddde −=                                                   (10) 

where:   d  – average of series of observations, dst – standard diameter. 
The measuring standards were moved along and transversely to optical axis 

from the middle of measuring area of instrument with increment 1 mm. The values 
of bias for standard diameter movement along optical axis of instrument and for 
standard diameter movement transverse to optical axis of instrument were deter-
mined. In the paper, only the results for standard diameter moving along axis are 
presented (see tables); the procedure for transverse movement is analogous. 

5 Coverage Interval for Measurement of Diameter by 
Scanner 

Coverage intervals for measured diameters are calculated by analytical method, on 
the basis of measurement equation: 
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Standard uncertainty of the first component is determined by means of observa-
tion series. In each measuring point 10=n  series of readings are done. For mean 
value (which is estimator of measurement results) is assumed Student’s distribu-
tion with number of degrees of freedom 9=ν . The measure of uncertainty of this 
component is experimental standard deviation of mean value. 

Standard uncertainty of second component is determined on the basis of scan-
ner resolution, which was used for measurement, assuming its rectangular distri-
bution. This uncertainty is invariable for each reading. 

Standard uncertainty of third component is calculated regarding to the boundary 
values, which are representing theoretical systematic errors )( wde  and )( hde with 

rectangular distribution. Measured object is within measuring area; its location is 
random with equal probability within the measurement area (Fig.1). 

The measured standard uncertainty of fourth component is in a good agreement 
with data obtained from scientific literature [6]. The data concern comparisons of 
outer diameter standards in range from 0.05 mm to 1 mm with estimated uncertain-
ty: U = 0.15 µm, k = 2. This component can be assigned with normal distribution. 

Results of calculations and measurements are shown in Tab.1. They are 
represented by centered boundaries of coverage interval I(d). The boundaries of 
these intervals round estimators of measured diameters are: I(d) = ±U. In all points 
of measuring area, in which measurements and calculations were done, systematic 
errors are enclosed in coverage intervals and did not cross boundary values of 
those intervals. 

Table 1 Coverage interval and bias for measurement result of standard diameter moving 
along optical axis  

z 

(mm) 

d = 52,8 µm d = 75,1 µm d = 99,4 µm d = 125,2 µ m d = 151,7 µ m 

I(d) 

(μm) 

e(d) 

(μm) 

I(d) 

(μm) 

e(d) 

(μm) 

I(d) 

(μm) 

e(d) 

(μm) 

I(d) 

(μm) 

e(d) 

(μm) 

I(d) 

(μm) 

e(d) 

(μm) 

-5 ±17,46 -15,3 ±10,01 -9,4 ±4,50 -4,1 ±1,74 -1,5 ±0,77 -0,6 

-4 ±11,17 -10,3 ±5,50 -5,1 ±2,05 -1,8 ±0,84 -0,5 ±0,65 -0,4 

-3 ±6,07 -5,1 ±2,50 -2,3 ±0,92 -0,7 ±0,68 -0,3 ±0,65 -0,3 

-2 ±2,60 -2,2 ±1,06 -0,7 ±0,65 -0,4 ±0,63 -0,2 ±0,66 -0,2 

-1 ±0,90 -0,6 ±0,59 -0,2 ±0,61 -0,2 ±0,57 -0,1 ±0,66 -0,2 

0 ±0,64 -0,1 ±0,63 -0,1 ±0,65 0 ±0,61 0 ±0,66 -0,2 

1 ±0,92 -0,5 ±0,63 -0,3 ±0,64 -0,1 ±0,63 -0,2 ±0,66 -0,2 

2 ±2,60 -2,1 ±1,06 -0,6 ±0,58 -0,3 ±0,57 -0,3 ±0,65 -0,3 

3 ±6,07 -5,3 ±2,48 -2,2 ±0,90 -0,6 ±0,62 -0,4 ±0,65 -0,3 

4 ±11,17 -10,5 ±5,49 -5,2 ±2,05 -1,7 ±0,85 -0,6 ±0,65 -0,4 

5 ±17,46 -15,5 ±10,01 -9,6 ±4,50 -4,0 ±1,72 -1,4 ±0,82 -0,7 
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Table 2 Coverage interval calculated using a Monte Carlo method for measurement result 
of standard diameter moving along optical axis 

z 

(mm) 

d = 52,8 µm d = 75,1 µm d = 99,4 µm d = 125,2 µm d = 151,7 µm 

I(d)(μm) δ (%) I(d)(μm) δI(%) I(d)(μm) δI(%) I(d)(μm) δI(%) I(d)(μm) δI(%) 

-5 ±17,40 0,35 ±9,98 0,26 ±4,51 -0,15 ±1,75 -0,92 ±0,77 0,47 

-4 ±11,13 0,40 ±5,51 -0,20 ±2,06 -0,54 ±0,84 0,82 ±0,65 0,16 

-3 ±6,07 -0,12 ±2,52 -0,75 ±0,91 0,60 ±0,68 0,33 ±0,66 -0,44 

-2 ±2,62 -0,60 ±1,05 0,36 ±0,65 -0,29 ±0,63 0,02 ±0,66 -0,24 

-1 ±0,90 0,46 ±0,59 -0,32 ±0,61 -0,28 ±0,57 -0,03 ±0,65 0,36 

0 ±0,64 -0,20 ±0,63 -0,07 ±0,66 -0,50 ±0,61 -0,10 ±0,66 -0,32 

1 ±0,91 0,37 ±0,63 0,22 ±0,64 0,09 ±0,63 -0,21 ±0,66 -0,30 

2 ±2,62 -0,59 ±1,06 0,18 ±0,59 -0,37 ±0,57 -0,11 ±0,65 -0,21 

3 ±6,07 -0,10 ±2,50 -0,96 ±0,90 0,72 ±0,62 -0,28 ±0,66 -0,66 

4 ±11,14 0,27 ±5,50 -0,10 ±2,06 -0,63 ±0,85 0,69 ±0,65 -0,11 

5 ±17,44 0,13 ±9,98 0,28 ±4,51 -0,10 ±1,73 -0,78 ±0,81 0,77 

6 Calculations Using a Monte Carlo Method 

Coverage intervals were also calculated with recommended Monte Carlo Method, 
for trials number M = 10000, on the basis of measurement equation and in accor-
dance with numeric algorithm presented in document [2]. Results of calculations 
are shown in Tab. 2. They also contain relative differences between results of 
calculations by analytical method  and Monte Carlo method: 

( ) ( )
( )MC

MC

dI

dIdI
δI

−
=                                              (12) 

where I(d) is coverage interval determined by analytical method, I(d)MC is cover-
age interval determined by Monte Carlo method. The differences Iδ  do not ex-
ceed 1%, which is in agreement with [2].  

The results obtained with analytical method are in grey columns in Tab. 1 and 
results obtained with Monte Carlo method are also in grey columns in Tab. 2.  

7 Conclusion 

The paper presents practical application of analytical method for elaboration  
of measurement result given by coverage interval. It is done in accordance with 
definitions proposed in newest international metrological documents concerning 
analysis of measuring data. The method is alternative for recommended numeric 
reference method with linear or linearized measurement model. There is no neces-
sity to use advanced, special computer programs and its computational accuracy is 
comparable with reference method in form of Monte Carlo simulation. 
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The main subjects of metrological analysis were results obtained by measuring 
outer diameter with use of laser scanner. The main source of systematic errors is a 
displacement of measured object within measuring area (it commonly happens 
during in-process control of the diameter of optical fibers or wires). And because 
there is no reason to distinguish any privileged position of measured object within 
this area, we can assume equal probability for any position.  

Analytical method of coverage interval calculation can be used in any practical 
elaboration of result of direct measurement, especially when significant and varia-
ble systematic errors occur. Result of such calculations shows, that systematic  
error can be dominant and variable component (random component) of measure-
ment uncertainty budget provides slight part in resultant uncertainty.  
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Abstract. The morphological gradient is the classical, useful tool in image edge 
enhancement, but it can be insufficient in real-time applications due its complex-
ity, as are different modifications of this method proposed in literature to obtain 
clearer edge information. In this paper a novel, simple and fast morphological 
edge detector is presented. It is based on the definition of a non-flat, dynamic 
structuring element and on the new definition of a simple morphology operation, 
useful as a generalisation of many image processing operations. The several re-
sults of the algorithm’s application are presented, as along with the results of its 
implementation in a real-time IR and TV image fusion hardware system.  

1 Introduction 

Image edge detection is an important basis of analysing images and feature extrac-
tion [1]. Among classical differential methods we have simple linear filters, which 
are less or more noise sensitive, such as Prewitt and Sobel operators, and Canny 
edge detector which is reckoned to be the best, but with significant complexity. 
Mathematical morphology [2], developed from the set theory, offers less conven-
tional methods based on nonlinear transformations and constitutes an important 
area of research in image processing. 

In greyscale morphology [3] two basic operations for 2D image are used – ero-
sion defined as operation minimum and dilation defined as maximum: 

 
,

( , ) min ( , )E
m n SE

L x y L m n
∈

=       
,

( , ) max ( , )D
m n SE

L x y L m n
∈

=  (1) 

where L(x, y) is the greyscale intensity of pixel (x, y) and SE denotes the struc-
turing element, that is the small two-dimensional set of points enclosing the area 
of image analysis, with an anchor point (the origin) coinciding with the analysed 
pixel (x, y). For example – to perform erosion operation – if the structuring ele-
ment (SE) moves over the image, the minimum intensity of pixels covered by SE 
replaces the value of image pixel under the anchor point.  

To detect the edges of the image, the classical morphological gradient [4] is 
used, defined as the difference between dilation and erosion: 
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 G(x, y) = LD(x,y) – LE(x,y). (2) 
 
This defined gradient represents the maximum variation of the greyscale inten-

sities within the elementary neighbourhood. It requires the determination of two 
extreme intensities in the neighbourhood of every image pixel. The internal and 
external morphological gradients are also defined analogously. Some additional 
operations are usually necessary after dilation and erosion computing.  

The shape and size of SE plays a crucial role in morphological operations. Thus 
different modifications of morphological gradient are proposed to obtain more 
abundant, pinpointed edge information and/or better noise restraining. 

Some of these methods are based on multi-structure elements, for example in [5] 
eight different directional structure elements are constructed in the same square 
window to calculate the final weighted edge. Other methods use an adaptive struc-
turing element, which changes during image scanning. In [6] the adaptive SE is 
defined by two fuzzy parameters: the degree of resemblance and degree of mem-
bership, to locate the pixels on the same feature with a central pixel and construct 
the optimal shape SE. Another adaptive SE is proposed in [7]. Here the shape of the 
SE is constant, but its size depends on the local image area: in the non-edge region 
(the methods of looking for it are defined) the SE is reduced to suppress blurring of 
the edge, otherwise SE is enlarged to enhance the edge details.  

In the solution presented in [8] the values of pixels covered by SE are sorted to 
calculate the new values of pixels using differences between the maximum and 
minimum in pairs of values; the mean and standard deviation is then calculated to 
realize a non-edge suppression and edge enhancement. Another new approach, 
also based on dilation and erosion operations, is presented in [9–10]. The proposed 
multi-scale methods employ additional opening-closing morphology operators and 
can get clearer edges. The weighted fusion of multi-structure and multi-scale mor-
phology constitutes the solution presented in [11]. Yet another kind of morphol-
ogy edge detector is proposed in [12] in the form of a soft morphological method 
which can attain a single-pixel-wide edge. However it uses additional hard-core 
elements and loop performing, so its time consuming nature makes it impractical 
in real-time requirements. 

In contradiction to the above methods, this paper presents a novel fast edge de-
tection algorithm based on a dynamic structuring element and dedicated to  
real-time applications. In section 2 the definition of the simple morphological 
operation is proposed as a generalisation of morphological and other image proc-
essing operations. The idea of edge detection using a non-flat dynamic structuring 
element is presented in section 3. The results and applications are discussed in 
section 4 and conclusions are given in section 5. 

2 Simple Morphological Operation 

The minimum and maximum operations (1) used for erosion and dilation perform-
ing do not fill the morphological approach to greyscale images. To the minimum 
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and maximum operations upgrade in a natural way, we propose generalisation of 
the SE definition as well as generalisation of the morphological operation.  

In section 1 different structuring elements have been mentioned; standard and 
adaptive. It was assumed traditionally that SE is a flat structuring element, defined 
only by the set of points composing its 2D shape. Non-flat SEs [3] have greyscale 
values that vary over their domain of definition, thus more general definitions of 
erosion and dilation are known [1].  

The non-flat SE will be used also in our considerations. Let us introduce the 
following definition. 

 
Definition 1  
Non-flat dynamic structuring element denotes an SE whose greyscale values can 
vary over their domain of definition as SE is scanning the image. 

 
On this basis we propose a generalised morphological operation. 
 
Definition 2  
A simple morphological operation denotes an image transformation in which 
every pixel (x, y) is related to the intensity value L(x, y) defined in greyscale ac-
cording to the formula (3) 

 ( )( , ) ( , )L x y f L m n SE=   (3) 

where: 
 
• f – function defining simple morphology operation, determined for every 

image pixel. 
• SE – any type, in general: non-flat dynamic structuring element.  
• L(m, n) – the intensity of image pixel (m, n) covered by SE, i.e. the struc-

turing element anchored at (x, y) encloses the domain of function f to the 
pixels covered (indicated) by SE. 

• „  ” – any two-argument operation defined by the intensity values of  
pixels covered by SE (first argument) and values of points of SE (second 
argument).  

 
In particular, the “  ” operation can be empty, which means that values of SE 

points are not significant. On the other hand, the “  ” operation can be defined as a 
matrix product or a matrix convolution, where the first matrix is defined by the 
image area covered by SE and the second matrix is composed of SE values.  

This defined simple morphological operation is a very catch-all idea. It incor-
porates classical, well-known morphological operations and operations not identi-
fied with morphology, such as different types of linear filters. We can construct  
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non-flat SEs for contrast enhancement with others used as edge detectors. The last 
one is considered below as the topic of the paper.   

3 Edge Detection by Simple Morphological Operation 

A morphological gradient is used to emphasise image edges as boundaries be-
tween regions with different intensity. To highlight sharp greyscale transition 
within the neighbourhood of the analysed pixel we propose a generalisation of the 
morphological gradient. The idea is the use of a non-flat dynamic structuring ele-
ment and a simple morphological operation. 

To do it, let us take a non-flat SE filled by values of absolute differences be-
tween the intensity of the analysed pixel and the intensities of pixels covered by 
SE. For example, the neighbourhood of the image pixel of intensity value 117 
(Fig. 1a)  produces a SE with greyscale values as in Fig. 1b. 

 
  

                 a)                                                                                        b)                                       

Fig. 1 a) Analysed image pixel (117) and its neighbourhood covered by SE; b) the values 
calculated for non-flat SE 

Thus for every pixel ( , )m n  of the image the values of non-flat SE are com-

puted according to (4): 

{ 1, , 1;  1, , 1:  ( , ) ( , ) ( , )}x m m m y n n n SE x y L x y L m n= − + = − + = −  

  (4) 

So the SE values vary as SE scans across the image. Thus, according to Defini-
tion 1, we can say that it is a non-flat dynamic structuring element. 

To enhance the image edge, the “  ” operation and function f used in formula  
(3) must also be defined: 

• The idea of the “  ” operation is to replace image pixel intensity with the 
value of the corresponding point of SE. 

• The f function can be calculated as a maximum value of SE points or a 
mean value of SE points or a sum of the values of SE points. 

As a result, we propose the following three definitions (5)-(7).  

 max
,

( , ) max ( , )K
m n

L x y SE m n=  (5) 
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The idea of formulas (5)–(7)  is common: the analysed pixel is related to the 
difference between its intensity and intensity of its neighbourhood covered by SE 
– calculated in some way. A bigger intensity difference results in a clearer edge at 
the pixel of interest. We say that formulas (5)–(7)  define the property of the big-
gest intensity difference characteristic for image edges. Additionally, the sum of 
intensities obtained during the workings of the algorithm may be used – in com-
paring with analogous sums for neighbour pixels – to check to what degree the 
analysed pixel belongs to the edge. It should be noted that the mean value in for-
mula (7) needs to be calculated without the value of middle element, because this 
value is by definition  equal to zero.  

4 Results and Applications 

The results of the new algorithm for the “pepper” image and “cameraman” image 
are presented in Fig. 2 and Fig. 3, with the different cases of formulas used. Clear 
and subtle edges can be obtained with formula (5), which indicates the direction of 
the maximum intensity gradient, and thus directly points to the edge. Although 
different in nature, good results were also obtained by simply calculating the sum 
or mean intensity of neighbours (formulas 6–7) with the necessary scaling of the 
results to enhance the differences between pixel intensities. The experiments have 
proved that, alternatively, with better effects, we can square the mean value and 
cut the result if it exceeds the maximum intensity value (what happens very rarely 
for typical, real images). To speed up the algorithm, we can use 4-neighbourhood 
instead of 8-neighbourhood in formulas (6–7), which does not significantly reduce 
the edge quality. 

It is worth comparing our results with those presented in other papers. We can 
find the results of edge detection for “cameraman” image in [5], [8] and [11]  
(together with poor results for standard simple edge detectors, which  are not 
therefore replicated in this paper). We can find the results of edge detection for 
“pepper” image in [10] and [12].  We can notice, however due to cursory observa-
tion, that our results are at least not inferior to most results in cited papers, despite 
our method being very simple and fast. 
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a) original image b) sum of the 4 neighbours c) mean of the 4 neighbours,
      squared          

         

d) maximum of  e) sum of the 8 neighbours f) mean of the 8 neighbours,  
the 8 neighbours             squared          

Fig. 2 The original “cameraman” image and results of edge detection with different formu-
las of the new algorithm 

     

a) original image b) sum of the 4 neighbours  c) mean of  the 8 neighbours,       
                   squared 

Fig. 3 The original “pepper” image and results of edge detection with different formulas of 
the new algorithm 

The presented algorithm has been used in a real-time IR and TV image-fusion 
monitoring system, which has been built as a prototype and consists of a hardware 
solution based on a single FPGA chip and the designed software [13]. Edge ex-
traction before image registration turned out to be necessary because it was shown 
to improve the result of the image-alignment process.  



Real-Time Edge Detection Using Dynamic Structuring Element 477 

The several edge detectors (Harris detector, simplified Canny algorithm, differ-
ent modifications of morphological gradients) have been accommodated and 
tested, and applied to both infrared and visible  images. We have got unexpectedly 
good results of the simple algorithm presented in this paper, with successful edge 
enhancement both in TV and IR images and, consequently, image alignment 
(Fig. 4). After many experiments, the squared and truncated mean of the  
8-neighbours has been used. To speed up the calculations, the mean value of in-
tensities has been checked – if it is greater than 15, the final value is equal to 255, 
otherwise the mean value is multiplied by itself (assuming 8-bit greyscale images). 

 

     

a) TV image b)  IR image  

    

c) TV image edges        d) IR image edges        e) TV+IR fused image 

Fig. 4 The results of edge extraction by the new algorithm (using mean of the 8 neighbours, 
squared) for the visible and infrared images and the final result of fusion 

5 Conclusions 

In contradiction to the morphological gradient, the edge detection algorithm pre-
sented in this paper does not need to use the dilation and erosion operation. Thus 
the search for maximum and minimum intensity values, which must be done for 
every image pixel in the area covered by SE, is not necessary with our algorithm, 
assuming the use of formulas (6)–(7), which only need to sum several little values 
(in other known algorithms such a summing operation is performed as a supple-
ment to the erosion and dilation operations necessary for every pixel). Thus the 
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algorithm is very fast indeed. It has been proved to be very useful in real-time 
applications and very simple in FPGA implementation.  
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Abstract. Paper presents new, reliable method of testing the magnetoelastic prop-
erties of construction steels. In this method frame-shaped samples are used. More-
over, due to special, force reversing mechanism, tensile stresses may be generated 
in the sample with use of compressive force produced by the oil hydraulic press. 
Paper presents also the result of analyze of flux density and stress distribution in 
frame-shaped sample during the tests. Moreover, developed method was validated 
during the investigation of magnetoelastic properties of C45 construction steel. As 
a result it was confirmed, that presented method may be applied for magnetoelas-
tic characterization of construction steels for nondestructive testing. 

1 Introduction  

For the first time, the magnetoelastic effect in steel was reported by Villari in 1865 
[1]. Since this time, this effect is intensively investigated, both from theoretical 
and application point of view.  

Magnetoelastic effect is important from theoretical point of view, due to the 
lack of holistic, quantitative model of interaction of magnetic and mechanical 
processes [2]. This model is especially important for development of novel, func-
tional materials, such as amorphous [3] or nanocrystalline [4] magnetic materials. 
On the other hand, practical applications of magnetoelastic effect covers develop-
ment of robust stress and force sensors [5] and stress assessment in the base of 
changes of magnetic properties of steel [6]. 

Due to possibility of this stress assessment, magnetoelastic effect opens very 
promising ways of development of non-destructive testing methods. It should be 
indicated, that changes of flux density B as the function of applied stresses σ are 
often monotonous. As a result it is possible to estimate the value of stresses in the 
material on the base of measurements of its magnetic characteristic. In addition 
such measurements are relatively simple and nondamaging for the sample. 
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On the other hand, significant barrier in industrial application of magnetoelastic 
effect is lack of information about magnetoelastic characteristics of different types 
of construction steels. To create the database covering wide variety of steels, the 
unified method of testing the steel samples has to be developed. Frame-shaped 
samples based methodology presented in the paper fills this gap in knowledge.  

2 Tested Samples  

Figure 1 presents the general view of frame-shaped sample suitable for magnetoe-
lastic characteristics investigation. This sample is 200 mm long and 2 mm thick. 
Magnetizing and sensing windings are wound on columns of the sample. The 
length of the windings is 60 mm. It should be stressed, that both magnetizing and 
sensing windings have to be wound on each column of the sample. Moreover, it is 
highly recommended to place sensing winding under the magnetizing winding. 
Number of turns of magnetizing windings is connected with expected coercive 
field Hc of the tested steel. Typically it varies from 300 to 700 turns for each col-
umn. Number of turns of sensing winding is determined by saturation flux density 
Bs of the steel and typically should be 200 turns for each sample’s column.  

 

Fig. 1 Frame-shaped sample for magnetoelastic tests of construction steels 

3 Mechanical Setup 

Mechanical force reversing system is presented in figure 2a, whereas the oil  
hydraulic press based system providing the compressive force F is presented in 
figure 2.b. 

Force reversing system is made of non-magnetic materials, mostly duralumin. 
Moreover, special grooves are made in the surface of lockers (2) to prevent sliding 
of tested sample (1). The main screw (4) in oil press system gives possibility of 
adjustment of experimental setup accordingly to the length of tested sample. Value 
of generated force F is measured by high accuracy strain-gauge sensor (5).  

Developed oil press system may provide compressive force up to 100 kN. Such 
force can generate stresses up to 3000 MPa in the columns of the sample presented 
in figure 1. Such range of stresses is sufficient to test for many kinds of steels.   
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Fig. 2 Mechanical system for magnetoelastic investigation: a) force reversing system, b) oil 
hydraulic press based system providing the compressive force F, (1) tested frame-shaped 
sample, (2) locker, (3) nonmagnetic base, (4) main screw, (5) strain-gauge based force 
sensor, (6) piston oil hydraulic press 

4 Results of Modeling  

From the point of view of magnetoelastic effect analysis, providing the uniform 
distribution of both flux density B as well as stresses σ in the sample under inves-
tigation is the most important task. To verify this uniformity, the Finite Element 
Method based simulations were done using the Matlab software. 

Figure 3 presents the results of simulation of flux density B distribution in 
frame-shaped sample with constant magnetic amplitude permeability μa=1000.  

During this simulation it was assumed, that both columns of the frame-shaped 
sample are magnetized by magnetizing winding with 60 mm length.  

Results of finite elements method based simulations of distribution of stresses 
in frame-shaped sample subjected to tensile force F is presented in figure 4. In this 
figure both parallel y and perpendicular x component of stresses σ is presented.  

 

6 
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Fig. 3 Results of finite elements method based simulations of flux density B distribution in 
frame-shaped sample with constant magnetic amplitude permeability  

The results presented in figure 3 indicated, that highly uniform distribution  
of flux density B is achieved in both columns of the sample. Some nonuniformi-
ties occur in columns junctions. These nonuniformities have to be considered  
during calculation of the magnetic path length. Preferably “Calculation of the 
effective parameters of magnetic piece parts” standards [7] have to be used for this 
calculations. 

Results of mechanical simulations indicated in figure 4 confirms, that  only ten-
sile stresses occur in columns of the frame-shaped core. However, some nonuni-
formities in columns measured in x direction occurs. These nonuniformities don’t 
exceed 10%. As a result value of tensile stresses in the column may be averaged. 
In addition it should by indicated, that  stress distribution in column’s junction is 
highly nonuniform. However, the length of junctions is significantly smaller than 
the column’s length. As a result, the stress nonuniformities in column’s junctions 
can be neglected.   
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Fig. 4 Results of finite element method based simulations of distribution of stresses in 
frame-shaped sample subjected to tensile force F = 5 kN: a) normal y component of stresses 
σ, b) perpendicular x component of stresses σ  

5 Experimental Results 

For experimental validation of developed method of testing the magnetoelastic 
properties of steels, measurements of changes of magnetic properties of frame-
shaped sample made of C45 construction steel subjected to tensile stresses were 
carried out. These measurements were performed with use of KEPCO BOP36-6 
voltage-current converter and Lakeshore 480 fluxmeter. Whole system was  
controlled by data acquisition card produced by National Instruments. Moreover, 
hysteresis graph software was developed with use of LabView. Voltage sine wave 
generated by the data acquisition card drives voltage/current converted Kepco 
BOP 36, with current output connected to the magnetizing winding of the investi-
gated core. Measuring winding is connected with Laleshore 480 fluxmeter, which 
measure flux density B in the sample. Voltage output of the fluxmeter is con-
nected to the data acquisition card. 
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Fig. 5 The influence of tensile stresses σ up to 500 MPa on the shape of B(H) hysteresis 
loop of frame-shaped sample made of construction steel C45: a) for the amplitude of mag-
netizing field Hm = 3450 A/m, b) for the amplitude of magnetizing field Hm = 510 A/m  

The influence of tensile stresses σ on the shape of B(H) hysteresis loop of 
frame-shaped sample made of construction steel C45 is presented in figure 5. It 
may be observed, that under the tensile stresses σ up to 500 MPa, shape of the 
magnetic hysteresis loop changes significantly. For amplitude of magnetizing field 
Hm = 3450 A/m, as it is presented in figure 5a, the flux density B under such 
stresses decreases about 65%, whereas 38% increase of coercive force Hc was 
observed. On the other hand, for lower values of amplitude of magnetizing field 
Hm, the flux density B under stresses decreases more, whereas coercive force Hc is 
nearly constant. Results presenting this phenomenon for the amplitude of magne-
tizing field Hm = 510 A/m are presented in figure 5b.   

Figure 6 presents B(σ)Hm characteristics of frame-shaped sample made of con-
struction steel C45. On these characteristic the maximum B may be observed. This 
maximum, called the Villari reversal point [8] is connected with minimal value of 
total free energy of sample subjected to both mechanical stresses and magnetizing 
field. It should be stressed, that B(σ)Hm characteristics may be treated as a standard 
of presentation of magnetoelastic properties of construction steels. Such standard 
would be especially useful from the point of view of mechanical stress assessment 
during non-destructive testing of construction elements. 

a) 

b)
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Fig. 6 Magnetoelastic B(σ)Hm characteristics of frame-shaped sample made of construction 
steel C45  

6 Conclusions 

Method of magnetoelastic investigation presented in the paper creates novel pos-
sibility of description of stress dependences of magnetic characteristics of con-
struction steels. Moreover, due to special mechanical reversing system, tensile 
stresses in the frame-shaped samples may be generated with use of compressive 
forces from the oil hydraulic press. 

Results of simulation made with use of finite elements method confirms uni-
form distribution of flux density B in the columns of frame-shaped sample used 
for magnetoelastic tests. Moreover, simulations confirmed the lack of perpendicu-
lar stresses in the core under stresses. On the other hand, some nonuniformities in 
stress distribution in the core were detected. However, these nonuniformities may 
be effectively averaged. 

Results of experimental tests of the magnetoelastic properties of C45 construc-
tion steel validated proposed methodology of magnetoelastic investigation. It was 
observed, that under the tensile stresses σ up to 510 MPa, for amplitude of magne-
tizing field Hm = 3450 A/m, the flux density B under such stresses decreases about 
65%. However the coercive force Hc increases 38%. 

Presented frame-shaped samples based methodology opens the possibility of 
filling the gap of knowledge about magnetoelastic characteristics of different types 
of construction steels. As a result, the database covering wide variety of steels 
may be developed and used in non-destructive tests of construction elements. 
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Abstract. The paper deals with Hardware in the Loop (HIL) testing of automotive 
park assistant control unit (PDC). In case of long-term control unit testing it is 
impractical to use real ultrasonic sensor and manual positioning of the obstacle. 
Therefore the project is focused on replacement of ultrasonic parking sensors with 
simulations of their behavior and virtual obstacle simulation with positioning of 
the obstacle behind the virtual vehicle. In the project four ultrasonic parking sen-
sors of PDC are substitute with HIL simulation which communicates with control 
unit identically to real sensor during positioning of virtual (simulated) obstacle. 
The HIL solution was tuned on the project of car Fabia Facelift. Based on the 
verification of the functionality the HIL simulator is included in the standard test 
of the vehicle components. 

1 Introduction 

Development of electronics devices is accompanied by the need to test the func-
tionality of the product during the development phase and during operational  
implementation (see ref. [2] and ref. [4]). Especially, development of electronic 
control units (ECU) for the automotive industry requires time-consuming func-
tional testing in all possible operating and faulty modes of vehicle. It is often  
impossible to test ECU on the real vehicles in real traffic. Therefore, during the 
development and testing of ECU not only in the automotive industry, HIL simula-
tion method (see ref. [3]) can be used to verify the real behavior of the control unit 
without risk of damage or destruction of the controlled system by unexpected or 
faulty behavior of the control unit. The real control unit in form of the physical 
hardware is connected to the computer (instead of real controlled system) where 
the controlled system is simulated using various techniques. Inputs and outputs of 
the control unit are usually signals from sensors and actuators. These signals are 
generated and processed by plant simulation model in case of HIL testing. For the 
correct behavior of HIL simulation it is necessary to provide the same I/O signals 
in terms of type and level with real sensors and actuators. 



488 P. Krejci 

In case of HIL testing of PDC it is necessary to convert digital serial communi-
cation from TTL logic on the side of the computer to the digital level typical for 
automotive application of 10V on the side of PDC control unit. 

2 HIL Test of PDC 

Signal processing and communication with the sensors is performed for all simu-
lated sensors simultaneously. Therefore, hardware performing HIL testing of PDC 
should allow parallel processing of control (or communication) signals transmitted 
between the control unit and ultrasonic sensors. For this reason it was decided to 
use the hardware with FPGA technology allows parallel execution of code on 
hardware level. 

The Compact RIO hardware from National Instruments has been chosen as HIL 
simulator for ultrasonic parking sensors. The Compact RIO is embedded hardware 
with real-time operating system and its chasse contains FPGA chip that can be 
defined by LabView software (see ref. [1]). The structure of HIL simulator is 
shown on Fig. 1. 

 

 

Fig. 1 PDC HIL simulation scheme 

Ultrasonic sensors communicate with PDC digitally using one-wire bidirec-
tional digital lines. In one direction, the ECU sends commands to the sensors. In 
opposite direction sensors send to the PDC digitized echo which corresponding to 
reflected signal from obstacles. Digital communication occurs at a voltage level  
of 10V. To work with the CompactRIO I/O module it is preferable to divide  
bidirectional communication to the two-wire with separate section for receiving 
and transmitting information to and from the sensor. To adjust the voltage levels 
to TTL and the transfer of one-wire to two-wire communication the custom  
electronic module has been made and was placed in front of the I/O module of 
CompactRIO. 
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The model of the virtual obstacle is prepared on the PC. The model calculates 
time of reflection of ultrasonic signal from virtual obstacle for each sensor. Those 
times are transferred to CompactRio Real-time processor via Ethernet communi-
cation and via PCI bus to FPGA where the communication model is programed.  

The model of the communication receiving digital commands from ECU, gen-
erate response for commands and based on received times generate echo for each 
sensor line. 

2.1 Model of Digital Communication between PDC and Sensor  

The communication scheme is unknown and is copyrighted by PDC ECU produc-
ers; therefore the communication between sensor and PDC was recorded for real 
obstacles positioned behind the vehicle. As it was mentioned before the communi-
cation between sensor and PDC ECU is leads on one wire. Based on the mea-
surement results it is very difficult to recognize the ECU and the sensor part of 
communication at it seems to be an essential part of the project. Example of com-
munication is shown on Fig. 2 for sequence recognized as initialization and on 
Fig. 3 for sequence recognized as reset of the sensor. 
 

 

Fig. 2 Communication between PDC and ultrasonic sensor – Inicialization 

Communication, that was recognized between the sensor and the control unit 
includes the initialization phase of communication, reset the sensor, active mode 
when sensor transmit the ultrasonic signal and wait for its receiving and passive 
mode when the sensor does not transmit any signal, just waiting for the reflected 
one from other sensors. 
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Fig. 3 Communication between PDC and ultrasonic sensor – Reset of the sensor 

All four sensors communicated at the same time and it is necessary to simulate 
them on the hardware which allows parallel processing. The FPGA of the Com-
pactRIO chassis allows parallel simulations in real time on hardware level. Each 
channel is simulated as state machine performing the specific action of simulated 
sensor for each recognized ECU command. Each state machine also receiving  
information about obstacle distance from the model of the virtual obstacle. The 
distance corresponds to time required to signal reflection. Schema of the state 
machine of one channel is shown on Fig. 4. 

 

Fig. 4 Schema of one channel state machine  
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2.2 Virtual Obstacle Model 

Model of the obstacle calculates for each simulated sensor the time in which the 
reflected echo will be received. The whole model is designed to respect the physi-
cal behavior of ultrasonic sensors, and can be divided into three parts: 

 
• Calculation of the angle under which sensor "sees" the edges of the ob-

stacle (see Fig. 5 for more details) 
 

 

Fig. 5 Angle calculation 

• Calculation of the impact area of the reflected signal. The reflected signal 
depends on directional characteristic of used sensors. The beam angle of 
±60 degrees was used as simplification characteristic of the sensor. 

 

 

Fig. 6 Calculation of impact area 

• Calculation of the distance between the sensor receiving the reflected ul-
trasonic signal and an obstacle. The distance is than recalculated to time 
corresponding to flight time of ultrasonic beam. This time corresponds to 
delay between PDC command and returned echo described above.  
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Fig. 7 Calculation of distance 

The HIL simulator is shown on Fig.  8. 
 

 

Fig. 8 PDC HIL simulator 
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3 Conclusions 

The paper presents solution for long time testing of automotive control unit for 
park assistant. The solution presents substitution of four ultrasonic sensors with 
HIL simulation of sensor function. The HIL simulator allows defining the virtual 
obstacle and its position and distance behind the vehicle. The simulation has been 
tested on real car control unit and based on the result, the HIL simulator of auto-
motive parking sensor will be used during test procedures of new developed cars. 
Based on the car equipment the solution can be easily modified for arbitrary num-
ber of parking assistant channels. 
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Abstract. This paper describes computational simulation of coupled analysis of 
pressure sensors during passage through the furnace. This analysis should show 
residual stress that is the problem for the next operation as pressure sensor. The 
software ANSYS/Workbanch was used for coupled thermal-stress analyses. The 
goal of the project is determination if the residual stress cause by temperature rise 
in the furnace has a significant impact on pressure sensor accuracy. 

1 Introduction 

A minimize of parasitic effect is in term of accuracy, linearity and repeatability of 
measuring crucial for final using. Hence, it would be appropriate to star research 
of mathematical modeling of accurate differential pressure sensors.  

The software Ansys/Workbench [1], [2] is regarded as the appropriate tool in 
relation to the specified requirements. The software Ansys/Workbench is based on 
finite elements method (FEM) and can be used for modeling of various physical 
processes. The one possibility is coupled transient thermal-structural analysis. In 
the first step, transient thermal calculation is done. In the second step, results of 
thermal analysis are automatically converted to transient structural analysis as 
inputs. The advantage is that the same finite elements method model is used in 
both calculation steps. After whole calculation, the mechanical stress in depen-
dence on time can be analyzed. 

The mathematical model can be used for the analysis of temperature influence 
on ceramic joining of pressure sensors parts. The pressure sensors consist from 
two ceramic parts that are joined using glass film as is shown in figure 1. A glass 
film is applied on the basic ceramic body and has a thickness about 0.03 mm. A 
circular membrane of thickness from 0.18 to 0.62mm is placed on the ceramic 
body and is separated by the glass film. This assembly is inserted into the furnace. 
Two ceramic parts are joined by influence of high temperature in the furnace, 
where the glass film is melted. Thereafter, the glass film solidifies during cooling 
outside the furnace. 
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Fig. 1 Scheme of pressure sensor configuration 

The problem with residual stress is cause by different material properties of the 
individual parts of pressure sensor mainly coefficients of thermal expansion. The 
residual stress can cause membrane curvature as shown by test samples of pres-
sure sensors. 

2 Computational Model 

The computational model assumes symmetry of geometry and loads. Therefore, 
the pressure sensor computational model is modeled as axisymmetric. This will 
result in a shorter computing time. 

The model geometry has to be filled by mesh of finite elements before calcula-
tion. A mapped mesh was used for basic ceramic body and membrane and six or 
eight elements were set across membrane thickness in dependence on its thick-
ness. The problem was only with mesh of the glass film, because minimum of two 
elements across thickness is required for better accuracy. Elements used have mid 
nodes on the element edge for better calculation accuracy. The figure 2 shows the 
final mesh with pressure sensor assembly. The total elements number is from 9000 
to 10000 in dependence on membrane thickness. It is with regard to the problem 
of adequate. 
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Fig. 2 Finite elements method model a pressure sensor assembly 

Boundary conditions and material properties of individual parts are one of the 
most important aspects influencing the credibility of a mathematical model. In the 
case coupled thermal-structural analysis, we need to know both thermal and me-
chanical material properties of individual pressure sensor parts. Material proper-
ties used are summarized in the Table 1.  

Table 1 List of material properties 

Part/material Thermal properties Mechanical properties 
membrane - 

Al2O3 
sensor body -

Al2O3 

conductivity – 30,3 Wm-1K-1 
specific heat - 900 Jkg-1K-1 

density - 3880 kgm-3 

Elastic modulus - 
300000Mpa 

Poison ratio - 0,3 
Thermal expansion - 

8,1e-6K-1 
glass conductivity – 1,14 Wm-1K-1 

specific heat - 750 Jkg-1K-1 

density - 2200 kgm-3 

Elastic modulus – viz. 
graf 

Poison ratio - 0,25 
Thermal expansion - 

10e-6K-1 

 
Whereas the glass changes its physical state around temperature of 850°C and 

initial temperature after removal from the oven is 850°C, there is necessary to set 
the dependence of elastic modulus on temperature as is shown in figure 3. It is the 
simplest material model of phase change, which should include the real behavior 
of the glass material depending on temperature.  

Boundary conditions are necessary part of setting a finite elements model. 
Boundary conditions for both thermal and mechanical analysis to be set, because it 
is coupled analysis. 
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Fig. 3 Glass elastic modulus dependence on temperature 

Boundary conditions for thermal part of analysis were: 

• Simulation time 7500 seconds 
• Heat transfer by radiation from all external surfaces  
• Heat transfer by natural convection from all external surfaces. 

A thermal contact between appropriate parts in the contact is necessary to be set 
for thermal analysis. 

Boundary conditions for structural analysis are more complicated mainly  
contact setting. Importing of thermal analysis results as a boundary condition in 
structural analysis is relatively simple. The boundary condition displacement be-
tween the basic body and the support that is not included in the model, it is also 
easy to set.  

As mentioned above, the mechanical contact between the glass film and the 
membrane is changed during coupled process in the furnace. Therefore, two types 
of contacts had to be set. First contact between the membrane and the glass film is 
a type of frictional that is active during the first nine substeps. The second contact 
is the type of bonded that is active from the tenth to the last substep. The activa-
tion and deactivation of contacts between the membrane and the glass film is rea-
lized using macro where is created or killed contact elements. The activation and 
deactivation of contacts between the membrane and the glass film is realized by 
macros where are contact elements created or killed. The deactivation of friction 
contact and the activation of bonded contact is corresponds the time when the 
glass film is melted and begins to solidify. 
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3 Computational Simulation 

The whole calculation process is divided into three phases, which directly follow 
each other. In the first, the ambient temperature is set on the all parts of pressure 
sensor assembly. In the second, the heating in the oven to temperature 850°C is 
simulated. Finally, the cooling after removal from the oven is simulated. The time 
for heating and cooling was set five minutes and two hours respectively. It has 
proved sufficient. 
 

 

Fig. 4 Maximal and minimal temperature in time 

As mentioned above, the first step of simulation is the thermal calculation. The 
calculation result is pressure sensor individual parts temperature in time. Figure 4 
shows the timing of maximum and minimum temperatures, which were reached 
during the simulation. The temperatures in time correspond to the theoretical as-
sumptions. The heating is linear, because it is an isolated system after inserting 
pressure sensors components to the oven. In contrast, the cooling process is expo-
nential progress as expected.  Differences between minimal and maximal tempera-
ture are very small. It indicates that the pressure sensor has almost homogenous 
temperature at each time. This is caused by small size and relatively high thermal 
conductivity of the materials used in comparison with cooling conditions. 

The result of structural analysis calculation is deformation and stress distribu-
tion in pressure sensor individual parts in time. The deformation and stress  
are caused by changes in temperature and different thermal expansion of used  
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material. The maximal stress in the pressure sensor during heating and cooling is 
shown for main parts in the figure 5. 

The stress value is relatively small for ceramic parts as shown in figure 5. The 
maximal stress is circa 90 MPa at time about 600 seconds. The residual stress in 
the membrane and basic body after cooling to ambient temperature is 41 MPa and 
24 MPa respectively. 

In contrast, the glass film is more stressed as shown figure 5. The maximal 
stress is at the same time as the case ceramic parts.  It corresponds to the time of 
glass solidification. The residual stress in the glass film after cooling to ambient 
temperature is 78 MPa. This implies the possibility of cracking by comparison 
with glass-strength film. 

 

 

Fig. 5 Maximal stress in time of transient structural analysis 

4 Conclusions 

The result of coupled thermal-structural analysis shows the effect of technological 
process of pressure sensors manufacture, which is based on the passage furnace.  

On the one hand, the simulation results indicate low stress and deformation to 
make pressure sensor with initial deflection of membrane. The effect of thickness 
of membrane should be tested in the following simulations. 

On the other hands, the glass film is near to strength limit of used material.  
It indicated the possibility of glass film cracking during technological process 
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mainly after cooling to ambient temperature. This hypothesis is confirmed by 
many experiments. 

The detailed model of glass solidification and influence of thermal contact  
parameters should be tested. However the essential change in the results should 
not occur. 
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Abstract. This article describes developing of device for measuring active power 
and energy at machine tools. Demands on measuring of electric energy flow in 
machine tools are more often with requirement to increasing of efficiency. This 
problematic is very complicated, because there are some types of electric power 
supply. Machine tools have main supply with harmonic supply with disturbance, 
direct current supply with high-frequency disturbance and power supply with 
PWM modulation. This device primary serves for measuring of AC power be-
tween inverter and motor, but also is able measure at other places. Developing 
consist from developing of electronics and algorithm. Both these part are describes 
in article. 

1 Introduction 

Active power and consumption energy is one of main indicator of efficiency of 
utilization of machine tools today. Ecodesign is one of actual theme in construc-
tion of machine tools. Increasing of efficiency is one of way, how can be decrease 
impact of machine tools on environment. Following the upcoming ISO standard 
“ISO 14955 - Environmental evaluation of machine tools”, extensive research has 
been established concerning various aspects of Ecodesign in machine tool con-
struction. It is not only about an attitude to access the impact of machine tools on 
the environment but also other issues are involved; e.g. measuring apparatus de-
sign, acquired data processing and visualization. How to mutually access the ener-
gy efficiency of machine tools is described by a variety of authors in the following 
contributions [1], [2], [3], [4]. In their works they define a division of operation 
modes for a subsequent assessment. This work is followed by authors [2], where 
criteria for scaling of machine tools are defined with respect to machine tools. An 
important and integral part is evaluating the energy consumption in the machining 
process and various suggestions of a testing sample have been currently made (e.g. 
by JSA).  
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1.1 Measuring of Power at Machine Tools 

Active power can be defined as mean value of product of voltage and current dur-
ing one period (1). 

  ⋅=
T

dttitu
T

P
0

)()(
1  (1) 

In terms of machine tools, the power measurement can be divided into three 
types based on measuring places. 

Measurement of devices operated directly from the mains supply is the first 
type of measurement. We can be assumed that it is supplied by a harmonic voltage 
and time course of taken current is also harmonic or very close to harmonic. For 
this kind of measurement, measuring instruments intended for 50/60 Hz can be 
used. A big problem of this measuring method can be the deformation of harmonic 
voltage caused by a non-linear appliance (e.g. a frequency inverter) that takes non-
linear current if connected to the same voltage line. In this case, a drop of voltage 
occurs within incoming conductors that superpose the supply voltage resulting in a 
possible deformation of the supply voltage itself (Fig. 1). 

 

 

Fig. 1 Disturbance at power supply at machine tool  

Measurement on motors (servo drives) supplied by inverters is the third type of 
measurement. It is necessary determine required characteristic voltage value that 
is modulated in the sinusoidal PWM with a precisely defined switching frequency. 
For this type of measurement it is required to use instruments for measuring in a 
larger frequency range. The sampling frequency of the instrument needs to be at 
least ten times greater than the switching frequency of inverter transistors that can 
be about 5 kHz.   

Measurement on the common direct link circuit is the last and three type of 
measurement. In this case, the voltage is direct and its mean value remains almost 
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the same. The voltage change is only caused by the energy recuperation from one 
of the drive back to the direct link circuit. Expected time course of current within 
the link circuit can be characterized as a series of pulses of a high repetition fre-
quency and since it is necessary to use proper measuring instruments with a high 
frequency width. 

2 Device for Measuring 

2.1 Demands on Measuring Device 

Generally properties of device were described in [5]. 
Some demands for design of measuring device was determine: 

• supply voltage : 24 V, 
• communication via RS-485, 
• operation temperature range: 10-60°C, 
• operation in switchgear with inverters, 
• measured maximal voltage: 850V Amplitude 
• measured maximal current: 25 A RMS, 
• inner diagnostic of device (temperature etc.). 
• ability measure between inverter and servo-motor 

Development of device started on the base of these demands. 
Measuring device consists from several parts: 

• voltage sensors 
• current sensors 
• control part with measuring algorithm 

Developing running in two separate tasks, which is connected on the end to de-
veloping complete device. Developing of voltage and current sensors is the first 
task. Developing of control algorithm is the second task. 

2.2 Process of Device Development 

Some types of commercial voltage and current sensors were test in the first step. 
DAQP-HV module from Dewetron and NI-9225 module from National Instru-
ments was choosing as example of commercial voltage modules or sensors. 
DAQP-HV is module, which is able convert voltage with maximal level 1kV to 
equal signal with maximal level ±5V with maximal frequency bandwidth 300 kHz. 
NI-9225 is 300V RMS module to CompactRIO platform with sampling frequency 
50kS/s. A main disadvantage of DAQP-HV is the cost. Main disadvantages of NI 
9225 are platform dependence and low voltage. Way of own voltage sensors de-
velopment was be choose.   
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LAH 25-NP from LEM, ACS712-30B from Allegro MicroSystems and NI-
9227 module from National Instruments was choosing as example of commercial 
current modules or sensors. LAH25-NP and ACS712-30B is current sensors. 

NI-9227 is 5A RMS module to CompactRIO platform with sampling frequency 
50kS/s. Main disadvantages of NI 9227 are platform dependence and low current. 
A main disadvantage of ACS712-30B is worse accuracy then LAH25-NP. LAH-
25 needed symmetrical supply voltage ±15V, but this disadvantage was deter-
mined as a negligible and this sensor was choosing to use in the device. 

Design of measuring device was inspirited by tested commercial modules. De-
vice consists from voltage and current sensors, which have own A/D converters. 
These converters communicated via SPI buses with control part. NI sbRIO-9606 
was choosing as control part. 

 

Fig. 2 Diagram of measuring device 
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Measuring power accurately in all three phases requires isolating associated 
circuitry not only between phases, but also (due to noise susceptibility) from the 
digital controller part. The voltage between phases can reach amplitude of up to 
850V and still there should be enough of security margin. Therefore the isolation 
between the phases has to withstand at least 1kV common mode voltage. At cur-
rent measurement channels, this is ensured by using fast and accurate isolated 
LEM current measuring sensors. Voltage measurement channels are powered 
using isolated DC/DC converters and all the communication lines of SPI buses are 
isolated using digital signal isolator. The block diagram of the power measurement 
board is on the Fig. 2. 

For the phase currents to be accurately measured, they are fed through the LEM 
current sensors with declared accuracy of ±0.3%. Their frequency bandwidth is 
limited to 200kHz. As such high frequency signals are mostly noise related, the 
corner frequency of subsequent active filters is set to around 70kHz. They act as 
an antialiasing filters and level shifters ensuring proper biasing of the analog-
digital converters. 

The phase-to-phase voltages are measured using resistor divider networks. The 
corner frequency of subsequent active filters (see previous paragraph for more 
details) is again set to around 70 kHz.  

 

 

Fig. 3 Test-stand for development of algorithm  
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The converters used are 16-bit 500kSPS SAR type low power parts, one per 
channel. The reference voltage is provided using precision monolithic references 
REF5050, which ensures good temperature and long term stability. Each of the six 
measurement channels is output via the separate SPI bus to the single board em-
bedded computer to compute actual power. 

Test-stand (Fig 3.) was built to developing of measuring algorithm.  
Test-stand consists from CompactRIO platform with NI-9225 and NI-9227 

modules. These modules are connecting via plug to measured device.  
LabVIEW was choosing for developing of measuring algorithm. Measuring al-

gorithm is very simple and operates on the base of (1). 

3 Conclusions 

Measuring of electric power is very complicated problem and in the area of ma-
chine tools is more important with request to increasing of machine tools efficien-
cy. Many producers offering commercial measuring devices (wattmeter or energy 
meter), but these devices haven’t requested parameters or are much expensive.  

Developing of device for measuring active power and energy at machine tools 
was described in this article. This device primary serves for measuring of AC 
power between inverter and motor. Developing consist from developing of  
electronics and algorithm. Both these part are describes in article. Some types of 
voltage and current sensors and modules were tested during of developing. The 
device was design made on the base of acknowledgement obtain during testing of 
modules. 
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Abstract. During works upon system for verticalization and enforcing movement 
of people with paraplegia designers faced a problem of selecting drive units which 
would have low energy consumption during the gait cycle. It is very important 
criterion due to the fact that actuators are powered by a portable electric energy 
source. Authors have focused on the effect of gear ratio on energy consumption. 
Simulation experiments of an actuator for driving the hip articulation were done. 
The results of simulation aid designers to make proper selection of technical solu-
tions with respect to minimal energy consumption of the system and accuracy of 
required movements. 

1 Introduction 

At present, orthotic robots constitute the most sophisticated, with regard to the 
technology, group of devices applied for aiding or replacing lost motor functions 
of man [12, 13]. Such robots are not only equipped in advanced actuators but also 
various sensors, e.g. miniature tilt sensors discussed in [9, 10]. According to the 
guidelines proposed in the relevant bibliography, important criteria for evaluating 
actuators are: fidelity of reconstructing the accepted motion profiles within the 
user’s joints, as well as a low actuators power demand, which results in using the 
portable energy source sparingly. As long as the first criterion is related to effec-
tiveness of the device, the second represents its energetic efficiency. It is easy to 
prove that the higher the power of the applied drive modules the bigger the actua-
tors ability to realize the desired movements. In the case of electric drives, this is 
strictly connected with an increase of their weight, especially when they are ex-
pected to develop considerable torques. An increase of the weight of the drive 
modules, that are mechanically coupled with the driven fragments of the user’s 
limbs, results in an increase of the dynamic torques, and thus increase the demand 
of the system for the energy. The actuators will then consume more energy from 
the supply, what results in its faster run-down. Therefore, an additional criterion 
for selection of drive modules should be their possibly small weight. 

By design, the methods of selecting the drives proposed by the manufacturers 
of electric machines, can refer only to relatively simple cases of using the motors; 
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in particular, they assume a constant values of the relevant loads [6, 11]. The me-
chanical structure of the orthotic robot is subjected to significantly variable loads 
generated by the driven body members of the user [2]. In such case, selection of 
drive modules usually consists in evaluating the maximal required torque and 
designing a module that is able to develop this torque at certain velocity of the 
driven members. Such module meets the basic functional requirements, however 
does not ensure to satisfy the aforementioned additional criteria, important with 
regard to the discussed application, such as possibly low energy consumption. The 
drive module to be applied in a technical model of the robot has been created just 
in this way. The next section contains a description pertaining to the design of the 
module. 

2 Drive System 

Drive units used for running robot articulations are built as shown in Fig. 1. The 
DC motor 1 drives screw gear of ball type 3 through synchronic belt transmis-
sion 2. Rotation of screw is transferred to linear movement of nut with attached 
tie 4. The tie is wrapped around and fixed to a roll 5 so that its linear displacement 
makes articulation turn. The actual position of the articulation is measured by 
means of either linear or rotational potentiometer. In future some contactless 
methods will be considered, e.g. using electrical signals from the driving motor 
[4]. 

 

Fig. 1 Mechanical structure of the drive unit that has been designed [7] 

3 Performance Analysis 

One carried out a simulation experiment that consisted in reconstructing by the 
robot movements of the user’s limbs during a gait. The gait cycle was accepted of 
3 s – as long as the standard operation of the robot is expected to take. One rec-
orded time responses of the torque, angular velocity and instantaneous power Pw 
in the hip and knee articulations of the robot. For further studies, one selected the 
actuator driving the hip articulation. In Fig. 2, there is presented a course of the 
torque loading the articulation of the hip joint, obtained by means of simulation.  



Effect of Gear Ratio on Energy Consumption of Actuators Used in Orthotic Robot 513 

 

Fig. 2 Graph of the torque Mh transmitted by the hip articulation within the whole gait cycle 
obtained by means of simulation 

 

Fig. 3 Graph of the required angular velocity ωh in the hip articulation within the whole gait 
cycle 

 

Fig. 4 Graph of the required mechanical power Pm in the hip articulation within the whole 
gait cycle obtained by means of simulation 
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Course of the angular velocity in this articulation is shown in Fig. 3, and the re-
lated instantaneous mechanical power are presented in Fig. 4.  

Characteristic of the mechanical power in function of the relative time within 
the full gait cycle (Fig. 4) indicates that in some phases of the robot motion the 
driving motor operates as a motor, whereas in other phases – as a generator. 

4 Model 

The modelled drive units are expected to reconstruct reference movement profiles 
in user’s joints. These profiles are used by control system as input signals for drive 
units. Drive units make robot elements move. Mechanical structure of robot is 
coupled with parts of human lower limbs in such way that together they constitute 
a parallel mechanism. Due to that movements of robot entail rotation in user’s 
joints. On the other hand drive units have to overcome loads resulting from 
weights and mass moments of inertia of parts of human body as well as elements 
of robot itself. The described idea of model was realized by creating models of the 
following subsystems (Fig. 5): user’s body, mechanical structure of orthotic robot, 
drive units and control system [1].  

 

Fig. 5 Schematic of the simulation model [1] 

The human body was divided into sixteen parts (Fig. 6), and each of them has 
its own mass, length, mass moment of inertia with respect to the three axes of the 
coordinate system and position of the center of gravity. The mentioned values 
were determined on the basis of the data provided in the related literature [3]. For 
the sake of simplicity, it was accepted that the upper limbs are immobile, body 
parts are represented by rigid solids and connections between successive body 
segments at the hip joint, knee joint and ankle joint are provided by single-axis  
articulations.  

The model of the robot includes a backpack mounted on the user’s trunk which 
imitates a portable power supply (Fig. 6). Each leg of the robot consists of three 
couplers of the joints which are the main elements of the mechanical structure of 
the robot. The couplers make it possible to fix to them the drive units, to connect 
them with the user’s body and to transmit motion from the drives to the man. The 
couplers are fastened to articulations located in the axis of the natural joints. 
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Fig. 6 Mechanical models of the human body and the orthotic robot accepted for the simu-
lation tests  

A model of the drive unit was created using classic relationships describing the 
following subassemblies: flexible connector drive with rollers, screw gear convert-
ing the rotational motion into linear, synchronous belt drive, DC motor [8] and 
classical PID controller of the motor. It is also possible to apply more sophisti-
cated controller using friction compensator. An example of such control of DC 
motor is presented in [5]. 

The desired values used in the control loop of the actuators were obtained ow-
ing to examinations of the gait function in the case of healthy persons. The ob-
tained experimental data were approximated with mathematic functions, using a 
fast Fourier transform (FFT), which made it possible to convert the experimental 
data in a form of time series into in a form of a cosine series: 

 ( ) ( )
=

++=
m

n
nn tnfAAtf

1
00 2cos ϕπ  , (1) 

where: n – harmonic number, m – total number of harmonics, f0 – basic frequency, 
T0 – period of the motion, A0 – amplitude of the constant component, t – time, An – 
amplitude of the n-th harmonic, φn – phase shift of the n-th harmonic. 

5 Experiments 

Simulation experiments were carried out, which consisted in forcing a gait of the 
patient having predetermined mass and height, by the studied system. There was 
studied an influence of the gear ratio and DC motor selection on the energy con-
sumption and accuracy of reconstruction the motion profile for the hip. The ener-
gy was calculated by integrating the instantaneous electric power  

 tiuE h

Tc

hh d
0=  , (2) 
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where: Eh – energy consumed by the drive unit for the hip articulation, ih, – instan-
taneous input current of the drive, uh, – instantaneous voltages controlling the 
drive, Tc – gait cycle length. Instantaneous errors of reconstructing the desired 
motion profiles of the patient’s joints were calculated as follows 

 ( ) )(max setcmax ααα −=Δ alci  , (3) 

where: αcalc – calculated rotation angle of hip joint, αset – preset rotation angle.  
In the experiments one used parameters of the Dunkermotoren GR 63Sx55 and 

Maxon EC 4-pole 30 motors (Table 1). 

Table 1 Parameters of DC motors used in experiments [6, 11] 

Parameter name Unit 
Dunkermotoren GR 63x55

130 W
Maxon EC 4-pole 30 

200 W 

Nominal voltage V 24 24 

Torque constant Nm/A 63.79·10-3 13.6·10-3 

Terminal resistance Ω 0.45 0.102 

Friction torque Nm 0.02 0.009 

Back-EMF constant V/rad/s 63.79·10-3 13.6·10-3 

Rotor inertia kgm2 750·10-7 33.3·10-7 

Terminal inductance H 1.67·10-3 0.0163·10-3 

Weight  kg 1.7 0.3 

 

Fig. 7 Graph of the energy consumption and maximal reconstruction error in function 
of gear ratio for drive unit using Dunkermotoren DC motor 

The studies have been planned in such a way, as to make it possible on their ba-
sis to evaluate the usefulness of the proposed method, as well as to draw conclu-
sions related directly to the designed drive modules. The results are presented in  
a form of a dependency of the energy required for realization of a single gait 
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Fig. 8 Graph of the energy consumption and maximal reconstruction error in function 
of gear ratio for drive unit using Maxon DC motor 

cycle and maximal error of reconstruction standard motion profile on the gear 
ratio (Fig. 7, 8). 

Simulation results indicate the strong dependency of energy consumption and 
accuracy of reconstructing the motion profile on the gear ratio. After rejection of 
results that didn’t fulfill functional requirement, e.g motion profile reconstruction 
error exceeded 1°, one receives a set of gear ratios providing the lowest energy 
consumption for a concerned DC motor. 

6 Conclusions 

The proposed algorithm of selecting drive modules for a robot (or in general, for 
other devices operating under a considerably variable static and dynamic load) 
assumes that one will carry out some studies referring to a limited set of motors 
and gears that feature parameters provided in the relevant catalogs. The presented 
works prove that simulation studies make possible defining a range of gear ratios 
which provides the lowest energy consumption. It is very valuable information for 
designers of drive units for a robot, but it should by emphasized that it’s only one 
of many criteria which must be considered when selecting actuators. 

Acknowledgments. The presented works have been financed within a UE Research Project 
“ECO-Mobilność” No. UDA-POIG.01.03.01-14-154/09-00. 

References 

[1] Bagiński, K., Wierciak, J., Jasińska – Choromańska, D.: Simulation model of actua-
tors of an orthotic robot. PAK 57(6), 583–586 (2011) (in Polish) 

[2] Bagiński, K., Wierciak, J.: Selection of drives for orthotic robot based on simulation 
studies. Machine Dynamics Research 36(1), 5–14 (2012) 



518 K. Bagiński and J. Wierciak 

[3] Bober, T., Zawadzki, J.: Biomechanics of the Human Motion System. BK Publishing 
House, Wrocław (2006) (in Polish) 

[4] Bodnicki, M., Hawłas, H.J.: Commutation Phenomena in DC Micromotor as Source Sig-
nal of Angular Position Transducer. In: Recent Advances in Mechatronics 2008-2009, 
pp. 263–268 (2009) 

[5] Grepl, R.: Composite Controller for Electronic Automotive Throttle with Self-tuning 
Friction Compensator. In: Mechatronics. Recent Technological and Scientific Ad-
vances, pp. 73–78 (2011) 

[6] High precision drives and systems, Catalogue, MAXON, (2012)  
[7] Jasińska – Choromańska, D., Credo, W., Szykiedans, K.: Making use of anthropome-

tric data while designing drive units of an orthotic robot. Machine Dynamics Re-
search 36(1), 90–98 (2012) 

[8] Kenjo, T., Nagamori, S.: Permanent magnet and brushless DC motors. Clarendon 
Press, Oxford (1985) 

[9] Łuczak, S.: Specific Measurements of Tilt with MEMS Accelerometers. In: Mecha-
tronics. Recent Technological and Scientific Advances, pp. 705–711 (2011) 

[10] Łuczak, S., Oleksiuk, W., Bodnicki, M.: Sensing Tilt with MEMS Accelerometers. 
IEEE Sensors J. 6(6), 1669–1675 (2006) 

[11] Permanent magnet DC motors, Catalogue, Dunkermotoren (2011) 
[12] Pons, J.L.: Wearable Robots: Biomechatronic Exoskeletons. John Wiley & Sons, 

Chichester (2008) 
[13] Wierciak, J., Jasińska-Choromańska, D., Szykiedans, K.: Orthotic Robot as a Mecha-

tronic System. In: Mechatronics. Recent Technological and Scientific Advances, pp. 
579–588 (2011) 



    

 
T. Březina and R. Jabloński (eds.), Mechatronics 2013,  519 
DOI: 10.1007/978-3-319-02294-9_66, © Springer International Publishing Switzerland 2014  

Precise Model of Multicopter for Development 
of Algorithms for Autonomous Flight 

R. Baranek and F. Solc  

Brno University of Technology, Faculty of Electrical Engineering and Communication, 
Technicka 12, 616 00, Brno, Czech Republic  
xbaran10@stud.feec.vutbr.cz, solc@feec.vutbr.cz 

Abstract. This article describes precise mathematical model of multicopter. The 
model can be easily implemented in various simulation environments like Simu-
link®, Xcos etc. The advantage of using mathematical models for development of 
navigational, control and attitude estimation algorithms lies in the impossibility to 
damage the real platform and in the knowledge of all state variables. The model is 
based on classical free rigid body dynamics driven by forces and moments. The 
quaternions are used for attitude representation for nonsingular operation. This 
rigid body dynamics are extended by precise models of inertial and magnetic sen-
sors, by motors thrusts to forces and torques relations and by precise model of 
aerodynamic drag forces and torques. 

1 Introduction 

Multicopters are very popular robotic platform nowadays. The multicopter is a 
mechanically very simple flying robot which consists of even number of fixed 
propellers connected to motors. The movement of such a robot is controlled solely 
by changing the speed of individual motors and which leads to mechanical sim-
plicity. The typical scheme of multicopter is depicted on Fig. 1. Due to usual small 
size and weight (less than 1 m and 1 kg) the dynamics is so quick that direct con-
trol of motor speed by teleoperator is impossible. Even for non-autonomous opera-
tions there is a need for stabilization. 

Every test of algorithm for multicopter is challenging when testing directly on 
real platform. Usually such a test ends with damaged platform because of the algo-
rithm bug or wrong parameters setup (usually in control algorithms). The use of 
mathematical model for algorithm testing and development is much more com-
fortable. However the design of precise mathematical model is often difficult and 
the precision of the model significantly increases the probability of good operation 
of developed algorithms after implementing on real platform. 

There are many papers dealing with mathematical models of multicopters. The 
papers are usually concerned with control algorithms for which the mathematical 
model is needed for development [1], [2] and [3]. In [4], there are along with 
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modeling and control also information about estimation of attitude. In [5] the pre-
cise effects of drag forces induced by propellers are described. The main contribu-
tion of this paper is the collection of the best modeling approaches from available 
literature. Also the precise models of sensors are mentioned, which are important 
for development of attitude estimation algorithms. 
 

 

Fig. 1 Scheme of multicopter with 6 propellers so-called Hexacopter 

2 Rigid Body Dynamics and Kinematics 

The core of the mathematical model is the set of equations describing the  
rigid body dynamics and kinematics. This set of equation is present in any model 
and it varies only in attitude representation. In some models there is a simplified 
assumption for inertia matrix. Here no simplifications for inertia matrix are  
considered. 

2.1 Kinematic Equations 

The most inner part of the multicopter model consists of kinematic equation for 
position and attitude (orientation). Here quaternion attitude representation is used. 
The kinematics of position is driven by acceleration vector aI expressed in inertial 
(reference) frame and attitude kinematics is driven by angular acceleration vector 
εB. The position vector p follows equation: 
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is speed expressed in inertial frame. The quaternion representing attitude follows 
equation: 
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where angular rate vector ω is defined by: 
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In all these equations no parameter of multicopter is present, but this property is 
inherent for kinematic equations. 

2.2 Dynamics Equations 

Dynamics equations determine acceleration and angular acceleration vectors from 
all forces and consequent torques acting on the robot. The acceleration vector is 
determined by the sum of all forces: 
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where g is gravitational acceleration, R rotational matrix which converts quantities 
from body to inertial frame, FI are those forces expressed in inertial frame, FB are 
those forces expressed in body frame and m is the mass of rigid body. The relation 
for angular acceleration vector is similarly determined by the sum of all torques 
and gyroscopic effect: 
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where MI are those torques expressed in inertial frame,  MB are those torques ex-
pressed in body frame, ωB is angular rate vector expressed in body frame and IB is 
inertia matrix of rigid body expressed in body frame. 
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The equations (1) to (6) form the general case for the movement of rigid body 
with 6 degree of freedom driven by forces and moments and with mass m and 
inertia matrix I as only parameters. The next step is to determine the individual 
forces and torques (drag, propellers, etc.). 

3 Multicopter Forces and Torques 

As was mentioned in the introduction the multicopter have only motors with pro-
pellers which are the only controllable elements and the only active contributors to 
forces and torques. 

3.1 Model of Motor with Propeller 

In some simplified models of multicopter the dynamic properties of the motor 
with propeller are neglected, but model this system as a first order system is more 
precise approach. Motor is usually controlled by input value which is related to 
speed of the motor. The changes are not infinitesimally fast, but they almost match 
the behavior of first order systems: 

 PP kSk ωω 21 −=  (7) 

Where ωP is the angular speed of the propeller, S is the input value and k1 and 
k2=1/τ are the parameters of the system. The thrust to speed relation is modeled by 
the relation [4]: 

 2ω⋅= TcT  (8) 

where T is the thrust produced by the propeller spinning at angular speed ω and cT 
is the constant parameter including the parameters of the propeller, drag ratio etc. 
From the principle of action and reaction, the motors are producing reactive torque 
which has opposite direction than the propeller: 

 TcM RR ⋅=  (9) 

where MR  is the reactive torque and cR is the constant parameter. This model 
which mathematically describes the dynamics and static behavior should be used 
for each motor with propeller present on the modeled multicopter. 

3.2 Thrust to Forces and Torques Relation 

The individual propellers on the multicopter produce thrusts and reactive torques. 
These thrusts and reactive torques produce total force vector and total torque vec-
tor. If we consider for instance hexacopter (multicopter with six motors) depicted 
on Fig. 1 with length of the arm L then the relation is: 
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where the thrust are considered positive when producing thrust for hover and the z 
axis points down (Fig. 1). The forces and torques are expressed in body frame. 
This relation changes with the different number of propellers but it can be derived 
easily using simple mechanics. 

The equations (7) to (10) describe the dynamics characteristics of the multicop-
ter propulsion system and also describe the relation for computing the forces and 
torques. Now, roughly speaking, we have all equation needed for simulating mul-
ticopter, but important characteristics are not modeled yet which are very impor-
tant for precise match of behavior of real multicopter and for possible transfer of 
algorithms developed using model to real platform. These are mainly the aerody-
namic drag and noise and bias characteristics of sensors. 

4 Aerodynamic Drag and Sensor Model 

Including the aerodynamic drag and sensor model into the simulation has high 
importance when focusing to development of algorithm for attitude estimation. 

4.1 Aerodynamic Drag 

Aerodynamic drag force of a moving object in air is usually modeled as a propor-
tional to square of the speed with respect to air: 

 vvF ⋅−= DD c  (11) 

where cD is the constant parameter and v is the speed vector of the multicopter 
with respect to the air. The minus sign reflects the fact that the drag force has op-
posite direction than the velocity vector. 

When the multicopter or generally rigid body is rotating only (no movement of 
the center of mass) the individual parts is also experiencing local drag forces 
which produces aerodynamic drag torque. The drag torque can be modeled in the 
same way as the drag force: 

 ωωM ⋅−= TD c  (12) 

where again the cT is a constant parameter. This drag force and torque  
cause that even if permanent imbalance in individual thrusts is present the velocity 
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vector and angular rate vector will settle to some equilibrium value. This pheno-
menon is to some extent observed also on a real multicopter. 

4.2 Sensor Model 

The typical sensors used on multicopters are gyroscopes, accelerometers and mag-
netometers, these sensors are in some defined way related to the state variables of 
the multicopter namely to angular rate for gyroscope, to non-gravitational accelera-
tion for accelerometers and to attitude for magnetometers. These sensors are  
usually used for attitude estimation which is of high importance for autonomous 
operation of multicopter. Thus the precise modeling is very valuable when the 
model is used for development of such an algorithm for attitude estimation. 

Each sensor outputs three-dimensional vector so each sensor can be modeled in 
the same way but with different parameters to get the similar signal characteristics 
like with the real sensor. The relation for the modeled sensor output is: 

 ( ) nbaSMa +++= TRUEOUT  (13) 
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Fig. 2 Simulated and real gyroscope data comparison 
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where M is a so-called misalignment matrix, S is scaling factor matrix and b is a 
constant bias vector and n is a Gaussian white noise vector. By finding the appro-
priate parameters the modeled sensor output can be very similar to the real one. 
The Fig. 2 shows the steady state behavior of gyroscope output for one axis for 
simulated and for the real sensor. 

5 Conclusion 

This paper presents the mathematical model of multicopter flying robot. At first 
the rigid body dynamics with no constrains driven by forces and torques is men-
tioned (eq. (1) - (6)). Then the propulsion multicopter system is described which 
inputs are the signals to motors and the output are total thrust and total torque (eq. 
(7) – (10)). Finally the models for aerodynamic drag forces and torques (eq. (11) 
and (12)) and for simulated sensor output (eq. (13) – (15)) are showed. All  
equations mentioned here form the complete model of multicopter (specifically 
hexacopter with relation (10)). These equations can be easily implemented to 
some simulated environment and used for development for various algorithms for 
autonomous flight of such a multicopter. 
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Abstract. The paper presents a microrobot designed for moving inside of pipe-
lines, whose actuator is based on a strand made of Shape Memory Alloy (SMA). 
According to the accepted assumptions, a device of a simple structure has been 
elaborated; it consists of a possibly small number of members and employs a sim-
ple control system and power supply. Simplicity of the control system and the 
power supply was achieved owing to heating the SMA strand by means of an  
impulse DC supply. Movement within the pipeline is realized by a sequence of 
displacements of two members of the frame, and the resultant position is kept 
automatically due to interactions of the flat springs with the internal wall of the 
pipeline. A demonstrator of the robot was built and experimentally tested, mainly 
in order to determine its ability to transfer loads. Limitations pertaining to the 
realized concept are indicated, and solutions improving dynamics of operation of 
such robot are put forward.  

1 Introduction  

Classification of the robots moving inside of pipelines includes [1,7],  

• PIG robots – moving due to a thrust exerted onto their surface by a medium 
flowing through the pipeline. In this case, the biggest shortcoming is a lack of 
control over the rotary movements with respect to their central axis. 

• Crawler or wheeled robots – advantage of this design is an easy control over 
the velocity and direction of motion of the robot, yet they can be vulnerable to 
an overturn or can easily get stuck in the pipeline. 

• Robots with elastic elements – they adjust to the dimension of the inside diame-
ter of the pipeline; the elastic elements can be a fragment of the drive, at the 
same time. 

• Walking robots – supported on legs inside the pipeline; the legs can be driven 
in various ways.  

• Earthworm-like robots – design used most often in the case of pipelines of a 
small diameter. Their motion is based on imitating movements of the earth-
worm. 
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• Helical robots – moving within the pipelines owing to rotations along a spir-
al/helical trajectory.  

Crawling robot design can be much simpler than walking solutions requiring 
advanced control algorithms [1, 11]. 

Shape Memory Alloys (SMA) are characterized by the fact that they are able to 
remember their initial shape, to which they can return under appropriate external 
conditions, i.e. temperature. One of such materials is nitinol [12].  

The temperature can be changed by:  

• heating with an external source of heat, 
• heating due to heat dissipation within a conductor.  

After the heating, return to the martensitic phase can be speeded up by, 

• cooling with an airflow, 
• cooling with a surface (e.g. realized by miniature heat pumps – Peltier cells),  
• mechanically, by introducing an additional load, 

– gravitational, 
– anti-parallel, realized by a second SMA element, 
– realized by other type of actuator. 

The SMA actuators are recommended as elements of mechatronic systems [8]. 
They give the designer possibility of directly realization of linear movement, 
without transmission converting rotational to linear movement. The SMA ele-
ments are open used in biomechanical devices as construction elements or actua-
tors (e.g. in prosthetics) [4,10].  

Methods of testing as well as original test equipment dedicated for SMA wires 
are presented in [5].  

2 Design of a New Robot  

The applied solution based on fixing the SMA strand at both ends within one posi-
tioning module only, whereas the bight of the wire thus created wraps a guide pin 
mounted within the second positioning module. Such solution decreases half the 
size the employed change of the strand length (i.e. the step), yet is advantageous 
because of design reasons.  

Both positioning modules constitute the frame of the robot; it is but necessary 
to connect them in such a way, as to make it possible to change their position  
with respect to one another within the range of the operational motion of the SMA 
element.  

Two ways were considered: a sliding interconnection of the modules (a guide 
featuring one degree of freedom), or an elastic interconnection (function of restor-
ing the frame to its initial length, merged with a function of integrating the frame) 
– see visualization presented on Fig 1.  
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Fig. 1 Visualization of two module in-pipe microrobot  
Left – modules connected by tubular guide, right – modules connected by coil spring 

As far as the presented design of the demonstrator is concerned, the first option 
has been accepted, where the returning function is realized by an additional com-
pression spring. Design diagram of this solution is presented in Fig. 2.  

The microrobot is put into the pipeline by the user. The control system realizes 
a sequence of an impulse voltage supply featuring the assumed pulse-width. The 
time of supplying the SMA element (1), as long as 2.5 s, was experimentally 
matched. At this stage, a contraction of the strand takes place. The flat springs (3) 
mounted within the rear module (5) deflect due to the acting force, whereas the 
flat springs of the frontal module (4) seize against the wall of the pipeline, thus 
making it possible to realize an advance motion. When the power supply is cut off, 
a relief of the SMA actuator takes place and is speeded up by the contraction 
spring (2). As a result, the frontal module (4), responsible for keeping a stable 
position within the pipeline, shifts. Experimental and numerical analysis of in-pipe 
microrobot element – passive smart bristles and description of forward and back-
ward motion is presented in paper [2].  

Phases of the motion of the robot are presented in Fig. 3.  
 

 

Fig. 2 Structure of the robot  
1 – SMA element (wire), 2 – contraction spring, 3 – flat springs, 4 – frontal module, 5 – 
rear module 
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Fig. 3 Phases of the motion of the robot  
FS – force of return spring, FSMA – force of SMA wire, FT1, F’T1  – friction forces in frontal 
module, FT2, F’T2  – friction forces in rear module  
Left – SMA wire is activated and FSMA drives the rear module, right – phase of the relief of 
SMA and FS drives the rear module  

   

Fig. 4 Demonstrator  
Left – microrobot without ventilation holes, right – microrobot with ventilation holes inside 
pipe during laboratory tests 

A set of ventilating holes, arranged along the circumference, was machined in 
the frame in order to make it easier to remove the heat from the SMA element. 
Both modules with tubular guide are made from Teflon and flat springs from 
welding wire. Demonstrator of technology is presented in Fig. 4.  

Ultimately, the device can be equipped with a microcamera and sensors (e.g. 
temperature). Such system should be equipped with a tilt measurement unit, rea-
lizing most preferably the measurement case discussed in [6].  

3 Experiments  

Experimental research was carried out in three stages. First, the SMS wire was 
tested, also for revision of the catalogue data (e.g. force of contraction 20 N). The 
results of the dynamic parameters research included measurement on time of ac-
tion and relaxation as a function of the current in the wire. Results of such experi-
ments are presented in Fig. 5. In effect, current in supply unit has been restricted 
to 2 A in a cycle consisted of 2.5 seconds supply and 14.5 seconds of pause. Tem-
perature of supply wire was less than 303 K.  
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Then there were experimentally chosen the parameters of the flat springs (ele-
ments no 3 on Fig. 1) and the return spring force equal to 10 N (driven force dur-
ing power interruption) by the working movement of 3 mm and force of the SMA 
equal 20 N. 

Another study focused on the robot's movement inside the tube made from 
PMMA. The device worked properly with different pipes tilt relative to the ground 
(in the range 0-90 degrees). Experimental studies are done in lift force. When 
moving in a horizontal position he is able to move the weight 6 kg. In the vertical 
position moves upwards moving mass of 2 kg.Due to idea of movement and fre-
quency of cycle of supply unit the average speed was relative small – 10 mm/min.  

 

 

Fig. 5 Time of SMA contraction (bottom/blue curve) and relaxation (top/red curve) versus 
current in the wire  

4 Summary and Conclusions 

While realizing the project, the accepted assumptions have been successfully ob-
served. The created device is characterized by a very simple mechanical structure 
as well as a simple control and power supply. One made use of a simple and inex-
pensive SMA element, in the form of a wire (strand).  

The experiments related to application of the built demonstrator proved effec-
tiveness of moving inside the pipelines. By the way, the applied way of displacing 
the movable element by means of a sequence of micro-displacements and friction-
al immobilization of one of the modules, can be also used as an interesting con-
cept of driving a pusher of a micro-actuator.  

The experimental studies performed on the demonstrator indicted that also low-
quality (as far as the generated forces are concerned) SMA wires can be applied in 
the microrobot design, and these are yet characterized by a faster relief process (of 
ca. 6 s). That increases in a simple way the average velocity of the motion. Here, a 
significant modification will be application of a higher number of SMA actuators,  
 



532 M. Bodnicki and D. Kamiński 

appropriately arranged and sequentially controlled in such a way that after opera-
tion of one actuator, another one would be activated and so on, until the idle time 
of operation, resulting from the cooling process, is completely eliminated. There is 
possible to use algorithms of “intelligent drives”, adaptive to load conditions (such 
idea par linear stepping actuators was presented in [9].  

The applied way of changing the temperature of the SMA, as a result of passing 
the current sequentially, considerably simplified the problems related to control-
ling and supplying the robot.  

At the moment, the robot is used to demonstrate the new drive technology for 
information meetings, picnics and festivals of science. In the near future the robot 
drive unit will be used station to study the mechanical characteristics of miniature 
linear actuators - as a reference force applying module. 

Owing to the experience gained while designing the device, one has started to 
build a series of types of miniature positioners with SMA strands. In these devic-
es, it is taken into consideration to employ a forced cooling of the strand. Such  
solutions (e.g. employing miniature Peltier cells) will ensure repeatability of the 
operational movements, as well as increase frequency of the deformations.  
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Abstract. This paper presents the modelling, simulation, and implementation of  
an ACC system for a robotic vehicle using Fuzzy Logic control strategy. 
Implementation has been carried out using the graphical programming environment 
of LabVIEW and a robotic vehicle based on a real-time single board computer. The 
paper demonstrates control design process including the implementation of the 
fuzzy logic design rules, showing a good correlation between simulation behaviour 
and real-life implementation. The work is a part of a larger research informed 
teaching project for teaching engineering at Kingston University London. 

1 Introduction 

Kingston University London has been conducting substantial research related to 
teaching methods for engineering subjects and is presently developing teaching 
materials using industrial standard technology. The aim is to engage students in 
the learning process and prepare them for work in industry. One of the areas 
addressed in this body of research is Control Theory. A real-life example with a 
hands-on approach is expected to be beneficial when adopting this concept. 
Furthermore, adaptive cruise control (ACC) is becoming a standard in modern 
automotive vehicles and is thus an ideal application that can be implemented using 
a range of different control strategies. 

This paper presents one of the three experiments in the series related to the 
design of an ACC system for a robotic vehicle used in teaching at both 
undergraduate and postgraduate level. The three experiments are based on the 
same ACC strategy implemented in a rapid electronic prototyping platform 
(robotic vehicle), demonstrating the performance dependant on strategy only, 
namely: classical (PID) [5], model predictive and Fuzzy Logic control, which is 
described in this paper. 

The scenario is based on ACC implemented in a robotic vehicle (referred to as 
the 'Follower'), tasked to maintain velocity/distance from the vehicle in the front 
(referred to as the 'Leader'). The two identical robotic vehicles (DaNI2 robots) are 
equipped with real-time, single board computers (sbRIO) from National 
Instruments (NI) using the NI graphical programming environment, Lab View. 
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The motor controllers output Pulse Width Modulated signal to drive the two 12V 
DC motors on the DaNI2 robot, and the braking is applied by simply reducing the 
voltage to the motors. 

The paper is laid out to first describe the system identification, thus obtain and 
verify the transfer function of the DaNI2 robot in a Laplace domain followed by 
definition of the proposed ACC control concept. Controller design using the 
extracted transfer function, based on fuzzy logic rules, is described in Section 2. 
Section 3 deals with the robotic vehicle simulation for controller tuning. Real 
robotic vehicle implementation, results and discussion are presented in Section 4, 
with the brief evaluation of the tools and the experiment being presented in 
Section 5. 

2 Controller Design 

2.1 System Identification and Validation 

The system identification process was carried out based on a single input-single 
output (SISO) model that represents the output speed to input speed in the Laplace 
domain. LabVIEW code used for system identification and validation. The same 
stimulus signal (sinusoidal input) that was used for both, the system identification 
and the validation process.  

2.2 Adaptive Cruise Control Switching Rules 

ACC is an extension of the conventional cruise control system, with the added 
feature that when closing the gap with a slower moving car ahead, it automatically 
slows down to keep a desired distance between the two cars. Once the road is clear 
again, the ACC accelerates to the original set speed [3]. The headway desired 
distance between two vehicles that share the same deceleration rate can be 
calculated using (2): 

 dୢୣୱ ൌ l  dୱ  hv ሺ1ሻ 

Where l represents the vehicle length, ds is the safety distance between two 
vehicles, v is the speed in m/s, and h is the constant-time headway in seconds [1]. 

In this paper, the actual gap between the two robots is calculated by taking the 
integral of their relative velocities using the simple formula: 

 d ൌ  ሺv୦ െ v୪ሻdt   ୲  ሺ2ሻ 

Where v୦ and v୪ are the follower and leader velocities, respectively. The 
switching between ACC and CC has been done in accordance switching 
methodology by Shakouri et al. [6], shown on Table 1. 
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The rules are composed from linguistic terms and the membership functions 
translate them into numerical values as the degree of membership of each 
linguistic variable within its linguistic term as shown in Table 3: 

Table 3 ACC rules 

 
 
The defuzzification process is implemented by the aggregation of all 

consequences using logical operators such as “Max”. The defuzzification method 
used is the "Centre of Area". The shape of the membership function is decided based 
on the application. For the purpose of the ACC application, a smooth transition in 
terms of the input is needed, hence a Gaussian shape is chosen. The output  
 

 
(a) Error 

 
(b) Speed  

Fig. 1 Graphic representation of input (a) and output (b) functions  
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(membership) needed to be a single crisp value of the speed in both controllers. Thus 
triangular output membership functions have been chosen as shown on Fig. 1. 

3 Robotic System CC and ACC Simulation and Real System 
Implementation 

The simulated operation of the follower robot in order to perform the initial tuning 
of the system is based on the extracted transfer function of the robot, as a result of 
system identification, described in section 2.1 and the fuzzy controller designed in 
section 2.3. The desired gap calculation between the two vehicles is based on (1), 
which relates the instantaneous velocity of the follower robot, the time headway 
and the safety distance. The actual gap is calculated by taking the integral of the 
relative velocities of the two robots. The ACC loop performs distance tracking by  
 

 
(a) Set speed and output speed 

 
(b) Actual and desired distance 

Fig. 2 CC operation: (a) speed and (b) distance tracking 
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converting the difference between the desired and actual distance into a new 
reference speed output. If the calculated gap is greater than the safety distance, CC 
control is applied. 

As per the graph in Fig. 2, CC is in operation as long as the actual gap is greater 
than the desired one, and with a set speed increase from 4 rad/sec to 8 rad/sec the 
output speed follows smoothly and rapidly. However the gap between the two 
vehicles is still greater than the safety gap, as the follower vehicle speed is not 
sufficient to reduce the gap between the two vehicles below the safe distance, 
remaining in CC mode. 

Fig. 3 shows the switchover to ACC mode. The front vehicle has a sinusoidal 
stimulus with a varying speed (6 rad/s to 14 rad/s). As the follower vehicle speed 
increases, the gap between the two vehicles decreases and ACC takes over from 
CC changing over from speed to the distance tracking mode at t=33s. 

 

 
(a) Set speed and output speed 

 
(b) Actual and desired distance 

Fig. 3 ACC operation: Switching between CC and ACC mode (a) speed and (b) distance 
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At t=60s, the front vehicle speed reaches a  range of 14-28 rad/sec and the gap 
becomes greater than the desired one, causing CC to take over and bring the 
follower vehicle back to the original set speed. Fig. 3(b) shows the distance 
between the two vehicles. In the first 30 second of the simulation, the actual gap 
was greater than the desired one, thus CC is on. After 30 seconds, the follower 
vehicle speed becomes high enough to catch up with the front vehicle. At this 
instance, the actual gap falls just below the desired one, switching on ACC. 

As ACC takes over, velocity tracking becomes distance tracking, in which the 
actual gap is maintained just at the desired value. After 55 seconds, the font 
vehicle speeds up (due to stimulus), causing the gap between the two cars to 
become greater than the desired one, allowing for CC to take over and bring the 
speed of the follower car to the original set speed, thus accurately executing the 
adaptive switching control strategy described in 2.2. 

Following on from simulation, the programme was implemented in real 
environment, using two DaNI2 robots, the leader and the follower, as described in 
the introduction. The follower robot was equipped with an ACC controller and an 
ultrasonic sensor that measures the distance to an obstacle up to 3 metres ahead. The 
front robot travelled in a sinusoidal manner. The follower robot was programmed to 
perform the ACC. The scenario sets the CC system to drive the follower robot to 
maintain a predefined speed, set in the code. The LabVIEW codes have been written 
using the robotics and real-time toolkits with the control loop frequency of 1kHz. 
The encoders measuring the speed of the motors showed a noisy reading. Although 
filtered, this noisy output from the encoders affected the performance, as it is used to 
calculate the desired distance. Furthermore, the ultrasonic sensor also showed noisy 
readings, introducing a jerk while ACC is engaged. This noise was reduced by 
filtering and decreasing the sampling ratio; however a compromise between noise 
elimination and sufficient sampling ratios had to be made. 

4 Conclusions 

An ACC system for a robotic vehicle, DaNI2 using Fuzzy Logic control strategy 
showed good results in both simulation and real-time implementation. The LabVIEW 
system identification toolkit was found to be an excellent tool for system 
identification. Furthermore LabVIEW allows manipulation of the control parameters, 
while the simulation or implementation is running, assisting the tuning process. The 
ACC fuzzy controller reached the desired speed quickly and smoothly, maintaining 
the desired gap between the two vehicles, thus the CC section of the controller, 
designed and tuned in simulation was not used in the real implementation. 
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Abstract. The paper deals with the design of four wheeled robot that is able to 
adjust its undercarriage according to the roughness of the terrain. Movement of  
the robot is based on the differentially operated undercarriage. The aim of this 
paper is to design a universal robot, a robot for rough terrain and also for limited 
area. 

1 Introduction 

The service robots are often used for various special tasks such as an inspection of 
car undercarriages, a firefighter works, a tactical fight robot, a bomb finder or a 
bomb remover. There exist several tasks (Figure 1) for special robots with low 
clearance of their undercarriage or for robots with big wheels and with high clear-
ance of the undercarriage [1-5]. 

Practice points out a need of more flexible robots that would adjust to the 
changes in the environmental conditions. The aim of this work is to design a robot 
with adjustable clearance of its undercarriage and automatic setting according to 
the roughness of the terrain [6-10]. 

 

  

Fig. 1 Mobile miniteleoperator SCORPIO and four wheeled robot MRVK-01. [1-5]  
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2 Concept of the Robot Undercarriage  

Concept of the undercarriage comes from the lever mechanism shown in the Fig-
ure 2. Thanks to the proposed design, the robot changes the clearance of its under-
carriage to the wider extent which is important when crossing very rough terrain. 
For minimizing the transmission mechanisms, there are the driving motors inside 
the wheels. This arrangement also ensures the partial protection against possible 
damage. (Figure 3) [10]. 

 

 

Fig. 2 Concept of the robot undercarriage 

 

Fig. 3 Design of the robot 

The undercarriage also contains three sensors, i.e. inductive, capacitance and 
optical, which are used to measure the distance. (Figure 4) Afterwards, this infor-
mation is used for automatic setting of desired value capturing the distance be-
tween the undercarriage and the road. The other possibility how to adjust the 
clearance of the undercarriage is to use the teleoperator.  
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3 Sensing the Clearance of the Undercarriage and the 
Obstacle Sensing 

Ultrasonic sensors together with the infrared optical triangulation sensors are used 
for the obstacle sensing (Figure 5). Furthermore, data fusion and data collected by 
these sensors are consequently used for obstacle avoidance. If there is a higher 
obstacle, the controller sends a command to lift the clearance of the undercarriage. 
Also, if any dimensional constraint occurs from the upper side, then the carriage 
adjusts by pushing itself downwards. 
 

  

Fig. 4 Sensing the clearance of the undercarriage 

  

Fig. 5 Obstacle sensing and the placement of sensors 

4 Design of the Robot Carriage and Its Simulation 

CAD model of the robot was designed using Solid Works Environment. To simu-
late the behavior of the robot, we used Matlab, Solid Works and Cosmos Works. 
We ran the analysis of the static load, carriage lifting and forward movement of 
the robot [10-12]. 
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Lever mechanism (Figure 6) ensures the lifting of the robot undercarriage. 
Thanks to the static analysis, we are able to study the critical state of the lever  
mechanism.  
 

   

Fig. 6 The lever mechanism and the drive 

 

Fig. 7 Static analysis of the lever mechanism 

The simulation takes 5 s. Maximum load was applied in the form of a jump and 
the Figure 7 shows the response to this jump with maximum contact force of F = 
8,308 N between the levers (Figure 6) which occured in time 0,96 s (Figure 7).  

Moreover, we simulated the undercarriage lifting. (Figure 6) Duration of this 
simulation was 5 s. The aim of this simulation (Figure 8) was to identify the max-
imum torque value on the shaft, which is necessary for undercarriage lifting. The 
maximum torque value was Mk = 769,846 N.mm (7,69 kg.cm) in time 0,01s. The 
motor has to start at this point in time. It means that the velocity of rotation in-
creases from zero to maximum value (Figure 8). This obtained value of the maxi-
mum torque can be used for the first selection of drive. 
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Fig. 8 Analysis of torque on the drive shaft 

Furthermore, we ran the analysis of the forward movement on the traction unit 
(Figure 9). The aim was to find the maximum torque value for a drive used for the 
movement. The maximum torque value (Figure 10) was Mk = 1602,042 N.mm 
(16,02 kg.cm) in time 0,105 s. The obtained dependence of the torque has been 
used for the drive selection. The large torque value is caused by the starten of the 
drive from zero to maximum velocity. 
 

  

Fig. 9 Drive of the wheels 

 

Fig. 10 Movement simulation of the drive of wheels 
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The chosen drive has been used for the simulation of other parts via FEM (fi-
nite element method) (Figure 11). 

Upper position of undercarriage has to be fixed, because the mechanism is not 
self locking. The weight of the robot may lead to the fall of the lower part of the 
undercarriage. For this purpose, the locking mechanism was designed. (Figure 12) 
This mechanism consists of servomechanism that moves the pin into the locking 
position. This solution is also suitable from the energy point of view. 

 

 

Fig. 11 FEM analysis of the lever inside the lifting mechanism 

  

Fig. 12 3D model of the locking mechanisms 

5 Final Design of the Robot 

Final design of the robot is shown in the Figure 13. The overall dimensions are 
280 x 351 x 175 mm and its weight is 3,3 kg. Clearance of the undercarriage is  
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adjustable from 120mm to 150mm. Calculated maximum velocity on the surface 
without any obstacle and roughs is 0,47 m/s. 
 

 

Fig. 13 3D CAD model of the final designed robot (1-lights, 2-locking mechanism, 3-CCD 
camera, 4-receiver, transmitter, 5-power supply 

6 Conclusions 

Due to the ability of the robot to adjust to the roughness of the terrain, the pro-
posed mobile robot is unique. Position of the centre of gravity changes and it also 
helps to obtain better stability of robot on inclined roads. Robots are now under 
construction. Although, the robot will be operated as teleoperator system, there are 
several tasks that will be executed autonomously. One of these tasks is the adapta-
bility to the roughness of the terrain or adaptability to any dimensional limits from 
upper side [10-13]. 
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Abstract. In near future, autonomous space rovers operating on near-Earth objects 
will become widely used. HUSAR lunar mining rover is prototype construction 
designed to participate in NASA Lunabotics Mining Competiton. In this paper the 
concept of high-level autonomous control, low-level PLC-based operations and 
communication between working rover and ground station manned by human 
operator/supervisor is presented and discussed.  

1 Introduction 

NASA’s Fourth Annual Lunabotics Mining Competition is a world-wide competi-
tion of 50 university-level teams. The main challenge for participating teams is to 
design and build a lunar excavator (Lunabot) capable of mining and depositing a 
minimum of 10 kg of lunar regolith stimulant BP-1 [7] from special arena (LunA-
rena) within 10 minutes of competition time. In rover performance scoring several 
factors are considered important, including: amount of excavated material, Luna-
bot mass limitations, remote teleoperation or autonomous control, dust tolerance, 
power consumption and communication efficiency. The technological solutions 
used in rovers were constrained – no contraptions that wouldn’t work in lunar 
environment. Moreover, only wireless Wi-Fi communication is allowed. 

NASA’s main interest from the competition is encouraging the development of 
innovative projects which could be applied in future devices. Autonomous control 
is deemed one of vital concepts for near-Earth robotic missions. The reason  
behind such importance stems from the fact of great distances between celestial 
bodies causing delays in communication with Earth-based command center, for 
example 7-minute delay for Mars Science Laboratory mission [2]. Under such 
circumstances teleoperation control alone is considered highly inefficient.  

The main purpose of proposed project is to provide an effective autonomous 
control system in HUSAR lunar rover. Mechanical design was considered of sec-
ondary priority and thus simplified. The control system has four parts: low-level 



552 P. Węclewski et al. 

control, communication, control center (ground station - GS), and navigation,  
including obstacle avoidance, driving algorithm and state machine based auto-
nomous control. 

2 Mechanical Design 

The mechanical design for HUSAR rover (figure 1) consists of three subsystems: 
bucket wheel (1), arms (2.1) and platform (3.1). The platform is main part of the 
rover, housing the electric system box (3.2) and gondola (3.4) for batteries. Four-
wheel differential drive (3.3) is implemented for driving the rover. The bucket 
wheel is used for excavating and storing lunar regolith. Arms (2.1) with tie system 
(2.2) are responsible for lowering and lifting the bucket wheel. There are four 
predefined positions for wheel, determined by proximity sensors.  
 

 

Fig. 1 CAD model of HUSAR lunar rover 

3 Control System 

According to competition requirements the rover should be controlled in auto-
nomous mode or teleoperation mode in case of failure. Low-level functionality is 
executed on an industrial PLC controller. For autonomous control, on-board PC 
placed in electronic box is used. The computer runs custom software based on 
Petri net. The robot can be remotely controlled from ground station. On-board PC 
or GS can both issue low-level commands to PLC through Ethernet network (with 
access point in case of teleoperation mode).  
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Fig. 2 HUSAR system structure 

3.1 Low-Level PLC Control 

For low-level control, Siemens S7 1200 PLC was recognized as the best option 
considering reliability, cost and implementation time. PLC commands are grouped 
in several categories: basic instructions, safety commands, drive commands and 
semi-autonomous procedures.  

Basic instructions are simple orders to rover actuators: two drive motors, arm 
elevation motor, bucket wheel motor, electromagnet (bucket wheel lock - for 
dumping regolith), or check on sensor states: four position proximity sensors, 
bucket wheel orientation and electromagnetic lock, power parameters module and 
force sensors used to calculate excavated mass. Drive commands utilize basic 
instructions to achieve rover movement with desired speed. Three commands were 
developed: forward movement, driving along an arc and rover rotation. Safety 
commands are orders used to stop one or all motors in case of undesired behavior. 
Switching off autonomy and activating teleoperation mode can be also achieved 
by appropriate safety command. These are considered with the highest priority 
compared with other functions – when safety command is issued, current order 
will be interrupted, stopping motors immediately. 

Semi-autonomous procedures are order lists of basic instructions designed to be 
executed with only one command in order to minimize bandwidth when in teleo-
peration mode. These procedures include routine actions of rover, like excavating 
regolith or emptying bucket wheel. 

3.2 Ground Station 

The main purpose of GS is to provide an user-friendly and full-featured system for 
supervisory control of HUSAR rover operations. To keep communication well-
maintained the connection between PLC and on-board computer is separated in 
order to avoid breaking the transfer in case of on-board PC failure. The framework 
chosen for GS implementation is QT4 because of overall efficiency and esthetic 
interface. 
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For GS two widgets were developed: diagnostic windows and operator panel, 
both of these are available in either autonomous or teleoperation mode. In auto-
nomous mode the requests sent by operator (except security functions) are ig-
nored, but preview of the rover is still available by supervisory control window. 

GS consists of three classes: Robot, MainWindow and SCADA (Supervisory 
Control And Data Acquisition) for robot state graphical presentation. The architec-
ture of the application is shown in Figure 3. 

 

 

Fig. 3 GS architecture 

Class Robot communicates with HUSAR using communication frames and 
stores its state. What is more, Robot has a separate thread – QNode- to use ROS 
(Robot Operating System) [4] to retrieve rover’s position. The main advantage of 
this solution is independent and parallel communication via ROS with on-board 
PC and PLC. Used ROS package – qt_ros – provides easy integration of QT and 
ROS. 

SCADA provides the diagnostic panel. It displays low-level information such 
as speed, current and voltage on each motor, bucket sensor information, mass of 
excavated material, arm position and current position on the Petri graph. This 
system improves responding to fault states such as overcurrent and overload. 

The operator panel, implemented in MainWindow class, contains all commands 
eligible for PLC, which can be called by joystick or keyboard. Semi-autonomous 
procedures are grouped into subordinate functions, making the manual activation 
of subsequent procedure steps possible if necessary. 
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3.3 High-Level Control 

The robot activities can be divided into four distinct phases: Initialization, journey 
to and from mining spot, mining, dumping the regolith into bin.  

 

Fig. 4 State Machine graph 

Basic high-level behavior diagram is presented in Figure 4. Few emergency 
conditions are also highlighted. 

The algorithm shall be repeated several times during one run. In the robots’ re-
presentation LunArena is represented as 3x3 grid: Start Zone, Obstacle Zone and 
Mining Zone subdivided into three parts each. In each zone robot’s behavior is 
different. This ensures that robot will comply to the competition rules, i.e. will not 
start mining in Obstacle Zone. Using specification provided in previous chapters 
the Petri net [6] was developed, describing high-level control of the rover. Auto-
mata based on this class of algorithms provides easy to implement and highly 
reliable tool, which also allows for monitoring of robot states. 

Petri nets have been widely used for control of mobile robots, e.g. tour guide 
robot presented in [8], as well as in many other applications. In our design, partial-
ly presented in Figure 5, places of the Petri net are states in which robot can oper-
ate. Transitions between the nodes are usually associated with appropriate sensory 
reading (e.g. obstacle detection, desired localization reached) or operator com-
mand (in emergency situations). 
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3.4 Localization 

NASA Lunabotics Mining Competition imposes very strict rules regarding navi-
gation systems used on the rover. In short, electromagnetic based equipment can 
only be used, with limits as not to interfere with other team’s devices. However, it 
is possible to place markers on the walls in order to simplify the navigation. 

For HUSAR rover, IFM O3D201 PMD1 camera is used [3]. The area in  
which the rover operates is contained in a 7.38x3.88m sandbox filled with BP-1 
regolith.[5] 

Place Description  
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Fig. 5 Part of Petri Net used for autonomous driving of the robot 

The camera outputs a 2D depth image, which is converted by our driver into a 
3D PointCloud image. The algorithm we use converts the middle section of the 3D 
image into a 2D laserscan-like image. 

The rover’s position is calculated from the distance to the detected corners and 
orientation is calculated by comparing the previous orientation with a normal vec-
tor of the flat projection of detected wall. In order to simplify autonomy opera-
tions, position will be approximated to one of nine cells in a 3x3 grid map. This 
method of localization was chosen because of its relative simplicity and computa-
tional effectiveness.  

Corner detection is achieved by comparing the normal vectors. A corner is as-
sumed if the absolute difference between two neighboring vectors’ yaw value is 
higher than a predefined threshold. In order to avoid not detecting a corner due to 
a curvature(which can result from imaging inaccuracy), there is also a redundancy 
check, which compares the current vector’s yaw with a temporary variable, which 
assumes the value of the first yaw of the current wall. If a corner is detected, the 
temporary yaw variable assumes the value of the first yaw of the new wall. 

 

                                                           
1 http://www.ifm.com/ 
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Fig. 6 3D data processing pipeline 

The localization process is divided into two stages. In first stage the rover ro-
tates until it finds a predefined corner and then aligns itself perpendicular to the 
wall to the left from the corner, which is still in the field of view. After aligning 
itself, the algorithm starts the second stage, where the current orientation is de-
fined on the basis of the detected wall normal vector and converted to the actual 
orientation – added or subtracted by a fixed value, which depends on the number 
of corners that have passed in the rover’s field of view. If more than one wall is in 
the rover’s field of view, the algorithm takes into account the larger wall.  

On the basis of the calculated position, position in the grid matrix is approx-
imated. The grid matrix is filled with zeroes except the field the rover is currently 
in. 

The obstacle detection algorithm consists of three main stages. Normal vector 
coordinates for each point of the whole PointCloud are calculated. In the second 
stage, each vector is converted to a unique RGB value [1], in order to use efficient 
image processing algorithms. In the last stage the gradient of the image is checked 
and in case its value is above a threshold, an obstacle flag is raised. The obstacle 
local position is calculated by getting its position from Point Cloud coordinates.  

4 Conclusions 

The autonomous operation system outlined in this paper provides basic framework 
for operating HUSAR lunar mining rover in LunArena environment. As several 
system tests had shown, the adopted solution is simple, yet efficient and cost-
effective. This approach will be further developed and tested in order to be used in 
2014 Lunabotics Mining Competition. 
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Abstract. This paper presents a new method of complex object recognition and 
classification by a mobile robot. Through applying Dempster-Shafer theory, our 
algorithm allows to make use not only of object features, but also of information 
about sensor uncertainty, possible occlusions and can handle contradictory 
evidence in an integral way. The proposed method has been implemented and 
tested with complex objects from a real indoor environment, showing that it can 
be efficiently applied for cluttered data and also make correct decisions even when 
whole parts of the objects are occluded and the visible parts lack unique features. 

1 Introduction 

The ability to navigate is the most important competence of an indoor mobile 
robot. This task is a combination of three elements: mapping, localization and path 
planning. The mapping problem is one of the most active areas in robotics. Most 
of the navigation systems use a global metric map [1,2,3]: an occupancy grid or 
feature-based representation [3]. Some authors have also proposed topological-
metric representations [4], which are usually designed as a graph. The nodes of the 
graph correspond to particular elements of the building. 

A modern navigation system requires efficient human-robot interaction. This 
kind of interaction is impossible when the user has to indicate the goal for the 
robot using non-intuitive metric information. We want the robot to perform a task 
which is described in natural language - for example, we want the robot to go to 
the kitchen without having to specify the exact (x,y,z) coordinates. 

A solution proposed in our previous work is the use of a BIM-based (building 
information modeling) representation of the environment (BIMR) [5]. In BIMR 
the components of a building are described as a hierarchy of objects which have 
attributes and application rules. This kind of representation is more suitable for 
human-robot interaction, but requires semantic analysis of the data obtained from 
the robot sensors. 

There are many known methods of object recognition and classification 
[6,7,8,9,10] but they are always subject to the limitations of the robot sensors. 
When a camera is used, classification is performed based on color and texture 
[11,12], but images are very sensitive to the changes of the camera position and to 
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lighting and texture variations. In the case of metric sensors (laser scanners) the 
density of point clouds depends on the distance between the sensor and the object 
which is observed [13,14]. The same applies to RGB-D devices which are based 
on triangulation. Even though sensors such as the Kinect are often used in indoor 
environments [15,16], the distance to the object has a great impact on data 
precision. 

In this article we present a method of handling input data based on Dempster-
Shafer theory which allows to take into consideration the limitations of the sensor 
used for object recognition and combine multiple sources of information (e.g. 
observed segments) to make more reliable decisions. 

2 Hardware 

In our research project the “Kurier” mobile robot is used. The robot was built in 
the Warsaw University of Technology as an experimental platform. Beside low-
level sensors which allow to detect obstacles, the platform is equipped with a laser 
range finder and a 3D Kinect sensor. This sensor is based on software technology 
developed by Microsoft Game Studios and PrimeSense range camera technology.   

 

Fig. 1 Point cloud obtained by a Kinect sensor 

The Kinect consists of an infrared laser projector and a monochrome CMOS 
sensor. Structural light emitted from the projector allows to capture video data in 
3D under any indoor lighting conditions. The device is additionally equipped with 
an RGB camera, which gives images that are superposed to the point cloud but 
play no role in depth measurements. The Kinect outputs video at a frame rate of 
30 Hz. The RGB video stream uses 8-bit VGA resolution (640×480 pixels). The 
monochrome depth sensing video stream is in VGA with 11-bit depth. The angular 
field of view of the sensor is 57 degrees horizontally and 43 degrees vertically. 
This high level sensor is the primary source of data for object classification. Fig. 1 
presents the consistent point clouds obtained by the sensor. 
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3 Dempster–Shafer Theory 

In artificial intelligence, classification is the problem of identifying to which class 
an object belongs on the basis of an observation. Individual observations are 
analyzed and described with a set of quantifiable properties, known as explanatory 
variables, or features. Bayesian methods can calculate the probability of each 
classification hypothesis based on the given data to make a prediction [17]. 

When data is obtained in a real environment, we deal with two kinds of 
uncertainties [18]: 

• aleatory (stochastic) uncertainty which results from the fact that the system 
behaves in a random way, 

• epistemic (subjective) uncertainty which results from lack of knowledge. 
 

Usually the conventional probabilistic theory is used in both types of 
uncertainties, but it requires an adaptivity assumption and information about 
probabilities of all events, so it is not capable of capturing epistemic uncertainty. 

Dempster-Shafer theory [19] (DST) is designed to deal with distinction 
between uncertainty and ignorance. DST is a mathematical theory of evidence 
which can be regarded as a generalization of the Bayesian theory. It is often used 
as a method of sensor fusion. 

DST consists of two ideas: 

• obtaining degrees of belief for a hypothesis based on facts, 
• applying Dempster's rule for combining degrees of belief when they are 

based on independent facts. 

A degree of belief (a mass) is represented as a belief function (not a probability 
distribution). Masses are assigned to sets of possibilities and not to single events. 

Each fact has a degree of support between 0 and 1 and a degree of negation. In 
comparison to the Bayesian theory belief in a hypothesis and its negation need not 
to sum to 1 and both values can even be equal 0, which would mean that there is 
no evidence for or against the theory. 

When we have two sources of information about a certain hypothesis described 
by the belief functions m1 and m2,they can be combined according to the following 
formulas: 

m(h )=
m1(h)m2(h)+m1(uh)m2(h)+m2(uh)m1(h )

1−m1(h)m2(nh)+m1(nh)m2(h)            (1) 

m(nh)=
m1(nh)m2(nh)+m1(uh)m2(nh)+m2(uh)m1(nh)

1−m1(h)m2(nh)+m1(nh)m2(h )       (2) 

m(uh)=1−m(h)−m(nh)                                     (3) 

where: h – the hypothesis, nh – negation of the hypothesis h, uh – uncertainty of 
the hypothesis. 
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4 Data Classification 

The object classification method proposed by the authors of this paper consists of 
the following stages: 

 
• Initial scene segmentation into smooth patches, which are interpreted as 

object parts (or whole objects in the case of simple objects); 
• Features extraction, for which the CAT [20] (convexity, anisotropy of 

convexity and polar angle “theta”) surface features are applied; 
• Estimation of the influence of each segment on the object hypotheses. This 

influence consists of belief (h), negation (nh) and uncertainty (uh) and is 
calculated based on the part's histogram of CAT features, the percentage of 
visible part area, the distance to the sensor and the confirmation the segment 
provides for concurrent object hypotheses. 

• Dempster-Shafer data combination and finding the best hypothesis (i.e. the 
hypothesis with the highest belief value). This step is performed according 
to the diagram presented in Fig. 2. using the formulas 1, 2 and 3 for data 
combination for each object hypothesis. 

The system has been implemented and tested with real complex objects for 
different cases of occlusion. The results are presented in the next section. 

 

Fig. 2 Flow diagram of the classification system 

5 Experimental Results 

The described object classification system has been tested using scenes captured 
by the Kinect sensor with a realistic degree of cluttering. The test objects were: a 
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book, a juice carton and a lamp (Fig. 3.). The vertical and horizontal object parts 
(such as book-1, lamp-1 and carton-1) are especially difficult to differentiate based 
on segment features, as they are rife flat surfaces. 

Different cases of whole part occlusions have been tested for each object, 
comparing the resulting belief degrees of each hypothesis (Table 1). In all the 
cases the correct object hypothesis achieved the highest belief degree (among 
other hypotheses) when at least 2 parts were visible. 

 

Fig. 3 Part labels of the test objects (a) and their cluttered views used in the experiment (b) 

Table 1 Belief of the object hypotheses after Dempster-Shafer data combination. The tested 
cases are: only part 1 is visible (1), parts 1 and 2 are visible (1+2) and all parts are visible 
(1+2+3) 

 

6 Conclusions 

In this work we described a new approach to classification of complex objects 
present in the environment of a mobile robot. This approach consists on applying 
the Dempster-Shafer theory to make use of uncertainty of the data and handle 
contradictory evidence. The proposed method has been tested in an experiment 
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with real-world objects and shown to be effective in cases where features alone 
are insufficient to distinguish objects. 
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Abstract. In this work, a novel wiimote localization scheme is proposed based on 
kinematics and coordinate transformation.  By integrating the scheme with a con-
trollable IR-LED array, it is possible to interpret the absolute coordinate and 
orientation of mobile carriers even under the influence of passing through possible 
shelters such as furniture. The scheme is experimentally verified by using a ser-
vomotor.  Finally, the scheme is applied on an omni-wheel mobile robot for tra-
jectory control to demonstrate the possible application of this wiimote localization 
scheme in indoor living space applications.  

1 Introduction 

Trajectory control of indoor mobile robot is important for subsequent intelligent life 
applications such as medical care or movement assistance [1].  In order to achieve 
the above mentioned goals, an accurate and reliable motion sensing system is essen-
tial. With accurate positioning information, important tasks in navigation, feedback 
control, coordinated motion, and trajectory planning can be realized. However, due 
to restrictions in positioning resolution, system dynamic responses, available sensing 
range, and compromising with various complicated indoor environments, a flawless 
positioning technique has not yet been achieved. Various solutions currently exist 
for indoor positioning, navigation, and communications such as GPS localization 
and inertial navigation system (INS)[2], have been developed. These techniques 
have their own strengths and weaknesses.  

IR localization is another possible choice [3,4].  In particular, IR-LED based 
wiimotes have been proposed for many other applications beyond its original TV 
game design. Recently, due to simple relationship between the displayed pixel and 
the sensing distance, it has been used as an alternative choice for indoor localiza-
tion sensors.  It has been demonstrated that the milimeter sensing resolution can 
be achieved [5].  With such a sensor resolution and a bandwidth approximately 
107 Hz, it is possible to integrate wiimote with other indoor applications such as 
mobile service robots manipulations in intelligent living technology.  
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The wiimote sensing zone is based on the pixel location of the IRLED in the 
viewing area, which contains 1024 x 768 pixels.  The actual pixel length is pro-
portional to the sensing distance.  Therefore, there is a trade-off between sensing 
zone and the spatial resolution.  For a typical sensing distance (i.e., distance be-
tween ceiling and the floor) of 2.5 m, the spatial resolution is approximately 5 mm 
and the viewing area is 60 x 80 cm.  The resolution is sufficient but the area is 
obviously too small.  In our previous study, Chen et al [5] has proposed a multi-
zone scheme to extend the sensing area of wiimote to virtually entire indoor space. 
However, it is only valid with pure translational motion. Gu et al further extended 
Chen’s work to cover this main drawback by simultaneously monitoring the posi-
tion of two IR-LEDs[6].  By such an approach, both the location and orientation 
can be precisely determined and the scheme has been served as the feedback sen-
sor for position control of mobile robots.   

Although Gu’s work[6] has demonstrated the applicability of wiimote as an ac-
curate and reliable position sensor for indoor environment, its position sensed is 
actually the relative position at a particular zone and the initial location must spe-
cified before the scheme can be applied.  The inability to identify the individual 
zone presents the major drawback of wiimote in comparison with other similar 
systems such as Stargazer.   One major consequence of Gu’s scheme is that the 
mobile carrier must be continuously monitored[6].  That is, once a carrier passes 
under a shelter such that the wiimote temporally loses the tracking, the position 
information calculated by wiimote will be resumed back to the starting location 
once the carrier leaves the shelter and is re-contacted by the wiimote. This flaw 
presents a remained obstacle for realizing the wiimote-based indoor localization.   

 

…

omni wheel

IR array

PC

Control

Shelter

 

Fig. 1 Schematically plot of the proposed wiimote localization system 

In this work, as schematically shown in Fig. 1, we proposed a novel scheme by 
integrating wiimote with a controllable IR-LED array.  By the controlled input of 
the IR-LED array, it is possible to interpret the absolute coordinate and orientation 
of mobile carriers. The scheme is robust even the carrier continuously moves in 
and out of a shelter.   In addition, it is also possible to guide the motion of mobile 
robot by means of lighting sequence.  We believe that this should present signifi-
cant contribution in indoor localization for related applications. 
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2 Wiimote Fundamentals 

As shown in Fig. 2, wiimote contains a built-in “wiimote camera” to detect up to 
four IR LEDs with visual angles of approximately 45 (X) and 35 (Y) to form a 
sensing zone with a resolution of 1024×768 pixels.  Since 2008, there have been 
many investigations on exploring wiimote’s applications beyond its original de-
sign, particular in multi-media [7], object tracking and small area localization. In 
this work, we are mainly interesting on its localization ability and the potential for 
using it as an indoor global position/orientation sensor. For a fixed sensing dis-
tance, a relative lateral motion will be sensed by the IR camera and the position of 
the IR LED can be reported to LabView after being lumped into a point fitted into 
the sensing zone.  The position is linearly proportional to the image pixel location 
and the sensing distance. Our previous experimental investigation [5] indicated 
that the resolution is around 2 mm for typical indoor space and the bandwidth was 
107 Hz. These results imply that wiimote could play as a fast and accurate posi-
tion sensor in a living space. 

The above features form the fundamentals of wiimote localization. In a typical 
living space application, the sensing area must be expanded, the orientation of the 
associated mobile carrier must be detectable, and the influence of possible shelters 
(e.g., moves under a table) must be considered.  Through the efforts of our  
previous works, the first and the second concerns have been solved and the indoor 
localization of mobile robots in a large open area can be successfully monitored. 
In this work, a modified scheme is further proposed to solve the last issue.  By the 
method presented in this work, the positioning of mobile units in a large indoor 
space containing IR shelters such as furniture could be achieved and this scenario 
should very close to the real situation to be encountered.  

 

 
Fig. 2 Schematic plot of wiimote for IR LED location sensing 

3 Proposed Wiimote Localization Scheme 

As already shown in Fig.1, consider an indoor space with an IR LED array on the 
ceiling where the coordinates of all IR-LEDs are pre-determined, a mobile robot 
with a wiimote mounted on moves in a 2D manner.  The wiimote is mounted on 
the exact center of rotation.  At the very beginning, the IR-LEDs in the array are 
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sequentially turned on and off to make interaction with the wiimote mounted on 
the robot. Once the contact is established, the zone where the robot is located is 
known. The remaining work is to find the location of the robot at this zone by  
using the information of the true coordinates and the wiimote readouts of these  
IR-LEDS by developing a coordinate transformation relation. By such a transfor-
mation, both the robot location and orientation can be found.  

As shown in Fig. 3, there are three possible types of contact between a wiimote 
and IR-LEDs.  A reference point Rc must be pre-established based on the detected 
IR-LED positions.  Based on the number of IR-LEDs contacted, the manner to 
find Rc is slightly deferent.  For example, if four IR-LEDs are observed, the refer-
ence point Rc is determined as the geometric center of the four LEDs.  

Taking the situation shown in Fig. 3(a) as the example, the relationship be-
tween the reference point Rc and the locations of two key-IR-LEDs pc1 and pc4 can 
be expressed as  
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1 4
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From the true coordinates and the wiimote readouts of pc1, pc4, and Rc, it is 
possible to calculate two rotating angles θ and φ for determine the robot orienta-
tion. That is, by referring to Fig. 4(a), it can be seen that  
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Finally, the location and orientation of wiimote (or the robot) relative to Rc can 
be found as (-xcr, ycr, -(θ+φ)).  Once this information can be determined, the robot 
location and orientation at the entire living space can be found by adding the 
above quantity with the absolute coordinate of Rc.   

The flowchart of the proposed method is schematically shown in Fig. 4(b) and 
is briefly stated below. 

1. Layout an IR-LED array to pre-determine the coordinates of all IR-LEDs. The 
IR-LEDs are controlled to turn on/off sequentially. Once the wiimote detects 
IR-LEDs, it is possible to know the zone where the robot is located.  

2. Using the coordinates and the wiimote readout of these contacted IR-LEDs to 
determine the coordinate of the reference point Rc. 

3. Calculate the rotation angle θ and the angle φ using Rc and wiimote readout of 
the contacted IR-LEDs. 

4. Compute the absolute position and orientation of the robot by adding the in-
formation of zone number and the relative position inside a zone.  



A Novel Indoor Localization Scheme  571 

5. For next time increment, return to step 2 and repeat the process until the mo-
tion stops. 

It is worth to compare the proposed scheme and our previous approach [6] here. 
Previously, the IR-LEDs are not controlled and are always turned on. As a result, 
it is required to pre-determine the starting location of the robot. It then uses the 
wiimote readout of the sensed IR-LEDs to determine the rotation angle and per-
form coordinate transformation to calculate the position increment of the robot. 
The new position is obtained by adding the increment to the previous location. 

 
(a)

IR number:4

(b) (c)

IR number:3 IR number:2
 

Fig. 3 Three possible patterns of IR-LEDs observed by wiimote and the definition of the 
associated reference point Rc 

:Wiimote rotation center
:Reference point

:IR

(b)(a)

CG

R c

 

Fig. 4 (a) schematics of the coordinate transformation and (b) the brief flowchart of the 
localization scheme 

Conversely, the current approach uses known IR-LEDs position to find the  
reference point and the required rotation information. The robot location and 
orientations are then obtained. For each time increment, the robot location is re-
calculated and is not relied on the previous robot location. Therefore, the position-
ing error is not accumulated. Nevertheless, perhaps the most important difference 
occurs at robot passes under a shelter. When robot moves under the shelter, it is 
out of monitoring. As it eventually moves out of the shelter and re-contacted by 
wiimote, its location must be reported correctly. However, in our previous  
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approach [6], the determination of this position relies on the previous step’s in-
formation, which is the position right before entering the shelter and thus the cal-
culation will result in an incorrect answer. On the other hand, in the present ap-
proach, the determination of current location does not rely on the moving history 
and can be obtained solely by the current observed IR-LEDs. This feature implies 
that the proposed localization scheme could be suitable for more complicated 
indoor living space where many shelters resulted from furniture is expected.  

4 Experimental Results 

A 3×5 IR LED array is constructed for validating the proposed scheme. A wiimote 
is mounted on a two-axis linear servomotor. A shelter is placed between the wii-
mote and the IR-LED array to mimic the scenario of robot moving through a table. 
The results are shown in Fig. 5, it can be seen that before entering the shielding 
area, the robot position can be monitored by wiimote well. When the robot is in 
the shielding area, it is temporally losing contact.  However, once it travels out of 
the shielding zone, the wiimote immediately re-captures the position and orienta-
tion of the robot. Although this result may be easy to be achieved by other type 
sensors (which suffer from other problems), it is not trivial for wiimote localiza-
tion.  As mentioned in Section 1, with the problem being solved, one should be 
able to use wiimote localization in general indoor living space.  
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Fig. 5 Wiimote moves passing under a shelter. (a) comparison between the command and 
the actual reported location, (b) the x-position history 

The localization scheme is finally integrated with an omni-wheel mobile robot 
to demonstrate its ability on monitoring and controlling indoor robot. As shown in 
Fig. 6, the robot is commanded to travel a rectangular path and is forced to pass 
under a shelter. The wiimote system successfully monitors the trajectory of the 
robot before it enters the shielding zone and quickly re-contacts the robot once it 
leaves the shelter.  
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Fig. 6 The experimental demonstration setup and the localization result 

5 Discussion 

In this work, a modified 2D multi-zone localization scheme based on wiimote is 
proposed.  Both translation and rotation motions can be accurately monitored and 
the location of carriers can be determined even the motion contains self-rotation 
and traveling passing under shelters. The scheme provides a reliable global posi-
tion sensing for monitoring indoor moving robots and the global position control 
over the entire living space can be achieved, which is critical since the embedded 
sensors in a robot cannot evaluate the external disturbances such as slipping.  

However, it is important to point out that in order to fully monitor and control 
mobile robots in a typical living space, an auxiliary self-contained localization 
scheme such as INS should also be incorporated, which is merely used when a 
robot is lost contact with wiimote.  Furthermore, additional autonomous naviga-
tions such as obstacle avoidance should also be included. Currently, we are inte-
grating the presented wiimote localization scheme with a group mobile robot to 
form group control of mobile units for smart building related applications [8]. 

6 Summary and Conclusion 

Indoor localization of mobile units is critical for subsequent task of intelligent 
living technology. In this work, a novel wiimote localization scheme is proposed 
and validated.  By operating IR-LEDs in a controlled manner, it can detect the 
specific zone where the robot is located. In addition, by the positions of interacted  
IR-LEDs and the readout of wiimote, it is possible to compute the location and 
orientation of the robot in this zone and consequently the absolute coordinate of 
the robot inside the living space can be determined. The scheme is experimentally 
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verified by using a servomotor. Finally, the scheme is applied on an omni-wheel 
mobile robot for trajectory control to demonstrate the possible application of this 
localization scheme in indoor living space applications. 
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Abstract. Navigation task for highly populated indoor environment belongs to the 
most difficult issues in mobile robotics. Presented paper deals with a hybrid approach 
which combines three methods: potential fields, Voronoi diagrams and rule based 
path planner. Such combination takes the best of all mentioned methods to create 
reliable navigation system with maximum emphasis on safety. The method was veri-
fied using real mobile robot in common environment with dynamic obstacles. 

1 Introduction 

Potential field method belongs to the popular ways of path planning in discrete 
space. Typical applications are usually from the field of robot soccer [1] or in 
indoor navigation of small robots [2]. Operation in continuous spaces is not re-
quired in these types of application, and the time of calculation can be defined by 
resolution of the state space. 

Another method which can be successfully used for navigation is based on Voro-
noi diagrams [3]. This method can be used in continuous space as well as in discrete 
one. Typical applications are path planning in offices filled with obstacles [4]. 

Both mentioned path planning methods are primarily suitable for usage in static 
environment, but on the other hand taking into account known limitations of those 
methods, the use in dynamic environment with limited number of dynamic ob-
stacles is possible. In these cases the high speed computation unit is required, to 
generate the navigation path dynamically when the configuration of environment 
changes due to the presence of dynamic obstacles. 

In this paper we present a method for dynamic motion planning based on com-
bination of path planning methods mentioned above with a rule based planner [5]. 
The combination of all three algorithms reduces the computational cost and in-
creases the robustness of navigation. 

The main idea of further described approach is based on following principle: First 
we consider the robot to be placed in static environment represented by e.g. walls 
and/or pieces of furniture. The static environment is used for path planning with a 
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global goal [6]. Dynamic obstacles are usually represented by moving people. The 
problem of moving people avoidance is solved locally by the rule based path planner. 
The static approach to the environment is used to generate a static potential field 
combined with Voronoi diagram, giving the static obstacles free path, while the rule 
based path planner simultaneously effects the real path to avoid dynamic obstacles in 
order to reach the pre-calculated free path. The computation cost is reduced as the 
potential field is generated only in the case that the goal has changed. 

The paper is organized as follows. Next two chapters present the potential field 
and Voronoi diagram methods. The fourth chapter briefly describes the rule based 
path planner. The key chapter 5 shows how to combine these three methods to-
gether for navigation task. The final chapter discusses the utilization of presented 
method in real world application and future work. 

2 Potential Field 

Potential field is popular method for path planning on the grid. The implementa-
tion is simple and straightforward. A typical application is path planning in static 
environment. There are many different implementations which are appropriate for 
various environments. 

The main principle of the method is in creating a discrete field over the environ-
ment, where each cell of the field represents a potential with a relation to the goal. 
The cell value (with respect to the values of surrounding cells) is then used to deter-
mine the movement direction of the robot. The simplest method for evaluation of the 
potential field is calculation of the value for the cell as a Euclid distance to the goal. 
This method is simple but usable just for convex obstacles. When the environment 
contains obstacles with more complex shapes this method fails. 

To avoid problems with obstacles of various shapes the flood-fill method is 
used. The minimum value of the potential field is set to the goal and the algorithm 
starts from this point until all possible cells are searched. The algorithm of flood-
fill method is shown in table 1.  

Table 1 Pseudo code of Flood-fill algorithm for potential field evaluation 

FloodFill()   

    goal.value = 1 

    fifo_push(goal) 

    while fifo_pop(cell): 

        if cell == robot_position: 

            return True 

        else: 

            for x in all_neighborhoods_of(cell): 

                if x not visited: 

                    x.value = cell.value + 1 

                    fifo_push(x) 

    return False 
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The typical potential field generated via the flood-fill method is shown on  
figure 1. 

 

Fig. 1 Potential fields generated via the flood-fill method 

3 Voronoi Diagrams 

Voronoi diagrams belong to the group of method for planning in continuous 
space. In contrast with the potential field method, the Voronoi diagrams are used 
for path planning with maximum clearance, not the shortest path. The method is 
applied when the essential task of the robot is to move in safe distance from ob-
stacles (furniture, stairs ...), such as indoor environments of offices or shopping 
malls. The algorithm for creating a discrete Voronoi diagram is shown in table 2 
and example of corresponding diagram is shown in Fig. 2. 

Table 2 Pseudo code of discrete Voronoi diagram 

Voronoi()   

    for cell in grid 

        if cell == is_near_obstacle: 

            cell.value = 1  

            fifo_push(cell) 

        while fifo_pop(cell): 

            for x in all_neighborhoods_of(cell): 

                if x not visited and x not obstacle: 

                    x.value = cell.value + 1 

                    fifo_push(x) 
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Fig. 2 Discrete Voronoi diagram algorithm result 

4 Rule Based Path Planning 

Rule based path planner is based on predefined rules which describe the behavior 
of the robot in dynamic environment, see [7]. The main advantage of this method 
is safety, reliability and robustness. All mentioned aspects are crucial for  
movement in dynamic environment full of moving people, because of the safety 
restrictions. 

The rule based path planning method works as Mealy state-machine which is a 
kind of finite state-machine, where outputs are based on both inputs and current 
state. The key advantage of such state-machine is that the output can change even 
when there are changes in inputs only and no change in the state occurs. 

The Mealy machine is defined as a set of six parameters ( )0, , , , ,S S T GΣ Λ ,  

where: 

S  set of possible states 

0S  initial state 

Σ  input alphabet ( )0 , , nx x ; ix  are possible input values 

Λ  output alphabet ( )0, , nz z ; iz  are possible output values 

T  transition function; :T S S×Σ→  
G  transition function; :G S×Σ→Λ  

Such a finite state-machine can be used for path planning through unknown en-
vironment full of dynamic obstacles. Sensor measurements are transformed to the 
input alphabet Σ . Output alphabet Λ  is used afterwards for motion planning. 
An example of finite state-machine used in robot Advee [8] with particular content 
of the state and alphabet is defined as follows: 
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Possible states { }0 1 2 3, , ,S s s s s= ; where 0s Forward= , 1s Backward= , 2s Pause= , 

3s Stop=  

Initial state 0 2S s Pause= =  

Input alphabet { }1,0,1Σ= −  is defined with respect to the robots detection areas 

Λ  output alphabet { }0 8, ,z zΔ=  ; where 0 _ _z Follow a goal= , 

1 _ _z Turn right sharply= , 2 _ _z Turn left sharply= , 3 _z Turn right= , 4 _z Turn left= , 

5 _ _z Follow a corridor= , 6z Backward= , 7 _z Back right= , 8 _z Back left= ,  

Transition functions T  and G  are joined into one transition function 
:T S S×Σ→ ×Λ .  
Each sensor has its detection range divided into the three discrete zones, which 

are used as inputs. The discretization is accomplished via the definition (1). 

 ( ) [ ]
1 0.6

0 0.2,0.6

1 0.2

d

F d d

d

> 
 = = 
 − < 

, (1) 

where d  is the measured distance. 

5 Hybrid Solution of Navigation Method 

All three presented methods are combined into one simple and robust hybrid  
method, which enables the robot to move safely in highly populated indoor  
environment. 

The combination of potential field with Voronoi diagram creates a field with 
one global minimum which simplifies the path planning with the respect of maxi-
mum clearance. Therefore the path is not optimal in its length but in its safety. The 
final mixed potential field is defined by equation 2. 

 ( ), , ,maxx y x y x yh V v p= − +  (2) 

Where ,x y  are the coordinates in 2D potential field, V is complete set of values 
for potential field generated as discrete Voronoi diagram, ,x yv  represents single 

value with given coordinates from the discrete Voronoi diagram, ,x yp  represents 

single value from potential field and ,x yh is the value of resulted mixed potential 

field. 
The final product of this operation in form of mixed potential field is shown on 

figure 3 and 4. 
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Fig. 3 Fussion of potential field and Voronoi diagram 

The key idea of this hybrid solution is that the global goal path is always de-
fined by the mixed potential field. However, whenever the dynamic obstacle is 
detected by the proximity sensors, the rule based path planner handles the obstacle 
avoidance, and when completed, it returns to the global path found previously. 
This method ensures that the robot will always move in the sufficient distance 
from static obstacles on the path to the goal, while safely avoiding unexpected 
dynamic ones. 

 

Fig. 4 An example of mixed potential field for more complex environment 

The method was extensively tested in a number of simulations that verified the 
expected behavior. Figure 5 shows graphical output of simulation environment: 
the robot is represented by green sensor beams; detected landmarks are 
represented by orange circles and dynamic obstacles by blue ones; the goal is 
marked as a white cross. The moving speed of dynamics obstacles were 0.3 m/s 
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and diameter was chosen randomly in range 0.2,0.8 . The number and size  

of obstacles were estimated from typical real-world environment represented  
as a shopping mall, which is the main environment, the robot Advee [8] was  
designed for. The localization method used in this simulation is based on particle 
filters [9]. 

 

 

Fig. 5 Dynamic environment simulation (dimensions 14x14m); finding path (left) to the 
goal (right) through the overcrowded space 

The real world tests were performed on non-holonomous Ackerman chassis 
[10] based presentation robot Advee. During the tests the total path of over 10 km 
in crowded environment full of unaware bystanders, with no incident occurring. 

6 Conclusions 

Presented hybrid navigation method was successfully used in various dynamics 
real-world environments. The hybrid approach is not optimal in its performance 
but in the robustness and with a respect to the safety of both the robot and  
surrounding walking people. Operation safety is crucial for working in public 
environments as shopping malls or exhibition centers, where service robots are 
intended to operate. 

Future work will be focused on more precise navigation in large spaces with the 
possibilities to drive to the specific location. 
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Abstract.  This paper deals with the design of the communication interface for  
autonomous mobile robot which is able to interact with human operator. The 
communication interface is based on natural language processing with support 
of voice synthesis and speech recognition. Presented paper describes the core of 
the communication interface based on mobile platform for Android operating 
system. 

1 Introduction 

At the present time, a typical human-machine interface for mobile robot is usual-
ly limited to a few simple commands to ensure the basic communication with  
the human operator. Such simple interface can be easily realized by alphanumeric 
displays or binary switches. These basic peripherals enable to get some informa-
tion about the device status (display) and enter simple commands (switches,  
buttons).  

With increasing availability of service robots of various purposes, more mobile 
robots are used for closer interaction with human operators, so more natural com-
munication interface is demanded. 

Currently the most sophisticated example of such a system is the communica-
tion interface designed for supercomputer Watson from IBM. It is an extensive 
expert system with learning abilities, which is processing and interpreting the  
natural language [1]. 

Many robotic competitions exist with the main objective to develop such a hu-
man-machine interface suitable for mid-sized mobile robots [2], e.g. Robo-
Cup@Home league section deals with development of human-machine interface 
for robotics assistance systems [3]. These systems are presented in RoboCup  
competition every year. 

This paper is organized as follows. Section 2 deals with the used methods, sec-
tion 3 describes the human-machine interface and section 4 presents accomplished 
voice recognition experiments. The last section is reserved to conclusions and  
future work.  
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2 Materials and Methods 

The communication interface with the limited ability of processing and interpreta-
tion of natural language can be based on various methods. The commonly known 
solutions are Google Assistant and Siri [4]. 

Presented system will be tested on an Advee mobile robot platform. Advee is 
advertising mobile robot with advance communication interface and uses an in-
door navigation system based on infrared beacons[5], odometry sensors, cam, 
touch screen and speech output [6].  

For the speech recognition and voice synthesis the Google Application Pro-
gramming Interface (Google API) available methods will be used [7]. These APIs 
are included in Android operating system Software Development Kit. This is Text 
to speech (TTS) APIs functions. Both of them are easy to use for this task  
solution.   

Speech recognition APIs can be used in offline mode (without internet connec-
tion) for latest Android operating system versions. It means for versions 4.1 and 
higher. These API needs internet connection for earlier versions of Android oper-
ating system. The offline mode supports the English language only in the case of 
speech recognition task. Text to speech (TTS) API for free use supports English, 
German, French and Chinese languages. 

3 Human-Machine Communication Interface 

Described human-machine interface is suitable mainly for robots which are able to 
connect to the devices running Android operating systems since the communica-
tion interface is primarily designed for mobile platforms. These platforms are low 
power consumption and easily integrated into the mobile robots. 
 

 

Fig. 1 Human-machine interface 
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This system is an open source and therefore it can be used for any mobile plat-
form. The communication interface is divided into two independent modules: 
client and server. 

The client section includes software routines for voice recording and speech 
synthesis while the server section includes the voice recognition as well as the 
syntax and database module. The overall communication work-flow is shown on 
Figure 1. 

3.1 Client 

The client part contains a module for recognition and speech synthesis. The client 
is in the form of an application for the device running Android operating system. 
Client application communicates with the user by the limited form of natural lan-
guage, which is realized by the voice recognition and voice synthesis (TTS). 
These are realized by internal module of Android operating system. The voice 
recognition is based on Google recognition API and the speech synthesis is rea-
lized by text to speech software module, which is included in Android SDK. The 
client is able to communicate with the server section on robot side using a wireless 
networks assistance packets, which are transmitted in both directions in the form 
of text strings. The client block diagram is shown in figure 2. 

 

Fig. 2 Client block diagram 

3.2 Server 

The server is an application for the Android operating system, which runs on the 
robot`s main computer. The server processes the queries in form of string format-
ted requests and communicates with the syntax and context modules. 

The results are posted to the output database module, where the result is trans-
lated to the string format in the simple string form (e.g. “battery level is 20 %”). 
The output database module post-processes this string to a correct sentence: “The 
battery level is 20 percent“. Such a formatted sentence is served to the client. The 
block diagram is shown on figure 3. 
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Fig. 3 The server communication work-flow 

4 STT API Experiments 

The proof of concept experiments were performed in three different kinds of envi-
ronments: without noise, with noise and noisy. The environment without noise 
was represented by enclosed room; the second (with noise) was represented by 
open space (e.g. on the street); the noisy environment was typical shopping mall. 

Table 1 Experiment results with single channel microphone 

Voice command Number of 
measurements

Without 
noise 

With noise To noisy 

“stop” 50 49 42/50 15/50 

“start” 50 47 40/50 13/50 

“turn left” 50 48 39/50 18/50 

“turn right” 50 49 41/50 19/50 

“Turn off engines” 50 45 37/50 14/50 

“find docking station” 50 43 39/50 9/50 

“Are sensors ready to use” 50 35 18/50 10/50 

“Activate autonomous mode” 50 25 21/50 6/50 

“Activate manual mode” 50 21 16/50 8/50 

“Get me battery status” 50 41 22/50 18/50 

“Battery status” 50 48 32/50 22/50 
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There were 50 measurements for each environment. The commands used in 
presented experiments are listed in Tables 1 and 2 with results included. The num-
ber of correct positive recognitions was used as an evaluation criterion. 

The results depend on used device, because some devices have dual channel 
microphone, which can reduce noise. This means the devices with single channel 
microphone has less accurate results, than dual channel microphone devices. Re-
sults presented in table 1 were performed by device with single channel micro-
phone. Table 2 shows results for dual channel microphone. 

Table 2 Experiment results with dual channel microphone 

Voice commands Number of 
measurements

Without 
noise 

With noise To noisy 

“stop” 50 50/50 46/50 28/50 

“start” 50 48/50 45/50 25/50 

“turn left” 50 47/50 46/50 27/50 

“turn right” 50 49/50 47/50 30/50 

“Turn off engines” 50 46/50 45/50 21/50 

“find docking station” 50 42/50 40/50 23/50 

“Are sensors ready to use” 50 33/50 26/50 13/50 

“Activate autonomous mode” 50 24/50 24/50 14/50 

“Activate manual mode” 50 23/50 20/50 9/50 

“Get me battery status” 50 42/50 33/50 20/50 

“Battery status” 50 48/50 45/50 29/50 

 
Presented results clearly shown, that the dual channel microphone has more 

significant impact to experiments performed in noisy environment. 

 

Fig. 4 Success rate in experiments with single channel microphone 
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Fig. 5 Success rate in experiments with dual channel microphone 

The difference between single and dual channel microphone become apparent 
in noisy environments where the success rate rises up to 50 percent. This is still 
not enough to use this recognition engine in such a noisy environment, but it 
shows that better microphones can be a passive solution for noisy environments. 
In case that just better microphone is not enough the software signal filtration 
must be included in the data processing. 

 

 

Fig. 6 Success rate of selected commands performed with dual channel microphone 

Figures 6 and 7 show the comparison of success rate for selected voice 
commands in the different environments. There are results for without noise and 
to noisy environments to show the difference. 

Presented experiments also shows that the success rate of used voice recogni-
tion engine also depends on engine language settings, where better results were 
acquired with English (UK) settings than with English (US). 

Another issue for future experiments is based on the definition of success rate, 
due to the fact that in some experiments the sentence was marked as false, despite 
the fact that some of the significant words in the sentence were recognized cor-
rectly. Typical example is voice command e.g. “Get me the battery status” which  
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Fig. 7 Success rate of selected commands performed with dual channel microphone 

returns false (“- - - battery status”) because the engine doesn’t recognizes the 
words “get” and “me”, but there is still enough information to recognize the re-
quested command “battery” and “status”. This issue can be solved by the probabil-
istic approach in consequent work. 

5 Conclusions and Future Work 

The core of the human-machine interface was described. The speech recognition 
API was tested successfully in different environments with respect to the noise 
level. The robot communicates with the user through the Text to Speech (TTS) 
API. The module separation into the two independent parts: client and server sec-
tions enables to reach small demands on the main computer. The client runs on an 
external mobile device that communicates with the server via wireless network. 
This ensures that the robots main computer can simultaneously process other more 
demanding tasks, such as image processing, navigation, path planning etc. 

In further developments the system will be tested on devices with dual channel 
microphone to reach more accurate results and expand the utilization of developed 
human-machine interface. 
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Abstract. This paper deals with the design of a software module for real time 
object tracking based on computer vision. An autonomous convoy task is the main 
purpose of the tracking system module. Each convoy unit/car must follow the 
trajectory of previous unit with respect of local neighborhood, which may include 
the dynamic obstacles. The presented paper is focused on the detection of previous 
unit position only. The nVidia Tegra 3 was used as a main computer vision plat-
form, which can be applied in low power systems onboard of small autonomous 
robots. 

1 Introduction  

Computer vision is an approach to solve many tasks as detection of cars, faces or 
various features, contours, etc. This paper deals with the design of software mod-
ule for real time tracking based on computer vision. The computer vision software 
module is focused on a semiautonomous convoy task [1]. The semiautonomous 
convoy slave unit must precisely follow the trajectory of leading unit. Software 
module design is focused on low cost power devices, especially on the nVidia 
Tegra 3 platform, which can be easily implemented to small mobile robots.  

The main software module realizes the object detection task and the results are 
used as an input to the control unit, which controls the engines. The major part of 
this module is the detection method, which can have many different solutions [2], 
but the most effective way how to detect the known object is to use Haar like fea-
tures [3] or Local Binary Patterns (LBP) [4] cascade classifiers. 

This approach is commonly used for human face detection with excellent re-
sults and enables us to detect complex objects. This method complements color 
blob detection method to detect markers, which are attached to the detected object.  

In this paper only the main tracking method is described. This paper is orga-
nized as follows. Section 2 deals with problem description. Section 3 is focused on 
the main tracking method and the evaluation unit description. Section 4 contains 
performance results of the main tracking method. The last section is reserved to 
conclusions and future works.  
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Table 1 Gentle AdaBoost algorithm 

Gentle AdaBoost algorithm      

1. 

 

 

    (a) 

    (b) 

    (c) 

 

Start with weights ݓ ൌ ଵே ݅ ൌ 1,2, … , ܰ, ሻݔሺܨ ൌ 0. 
for(i  = 0; i <= M; i++) 

{ 
Estimate ݂ሺݔሻ by weighted a fit of ݕ and ݔ. 
Update ܨሺݔሻ ՚ ሻݔሺܨ   ݂ሺݔሻ. 
Update ݓ ՚  .݁ି௬ሺ௫ሻ and renormalizeݓ

} 

2.  

3. Output the classifier ݊݃݅ݏሾܨሺݔሻሿ ൌ ∑ሾ݊݃݅ݏ ݂ሺݔሻெୀଵ ሿ 
 

 
Positive and negative samples are used for the learning process. An image, 

which contains object to be detected, is the positive sample while the image that 
does not contain the object to be detected is a negative sample. For the learning 
process a few thousands positive and negative image samples must be used. This 
process is too long and computationally intensive, but results enable detect object 
as a whole.  

Classifiers output is True (positive result), or False (negative result). Each his-
togram is classified by weak classifier, and strong classifier used for object detec-
tion, is composed from the weak classifiers. Cascade classifier can be created by 
OpenCV tools [3] [9]. Strong classifier is formed as the cascade of weak ones. 
This is shown on figure 5. 

 

Fig. 5 Example of weak classifiers cascade 

If the weak classifier result is false for specific region, then the sub window is 
not considered to global result. If the result is true, then this sub window is consi-
dered to global strong classifier result. Image regions, which were considered to 
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frame rate is due to the slow OpenCV interface to camera hardware on android 
devices. The method performance is shown in table 2 for a multiple camera output 
resolutions.  

Table 2 Results 

Results/resolution Unit 320x240 640x480 800x600 1280x720 

Frame rate [frame per second] 8.3 5.2 3.6 1.1 

5 Conclusions and Future Works  

In this paper we described the software module for real time object tracking based 
on computer vision. The module contains two tracking methods. The main track-
ing method was designed for leading convoy unit detection as a whole and it is 
based on Local Binary Patterns cascade classifier. The second method was de-
signed for detection of led light markers on the back side of the leading convoy 
unit. In this paper we described the main tracking method only, together with the 
description of tracking method evaluation unit of slave to convoy unit control. The 
module was primary focused on semiautonomous convoy task and on low cost 
power devices especially on nVidia Tegra 3 platform. Tracking method has good 
performance results on Tegra platform. 

This work will be extended by the application of Kinect camera, which allows 
the use the Kinect depth sensor for obstacles detection. In the future we plan to use 
nVidia Tegra 5 and Tegra 6 platforms as main computer unit to increase compute 
performance, which enable use both tracking methods to run parallel in real time. 

Acknowledgment. This work was supported by the project FSI-S-11-23. 
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Abstract. Detection of reliable features in sensor data is the base for most locali-
zation and SLAM algorithms. The paper presents a combination of local curvature 
scale that enables to easily find environment features such as corners and edges in 
laser rangefinder scan data with human obstacles detection, used to extract such 
dynamic obstacles reading from the scan thus improving the robustness of feature 
detection. 

1 Introduction 

Finding reliable features in surrounding environment is the basic task in mobile 
robotics navigation, as most of the localization methods and subsequently path 
planning algorithms rely on such information. Features detection can be based on 
vision processing [1],[2], that is particularly useful in outdoor unstructured envi-
ronment; in structured environment proximity sensors based feature detection and 
subsequent navigation is commonly used, such as 2D laser scanner, sonars, etc, 
see e.g. [3]. Contrary to use of artificial landmarks, both active and passive, natu-
ral landmarks detection in spite the fact that it is generally more difficult can reach 
results similar to the artificial ones, while reducing substantially the preparation 
time and cost when mobile robot has to operate in new and previously unseen 
environment. 

2D laser rangefinders lately became affordable for the whole range of service 
robotic applications. It produces consistent low-noise data, distance range can be 
selected to cover most of indoor environments and apart from special cases such 
as glass surfaces the readings precision exceeds localization methods require-
ments. Thus 2D laser rangefinder scan or a series of scans provides a good base 
for feature extraction. 

There is a number of methods for feature extraction, typically the line features 
with Hough transform [4] or fuzzy clustering [5]; corners are another representa-
tive, found using the extracted lines processing or independent algorithm, such as 
RANSAC [6]. Recently a new family of digital boundary descriptors was studied, 
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coming from the idea, that objects appearance depends on the scale of observation, 
thus fine scale features are sensitive to noise, contrary to coarse scale ones. Such 
descriptors can be used globally or locally, however, the global approach usually 
requires extensive calculation of complete scale space map. Fortunately, Rueda et. 
al. [7] published a nice new concept of local curvature scale (or C-scale), together 
with the shape descriptor based on C-scale. This concept can be easily adopted for 
landmarks extraction from 2D rangefinders data. 

In common environment the major disturbance of digital boundary is caused by 
dynamic obstacles, typically the bystanders. Such disturbance, however, can easily 
be detected in most cases, when subsequent scans are used, it can even provide the 
data for bystander behaviour estimation model. 

This paper presents the use of detected bystander in the data in order to enhance 
the C-scale based feature detection. The paper is organized as follows. First the C-
scale is quickly revised, then the human detection method is presented. Chapter 4 
contains the core of the paper - the way the methods are combined and features 
detected, while final chapter concludes the paper. 

2 Local Curvature Scale 

Local curvature scale (C-scale) is a method of curvature estimation applicable to 
digital boundaries, such as the 2D laser rangefinder scan. The basic idea (seeing 
[7] is recommended) is to analyze the local curvature for each member of digital 
boundary set by determining the longest possible set of symmetrical boundary 
member neighbors that meet following criterion: all the points within local boun-
dary are not further from the straight line formed by connection of local boundary 
limits than certain value. More formally, let us define discrete boun-

dary { }1...,iB b i K= = , where ib  is a boundary element. Each boundary element 

has associated C-scale segment ( )iC b , that is evaluated as: 

 

( ) ( )max

1
,..., ,..., sup : 1,...,

2
n

i i t i i t i

K
C b b b b t d d n− +

  −   = = < ∈         

(1) 

where n
id represents the distance of ib  to the chord of associated C-scale segment 

( )iC b . The segment is the straight line from the edges (end points) of local digital 

boundary i tb −  and i tb + . The maximum value of the distance is given by threshold 

maxd , so for implementation one simply starts with the immediate neighbors and 

increases the size of C-scale up to the point when the distance from the chord for 
arbitrary boundary elements exceeds the threshold. The length of the chord cor-
responding to the C-scale is denoted as C-scale value ( )c iC b  and corresponding 

arc length can be determined, for details see [7], [8]. 
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An example of the C-scale values course along the digital boundary, 
represented by the 2D laser rangefinder scan is shown on Fig. 1. The method as-
sumes that the distances between the neighbors are roughly the same, which might 
not be the case for the scan. In [8] Liu suggested modified C-scale, however, ac-
cording to our experiences the improvement does not justify the increase in com-
putational cost. 

 

 
Fig. 1 Example of digital boundary reading and corresponding C-scale values course 

As shown on Fig. 1. the end points of the scan, corresponding to the straight 
line form a peak in C-scale value course, with valleys corresponding to corners 
and edges. As some parts of the real boundary can be hidden in shadow, the data 
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must be segmented first and C-svale value determined on each segment separately. 
Whenever the human being, or any other dynamic obstacle appears in the scanned 
area, the scanned boundary is corrupted and would be segmented. The idea of this 
paper is to remove the corrupted boundary elements prior to segmentation and 
calculate the C-scale value course afterwards. 

3 Human Detection 

Bystanders represent most of the dynamic obstacles in real-world indoor environ-
ment. Detection methods depend on used sensors and processing algorithm, me-
thods that are based on 2D laser rangefinder scan are divided to methods that use 
single scan or multiple consecutive scans.  Single scan processing methods come 
from simple local minima search through combination of scan data with other 
sensors and probability based methods to inscribe angle variance method [9-11]. 
Multiple scans based methods compare the differences between scans incorporat-
ing the motion of the robot, with possible tracking of humans detected [12-13]. 

new scan

segmentation 

data association

direction / velocity 
determination 

dynamic 
object? 

next scan
analysis 

tracking / 
registration 

registered 
objects 

no

yes 

 

Fig. 2 Laser rangefinder scans based human detection algorithm data flow 

Method based on consecutive scans with no additional sensors information fu-
sion was chosen and implemented, with the algorithm shown in Fig. 2. New scan is 
first segmented and portions geometrically similar to humans are detected, com-
pared with possible positions from previous scan and registered, with estimation of 
object(s) velocity and direction being the output. 
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Segmentation filtering is based on geometry and possible positions of legs in 
the scan (legs apart, forward straddle, behind each other - single leg). Object edges 
are detected with output segment being the left-right edges combination of the 
object, depending on the leg position, e.g. LRLR for legs apart, LRR or LLR for 
forward straddle or LR for single leg. Depending on configuration a series of fil-
ters is applied to edges to verify the object correspond to the human leg(s), e.g. 
distance between edges can not be higher than given limit size of the leg, recalcu-
lated for the distance from the sensor, etc. This way the elements of the scan that 
correspond to the human bystanders can be detected, and further used as described 
in next chapter. 

4 Feature Detection 

Feature detection combines two above described methods in the following way: 

1. The human legs are detected in the scan according to the method described 
above. 

2. Corresponding scan elements are removed, with the original scan stored for 
further use in human legs detection. 

3. Breakpoints in digital boundary are detected. Breakpoints are discontinuities 
that appear in the scan. The discontinuity caused by the human legs removal is 
ignored. 

4. Detected breakpoints are used to create several portions of the scan, each start-
ing and ending with an edge, except the start of first and end of last portions, 
that correspond to the first and last reading of the scanner. As limited angle 
range is assumed (commonly 0-180 degrees), those exceptions correspond to 
the readings limits and have no connection to the environment features. 

5. Portions smaller than threshold pt  are discarded. The threshold depends on the 

inverse of the average reading distance, as closer objects cover larger number 
of readings. 

6. On each portion of the scan, C-scale value course is found, using formula (1). 
The choice of threshold maxd  is crucial for the proper course determination, 

however it depends mainly on the noise in readings which for laser rangefind-
ers is distance-independent. 

7. Detection of valleys in the C-scale value course is used for further segmenta-
tion, with each segment corresponding to straight line or curved line. Local mi-
nima therefore correspond to edges or corners. 

Breakpoints detection in step 3 is performed according to commonly known 
adaptive formula, applied for each reading ir  

 ( )1

sin
3

sini i ir r r
ϕ σ

χ ϕ+
Δ− > +
− Δ

 (2) 
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where ϕΔ  is the angular resolution of the scan, χ  represents the worst incidence 

angle (usually up to 10°) and σ  is residual variance. 
Whenever the discontinuity coming from the human obstacle is recorded, the 

above test is ignored for the first element of the scan following the discontinuity. 
Further processing, such as detection of virtual corners, calculation of curve 

segments centers, etc. is possible, however, in most environments unnecessary. 
Detected features can then be used for localization, SLAM, and general navigation 
of mobile robot. 

The methods were implemented in Matlab for verification in simulation process. 
To compare the ability of the method with and without the human detection, a series 
of simulations was performed, in the following way. Simulated robot was moving in 
indoor environment on predefined trajectory, taking scan each second. Various 
number of human obstacles was present in the view, moving in random directions 
with random speed. Environment features were detected by C-scale value based 
method both with and without human detection enhancement. As the experiment 
was performed on simulation, the real position of the features is known and can be 
compared with the features detected. This way the percentage of detectable features 
(features that are in view of the scanner and are not hidden by dynamic obstacle) can 
be determined, serving as a measure of method performance. 

 

Fig. 3 Comparison of C-scale value based feature detection with and without human detec-
tion, showing the percentage of detectable features detected depending on the number of 
humans in view 

The results are shown on Fig. 3. It is clear that C-scale value based detection 
combined with the human obstacles detection improves the C-scale alone. The 
improvement is larger for the few people, when the view of the scanner is dis-
rupted too much, both methods ability to detect the features degrades, as there is 
simply not enough data to extract the features from. 
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5 Conclusions 

Presented combination of C-scale value based feature detection with human detec-
tion shows performance enhancement over the non-modified detection method. 
The improvement is the best for a certain number of humans in view, with most of 
the view field disrupted, the efficiency drops, as expected. The enhancement is  
not dramatic, however, the additional computation, required to detect human  
obstacles, can be used for further navigation tasks, such as path planning or  
human-machine communication use, and therefore in our opinion does pay off. 

Future work will be focused on improving the position of the features, as  
currently the features are represented directly by boundary element. For larger  
distances of the feature from the scanner, the position error might be quite large, 
this problem we believe could be resolved by further processing of locally found 
curves. 

Acknowledgement. Published results were acquired with the support of the Academy of 
Sciences of the Czech Republic with institutional support RVO:61388998. 
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Abstract. One of the crucial development trends in building of mechatronic de-
vices is designing and realising self optimizing systems, i.e. systems that are capa-
ble of changing the objective of their operation due to variable conditions under 
which they operate. An example of such system is an orthotic robot – a device re-
storing to individuals with paralysed legs a capability of taking on a vertical posi-
tion and performing basic motor activities. As far as operation of such device is 
concerned, it is important that it does not pose any threat of injuring the user, and 
what is more – that it would be capable of minimizing the results of possible haz-
ardous situations. The paper presents selected activities that have been undertaken 
by a team building an orthotic robot, in order to ensure its self optimization.  

1 Introduction  

Development of mechatronic systems made it possible to solve on a technological 
basis many problems that have been deemed too difficult to overcome till recently. 
One of such fields, in which mechatronic concept pertaining to the structure of the 
devices made it possible to address new design and research problems, is biome-
chanics. In numerous scientific centres all over the world there are undertaken 
studies on replacing the lost motor functions of humans by special devices [3, 4, 5, 
15, 16, 19] known by the name of orthotic robots (Fig. 1). A crucial issue that 
must be solved while designing an orthotic robot is to ensure a safety of the user,  
 

 

Fig. 1 Exemplary orthotic robots: a) ReWalk [3], b) e-Legs [17]  
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i.e. a disabled person, which often has already been a victim of an accident that 
happened in the past. Analysis of such problems yields advanced systems solu-
tions defined as self optimization. The authors, having been engaged in a design of 
an orthotic robot, carried out a comparison of their own approach, applied while 
designing the device, with the methodology of building self optimising systems as 
proposed by the authors originating from the University of Paderborn [6, 7].  

2 Design of Mechatronic Systems 

There exist many ideas of describing the design process of mechatronic systems 
[8, 10, 18]. With regard to their basic principles, these descriptions are coincident 
with each other, as they result from similar experiences gained while realising 
various design projects. One can always find in them a stage of developing a con-
cept of a device or a system, a stage of designing actuators and sensors, and a 
stage of integrating the subsystems. A commonly accepted model of the mecha-
tronic design is a so-called V-model elaborated by VDI and published within  
the guidelines of this organization [18]. This model is referred to by authors for-
mulating design methodology of self optimising systems discussed in [6, 7]. A 
conceptual design proposed by these authors can be comprised of the following 
stages:  

• planning and clarifying the design task  
• conceptual design at the system level  
• conceptual design at the module level  
• integration of concepts.  

A concept of the system elaborated in this way is described by a set of partial 
models, which represent the system in certain aspects. These are: environment, 
application scenarios, requirements, system of the objectives, functions of the 
system, active structure, shape and the system behaviour.  

While working on the orthotic robot, the authors used their own methodology 
of designing devices, including the following six characteristic stages:  

• determination of needs related to technical and operational issues (foredesign),  
• analysis of the main function, 
• development of actuators and sensors,  
• development of subsystems,  
• control over manufacturing of a technical model,  
• launching the system and its tests.  

At the following sections, there are presented activities that were undertaken at 
particular stages of the design in order to obtain a self optimizing character of the 
device that has been built.  
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3 Foredesign  

At that stage of designing, one formulated the basic requirements regarding the 
robot that has been built. They include description of functions that are foreseen to 
be realised by the system, as well as a list of necessary interfaces: to the user, to 
the physical and technical environment, and also to regulations.  

3.1 Functions of the System  

The main functions of the system include: walking on a flat surface, sitting down 
and getting up from a chair, as well as ascending and descending the stairs. Be-
sides, one proposed original ideas for auxiliary functions, including a turnaround 
and a gait by the way of sidesteps. It was accepted that the safety function of the 
user of the system is superior to the listed motor functions.  

The main functions of the system are described by algorithms created on the 
basis of experimentally determined motion profiles of particular parts of human 
limbs (Fig. 2).  

 

Fig. 2 Exemplary course of the bending angle at the knee articulation within a single gait 
cycle [1]: black line – measurement data, red line – approximation for control needs  

Functions connected with the safety result from an analysis of potential hazard-
ous situations. They may be caused by an improper behaviour of the user, failure 
of the device (Fig. 3) or external impacts.  

 

Fig. 3 Possible course of an event due to a decay of the power supply of the robot drives  
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It can be noted that the specified sensors are used first of all to realise the func-
tions related to the safety of the user, whereas the other, not included in the dia-
gram, are integral part of the actuators, such as described in [2]. The control sys-
tem employs a tilt sensor, based on MEMS accelerometers as suggested in [14], 
which determines the axial tilt according to one of the ways proposed in [13].  

6 Elaboration of the Functional Modules  

The stage of developing the functional modules is important, among other things, 
because of a possibility of achieving synergic effects, owing to which the structure 
of the device gets simplified. In the case of the orthotic robot, in one of the vari-
ants of the actuator forcing the motion of the limbs (Fig. 7a) one has foreseen an 
electromagnetic brake release that makes it possible to realise selected safety algo-
rithms, e.g. to maintain a standing position of the user in the case when the power 
supply of the drives decays. In the made-up technical model of the robot different 
version of actuator was employed (Fig. 7b). It uses screw gear of ball type and 
converts linear movement of the nut to rotational movement of articulation by a tie 
mechanism.  
 

 

Fig. 7 Mechanical structures of the actuator of the knee joint: a) with a brake release,  
b) version without brake applied in the prototype of robot  

7 Elaboration of the Subsystems  

At this stage of the works, designers and information scientists integrate elements 
and units within particular subsystems: mechanical, electronic and software. De-
pending on the solutions that were proposed before, the self optimization can be 
realised by parametric or structural adaptation [7]. As far as the presented example 
is concerned, the change of the objective of the device operation from a precise 
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reconstruction of the movements into a minimization of power consumption will 
consists in prolonging the gait cycle within a certain range of its length [16], so in 
a modification of one of the considered parameters of motion. This can be 
achieved by means of the control software or by changing presets of the hardware 
[9]. En example of structural adaptation will be a change of the way of using the 
brakes in the drive modules, so a change within the mechanical structure aimed to 
realise the algorithms of the safety system.  

8 Summary  

Comparison of the selected parts of the works, presented in the paper, pertaining 
to the system aiding motion of the disabled, with the description of an innovative 
project of a system of autonomic shuttles [6, 7] prove that the scopes of activities 
undertaken in order to built a self optimizing system are very similar. Some differ-
ences are evident only in the ways of describing the partial models and the soft-
ware tools applied while building them.  
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Abstract. This paper presents the problem of trajectory generation for autonom-
ous vehicles with three different techniques in flatness, polynomial and symmetric 
polynomial equations subject to constraints. Kinematic model for each technique 
is built subject to constraints including position, body angle, steer angle and their 
velocities. Simulations for each technique are conducted and compared. Findings 
in this paper can be used to develop a real-time controller for auto-driving and  
auto-parking systems. 

1 Introduction 

This paper studies problem related to trajectory generation for autonomous ve-
hicles moving from a start point to any destination point subject to constraints. 
Study of this paper can be used to develop a real-time control system for auto-
nomous ground vehicles which can track exactly on any feasible paths from the 
global positioning system (GPS) maps or/and from unmanned aerial vehicle 
(UAV) images. This system can be also applied to autonomous unmanned ground 
vehicles (on road or off road), and auto-parking, auto-driving systems. 

Basic studies on the flatness, nonholonomic, and nonlinear systems can be read 
from the book of Levine J. in [1] where the fundamental motion planning of a 
vehicle is presented. The flatness and controllability conditions for this nonlinear 
system are also well investigated and defined. Parking simulation of a two-trailer 
vehicle is also demonstrated but without the constraint of steer angle and steer 
angular velocity. 

The problem of trajectory generation for nonholonomic system is also pre-
sented by Dong W and Guo Y in [2] where two trajectory generation methods are 
proposed. The control inputs are the second order polynomial equations. By inte-
grating those control inputs, coefficients for those second order polynomial equa-
tions are found. However this paper is lacking constraint analysis on the vehicle 
velocity and the steer angle. 

Optimal control based on cell mapping techniques for a car-like robot is studied 
by Gomez, M. in [3] subject to the energy-optimal constraint and based on bang-
bang control theory. This paper shows a simulation of a wheeled mobile robot 
moving on a path with the steering angle velocity control. However the paper does 
not mention on the algorithms for generating the vehicle trajectory. Several other 
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research papers on optimal trajectories and control of autonomous vehicles can be 
read in [4], [5], [6], and [7], however most of those studies are based on the real 
traffic flow roads and the control algorithms are to perform the maneuver tasks 
such as lane-changing, merging, distance-keeping, velocity-keeping, stopping, and 
collision avoidance, etc. 

This paper, therefore, focuses on the applicable algorithms to generate feasible 
trajectories from a start point to any destination point subject to vehicle con-
straints. This paper is the continuation of the previous paper on vehicle sideslip 
model and estimation by Minh V in [8]. The nonlinear computational schemes for 
the nonlinear systems are referred to in Minh V and Nitin A. in [9] and [10].  The 
outline of this paper is as follows: Section 2 describes the kinematic model; Sec-
tion 3 presents the flatness method; Section 4 presents the polynomial method; 
Section 5 introduces the symmetric polynomial method and the performance of 
the three methods; finally, conclusion is drawn in section 6.  

2 Kinematic Model of a Vehicle 

A kinematic model of a vehicle can be drawn in figure 1: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 A simplified vehicle model  

The kinematic model of a forward rear-wheel driving vehicle can be written as: 
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where [ ]'
, , ,X x y θ ϕ= is the system state variables, ( x , y ) are the Cartesian coor-

dinates of the middle point of the rear wheel axis, θ  is the angle of the vehicle 
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body to the x-axis, ϕ is the steering angle, l  is the vehicle wheel base, r  is the 

wheel radius, 1v  is the angular velocity of the rear wheel, and 2v  is the angular 

steering velocity. Given the initial state [ ]'

0 0 0 0(0) , , ,X x y θ ϕ=  at time 0t =  and 

the final state [ ]'
( ) , , ,T T T TX T x y θ ϕ= at time t T= , the paper generates a feasible 

trajectory for this vehicle. 
Similarly, the model for a forward front-wheel driving vehicle is presented as: 
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 (2) 

For a vehicle moving in a reverse direction (backing), the velocity, 1v , of this 

vehicle is assigned in a minus value: 

 1 2

cos
0

sin
0

tan
0

1
0

x

y
rv v

l

θ
θ
ϕθ

ϕ

            = − +              







 (3) 

From the above kinematic models, flatness equations for the vehicle trajectory 
generation are presented in the next section.  

3 Vehicle Flatness Trajectory Generations 

From figure 1, the vehicle angular velocity can be calculated as: 

 
2 2

1

x y
v

r

+
=

 
 (4) 

Transformation from equation (1), the vehicle body angle is: 

 arctan
y

x
θ  =  

 




 (5) 

From the derivative of the above trigonometric, θ , the body angular velocity, θ , 
is achieved: 
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Therefore, θ  and ϕ can be directly calculated from variables: x , x , and y , y . 

And it means that the above system is flat [1]. Thus, all state and input variables 
can be presented by the flat outputs x and y. 

The boundary conditions for the outputs x and y are: 
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The initial state at time, 0t = , to the final state at time, t T=  for ( )x t : 

 0(0)x x= , and ( ) Tx T x=  (8) 

The initial state for ( ) (0)y t y= and the final state for ( ) ( )y t y T= : 
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From the initial state ( )0 0 0 0, , ,x y θ ϕ  at the time 0t =  to the final state 

( ), , ,T T T Tx y θ ϕ , under a real condition that ( ) 0x t ε≥ > . If it is assumed that, 
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= >  , the trajectory of x(t) can be written freely as: 
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And the trajectory of y(t) can be selected as: 
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From equation (10), 
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and from equation (5), 
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The angular velocity of the vehicle in equation (1) can be calculated from (13) and 
(14).  
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The absolute vehicle velocity can be calculated from equations (15) to (18) with: 
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Simulation for this flatness technique is conducted with 2l m= , 0.25r m= , 

[ ]'
(0) 0,0,0,0x = , 

'

( ) 10,10,0,
6

x T
π =   

, and 100T = . Figure 2 shows the trajecto-

ry and the velocity. Figure 3 shows the vehicle body angle, θ , and the steering 

angle, ϕ , corresponding to their angular velocities, θ , and, ϕ . 
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Fig. 2 Trajectory and velocity  
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Fig. 3 Body and steering angle  

Due to the size of this paper, the sideslip of the vehicle model is ignored. In re-
ality, the sideslip of a vehicle depends on the tire stiffness and the cornering veloc-
ity. Then the trajectory generation in this study does not depend on the vehicle 
velocity. Next part, a new vehicle trajectory generation based on polynomial equa-
tions is investigated. 

4 Polynomial Trajectory Generations 

For faster generation of a feasible vehicle tracking, a second order polynomial for 
trajectory generation is presented. The equation (1) is separated into the following 
forms: 
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The vehicle will move from the initial state 0 0 0 0( , , , )x y θ ϕ  at time 0t =  to the  

final state ( , , , )T T T Tx y θ ϕ  at time t T=  corresponding from the initial state at 
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Fig. 4 Trajectory and velocity  
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Simulation of this method is conducted with the same parameters in section 2 
and shown in figure 4 and figure 5. 

Figure 4 shows the trajectory for the vehicle from initial point to the final point, 
and the velocity of the vehicle. 

Figure 5 shows the vehicle body angle, θ and the steering angle,ϕ  correspond-

ing to the angular velocity,θ  and,ϕ  of the vehicle. 
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Fig. 5 Body and steering angle  

From figure 4, it is really not realistic when the vehicle speed is increasing ex-
ponentially. It is expected that, when a vehicle is moving from one point to anoth-
er point, the speed will increase gradually at the starting point and decrease gradu-
ally to the destination point. Therefore in next part, new symmetric polynomial 
equations in third order are investigated. 

5 Symmetric Polynomial Trajectory Generations 

Since the system is flatness and each flat output can be parameterized by a suffi-
ciently smooth polynomials. Symmetric third order polynomial equations are tried 
for this trajectory generation. Because the sideslip is ignored and then, the vehicle 

trajectory doesn’t depend on its speed, 1v , and on the travelling time, T . A new 

time variable, therefore, for this system is applied with a ratio of 
t

T
for 0t T= ÷ : 
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The constraint on speed: 

 1 cos sin
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The constraint at starting point 0t = : 

 0 0(0) cosx k θ= , and 0 0(0) siny k θ=  (37) 

The constraint at destination point t T= : 

 ( ) cosT Tx T k θ= , and ( ) sinT Ty T k θ=  (38) 

From equation (36) and (38), for the calculation simplicity, it is assumed that the 
speed coefficients at the start and destination point, 0 Tk k k= = , then, 

 cos 3x T Ta k xθ= − , and 0 0cos 3xb k xθ= −  (39) 

 sin 3y T Ta k yθ= − , and 0 0sin 3yb k yθ= −  (40) 

Simulation is conducted with the same parameters and shown in figure 6 and  
figure 7. 
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Fig. 6 Trajectory and velocity  
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It can be seen from figure 6 that the trajectory of this symmetric polynomial is 
more realistic because the velocity increases from the starting point and decreases 
in the destination point as per the expectation. 

The maximum steering angle for the symmetric polynomial method is 
041.1622ϕ =  and satisfied the constraint, 0 045 45ϕ− ≤ ≤ . This steer angle is 

smaller than the steer angle in the second order polynomial method. 
Comparison performances of the three methods on the trajectory generation and 

the vehicle velocity are shown in figure 8 and figure 9. 

0 50 100
0

20

40

60

time t

bo
dy

 a
ng

le
 θ

0

0 50 100
-20

0

20

40

60

time t

bo
dy

 a
ng

ul
a 

θ do
t  

[r
pm

]

0 50 100
-20

0

20

40

60

time t

st
ee

r 
an

gl
e 

φ0

0 50 100
-1

0

1

2

time t

st
ee

r 
ve

lo
ci

ty
 φ do

t [
rp

m
]

 

Fig. 7 Body and steering angle  
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It can be seen that the symmetric polynomial generation can produce a more 
realistic speed and a smoother trajectory since it allows the vehicle gradually in-
creasing the speed at the start point and reducing the speed to the destination 
point. 
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Fig. 9 Comparison of body and steering angle  

Figure 9 shows that the symmetric polynomial method providing the lowest 

body angle, ( )tθ , the body angle velocity, ( )tθ ; the steering angle,  ( )tϕ , and the 

steering angle velocity, ( )tϕ . Therefore, this method is recommended for the  

development of an automatic control of tracking vehicles. 

6 Conclusions 

The paper has presented three methods of trajectory generation for autonomous 
vehicles subject to constraints. Regarding to the real vehicle speed development, 
the third order symmetric polynomial trajectory is recommended. Simulations and 
analyses are also conducted for vehicle moving in forward and in reverse speeds. 
Results from this study can be used to develop a real-time control system for auto-
driving and auto-parking vehicles. The limitation of this study is the ignorance of 
the vehicle sideslip due to the cornering velocity. However this error can be elimi-
nated with the feedback control loop and some offset margin of the steer angle 
constraint. 
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Abstract. This paper presents mathematical model of navigation for a underwater 
vehicle equipped with a gyroscope being an executive element of the system scan-
ning the seabed’s surface and following the detected target. In such kinds of  
underwater vehicles, tracking objects detected by them, the main element is a self-
guiding head, which is operated by a steered gyroscope. The dynamics and the 
method of steering such a vehicle [3] has been here supplemented with dynamics 
of the gyroscope during the process of scanning and following the detected object 
were subject to analysis. 

1 Introduction 

People’s interest in the space between the surface and the bottom of seas, oceans 
and lakes dates back several thousands of years. Submarine vehicles, however, 
emerged much later. The first deep-sea unmanned vehicle was a torpedo, which 
was designed by the Austrian navy captain, Giovanni Luppis, in 1864 and built 
two years later in eng. Robert Whitehead’s mechanical plant. This event can be 
treated as the moment when mankind entered the period of technological devel-
opment of remotely controlled underwater vehicles, one of the links of which was 
a torpedo weapon. 

In this paper has been performed modelling of the movement dynamics of a ro-
botic underwater vehicle steered by a gyroscope . 

This study is a continuation and generalization of the article published in the 
“Solid State Phenomena” [3], where was proposed an algorithm of modelling of 
the movement dynamics of a robotic underwater vehicle including non-holonomic 
constraints. 

The use of mathematical model for algorithm testing and development is com-
fortable. However the design of precise mathematical model is often difficult and 
the precision of the model significantly increases the probability of good operation 
of developed algorithms after implementing on real platform. 

There are papers dealing with models of underwater vehicles, however the pa-
pers are usually concerned with control algorithms for which the mathematical 
model is needed for development [1], [2]. 
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This paper presents the modelling of the dynamics of a self-guided underwater 
vehicle steered using a gyroscope. In such kinds of objects the main element is a 
self-guiding head, which is operated by a steered gyroscope [4]. The paper pre-
sents the dynamics and the method of steering such a underwater vehicle, that has 
been supplemented with dynamics of the gyroscope during the process of scan-
ning and following the detected object were subject to analysis.  

2 The Parameters of Navigation and Dynamics Vehicle   

Underwater vehicle has been treated as a non-deformable block – rigid, with six 
degrees of flexibility, completely immersed in water.  

Reference systems, linear and angular coordinates underwater vehicle together 
with installed gyroscope have been shown in Fig. 1. The axis of the gyroscope is 
rigidly associated with the rotor. 

 

Fig. 1 General scheme of underwater vehicle together with installed gyroscope  

In order to describe in space the position of a underwater vehicle and axis the 
gyroscope, kinematic relationships which provide information about the linear and 
angular position of a underwater vehicle Oxyz in relation to the O0x0y0z0 inertial 
system are used. There are a number of parameters describing the location of the 
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object in space, mostly based on the Euler angles or quaternions [3]. This article 
uses the Quasi-Euler angles. The order of rotations here is as follows: 

1st rotation   – 0<ψ (deviation angle) around Oz axis with ψ angular speed, 

2nd rotation – 0<ϑ   (pitch angle) around Oy axis with ϑ angular speed, 

3rd rotation – 0<φ  (bank angle) around Ox axis with φ  angular speed. 

All the basic reference systems used in the mathematical description, as well as 
additional systems constitute rectangular dextrorotary systems. 

Components of vectors of instantaneous linear V0 and angular velocityΩ (Fig.1) 
in the O0x0y0z0 inertial system are as follows: 

Vector of the instantaneous linear velocity 

 1111110 kWjViUV ++=  (1) 

where: U1 – longitudinal velocity, V1 – lateral velocity, W1– climb rate (Fig.1). 
Vector of the instantaneous angular velocity 

 kRjQiP ++=Ω  (2) 

where: P – angular deviation velocity, Q – angular pitching velocity, R– angular 
banking velocity (fig.1). 

P,Q,R components of the instantaneous angular velocity constitute relationships 

of generalized ψϑφ  ,,  velocities and trigonometric functions of generalized 

ψϑφ ,, coordinates and are expressed by the following relationships: 
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The path of underwater vehicle motion in the inertial coordinate system will be 
described by the following equations 

 wesszwwessxwwes RzRyRx εθεθε sin,sincos,coscos
001 −===  (4) 

where: ww θε , [3] – angles of inclination and deflection of vector Res determining 

the position and angular velocity of target detection and observation line. 
Dynamic equations of combat movement of UAV have been derived in the 

work [3]. In the inertial system associated with the mother-ship O0x0y0z0 their 
form is as follows: 

 QKVVM =+  (5) 

where: M – inertia matrix, K – kinematic relations matrix, V – velocity vector,  
Q – vector of forces and moments of external forces. 



630 E. Ładyżyńska-Kozdraś 

3 Control of the Axis of Gyroscope on the Board  
on Underwater Vehicle 

Whilst locating a target from the deck of a underwater vehicle, the axis of the gyros-
cope shall make the desired movements and thus whilst being directed downwards 
encircle, with its extension, clearly defined lines on the surface of the seabed. The 
echolocation system installed in the axis of the gyroscope detect signal emitted by a 
searched object. Therefore, one shall choose kinematic parameters of the mutual 
movement of the deck of a underwater vehicle and axis of the gyroscope in a way 
which ensures that the target will be detected with the highest possible probability. 
After locating the target (receiving signal from the echolocation system), the gyros-
cope switches to the tracking mode, that is its axis, from now on, is positioned in a 
specific location in space, being directed towards the object. 

The gyroscope may be used as a drive of the system of detecting, tracking  
and illuminating the searched object (SDTIO) installed on deck of underwater  
vehicle's. 

Equations which describe the dynamics of the astatic gyroscope, without taking 
into account the moments of inertia of its frames, have the following forms: 

 

( )

c
g

cggx
g

gzgo

gkggygzgxgkg
yg

gk

M
dt

d

dt

d
J

MJ
dt

d
J

=+







+−

++++

ψ
ηϑω

Φ
ω

ϑϑωωωϑ
ω

cos

sinsincos

22

222

2

 (6) 

 b
g

bgy
g

gzgogzgygk
gx

gk M
dt

d

dt

d
JJ

dt

d
J =+








++−

ϑ
ηω

Φ
ωωω

ω
2222

2  (7) 

 rkk
g

gzgo MM
dt

d

dt

d
J −=








+

Φ
ω

2
 (8) 

where:  
dt

d
RP g

gggx

ϑ
ψψω +−= sincos

2
 

 ( ) g
g

ggggy Q
dt

d
RP ϑ

ψ
ϑψψω cossinsincos

2 







+++=  

 ( ) g
g

ggggz Q
dt

d
RP ϑ

ψ
ϑψψω sincossincos

2 







+−+=  

 gkgo JJ ,  – moments of inertia of gyroscope rotor in relation to its longi-

tudinal axis and precession axis, correspondingly, 
 rkk MM ,  – moments of forces which drive the rotor of the gyroscope and 

of friction in the bearing of the rotor in the frame, correspondingly,  
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 cb MM ,  – control moments acting on a gyroscope, 

 gg ψϑ ,  –  angles of rotation of internal and external frames of gyroscope, 

correspondingly; with regard to the state of target tracking, the values of angles 
determine the position of the gyroscope axis: wgwg θψεϑ == ,  [3].  

With regard to the program movement of the axis of the gyroscope moves 
along the Archimedes spiral [4] (scanning the surface of the seabed),  angles  are 
determined on the basis of the following dependences: 
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where: sgg ba ν,,  – predetermined parameters of Archimedes spiral. 

Fig. 3 shows the diagram of gyroscope and unmanned aerial vehicle control, 
whilst. 

 

Fig. 2 Diagram of gyroscope control on the deck of underwater vehicle 
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Underwater vehicle, as it moves along predetermined flight path, is controlled 
by autopilot (Fig. 2), which develops VH δδ  i  control signals (tail fin and tail 
plane) for the purposes of the actuation system of the control, on the basis of sig-
nals derived from terminally guided warhead. 

Therefore the control law of autopilot, taking into account the dynamics of rud-
ders tilt, will be described as follows: 
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where: Ti
j – time constants, Ki

j – amplification coefficients. 

4 Conclusions 

Presented mathematical method of the gyroscope control installed on the deck of a 
underwater vehicle allows one to carry out simulation tests of the processes of 
detecting, locating and tracking, with the use of a echolocation. 

Theoretical considerations have shown that the high efficiency of the SDTIO is 
ensured by the use of selected optimal coefficients of the controller of a gyroscope 
system. 

By adopting the proposed system, the operator’s intervention in the control of a 
underwater vehicle may be limited only to cases when the object-lens of apparatus 
swerve from the predetermined path or in the event when the object-lens of the 
tracking system lose sight of the target.  

In further studies, both theoretical and computational as well as simulation and 
experimental, one shall: a) determine the optimal navigation program of a under-
water vehicle or b) develop such an algorithm of seabed surface scanning which 
would ensure the fastest target detection. 
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Abstract. This paper explores the practical implementation of the Adaptive Cruise 
Control (ACC) system on a real-time single board computer based robotic vehicle 
(National Instruments Robotics Starter Kit). The ACC algorithm based on three 
control methodologies, the fuzzy PID control, model predictive control (MPC) and 
conventional PID control, is deployed on a field programmable gate array 
(FPGA), included in the robot’s architecture. The results are compared both in  
the simulation and using the real robot. The comparison of the performance de-
monstrates a good correlation between theory and real implementation, whilst 
highlighting problems introduced by a real system. 

1 Introduction 

Adaptive cruise control (ACC) system, cruise control (CC) system and emergency 
stop are the more common longitudinal applications, which have been studied in 
the field of the robotics and intelligent transportation system (ITS) [1]. The ACC 
system is an extension of the cruise control system, which not only controls the 
velocity of the vehicle but also is it capable of controlling the distance between the 
leader and follower vehicles to retain a safe distance. A comprehensive study on 
the ACC was carried out by [2]. Several model-based control approaches and 
architectures have been suggested and developed for designing ACC systems from 
the classical to the nonlinear advanced control methods, such as PID control and 
linear quadratic control (LQC) taking the gain scheduling approach [3-4], model 
predictive control (MPC) and nonlinear MPC (NMPC) [5-6], and the sliding mode 
controller [7] among others. 

The practical implementation of the ACC system using the three control metho-
dologies, MPC, fuzzy PID, and conventional PID control, in the application to the 
real-time single board computer based robotic vehicle is presented in this paper. 
Furthermore, the results of those controllers are compared both in the simulation and  
using the real robot.  The paper is organized as follows: Section 2 describes the 
hardware and the associated system transfer function. Section 3 describes the ACC 
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architecture, utilizing three different control methods. Section 4 presents the results 
of experiments and simulations. Finally, conclusions are drawn in Section 5. 

2 Hardware Characteristic and System Transfer Function   

This application uses two NI LabVIEW starter kit robots. The robots can be  
programmed either by using the high-level LabVIEW function, or by using the 
LabVIEW FPGA module [18]. The robot ‘follower’ is equipped with ultrasonic 
sensors for velocity and distance tracking of the ‘leader’. The robot transfer  
function approximated through the model identification process can be presented 
as [8]: 

 
148.0

1
2 ++

=
ssv

v

sp

 (1) 

where v and vsp  respectively denote the robot’s velocity and velocity setpoint. 

Table 1 Logical rule for switching between CC and ACC 

 vf < vdes vf ≥ vdes 

d < ddes ACC CC 

d ≥ ddes CC CC 

3 Control Design 

The system operates in two different modes - distance tracking (ACC) or velocity 
tracking (CC). The switching rules ([3], [5]) for transition between CC and ACC 
modes are illustrated in Table 1.. If the ultrasonic sensor of the follower detects a 
slower moving robot in front, the controller adjusts the velocity to maintain the 
clearance inter-distance (desired distance). If the inter-distance measured by the 
ultrasonic sensor is greater than the desired distance, it will switch to velocity 
tracking mode, known as cruise control (CC) mode.  

The three control methods are investigated in this paper, model predictive con-
trol (MPC), fuzzy PID control and conventional PID control. These are explained 
as follows. 

3.1 Conventional PID Controller 

This ACC system design is based on two controllers; PID control for velocity 
tracking and PI control for distance tracking. Switching logic decides which of the 
two controllers is used to generate the input to the “follower” robot.   
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3.2 Model Predictive Control 

In order to design an ACC system utilizing a single MPC, it is necessary to model 
the behaviour of the robot in front and then build a model of the overall system, 
including the two robots. This model is developed by augmenting the robot dy-
namics model of the ‘follower’ (equipped with an ACC system) and the dynamics 
due to interaction between the two robots: speed and distance tracking. The state-
space equation of the robot in discrete-time form can be obtained by converting 
from transfer function Eq. (1):  

 
)()()1( tvBtxAtx spdisdis +=+  (2) 

The states of this system (follower robot) are the acceleration and velocity, x=[af    

vf]
T. The robot velocity is also the system output.  
The state-space equation of the overall system also includes the velocity of the 

leader robot and the distance between the robots, i.e. xint-veh=[vl   d]T,
  

(subscript 
“augd” stands for the augmented equations in discrete-time form):  

 [ ]Tlffaugd dvvax =  (3) 

 )()()1( tvBtxAtx spaugdaugdaugdaugd +=+  (4) 

The outputs of the augmented system are y=[vf   d  vr]
T. Here, vr denotes the rela-

tive velocity. This output vector y is decoupled into three separate outputs y1, y2 
and y3. For each, the state-space equations of the system can be extended by taking 
the integral action into consideration to obtain the incremental model as follows 
[5], [9]: 
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The subscript i=1, 2, 3 indicates the sequence of elements in output vector.  
Consequently, the optimal control vector ∆Vsp, can be obtained: 
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where q is the number of the outputs and it equals 3 for our system.  Three Fi=1,2,3 
and φi=1,2,3 need to be calculated to design the MPC. F and φ are general matrices 
in predictive control and they can be found in literature [5], [9].  

 

Fig. 1 Schematic diagram of the ACC system utilizing a single MPC 

The schematic block diagram of the MPC is illustrated in Fig. 1. Notice that the 
reference trajectory (Rs1, Rs2 and Rs3) is different depending upon whether the sys-
tem operates in ACC mode or CC mode.  

 

Fig. 2 Schematic diagram of the ACC system based on fuzzy PID Controller 
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3.3 Fuzzy PID Controller 

The schematic diagram of the ACC using fuzzy PID controller is depicted in 
Fig. 2. The fuzzy rules calculate the consequent error value (eFL) by evaluating 
overall dynamics of the system including the difference between the measured 
and reference values, i.e. the desired distance and desired cruising velocity, the 
velocity difference between leader and follower vehicles, and the acceleration. 
The fuzzy PID controller does not have a special operating point. The advantage 
of the fuzzy logic PID controller over the conventional PID controller is that it 
can implement nonlinear control strategies by using linguistic rules. The rules 
and membership functions for designing this fuzzy logic controller can be found 
in [10].  

3.4 Unmeasured Parameters Estimation  

The required parameters for operation of the ACC system are distance (d), fol-
lower robot velocity (vf), acceleration (af) and relative velocity (vr). The accelera-
tion and relative velocity are unmeasured parameters and need to be estimated in 
the control algorithm. A discrete-time Kalman filter, which is based on the linear 
minimum variance (LMV) estimation of discrete-time system, is utilised to  
estimate the unmeasured parameters (states) of the system [11-12]. 

4 Simulation Results 

The ACC system was first designed and tested with simulations and then deployed 
to the robot’s LabVIEW FPGA module, for comparison purposes. Fig. 3 illustrates 
the results for distance tracking control (ACC) for the tests executed by using the 
conventional PID controller. The initial distance between the robots was set at 0.1 
m. Both robots started from zero velocity and time-constant headway Th was cho-
sen experimentally to be 1.3 [s]. The ACC system calculates the robot velocity 

(Fig. 3.c) such that the distance between the follower and leader robots is retained 
within the desired distance (Fig.3.a-b). Since, the desired distance is a function of 
the velocity of the follower robot; its variation depends on the velocity. The root 
mean square error (RMSE) of the distance can be used as an index to assess the 
performance of the ACC system.  

Fig. 4 and Fig. 5 show the results of the ACC operation using the MPC and 
fuzzy PID controller, respectively.  
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(a)                                                                 (b) 

 
(c) 

Fig. 3 Distance tracking (ACC) using PI/PID controllers: (a) inter-distance between the 
robots using test robot, (b) inter-distance between the robots obtained from simulation, and 
(c) velocities obtained during distance tracking 

       
                     (a)                                                                                       (b) 

                         
(c) 

Fig. 4 Distance tracking (ACC) using MPC: (a) inter-distance between the robots using test 
robot, (b) inter-distance between the robots obtained from simulation, and (c) velocities 
obtained during distance tracking 
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(a)                                                         (b) 

 
(c) 

Fig. 5 Distance tracking (ACC) using Fuzzy PID controller: (a) inter-distance between the 
robots using test robot, (b) inter-distance between the robots obtained from simulation, and 
(c) velocities obtained during distance tracking  

Table 2 The values of the RMSE for the distance tracking  

 Simulation  Test robot 

PI controller 0.0602 [m] 0.0659 [m] 

MPC 0.0372 [m] 0.0391 [m] 

Fuzzy PID controller 0.0211 [m] 0.0366 [m] 

 
The values of the RSME for the distance tracking resulted from three control 

methodologies, both through the simulation and test robot, are given in Table. 2. 
The comparison between those values obtained from the real test demonstrates 
that fuzzy logic controller has resulted in the less distance tracking error as much 
as % 44 and % 6.4 compared to the conventional PID controller and MPC, respec-
tively. While, MPC has improved the performance as much as % 41 compared to 
the conventional PID controller. However, the MPC proposed in this paper  
eliminates the need for using two separate controllers for performing the distance 
tracking and velocity tracking controls, which can result in more robust control 
performance, and it is also easier to be tuned. 
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5 Conclusions 

Three different control methodologies for the ACC system, MPC, fuzzy PID and 
conventional PID controllers are proposed, designed, implemented and deployed 
in a real-time single board computer based robotic vehicle (National Instruments 
Robotics Starter Kit). A Kalman filter is also utilized for the estimation of the 
unmeasured parameters.  Simulation and real implementation of the ACC system 
are compared showing a good correlation. Summarizing, for the ACC operation,  
both MPC and fuzzy PID controller outperform the conventional PID controller, 
resulting in the lower distance tracking errors. Future work may deal with the 
experimental test of the ACC system using the most realistic conditions, which  
the throttle and brake operations can be investigated. It subsequently may lead to 
the more advanced control solutions, e.g. nonlinear controller.  
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Deep drawing is a compression-tension metal forming process in which a sheet 
metal blank is radially drawn into a forming die by the mechanical action of a punch. It 
is thus a shape transformation process with material retention. The flange region (sheet 
metal in the die shoulder area) experiences a radial tensile stress and a tangential 
compressive stress due to the material retention property. These compressive stresses 
(hoop stresses) often lead to flange wrinkles (wrinkles of the first order).  

 

Fig. 2 A schematic section of a typical stamping die [4] 

Wrinkling is not a desired result in sheet metal forming, especially when it 
occurs on outer skin panels where the final part appearance is a significant quality 
criterion. Large wrinkles can also damage the dies, reduce the functionality of the 
component or disrupt the subsequent assembling process. The prediction and even 
more the prevention of wrinkling are therefore of vital interest in sheet metal 
operations. The geometry and surface formed from blank sheet metal demand a 
very high quality of the die and process conditions in order to form the material 
without wrinkles, fissures, folds or scratches. Usually the work piece quality check 
is performed by the machine operator and is only in rare occasions robot-handled 
by automatic cameras.  

Beside the tooling and the process parameters, the quality of the material is a 
decisive factor for the result of the forming process. Mild steel grades for cold 
forming, according to DIN EN 10130, have standard tolerances of 25% strength, 
15% thickness and 20% surface in coils of steel between different suppliers. Drive 
functionalities in press applications are divided into main and supporting drives. 

In the field of forming, for example the manufacturing of car body components, 
the stroke rate is often used as a criterion to describe velocity. The specification of 
the strain rate or of the strain velocity offers the opportunity to characterize, 
classify and compare these various forming processes with regard to velocity. 
From an economic point of view it is important to increase the stroke rate. 
However, if technological aspects, especially tool and machine limitations, are 
taken into account, the stroke rate cannot be increased indefinitely even using the 
most modern servo press technology [5].  

The main drive moves the forming tool and provides the forming energy on the 
work piece. Stroke rate is defined as the velocity of the ram and measures the 
number of parts per minute. Examples for supporting drives in sheet metal presses 
are die cushion drives or ram/table inclination correcting drives, responsible for 
the sheet metal clamping and a constant gap between the forming tool and work 
piece. Electromechanical and hydraulic servo drives describe the state of the art. 
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1.1 Electromechanical Servo Drive Functionalities 

Electromechanical servo press types are servo spindle press and servo press with a 
crank gear or linkage gear.  

A new Fraunhofer IWU servo press uses two crank gears and torque motors 
controlled by Simotion controller for flexible drive structures and stroke-based or 
force-based forming characteristics with a stroke rate of 100 per minute. 

 

Fig. 3 Electromechanical servo press with two torque motors, planetary gears 

 

Fig. 4 Programmable force-stroke characteristic 

The advantages of an electromechanical servo press are higher productivity, 
programmable velocity profile for several forming technologies, and motion stop 
during the forming process. 

cutting

drawing & cutiing

drawing
complex process
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1.2 Hydraulic Servo Drive Functionalities 

Hydraulic presses are force-based typically with a stroke rate of 15 per minute. 

 

Fig. 5 Hydraulic press with cushion cylinders 

The force depends on surface of the hydraulic cylinder A and the pressure p. 

 ;ApF ∗=  (1) 

The velocity of the slide is limited by the maximum of the volumetric flow Q. 

 ;AQv ∗=  (2) 

The maximal drive force Fmax is provided over the full stroke, but the 
technological force for metal forming is increasing for the bottom die position. 

 

 

Fig. 6 Hydraulic servo drive velocity controlled by valve and pressure 

su
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In chapter 2 a new self-learning process control solution is introduced in order 
to increase the quality and efficiency of the metal forming processes. 

2 Self-learning Control Structures for Sheet Metal Forming 

The goal of the forming process is to produce good parts without wrinkling that  
is caused by compressive circumferential stresses and tearing that result from  
excessive tensile stresses.  

From the control point of view this goal is reached whenever the trajectory of 
the process stays inside the formability window (Fig. 7) that expresses the 
dependence of clamping force and the depth of punch stroke [6]. The formability 
window is a result of the forming-limit diagram (FLD) that describes the 
formability limits in terms of the principal strains [7]. Unfortunately, mathematical 
description of the limits of the formability window is too complex depending on a 
huge number of parameters, many of them time-varying, that makes the task 
difficult. On the other hand, if suitably chosen and set, some of those parameters 
can be used to extend the formability window and thus make the forming process 
more robust.  

 

Fig. 7 Formability window 

The aim of a self-learning control approach to the forming process consists in 
an automatic tuning of the process parameters that is applied after each stroke in 
such a way that the quality of the stamped part is permanently improved and 
achieves an acceptable level in few steps [8]. The whole tuning process is going 
on without any intervention of a human operator. 

Using the theoretical background, experiments and new ideas the following 
three controlled variables were chosen: velocity of the ram, friction force, and 
clamping force. Based on the character of the forming process we suggest a  
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self-learning control strategy that uses a supervisor control scheme. The 
supervisory controller in the upper level will adjust the setpoints (generally time 
varying) of the lower level control loops. The setpoint adjustments are applied 
after each cycle (stroke) only whereas the low level control loops containing PID 
controllers operate continuously. The supervisory controller operates on data from 
the process (mainly sheet feed and the temperature of the sheet in different spots) 
as well as on linguistic information given by a human operator and adopts a fuzzy 
logic approach. Such a strategy is suitable especially when constant setpoints are 
used since, in such a case, only one parameter is tuned. For time-varying setpoints 
the profile is represented by some characteristic points that are subsequently 
tuned. Naturally, such considerations will immensely increase the number of rules 
for the supervisor controller and therefore will make the creation of the rule base 
more complicated. 

The proposed strategy makes use of three independent low level control loops 
(Fig. 8). The first loop controls the punch velocity using the punch force hydraulic 
cylinder as manipulated variable. The supervisory controller sets the setpoint for 
punch velocity based on sheet feed information. The aim of the second loop is to 
control the friction force between the blank holder and the sheet by manipulating 
the frequency and the amplitude of the clamping force frequency oscillator. Since 
during the trials the correspondence between the parameters of the frequency 
oscillator and the quality of the stamped parts was not confirmed the frequency 
oscillators were not used for the final experiments. The last loop assures the 
control of clamping force. Since a 16 die cushion system is used, different 
clamping force setpoints are used for the blank holder segments placed in the 
corner area and the segments situated in the center of straight side area. Sheet feed 
information is used for accomplishing this task. 

As it was mentioned earlier the supervisory controller will use IF-THEN rules 
that should integrate results of FEM analysis and human operator experience. The 
whole blank holder area was divided into four parts – left lower (LL), left upper 
(LU), right lower (RL) and right upper (RU). The clamping force setpoint is 
changed only in the part where a crack or wrinkle occurs, e.g.: 

 
IF  crack in LL  THEN  decrease FLL 
IF  wrinkle in LU  THEN  increase FLU 
 
The value of how much the clamping force setpoint should be changed depends 

on the size of a crack or wrinkle. The whole rule base is then implemented by a 
fuzzy logic. The determination, localization, and size of tearing and wrinkling 
were successfully replaced by analyzing some characteristic features of sheet feed 
(such as the maximum sheet feed or the time instant when the maximum was 
reached).  
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Fig. 8 Supervisor control strategy 

3 Adaptive Concepts for Forming Control and Clamping 
Control  

Deep drawing processes are highly complex in its forming aspect itself, where 
adaptive systems are in demand to reduce setup time, maintenance and increasing 
product quality by avoiding wrinkles and cracks in industrial serial production. 

The primary objective is to develop, implement and verify a self-learning 
production system for deep drawing process that will substitute the present trial 
and error procedure to radically shorten the process setup times during the 
changing product variants and to replace a skilled operator by an automated 
system while preserving good quality of produced parts without cracks and 
wrinkles. Many determining factors influence the deep drawing process. We 
describe two aspects. In the components for forming control we consider the 
motion of the ram and his inclination. The other subsystem realizes the variable. 

3.1 Adaptive Forming Control  

Deep drawing processes especially identify with the fast transformation from an 
initial shape of the work piece to its desired finished shape. In spite of the short 
forming time, the process depends on a multiplicity of parameters. 

Those are used to configure the process and those should ensure a high quality 
result of the work piece and process stability. Within forming control, deep-
drawing velocity and other process variables are used to control the sheet feed, 
which was not able to simulate by a MATLAB model due to the high complexity 
of the process. The forming control supervisor strategy is built on different 
measurements. 

In order to improve the process quality, the self-learning system can define the 
set-velocity by a five point ram velocity profile based to the position of the ram. 
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The variable ram velocity influences the clamping force control which is normally 
based on a constant ram velocity. The force profile definition was changed to a 
ram position based profile to avoid this influence. 

The control concept is completed by a supervisory control that implements the 
self-learning algorithm. Forming control also requires sheet feed measurement, for 
which a sensor is exposed to rough environment conditions. It has to be robust and 
insensible to resist shocks and vibrations but has to provide precise measured 
values with high resolution and sampling rate during the deep-drawing process, 
which was finally running with a laser triangulation sensor tracing the sheet edge 
through the gap between the upper and lower tool. 

The results of deep drawing tryouts results in a classification showing the 
dependencies between the process parameters clamping force, drawing velocity, 
temperature etc. and its corresponding results in deep drawing quality. Basing on 
this information, a supervisory control basing on fuzzy logic has been 
implemented into the PLC, tracing, recording and evaluating measured data with 
adaptive feedback to the set values of the PLC cycle by cycle. Once identified all 
critical values to feed the fuzzy rules, the system reacts on changing process 
conditions (e.g. lubrication) increasing or decreasing the set clamping force 
straight to a valid process window. 

 

Fig. 9 Quality classification of deep drawing cycles relating on measurement data 

 

Fig. 10 Forming Control (Sheet Feed & Inclination) PLC implementation as ready to apply 
programs 
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Within the appearance of asymmetric forces, keeping good forming quality 
means the tool planes have to be kept parallel. Therefore a new special design of 
an integrated inclination control will ensure the parallelism, where four of 16 
sixteen die cushion axes are used to affect compensating forces to the ram directly. 

 

Fig. 11 Using hydraulic multiple die cushion within the blank holder clamping and the ram 
inclination compensation 

3.2 Adaptive Clamping Control 

From the knowledge of operators and engineers, the force behaviour of a close 
loop controlled die cushion system can be described by a set of relevant criteria. 

Considering these values to be within their limits, one needs to set relating 
hydraulic PID controller settings. In the first instance, the modeling of the 
clamping control has been realized for one hydraulic axis. Therefore, the 
following points have been implicated for consideration of the deep drawing 
simulation: 

- motion sequence of the ram 
- process of hydraulic system 
- open and closed loop control systems 
- evaluation of achieved procedure (criteria calculation) 

 

Fig. 12 Clamping force behavior with criteria to not exceed their margins 



650 M. Hoffmann et al. 

All used parameters, of which the most are not of relevance for this study, can 
be set or changed before a simulation cycle. After one simulation cycle, the 
characteristics of the process values and their derived criteria are available for 
evaluation in the MATLAB environment. In this way, the mode of operation of the 
parameters, which are of relevance for the clamping process, can be determined 
without experimental effort and can be clarified simulative over a wide area. 

With the help of the simulation model, it was able to study the dependencies 
(influences) between the parameters and the criteria. Thereby some assumptions 
were made for the non-varying parameters, what leads to the dynamical and 
controlled behaviour of the demonstrator press PYZ250. By a combination of 
those parameters, a large number of solutions have been provided within a four 
dimensional domain of definition. The dependencies between the parameters and 
the criteria could be visualised with the help of the display format of 
multidimensional characteristic diagrams, resulting in a clearly-arranged 
consolidated result. 

The idea of the clamping control system has been validated by IWU to work 
correctly with one axis optimising the force behaviour within its criteria. The 
utilisation of this system for a coupled multi axis die cushion system could not be 
validated due to unsteady behaviour and requires further studies on interrelating 
control systems. 

4 Condition Monitoring Systems 

4.1 Condition Monitoring for Quality 

At the level of energy control, thermal sensors measure and map the work piece 
and die temperatures before and after the deep drawing process. 

Contact measurement technologies (i.e. thermocouples) allow obtaining the 
temperature of the forming tool while non-contact technologies (i.e. pyrometers and IR 
camera) allow sheet temperature reading. Embedding of an IR camera into the forming 
tool is not feasible due to the dimensions of such devices. Therefore, only pre and post 
operation readings are possible. Non-contact technologies do not provide absolute 
temperature readings unless accurate material emissivity values are available. 

 

  

Fig. 13 Thermal picture of a drawn sheet metal work piece and thermal sensors integrated 
into the die  
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5 Conclusions 

Mechatronics functionalities in press applications relate to electromechanical or 
hydraulic servo drives in combination with intelligent tools.This paper presents a 
comprehensive approach to increase the quality and efficiency of the metal 
forming processes by introducing a self-learning process control solution. The 
three independent self-learning control levels of friction, forming, clamping 
control are subordinated to energy control and adopt their different, optimal 
controller parameters in changing environment conditions, changing product 
variants, and system training by the operator as well as by the system-inherent 
information. The aim of a self-learning control approach to the forming process 
consists in an automatic tuning of the process parameters that is applied after each 
stroke in such a way that the quality of the stamped part is permanently improved 
and achieves an acceptable level in few steps.  

The individual control units can be used as a stand-alone solution or in 
combination. The amount of the try and error tests has been successfully reduced 
to three. This paper summarized the results of the project LearnForm performed 
with the financial support from European Commission FP7. 
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Abstract. Production logistics is part of each sector. At present the automotive 
industry resonates in Slovakia at the first place. It is therefore necessary to deal 
with the quality, type, or shape deformation of each distributed piece of bodywork 
at the end of the production line.  We compare the pair of car bodies where one is 
the etalon and the other is tested and compared with a reference standard model in 
order to detect errors or body classified to the appropriate category.   

1 Introduction 

Car production starts at a mill where the steel plates are cutted out to body parts. 
This is followed by a fully automated welding shop, where robots weld the 
different body parts. All models are welded on the same line. At the end of the line 
is automatic control of dimensions. In line samples are welded chassis all models, 
robots are still "see" how the car looks like. Then every car body is still checked in 
detail and continues to paint shop. After painting the body continues to assembly 
hall where about 35 % of the work carried out by robots and other activities make 
installers: Replacing the interior and exterior parts, engine mounting, axle, exhaust 
system and other mechanical components. Finally, add wheels, seats and steering 
wheel [10]. 

During the production phase, it is necessary to monitor and control the production 
process and detect possible errors incurred, if necessary sort by different body 
models and distribute them according to the type where it is needed. For these 
purposes, it is appropriate to use automated system that can compare the model with 
just the right product manufactured products and detect any inaccuracies (eg. by 
welding the various parts of the body, where it is compared with sample pieces 
produced). Another possible application is an automated system for distribution into 
body assembly hall – breakdown by type of bodywork. 

Experiments with a fully automated system of recognizing objects met with 
varying levels of success. But none of them reached such a high level of accuracy 
that can be run completely unattended. 
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Automatic recognition of objects dedicated work of many authors. The authors 
of [8] present the results of the integration of the proposed system for automatic 
object recognition, based on the decomposition of objects. Describe the possibility 
of recognizing objects independently of their position, orientation and size. The 
authors [11] discuss the issues and technologies for automated compilation of 
object models and sensors to optically recognizing strategies for detecting and 
determining the position of the object. The authors [12] proposed the use of 
advanced computational intelligence and distributed processing to mimic the 
human brain's thinking in recognizing objects. If it is combined with a cognitive 
process of detection technologies, the system can combine traditional techniques 
with image processing computer intelligence to determine the identity of different 
objects. 

The contribution describes the design of the verification methods for the correct 
classification of the car bodies using Fourier-Mellin transformation. Consequently, 
the images are compared using Fourier transformation and phase correlation.   

For comparison, or to determine the degree of similarity or images we used the 
variety of metrics, for example phase correlation and the percentage comparison. 

2 Mathematical Principle 

Fourier-Mellin transformation allows comparison of images which are offset, 
rotated and have changed scale. This method takes advantage of the fact that the 
shift differences are annulated because amplitude spectrum of the image and its 
displaced copy are identical, only their phase spectrum is different. Subsequent 
log-polar transformation causes that the rotation and scale will appear outwardly 
as a shift, so that phase correlation can be used to determine the angle of rotation 
and scaling between a pair of images during their registration. Phase correlation is 
based on the fact that two similar images in cross-spectrum create continuous 
sharp extreme in the place of registration and the noise is distributed randomly in 
discontinuous extremes [5].   

2.1 Registration of Images 

It is the reference image a(x) and the input image b(x), which has to be the identical 
with the reference image. The registration function of geometric transformation is to 
be estimated from the similarity of the characteristics of these images. 

Consider that the image of b(x) is the displaced copy of image a(x): 

 
( ) ( )0xxx −= ab

,   (1) 

their Fourier's transformation A(u) and B(u) have a relationship: 

 ( ) ( ) ( )uu AeB
tj 02 xuπ−= .  (2) 
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We can construct a correlation function [4]: 
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where θa(u) and θb(u) are phases of A(u) and B(u).  
In the absence of noise, this function can be expressed in the form: 
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Its inverse Fourier transform is Dirac δ-function centered in the [4]: 
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Registration is accomplished by detecting the occurrence of Dirac δ-function in 
the inverse transformation of function Qp(u).  The coordinates of the maximum 
culmination of δ determine the image translation. 

Modification of the above method – use of the Fourier-Mellin transformation – 
allows registration of shifted or rotated images and with different scaling. 

Fourier-Mellin transformation combines aspects of the Fourier and Mellin 
transformation with the transformation into a log-polar coordinates of the image.  

If the amplitude spectrums |F(a)|, |F(b)| are transformed to the log-polar 
coordinate system (the spectrum is converted to polar coordinates and the distance 
from the origin of the coordinate system to the logarithmic scale), by the above 
described method of the phase correlation we identify not only the rotation, but 
also change of the scale. 

Fourier-Mellin transformation converts the rotation and zooming to easy shifts 
in the parametric space and allows the use of the techniques of the phase 
correlation. Phase correlation then can be used to determine the angle of rotation 
and scale between the pair of images.   

Picture function f(x,y) may be sampled as a function f(θ, er) = f(θ, ρ), where r is 
the distance from the center of the image see “Fig. 1”. 

 

Fig. 1 Log-polar transformation [2] 
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Suppose that the centre of the image is the starting point for the transformation. 
Each pixel in the image can be represented as the distance r from the center of the 
image and the angle θ. If we rotate the image, only θ is changed, r remains the 
same.  

If instead of a representation of the second pixel coordinate as the amount of r 
we use the exponential scale log r, we can convert the change of scale to 
translation.  

If the image has been resized to scale according k, the Cartesian point P(x, y) in the 
image will be in log-polar coordinates represented as P(θ, log (k . r)). Then the point 
P with the changed scale will be expressed as translation: P(θ, log k + log r) [6]. 

Used conversion from Cartesian to the log-polar coordinates: 
a) Log-polar transformation of the amplitudes |A(u,v)|, |B(u,v)| from Cartesian 

to the log-polar coordinate system 
Fourier transformation is displayed in log-polar plane by the transformation of 

coordinates see: “Fig. 2“. 

 
Fig. 2 Transformation of rectangular coordinates to polar by [1]  

Origin (m0, n0) should be in the middle of the image matrix, to ensure the 
maximum number of pixels. If the image is formed by a square grid of N × N 
points, the coordinates of the center will be:  
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Maximum sampling radius for conversion will be: 
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If the inscribed circle is selected as the limit for conversion, some pixels, which 
lie outside of the circle will be ignored. If it described circle is selected, all the 
pixels will be included, but also defective pixels will be included (pixels inside the 
circle, but outside of the picture matrix). Whereas the pixels in Cartesian 
coordinates cannot be mapped one to one to the log-polar coordinates, the average 
of surrounding pixels (nearest neighbor, bilinear or bicubic downsampling) must 
be calculated. 
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Relationship between polar coordinates (ρ, θ), which is sampling the input 
image to the log-polar image (er, θ) is given by: 

 ),e(),( θθρ r= .  (8) 

For pixel mapping from the input image (xi, yi) to pixels of the output image 
(ρm, θn) applies [1]: 
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where ),e(),( n
rm

nm θθρ =  by (8). The input image is of dimension i × j and the 
output image is of m × n dimension. 

b) Fourier transformation of log-polar amplitudes 

 

{ }
{ })(),(

)(),(

θϖυ

θϖυ

,eB

,eA

r
lplp

r
lplp

F

F

=

=

B

Α
  (10) 

Log-polar transformation of amplitude spectrum causes the rotation and scaling 
to arise as the shift. It is therefore possible to use the phase correlation to detect 
the angle of rotation and scale between the pair of images. 

Using phase correlation of the results of the Fourier-Mellin transformation Alp, 
Blp, we find the rotation size and scale of the test image b against a reference 
image a. By backward rotation and scaling the test image b we create image b'. 
Then we calculate the Fourier transformation of the image b' and the reference 
image a. Using phase correlation we calculate displacement of images. Backward 
shift of the image b' creates image b''. 

The detailed algorithm of registration of images using Fourier-Mellin 
transformation is in [9]. 

In „Fig. 3“ there is the amplitude and the phase spectrum of the Fourier 
transformation of the image of the car body and its Fourier's spectrum in log-polar 
coordinates. 

 
                                   amplitude FFT         phase FFT          LogPolar 

 
          a)                  b)                     c)                    d) 

Fig. 3 a) Original image, b) Fourier spectrum amplitude in the Cartesian coordinates,  
c) Fourier spectrum phase in the Cartesian coordinates, d) Fourier spectrum in log-polar 
coordinates 
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2.2 Image Comparison 

After registration of the images it was necessary to compare two images of bodies 
and determine whether they are the same model or not.  

We compared the reference designs with test images in order to determine the 
degree of similarity or correlation between them.  

To evaluate the results of the comparison of the images we used several usual 
or custom metrics for the calculation of comparative score that quantifies the 
similarities between the test and the reference image. Calculation of metrics has 
been verified in different combinations of the application/without application of 
the hamming window, application/without application of the low-pass filter. 

Some of the metrics used to determine similarity between reference and test 
image: 

MPOC, Modified Phase Only Correlation 
Since the energy of the signal is lower in the high-frequency domain, phase 

components are not reliable in high-frequency domain. The effect of unreliable 
phase components in high frequencies can be limited by using filters or modifying 
of the POC function using spectral weighting function. 

To improve the detection by removal of minor ingredients with high frequency, 
which have a low reliability, the function of spectral weighting W(u, v) has been 
used [3]. 
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where u, v are 2D coordinates, β is parameter, which checks width of function 
and α is used only to  normalize. 

Such modified image phase correlation function of a and b is given by [3]: 
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The extreme value of a function ),(~
, yxq ba  is invariable at the change of shift 

and brightness.  
This value was used to measure the similarity of images: if two images are 

similar, their function MPOC gives a crisp extreme, if they are different, then the 
extreme decreases considerably. Graphs were displayed in the range 1–N for 
coordinates x, y and functional values of MPOC normalized to the range 0–1 see 
“Fig. 4”. 
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                            A1                               A1 – M1R6                   A3 

 
                               a)                                b)                              c) 

 

 
                                d)                            e)                               f) 

Fig. 4 Using of Modified Phase Only Correlation (MPOC): a) reference image, b–c) tested 
images,  d) MPOC between identical images (a–a), e) MPOC between similar images (a–b), 
f) MPOC between various images (a–c) 

PD, Percent Discrimination  
Relative amount of similarity between reference and test image according to [4]:  
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where 

[ ]maxaaC ¸ [ ]maxbbC  a [ ]maxabC  are maximal phase correlations if it is compared 

to a reference image a(x, y) with itself, tested image b(x, y) with itself and the 
reference image a(x, y) with the image b(x, y). 

2.3 Decision 

The calculated score is compared to the verification threshold, which will 
determine the degree of correlation necessary for comparison, which is to be taken 
as match.   

On the basis of tests carried out, the threshold values of t have been set, 
according to which the system decision is regulated: 

images generating the result greater than or equal to t are evaluated as identical 
(this is the same car body), images generating results lower than t are evaluated as 
non-compliant (these are not the same car bodies). 

The decisions of system can be: match, mismatch and without result, even 
though there are possible changing degrees of strong matches and mismatches. 

The number of properly rejected and properly accepted images depends on the 
preset threshold value. The value is adjustable depending on the requirements, so 
that the system could be more or less accurate. 
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3 Functionality Verification of the Algorithm 

The designs of car bodies from Shutterstock [7] have been used for functional 
testing of the algorithm. The images were adjusted to 256 shades of gray and to 
the dimensions of 256 × 256 pixels due to the use of the fast Fourier transform 
(FFT). The test images with the parameters of the transformation were created of 
these images. The images have been translated in the horizontal and/or vertical 
direction, rotated about the different angles in both directions and the scales have 
been changed. The images were compared with other car bodies.   

The results of the assessment are given in “Fig. 5”. In the solved task it showed 
that the detection method used is applicable for the inclusion of the car bodies into 
the relevant categories.  

The high success rate is achieved due to the used comparative set with rather 
small angle of rotation and scaling. Maximum correct recognition limit of this 
method has not been tested.  

The images have not been properly recognized in the case of the scale too 
changed (0,7 and 1,3) in combination with translation and rotation. 

 

Fig. 5 Evaluation of the identification of images 

The disadvantage of the proposed method can be time computational 
complexity. To register the image is to be calculated: 6 × Fast Fourier Transform 
(FFT), 2 × log-polar resampling, 2 × phase correlation. 

4 Conclusion 

Monitoring process provides information about the current state of construction, 
which can then be compared with the original model. Comparison is used to 
decide on change management in implementing the project. Current methods for 
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retrieving and updating information on the progress of the project use digital 
cameras and laser-based systems. 

The post describes the design of the verification method for the correct 
classification of the car body using a Fourier-Mellin transformation and subsequent 
comparison of the images using the Fourier transformation and phase correlation. 
Fourier-Mellin transformation offers image transformation resistant to the 
translation, rotation and scale. Method uses the fact that the integral transformations 
have their transformants in the case of translation, scaling and rotation, in the 
frequency area. In automatic processing it is possible to compare the images of the 
car bodies and find out if it is the same car body or not. It is possible to use different 
criteria for match, for example phase correlation, the difference correlation, the 
correlation coefficient, percentage comparison and comparison of calculated values 
with the chosen threshold for the relevant criterion. In our experiments we have set 
thresholds so that all the wrong couples of body works are revealed. 
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Excellence of five-axis machining and the project of European Union Structural Fonds: 
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Abstract. There is presented a method for calculation of inertial model for astatic 
system based on system pulse response. The method is simple and can be easily 
used in practice. Identified 2nd order astatic model can be applied in control  
algorithms more advanced than PID controller, for instance in predictive control. 

1 Introduction 

Simple identification method of dynamical systems based on system step response 
is frequently used in industrial automatic control practice, e.g. for PID controller 
settings [2]. There are distinguished 2 models of the control plant: (i) first order 
inertial model with dead-time and (ii) first order integral (astatic) model with 
dead-time. However, such simple models can be used also in more advanced con-
trol algorithms, e.g. for design of predictive controller. 

For linear astatic system without dead-time 

 )(
1

)( sG
sT

sG s
I

=  (1) 

where Gs(s) is asymptotically stable system without dead-time, there is commonly, 
as it was mentioned, calculated model in the form  
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for instance for calculation of PID controller settings [1]. 
In this note we show how to calculate more exact model for system (1) in the 

form 
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based on system pulse response in very simple way. The model consists of first 
order integral and inertial elements, we will call this model the linear inertial astatic 
model. 
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2 Model Identification 

For pulse input 

 u(t) = u0[1(t) – 1(t – Tu)] 

where Tu > 0, one obtains pulse response of astatic system (3) presented in fig. 1 
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Hence, for t ≥ Tu one has 
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and, fig. 1 
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Thus, based on pulse time Tu one can easily calculate integral time TI  
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and for t0 ≥ Tu also inertial element time constant, fig. 1 

 T = b  
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Fig. 1 Inertial astatic system pulse response, Tu > TI 

This is according to the fact that after the pulse is finished, t ≥ Tu, system be-

haves like inertial one under step input )(1)( 0 t
T

T
utu

I

u= . It is easy to see that for 

Tu = TI we have p(t) → u0. 
Similarly, for inertial astatic dead-time system 
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one can easily find the following single inertial astatic model 
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Model parameters can be calculated using tangent the same way as for inertial 
model [1], fig. 2. Using tangent one can simple estimate dead-time T02 and inertial 
element time constant T. 
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Fig. 2 Calculation of model parameters using tangent, Tu < TI 
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It is easy to find that based on pulse response one can also calculate integral 
model with dead-time (2) 

 sT
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where 

 T01 = T02 + T  > T0 

For the system can be also calculated model (2) similarly as for system (1). 
We illustrate the approach on example. 

Example 1 
Pulse response of the 4th order inertial astatic system described by the transfer 
function 
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is presented in fig. 3. 
Calculating model (9) of the system 
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one obtains, according to fig. 2, from pulse response with pulse time Tu = 2 and 
u0 = 0.1, fig. 3 
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One can also calculate inertia free model for the system (10) based on pulse  
response 
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In fig. 4 there are presented step response and in fig. 5 impulse response of the 
system (gs) and obtained models (gm1, gm2). It is easy to see that astatic inertial 
model is better (more exact) than simple integral dead-time model – step response 
of the inertial model is almost the same as the step response of the system. Also 
impulse response of the inertial integral model is more similar to the response of 
the system than simple integral model. Thus, the inertial astatic model is better. 
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Fig. 3 Pulse response of the inertial astatic system 
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Fig. 4 Step response of the system and obtained models 
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Fig. 5 Impulse response of the system and obtained models 

3 Conclusions 

The presented dead-time inertial model better approximates astatic system than the 
usually used dead-time integrator model. The proposed model can be easily calcu-
lated based on system pulse response, very similarly to the well-known dead-time 
integrator model based on system step response. The model should improve con-
trol in the case of astatic systems for advanced control algorithms like predictive 
control. 

The proposed pulse response method for identification of astatic system seems 
better than standard method based on step response. In the proposed method magni-
tude of the system output is bounded whereas in step response it is unbounded. 
Therefore, one can say that the proposed method is more save in industrial practice. 
Clearly, if the pulse time would be too short and magnitude of the system response 
would be too small for safe model calculation one can repeat the identification with 
larger pulse time Tu. 
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Abstract. This paper presents benchmarks of various targets compatible with Simu-
link model based rapid control prototyping tools. The benchmarked targets are 
dSPACE hardware, Humusoft MF624 card, Microchip and ARM. These targets are 
programmed with automatically generated code from Simulink models. The bench-
mark models represent basic type of algorithms used in mechatronic applications 
(signal inverse, PID and state space controller, nonlinear inverted pendulum (2D) 
model and FFT algorithm). Measured computing times, provide a basic idea “how 
powerful” each platform is and for what applications it might be appropriate.  

1 Introduction 

Today, a lot of applications is developed using rapid code development methods 
[1, 2]. Various software products are available to support this process (e.g. 
Simulink, LabView [3]) together with wide range of hardware platforms which is 
compatible with this software. These tools for rapid code development play a 
significant role in many other applications, for instance Rapid Control Prototyping 
[4, 5].    

When developing a new algorithm, usually only basics ideas of the imple-
mented algorithm complexity and timing constraints (maximal computing time 
step size) are available. Based on these requirements it needs to be decided, which 
development platform is appropriate for given application. 

Unlike the standard personal computer hardware, the embedded processors  
are not routinely tested by benchmarks, to evaluate their computing power.  
The basics information provided for each processor is its operating frequency; 
however the overall computing performance is affected by many factors (eg. 
hardware architecture, bus speeds, pipelining, compiler efficiency and optimization 
settings…) [6].  
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Choosing target hardware while considering all hardware and software imple-
mentation details involves very complex computations, where some variables 
might be impossible to identify from requirements. 

In order to identify the required computing power the virtual benchmarking me-
thod might be used [7]. However, this method is time consuming and for devel-
opment purposes, the computing time does not have to be known exactly. Usually, 
estimating the computing period time in multiples of ten is sufficient. 

Considering the previously mentioned problems the basic benchmark tests were 
designed to illustrate computing power of various real time targets programmed 
with code generated directly from Simulink model. Having results provided in this 
paper, the computing time of developed algorithm can be easily estimated simply 
by comparing with benchmarks done with similar algorithms and targets.   

2 Models Used for Benchmarking 

The benchmarking models were chosen to represent typical algorithms with 
various complexity used in system control and related mechatronic applications. 
Computing times were measured usin a standalone run (simple algorithms e.g.  
inverse of value), PIL (processor in the loop) simulation (for control algorithms 
e.g. PID, state space) and random values input for signal processing and 
simulation algorithms (e.g. FFT, IIR filter and simulating the inverted pendulum 
model).  

All benchmarked targets were programmed with code generated from Simu-
link. Booth the Simulink Coder and C compiler were used with their default  
optimization parameters settings.  

Changing the optimizations parameters used during code generation process 
might affect overall code efficiency. Basics information and expected performance 
affection by various optimization parameters is usually provided by compiler 
manufacturer, however this value might be different based on implemented algo-
rithm properties. Particular values measured in real application where the code 
was generated directly from Simulink using various optimization parameters are 
presented in [6]. 

For most targets, the support for direct code generation from Simulink is pro-
vided either by Matworks or third party company. However, for some targets the 
target specific drivers and timing function need to be added manually [8]. 

Next sections will describe each model and its properties in more details. 

Inverse of the Digital Signal 

This model represents one of the simplest algorithms that can be implemented. 
The digital input is inverted and placed directly to output.  

Since the algorithm computing complexity is minimal results from this  
benchmark represents time needed for simulation synchronization. This model 
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was implemented using logical signals (for targets which does not support this 
type for peripherals, the native double data type was used instead). 

PID Control Algorithm 

This model represents the most popular control algorithm being used.  
The Simulink model consists of add and multiply operations only. Two states 

are maintained (one for integration and the second one for derivation). This model 
was implemented using 16 bit wide integers. 

Inverted Pendulum Model  

The 2D plant of inverted pendulum was modeled [9] using nonlinear difference 
equations.  

This model uses double data types and implements trigonometric functions 
(sine, cosine). 

State Space Controller with Observer  

This model implements state space controller (designed for linearized inverted 
pendulum plant). It uses double data types and implements an observer for four 
states. This algorithm was implemented using double data types. 

Fourier Transform  

This function was implemented using Embedded Matlab function in Simulink. It 
uses default data type (double) and computers FT for 1024 input values using 
basic FFT algorithm implemented in DSP system toolbox.  

The FFT algorithm is often used in signal processing applications. Results from 
this benchmark can help estimate computing power in signal processing applica-
tions, when using double data types. 

Infinite Impulse Response Filter 

This algorithm is implemented using build in Simulink block. It has 25 
coefficients in nominator and 20 coefficients in denominator (45 multiply and 
accumulate operations).  This algorithm was implemented using integer arithmetic 
with 32 bits precision. 

3 Benchmarking the Targets 

Targets for benchmarks were chosen across the wide range of available targets 
(with support for Simulink) to represent various solutions, from the highly 
powerful and expensive hardware (dSpace) to very cheap and simple units 
(dsPIC). Further, the computing time of simulation running on a PC (Windows in 
standard or accelerated mode) was added to provide additional targets for 
comparison. 
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Next sections introduce each platform and results for each benchmark models. 

Windows PC (Intel E840 @ 3Ghz) 

The Simulink simulation running on Windows PC is the easiest way to start the 
simulation. Further, measuring the time of one simulation step on a PC might help 
estimate performance on different platform when comparing benchmark results.  

The simulation can run on PC in various modes. We have chosen the following 
ones for benchmarks: 

• Standard simulation mode 
• Accelerated simulation mode 

Accelerated simulation mode requires the model to be compiled. This time was 
not included in measured values. As windows might interrupt the computing 
process this simulation were performed several times and presented times are 
averaged values of time that one computing step takes (Fig. 1.), measured using 
the build-in tic() and toc() functions. 

 

Fig. 1 Computing times for various models running standard and accelerated simulation 

As can be seen from the results (Fig. 1.), the accelerated mode provides compu-
ting speed gain only for complex models. Additionally, models written in embed-
ded functions are translated to executable code in a normal mode simulation; 
therefore accelerating this kind of simulation will not speed up the simulation 
significantly. 
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MF624, dSPACE  

Booth the MF624 card and dSPACE hardware were designed to support 
development of realtime applications with Simulink product. 

The MF624 card needs to be connected to a PC with Windows OS. Where 
signlas measured by this card can be accesed directly in simulation using Real-
Time Toolbox. 

The dSPACE has its own hardware on which the simulation is executed, 
therefore the Simulink simulation has to be compiled and downloaded to this 
hardware before it can be executed. 

The advantage of MF624 card is that the Simulink communicates with the 
hardware in a real time, without a need to compile the model. But this approach 
limits minimum computing step as the Windows does not respond ”very quickly”. 

Between targets supported by Simulink, the dSPACE hardware is one of the 
most powerful ones. The computing speed of MF624 card is limited even for sim-
ple models. This is caused by the need to interface with Windows drivers. 

The computing times for these platforms are presented in Figure 2. The compu-
ting time of model running on a dSPACE hardware was measured using the build-
in tool. Since the Windows might interrupt the simulation when using the MF624 
card, the computing times were estimated, experimentally (with step resolution of 
10 µs). The computing step was decreased until the simulation get “out of sync” 
(was not fast enough to be executed in a real time).  

 
Fig. 2 Computing times for various models running on dSPACE and MF624 hardware 

dsPIC, PIC32, TMS570 MCU 

These microcontrollers - dsPIC (33FJ256GP710) and PIC32 (32MX795F512L) 
have very low computing power and they are very cheap. Code for these 
microcontrollers can be generated directly from Simulink using Kerhuel toolbox 
software and the generated executable code directly loaded to MCU. 



674 V. Lamberský and R. Grepl 

The TMS570 MCU has an ARM Cortex ALU core, with a FPU coprocesor. 
The Simulink does not support direct code generation for this target, however the 
low level functions can be easily added to automatically  generated C code from 
Simulink [9]. 

 

Fig. 3 Computing times for various models running on TMS570 MCU, dsPIC and PIC32 
hardware 

As can be seen from the results (Fig. 3.), for simulations using integer data 
types, the computing times between these MCUs are comparable. For simulations 
using double data types, the TMS570 MCU has a significantly shorter computing 
time. The dsPIC has twice lower computing frequency compared to the PIC32 
MCU. The dsPIC has instructions optimized for digital signal filtering algorithms. 
This architecture optimization helped significantly shorter computing time for the 
IIR filter algorithm. For general algorithms (those which use various operations 
and functions, e.g. inverted pendulum) the computing speed is more “proportion-
ally” related to the core frequency (TMS570MCU – 120 MHz, PIC32 – 80 MHz, 
dsPIC – 40 MHz). 

Presented computing times were measured using scope and digital out signal 
synchronized with simulation (the digital out is set before one computing step 
starts and reset when the computation finishes). 

4 Conclusions 

This paper presents benchmarks designed to illustrate computing power of various 
targets programmed with automatically generated code to present an idea “how 
powerful” the benchmarked hardware is. This information is important especially 
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in the early stage of a new algorithm development process, when deciding, which 
target hardware should be used. 

Results from benchmarks demonstrate the execution speed of algorithms,  
having various complexities. This information can be used to estimate the maxi-
mum size of computing steep, which can be achieved for particular model and 
hardware. Presented results should be considered as estimates. For instance,  
different C compiler might generate a code which is executed with a slightly  
different speed.  
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Abstract. There are presented theoretical aspects, and experimental results of setting 
a PID control system parameters. In a paper, criteria to simplify the selection of PID 
controller tuning rules, are given. For initially tuned controller, to improve a quality 
of a control system, there is proposed iterative method of PID parameters modifica-
tions that base on the analysis of quality indices in time and frequency domains.  

1 Introduction 

Despite all the progress in advanced control, the PID (proportional-integral-
derivative) algorithm remains the most popular. The PID controller parameters are 
often chosen independently by an engineer, based on his experience or through 
some popular, simple selection methods such as Ziegler-Nichols [1] or Cohen-
Coon [2]. However, regardless of the type of controlled process, there’s usually 
requirement of exact transition response of the system. Without proper methodol-
ogy, a quality of the control system may be far from desired. Therefore many 
scientists and engineers develop tuning rules, based on an optimization of the 
control system e.g. using the IMC (Internal Model Control) methodology [3], [5], 
[6], or minimizing chosen quality index [4], [7], [8]. Recently, manufacturers of 
industrial controllers equip their products with software tools that allow autotun-
ing of PID parameters, using area or relay methods [2]. However, in many cases, 
it’s impossible to use autotuning, or it’s hard to develop one’s own tuning rules, to 
obtain desired performance of the control system. 

In this paper, preliminary parameters of the PID controller are chosen from a 
set of values, calculated using different tuning rules. The selection criteria of tun-
ing rules base on the open-loop step response identification experiment. Subse-
quently there is proposed simple heuristic iterative modification procedure of the 
initially tuned parameters. It is based on the analysis of the quality indices in time 
and frequency domains. The aim of presented methodology is to reduce transition 
response time of the control system, while preserving its robustness to distur-
bances. Experimental results confirm a correctness of described procedure.  

Presented procedure of tuning rules selection, and method of iterative im-
provement of the control system quality, can be easily used by a control engineers. 



678  

2 Experimental S

Experiments were conduc

Fig. 1 Laboratory stand: (a) p

Components of the sta
by standard current signa
6.5 [l / min], LT1, LT2 ar
for measuring a liquid lev
which the liquid can flow
object). V1, V2, V3, V4 are
way that liquid flows. Th
used to introduce disturb
the tank Z1 (opening the v
(opening the valve VE2).  

During experiments, va
Therefore, the controlled 

3 Control System

The process was controlle

Fig. 2 Block diagram of the 

J. Możaryn and K. Malinows

Setup 

cted on laboratory stand presented in Fig. 1. 

 

picture, (b) scheme 

and (Fig. 1) are: tanks Z1 and Z2, a pump P is controlle
al that corresponds to a change of the pump capacity 0
re pressure transducers (measuring range 0-500 mmH20
vel in each of tanks (H1, H2), W is elastic tube, throug

w into the tank Z1 (it introduces the transport delay to th
e manually operated valves, which are used to change th
here are also two electromechanical valves (VE1, VE2

ances into the process. By ZK1 we denote leakage from
valve VE1), and by ZK2 we denote leakage at pump outl

alves V1, V4 were opened, and valves V2, V3 were close
variable is the level of the liquid in the first tank- H1.  

m Structure 

ed in closed-loop control system, presented in Fig. 2. 

 

closed-loop control system 

ski

ed 
0 - 
0) 
gh 
he 
he 
2), 
m 
let 

d. 



Tuning Rules Selection and Iterative Modification of PID Control System  679 

In the control system (Fig. 2), an output of the process ݕ is the liquid level in 
the tank Z1 (H1). It is compared with the desired output response (setpoint) ݓ and 
an output error is given as: 

 ݁ሺݐሻ ൌ ሻݐሺݕ െ  ሻ. (1)ݐሺݓ

The error (1) is used by the controller to adjust the control signal ݑ which, 
through an actuator (pump) affects the regulated process. In the system  
there are disturbances ݖ (leakage) which can be introduced, as it is described in 
chapter 2. 

The control algorithm was implemented on a Siemens S7-1200 PLC controller.  

4 Identification of Control Plant 

During the identification experiment the step response method was used. The 
model of the process has been calculated based on response of the level H1, for 
change in the setpoint ݓሺݐሻ from 50% to 60%, for the open loop system. Calcu-
lated model of the process is given in the form of first order lag plus time delay 
(FOLPD) model [9]: 

ሻݏሺܩ   ൌ ்௦ାଵ ݁ି ்௦,  (2) 

where ݇ is a model gain, ௭ܶ is a time constant and ܶis a time delay.  
Based on the measured values the estimated model parameters are: ݇ ൌ 2.1, ௭ܶ ൌ 119.5 ሾݏሿ, ܶ ൌ 5.5 ሾݏሿ. 

5 Selection of PID Controller Parameters 

For the control of the process there was used the PID controller in the parallel 
form with filtered derivative part, described by the following equation [9]: 

ሻݏሺܩ   ൌ ݇ ቆ1  ଵ்௦  ்ವ௦ವಿ௦ାଵቇ,  (3) 

where  ݇ is proportional gain, ூܶ  is integral time constant, ܶ is derivative time 
constant and ܶ/ܰ is time constant of filter (ܰ is chosen usually as 8÷10 [4]). 

The quality of the control system was analyzed in the time domain using fol-
lowing indexes: 

Maximum error 

   ݁௫ ൌ max൫݁ሺݐሻ൯.  (4) 
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Overshoot 

ߛ    ൌ ቚమభቚ כ 100%,  (5) 

where ݁ଵ and ݁ଶ are the first 2 consecutive biggest errors with opposite signs, as-
suming steady state value of output ݕሺݐሻ after transient response as the zero level 
(baseline). 

Transient response time ோܶ  - it is the time between the moment of change of 
the set point ݓሺݐሻ, or introduction of disturbances ݖሺݐሻ , and the moment when the 
error ݁ሺݐሻ reaches a fixed value inside a boundary |0.05݁௫|. 

Integral Squared Error 

ܧܵܫ   ൌ  ሾ݁ሺݐሻଶሿାஶ  (6)  .ݐ݀

6 Preliminary Experiments – Pre-tuning of PID Controller 

In [9] there are described 1731 different types of PID tuning rules, so the proper 
criteria should be used to choose the most suitable settings. For tuning rules selec-
tion (pre-tuning), used criteria were as follows: 

a) Type of a process (stationary or nonstationary): the examined process  
is stationary process. 
b) Model of the process: the equation (2) describes FOLPD model. 
c) PID controller structure: the controller structure is described by (3). 
d) The ratio of transport delay and the time constant of the process: 

  ܴ ൌ ܶ/ ܶ.  (7) 

For the given model (2) ܴ ؆ 0.05. 
After taking into account the criteria a) - d) there were selected 4 different PID 

tuning methods from [9]. First two methods developed by Morari and Zafiriou [3] 
(denoted M-Z), and Gong [5] base on an optimization of the control system e.g. 
using the Internal Model Control methodology. Another method taken for compar-
ison was developed by Victor Alfaro Ruiz (denoted A-R)  [7], [8], and base on a 
minimization of an performance index IAE (Integral of Absolute value of Error): 

ܧܣܫ    ൌ  |݁ሺݐሻ|ାஶ  (8)  .ݐ݀

Finally, the well-known Zigler-Nichols method [1] was also used. 
In each case, after tuning the control system, quality indices were calculated for 

3 experiments: a) step response (labeled ∆SP) of desired output value ݓሺݐሻ be-
tween 50% and 55%, b) compensation of the disturbance ZK1, c) compensation of 
the disturbance ZK2.  
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Table 1 Quality indices of the examined control system with different PID settings 

Quality 
index→ ோܶ  [s] ߛ ܧܵܫ [%] [%] 

 ∆SP ZKଵ ZKଶ ∆SP ZKଵ ZKଶ ∆SP ZKଵ ZKଶ 

M-Z 98.5 351.0 332.0 0.0 0.0 0.0 261.4 2050.8 10 242.0 

Gong 20.5 364.0 273.5 0.0 0.0 0.0 262.0 279.8 1 623.1 

Z-N 30.5 32.0 35.0 26.6 7.8 13.8 121.0 11.0 70.0 

A-R 10.0 235.0 235.5 0.0 0.0 0.0 147.3 126.0 1 623,.1 

 
The results presented in Table 1 show, that the system with parameters set  

according to A-R method has best quality - the overshoot of the step response, or 
abrupt disturbances is equal to 0. Moreover, transient response time ܴܶ =10[s] of ∆SP is relatively small. However, for disturbances ZK1 and ZK2 there have been 
very long transient response times (ܴܶ> 200s), comparing with ܴܶ of ∆SP, or for 
Z-N method. 

Therefore, for further tuning there was chosen A-R method. This method is 
proposed for processes in the form (2) with the ratio ܴ in the range ሺ0.04, 2.00ሻ. 
A-R tuning rules are as follows:  

 

۔ۖۖەۖۖ
݇ ۓ ൌ ଵ 0.3295  0.7182 ቀ ்்ቁ.ଽଽଵ൨

ூܶ ൌ ݖܶ 0.9781  0.3723 ቀ ்்ቁ.଼ସହ൨
ܶ ൌ 0.3416ܶ ቀ ்்ቁ.ଽସଵସܰ ൌ 10

 (9) 

The calculated values of PID settings according to (12) are: ݇ ൌ 7.05, ூܶ ൌ 96.90 ሾݏሿ, ܶ ൌ 1.73 ሾݏሿ, ܰ ൌ 10.  

7 Iterative Modifications – Fine-Tuning of PID Controller 

Desired control system, was characterized by following properties: 
 

Property 1: Short ܴܶ of the step response. 
Property 2: Short ܴܶ after abrupt occurrence of disturbances. 
Property 3: Output signal should have no visible high-frequency oscillations. 
 

The overall performance of the examined control system with controller para-
meters set according to A-R rules is good (Table 1). However, because of the long 
transient response to disturbances, there was proposed method of parameters 
modification (fine-tuning) to reduce it. 
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To specify the robustness of the system there was done analysis in the frequen-
cy domain. There were calculated gain margin ∆ܯ and phase margin ∆߮ of the 
control system [10]. Gain margin determines how much the magnitude of the  
control system should increase, to make it unstable. Control systems with suffi-
ciently large gain margin and phase margin are robust to changes in the parame-
ters of the object and external distortions. If ∆ܯ and ∆߮  become smaller, the  
control system has transient oscillatory character and the overshoot, but also has 
short transient response time. For further modifications there was chosen only  
integration time ூܶ . For the plant model (1) ܴܶ, after occurrence of disturbances, 
decrease with reduction of ூܶ  [11].  

Proposed PID fine-tuning heuristic iterative procedure can be presented in the 
form of algorithm as follows: 

Algorithm A1: 
Step 1: Set ݇ ൌ 0. Enter the pre-tuned set of PID settings, perform the step re-
sponse experiment. Calculate and save values: ߛ, ∆ܯ, ∆߮, and ܶ0,ܫ ൌ  .ܫܶ
Step 2: Set ൌ ݇  1 ,  and  ூܶ, ൌ  1,05 ூܶ,ିଵ. 
Step 3: Perform step response experiment, calculate values  ߛ, ∆ܯ, ∆߮. 
Step 4: If ߛ ൏ 5%, go to step 5, else go to step 6. 
Step 5: If ∆ܯ ൏ ሺ1 െ 0,25ሻ∆ܯ and ∆߮ ൏ ሺ1 െ 0,25ሻ∆߮ go to step 2, else 
go to step 5. 
Step 6: Set ܶܫ ൌ  .െ1݇,ܫܶ
Step 7: Stop the algorithm. 

In the proposed procedure A1 integration time is reduced in order to comply 
with the following assumptions: 

Assumption 1: Step response overshoot should be less than 5 %. 
Assumption 2: The change of ∆ܯ should be less than 25% of the original  
value and ∆߮ should be less than 25% of the original value.  

Results after the iterative modifications (Algroithm A1), are gathered in  
Table 2. 

Table 2 Quality indices of the examined control system before and after modifications 

 Pre-tuning (A-R) Fine-tuning (Algorithm A1) 

Quality index↓ ∆SP ZKଵ ZKଶ ∆SP ZKଵ ZKଶ 0.0 0.0 [%] ߛ 0.0 4.60 3.80 4.70

ோܶ  [s] 17.5 206.0 197.5 17.50 51.00 145.0 318.5 [%] ܧܵܫ55.00 627.5 329.50 58.00  49.3 61.9 ߮∆ 8.2 8.2 ܯ∆262.00
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After analyzing results given in the Table 2, it can be seen that after the fine-
tuning there were faster transient responses to the disturbances and ܴܶ of ∆SP did 
not change. However, there were slight overshoot of 4-5% in all cases. After fine-
tuning ܧܵܫ index of ∆SP slightly increased (3.5÷4.5 %), but for both disturbances 
the same index significantly decreased (-60%), in comparison with the values  
before modifications.  

It is apparent, that in the result of the fine-tuning there was significant reduction 
of ܴܶ and ܧܵܫ indices in case of disturbances, while maintaining quality indices of ∆SP at the similar level than before changes of PID settings. 

8 Summary 

In the paper describes the methodology of the improving the quality of the control 
system. First, there are given criteria to facilitate the selection of PID controller 
tuning rules. Then, for the initially tuned controller, there is also presented the 
heuristic iterative method (fine-tuning) to improve the quality of the control sys-
tem, based on the analysis in time and frequency domains. In order to confirm the 
validity of proposed solution there were performed experiments of liquid level 
control in case of disturbances (leakages).  

This paper shows importance of proper choice of the PID controller tuning 
rules, tailored to a particular object and controller types. Described selection crite-
ria facilitates the work of the control engineer. Moreover, presented fine-tuning 
methodology for determining and modifying of the PID controller parameters can 
be easily applied in real control systems.  

In the future we plan to develop a software for PLC controllers that allow an 
on-line analysis of the control system in the frequency domain. 
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Abstract. In this paper model of pressure couplings assembly method selection is 
developed using fuzzy logic technique. A systematic approach to assembly me-
thod selection problem is proposed. Example of assembly method selection prob-
lem algorithmization and solving is considered.  

1 Introduction 

Pressure couplings (figure 1) are widely used for torque transmission in electro-
mechanical drives of mechatronic systems. Fierce industrial competition is spur-
ring the search for improved quality of mechatronic product including  pressure 
couplings. To ensure high quality of pressure couplings it is necessary to select 
proper assembly method. Assembly method selection is creative and quite chal-
lenge. The use of decision making systems can assist the designer in selecting the 
appropriate assembly method and  may potentially reduce decision time, finally 
product cost and failure rate due to the human factor. 

 

Fig. 1 Pressure coupling 

2 Modelling of Decision Making System Using Fuzzy Logic  

For solving not enough structured problem such as pressure coupling assembly 
method selection the artificial intelligence techniques are widely used. One of 



686 A.N. Sinitsyn et al. 

most effective techniques of decision-making process formalization is fuzzy set 
theory [10]. In this paper fuzzy logic is applied to the selection of pressure coupl-
ing assembly method.  

2.1 Input Variables  

A lot of factors such as geometry, physical and mechanical properties, produc-
tion, economic factors impacts on the outcome of a selection. According to 
Pareto principle roughly 80% of the outcomes come from 20% of the influen-
cing factors. Taking into account 80% of remaining factors that contribute 20% 
of the outcomes complicates decision-making without guaranteeing accuracy.  

In accordance with the principle three the most valuable parameters were se-
lected by group of experts as input variables: δ/d – relative interference; s/D – 
ratio of hub wall thickness to outer diameter; l/d – relative coupling length, where 
d – nominal coupling diameter, D – outer hub diameter, s – hub wall thickness, l – 
coupling length. Taking greater number of factors into consideration may improve 
quality of decision making. 

Group of experts consisted of pressure coupling specialists, Candidates and 
Doctors of engineering, professors and production department specialists. Theses 
on pressure couplings [1, 11] and reference data of technical literature were ana-
lyzed [2, 3, 4, 5, 6, 7, 8, 12, 14, 15]. 

Relative interference ( 1x ), hub thickness ratio to outer diameter ( 2x ) and rela-

tive coupling length ( 3x ) are considered as input fuzzy variables forming fuzzy 

sets [9].  

2.2 Output Variables  

Force assembly (FA), Thermal assembly (TA), Hydro-press assembling (HPA) are 
considered as output fuzzy variables forming fuzzy sets. 

The input and output variables membership functions of fuzzy set are presented 
at figures 2-5. Membership functions of output variables are the same. 

2.3 Term Values  

Term values are determined on the grounds of expert judgment of linguistic varia-
ble. Examination was carried out based on judgment method including following 
phases: experts selection, experts inquiry, quantitative evaluation forming, know-
ledge base creation. Linguistic variables, expert judgments of crisp variables and 
respective terms l are presented in table 1. 
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Table 1 Linguistic variables, expert judgments of crisp variables and respective terms  

variables ji yx ,  expert judgments of 
variables ji yx ,  

terms, l 

relative interference, 1x  0,00001÷0,00019 

0,00020÷0,00090 

0,00100÷0,00200 

light 

medium 

tight 

hub thickness ratio to outer 
diameter, 2x  

0,02500÷0,17000 

0,17000÷0,35000 

0,35000÷0,50000 

thin-wall 

mean thickness 

havy-wall 

relative coupling length, 3x  

 

0,50000÷1,00000 

1,00000÷1,50000 

1,50000÷2,00000 

short 

mean 

long 

force assembling, 1y   not applicable 

rather no, then yes 

rather yes, then no 

applicable 

thermal assembling, 2y  

 

 not applicable 

rather no, then yes 

rather yes, then no 

applicable 

hydro-press assembling, 3y   not applicable 

rather no, then yes 

rather yes, then no 

applicable 

2.4 Membership Functions  

According to [10] while membership functions forming one must seek for grade of 
membership to extreme term being equal to one. In this case the following natural 
rule is obeying: the less (the great) value of variable, the greater degree of con-
formity to extreme term is. 

 

Fig. 2 Membership function of input variable “Relative interference” 
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Fig. 3 Membership function of input variable “Hub thickness ratio to outer diameter” 

 

Fig. 4 Membership function of input variable “Relative coupling length” 

 

Fig. 5 Membership function of output variables “Force assembling”, “Thermal assem-
bling”, “Hydro-press assembling” 

2.5 Knowledge Base 

Production rules were used for declaration of relationship between linguistic va-
riables. Knowledge base designing was carried out taking into account following 
rules [10]: 

1. For each term of output variable at least one rule must exist; 
2. For any term of input variable at least one rule must exist where the term 

is used as antecedent.  

The following set of rules and there weights are developed based on the expert 
judgments: 



Fuzzy Approach to the Selection of Interference Fit Assembly Method 689 

1. If “Relative coupling length” – “Short” then output for “Force assem-
bling” is “Applicable”, for “Thermal assembling” is “Applicable”, for 
“Hydro-press assembling” is “Applicable” (1); 

2. If “Relative coupling length” – “Mean”, then output for “Force assem-
bling” is “Rather yes then no”, for “Thermal assembling” is “Rather no 
then yes”, for “Hydro-press assembling” is “Applicable” (1);  

3. If  “Relative coupling length” – “Long”, then output for “Force assem-
bling” is “Not Applicable”, for “Thermal assembling” is “Not Applica-
ble”, for “Hydro-press assembling” is “Applicable” (1);  

4. If   “Hub thickness ratio to outer diameter”– “Thin-wall”, then output for 
“Force assembling” is “Not Applicable”, for “Thermal assembling” is 
“Applicable”, for “Hydro-press assembling” is “Not Applicable” (0,5);  

5. If   “Hub thickness ratio to outer diameter”– “Mean thickness”, then out-
put for “Force assembling” is “Rather no then yes”, for “Thermal assem-
bling” is “Rather yes then no”, for “Hydro-press assembling” is “Rather 
no then yes”, (0,5);  

6. If   “Hub thickness ratio to outer diameter”– “Heavy-wall”, then output 
for “Force assembling” is “Applicable”, for “Thermal assembling” is 
“Applicable”, for “Hydro-press assembling” is “Applicable”, (0,5);  

7. If   “Relative interference” – “Light”, then output for “Force assembling” 
is “Applicable”, for “Thermal assembling” is “Applicable”, for “Hydro-
press assembling” is “Applicable” (0,75);  

8. If   “Relative interference” – “Medium”, then output for “Force assem-
bling” is “Rather no then yes”, for “Thermal assembling” is “Applica-
ble”, for “Hydro-press assembling” is “Applicable” (0,75);  

9. If   “Relative interference” – “Tight”, then output for “Force assembling” 
is “Not Applicable”, for “Thermal assembling” is “Rather yes then no”, 
for “Hydro-press assembling” is “Rather yes then no”, (0,75)  

where (1), (0,75), (0,5) – rule weights. 
Matrix of knowledge was formed based on the formulated rules (Table 2). 

Table 2 Matrix of knowledge about pressure coupling assembling method selection 

 input variables output variables weight 

1x  2x  3x 1y 2y 3y

1. - - short 1,00 1,00 1,00 1,00 

2. - - mean 0,66 0,33 1,00 1,00 

3. - - long 0,00 0,00 1,00 1,00 

4. - thin-wall - 0,00 1,00 0,00 0,50 

5. - mean thickness - 0,33 0,66 0,33 0,50 

6. - heavy-wall - 1,00 1,00 1,00 0,50 

7. light - - 1,00 1,00 1,00 0,75 

8. medium - - 0,33 1,00 1,00 0,75 

9. tight - - 0,00 0,66 0,66 0,75 
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Crisp values of output variables are calculated by centroid defuzzification: 
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where )( iр yμ  – resulting Membership function of output variables.  

2.6 Model of Fuzzy Logic System  

Model of fuzzy logic system  for pressure coupling assembling method selection is 
developed in MatLab and is presented on figure 6.  

 

   

Fig. 6 Model of fuzzy logic system for pressure coupling assembling method selection 

By modifying input variables values one can get science-based guidance on 
pressure coupling assembling method selection in form of crisp value of output 
variables. Input variables values are marked out by thin vertical line. Results of 
defuzzification are presented in right lower part of figure 6 and are marked out by 
thick vertical line. 

After defuzzification for each output variable one can get crisp value that de-
scribes applicability level of assembling method for pressure coupling with consi-
dered input parameters. Applicability level interpretation to assembling method 
selection guidance is carried out in accordance with table 3. 

Table 3 Results of the fuzzy logic system calculation interpretation  

range of applicability level interpretation 

0,00÷0,25 not applicable 

0,25÷0,50 rather no, then yes 

0,50÷0,75 rather yes, then no 

0,75÷1,00 applicable 
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3 Case Study 

Fuzzy logic approach developed in this paper is tested for assembling method 
selection of pressure coupling - wheel pair of rolling stock. For the following val-
ues of input variables: “Relative interference” – 0,001; “Hub thickness ratio to 
outer diameter” – 0,5; “Relative coupling length” – 0,5; after the defuzzification 
output variables take the following values: “Force assembling” – 0,578; “Thermal 
assembling” – 0,504;  “Hydro-press assembling” – 0,743 (table  4). According to 
the results all assembly methods are applicable, but the most suitable for consi-
dered pressure coupling parameters is “Hydro-press assembling”.  

From practice and modern standards it is known that force and thermal assem-
bling are used for wheel pairs. This divergence may indicate inadequate quality of 
decision making or deep-seated traditions in parts assembling that are related to 
human factor and run counter the goal of pressure coupling quality and reliability 
improvement. 

Table 4 Pressure coupling parameters and values of applicability level 

pressure coupling 
example 

relative 
interfe-
rence 

hub thickness 
ratio to outer 
diameter 

rela-
tive 
length 

FA TA HPA 

type of wheelset 
axle - РМ3 [13] 

0,001 0,500 1,100 0,578 0,504 0,743 

4 Conclusions 

Intelligent decision making system is developed based on fuzzy logic and judg-
ment method. The system favours the knowledge accumulation and reuse. Im-
proved quality of  pressure couplings  by proper assembly method selection may 
have an enormous impact on the economic viability of the final product. 

The introduced system is mathematical model of corresponding unit 
CAD/CAM system responding in pressure coupling design.  
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Application of Artificial Neural Network  
for Speed Control of Servodrive with Variable 
Parameters 
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Abstract. This paper presents the problem of position control with adaptive and 
robust speed controller for PMSM with variable moment of inertia. Both 
controllers use the technique of artificial neural networks. An adaptive speed 
control is trained on-line, and robust is trained off-line method. The position of the 
linear control were presented. Simulation results have been confirmed by 
experiment. 

1 Introduction 

High performance of servodrives in such applications as robots (especially arm of 
robot), machine tools or rolling machines has risen significantly. Control of ser-
vodrives in these systems is very sensitive to variations parameters of the drive 
during starting process and step change of load torque[1,2,3,6].In many of these 
applications the moment of inertia is variable during drive operation. Very often, 
the load torque depends on the angle of the motor shaft position. In all these situa-
tions robust or adaptive control is recommended, which leads to smaller sensitivity 
to the parameters variations [4,5,6,7,13]. In the typical cascade servodrive control 
three control loops are used: supervised angular position control loop with subordi-
nate control loops of angular speed and motor torque. Such control system for  
servodrive with Permanent Magnet Synchronous Motor (PMSM) is presented in 
Fig.1. In the presented system a vector control is applied, in which stator current is 
controlled in two axes d and q. Current in axis d is kept on zero level. The speed 
control loop is more sensitive to variation of specified parameters than the position 
one because its control plant contains these variable parameters (moment of inertia, 
torque constant) . If the speed control loop is insensitive to parameters variations, 
due to a proper synthesis of its controller, the position control will be insensitive 
too. In the papers [4, 5 ,7] have been described two concepts of ANN adaptive 
controller. In [7] the neuro-fuzzy adaptive model following control (MFC) was 
presented.  In this work the neuro-fuzzy controller is trained on-line on base of 
error (difference) between output signals of reference model and controlled plant. 
In approach described in [4, 5] an adaptive neural controller was proposed, which 
was trained on the base of its own control error.  
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Fig. 1 Scheme of angular position and speed control system with PMSM 

High requirements concerning dynamic properties of today’s servodrives need 
proper controllers’ settings adjustment. In all these situations robust or adaptive 
control is recommended, which leads to smaller sensitivity to the parameters var-
iations. In such situation the key point is to design robust or adaptive speed con-
troller. In the paper the results of adaptive control (trained on-line) with robust 
control [11] (trained off-line ) was compared.  

2 Model of the Control System 

2.1 Model of the Speed Loop 

A proposed structure of ANN (trained on-line), shown in Fig. 2, depends on as-
sumed type of speed controller. The ANN structure represents nonlinear controller 
of PD modified type [2,3]. The modification consists in calculation a differential 
component only of feedback signal. The ANN network has one hidden layer with 
three neurons and one output neuron. Activation functions of neurons are linear. 
Speed and position control has been sampled with a period of 100μs, which 
corresponds to a sample in a real system equipped with a DSP microprocessor. The 
structure of robust neural controller and tuning operation shown in [11]. Properly 
designed robust speed controller ensures insensitivity to change the drive parameters 
in the loop position. It was used a linear controller P type [3,8]. 
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Fig. 2 Adaptive controller structure  
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2.2 Model of the Variable Moment of Inertia 

The mechanical load was built (Fig. 3), whose task was to change the moment of 
inertia and the load as a function of change in position of the shaft, according to 
the equation: 

 
θ

ωω
d

dJ

dt

d
Jm

d 2

2
+=  (1) 

1 1

2

2

 

Fig. 3 Photography of the load continuously variable moment of inertia. 1 – metal rings for 
changing the weight; 2- arm of variable length 

 

Fig. 4 Waveforms moment of inertia and load torque for the different combinations of the 
metal rings 

Fig. 4 shows the change of the moment of inertia as a function of angle of 
rotation. The minimum and maximum value depends on the number of placed the 
metal rings and angle. For these examples, this value is 1.09kgm2 (one metal ring 
is located in the lowest part of the drive), and the maximum value is 3.77kgm2 
(three metal rings) are located in the highest part of the drive). The biggest load 
torque is to position 0 and 180 degree, as shown in Fig. 4. 

3 ANN Training Algorithm 

A proposed structure of ANN, shown in Fig. 2, depends on assumed type of speed 
controller. The ANN structure represents nonlinear controller of PD modified 
type. The main difficulty in designing the adaptive neural controller is to find a 
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training procedure, which could be realized on-line in relatively short time. The 
assumed criterion for ANN training is a square of speed control error [14]: 

 ( )2

2

1 ωω −=
ref

E  (2) 

Resilient-back propagation algorithm (RPROP) was selected as an ANN training 
method because of its simplicity [12]. The main advantage of this method consists 
in calculation only a sign of error gradient instead of its value. A change of weight 
coefficient for j-input of i-neuron Δwij(k) is described by equation [13]: 
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Training coefficient ηij(k) in (10) is determined individually for each weight and 
changed in each step of training in agreement with formulas [13]: 
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where ηmin , ηmax are minimum and maximum values of training coefficient and a, 
b are respectively constants coefficients of increasing (usually a=1.2 ) and de-
creasing (usually b=0.5) of training coefficient  and Sij(k) describes equation: [13] 
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It is worth to comment that the RPROP algorithm increases training coefficient ηij 
according (4), when in two following training steps the sign of error function gra-
dient is the same, decreases it when the sign is changed and keeps its constant 
value when the gradient is zero. The last procedure step (for other cases) means 
that for Sij(k)=0 the value of training coefficient ηij is without change. 

4 Simulation Results 

Simulation investigations of proposed control system were provided on the com-
puter model of the system in Matlab – Simulink. In the case of the on-line system 
initial weights were equal to zero. In the case of off-line - the weights are 
determined according to the procedure shown in [11]. Robust speed control has all 
the parameters constant. Controller adaptive parameters presented in this paper are 
updated with the double sampling time, and the parameters are variable. Other 
interesting properties of the adaptive controller is presented in [9,10]. This study 
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compared the robust speed controller with adaptive speed controller for the 
variable moment of inertia and the load as a function of the angle (Fig. 5). In both 
cases, good behavior of the speed loop provides good behavior of the position 
loop. 
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Fig. 5 Waveforms of actual speed and reference speed 
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Fig. 6 Waveforms of the moment of inertia and load torque 
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Fig. 7 ISE index value for each rate period of speed 

The Fig.5-7 shows the results of simulations with adaptive speed controller 
(Ta=2Ts, Ta- adaptation time, Ts-sampling time) and robust speed controller [11]. 
Fig. 5 shows the reference and actual speed of the system during step change of 
speed. We can see at the beginning of the value of this index is a enough large for 
on-line process and then, this value is significantly decreased. The index value for 
neural robust control is similar, independent of changes of moment of inertia and 
load but has a higher value of the index ISE(Fig. 7). In addition, the adaptive 
dynamics system is faster compared to the robust system, but has a tendency to 
overshoot. Another major problem is step change of load torque. In Fig. 8 is shown 
the waveforms of speed during step change of load torque for the variable load 
torque. The arm has been set in two positions with minimum and maximum moment 
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of inertia and step change of load torque turn on. The robust controller has a higher 
index of ISE and settling time compared with adaptive controller (Table 1) .  
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Fig. 8 Waveforms of speed on step change of load torque 

Table 1 Index ISE and settling time for step change of load torque 

Parameter name Settling time [ms] ISE 

Robust Jmin 202 0.035 

Robust Jmax 

Adaptive Jmin 

Adaptive Jmax 

198 

90 

91 

0.040 

0.020 

0.015 

5 Experimental Results 

Control algorithms were implemented on signal processor ADSP 21060. This 
processor allowed realizing control algorithm with sampling period equal 100 μs. 
The same period was assumed for PWM of inverter. The scheme of this stand was 
shown in previous works [9,11]. In the experimental studies was implemented a 
position control, shown in Fig 1. The triangular trajectory was set in the range of 
0.3 to 0.7 rev. It should be noted that the used adaptive and robust neural speed 
controller in the system, ensures insensitive to changes on moment of inertia the 
position of the loop. These changes are included in the speed control loop. The 
adaptive speed control weight at the start were set to zero. The following figures 
show the results of experimental studies. 
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Fig. 9 Waveforms of the adaptive neural controller 
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Fig. 10 Waveforms of the robust neural controller 

In Fig. 9 and 10, we can see the results of the experimental response to changes 
in the position and speed, and step change of load torque for both controllers. 
Independent of the control system perfectly follows the setpoint, when the 
moment of inertia and the load as a function of angle is changed. In either case, 
the ISE index is higher for robust controller(Fig. 9,10). In addition the settling 
time to step change to load torque is lower for adaptive controller. The 
experimental results confirmed the simulation. 

6 Conclusions 

The concept of neural speed controller trained on-line was presented and compared 
with the neural robust control. The RPROP method was used to change weights on-
line with fast transient processes. The results of simulation and experiments that 
confirm proper operation of the on-line and off-line neural speed control and the 
position control. The presented concept of the adaptive neural controller allows 
independent control dynamic properties of the speed to change servodrive 
parameters, especially the moment of inertia changes as a function of angle. The 
advantage of the adaptive controller is faster dynamics, lack of integral (no problem 
wind up), the smaller the speed error. The advantage of the robust controller are 
fixed parameters and certain behavior of the system when changing parameters. 
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Hybrid Fuzzy – State Variable Feedback 
Controller of Inverted Pendulum 
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Abstract. The inverted pendulum causes a lot of interest between special kind of 
both men made devices and found in natural world. Because the system is unstable 
and nonlinear it is often used for testing of new controllers. The proposed hybrid 
controller is composed of conventional state variable feedback controller and 
fuzzy controller, changing its gains. Equations of the controller are derived and 
presented, simulation results compared with results when single conventional state 
variable feedback controller is used. 

1 Model of the Inverted Pendulum System 

A schematic drawing of an inverted pendulum is shown in Fig. 1. System consists 
of a moving base (platform) P and the rod S fastened by ball joint to that. For sim-
plification of the problem it is assumed that platform can move just in direction of 
x axis and rod can rotate with respect ball joint 0 in the drawing plane. The friction 
forces in the ball joint and between platform and base are neglected as well. 

 

Fig. 1 A schematic drawing of inverted pendulum (a) and acting forces (b, c) 

In the Fig 1.b. the forces, acting in the system are presented after replacing ball 
joint by corresponding reaction forces. Deflection of the pendulum from vertical 
line is controlled value – angle φ. The control task requires to change the platform 
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acting force F for keeping the rod in vertical position, which corresponds to the 
angle φ=0. 

Set of differential equations, describing the inverted pendulum system dynam-
ics is formed as [1]: 
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where: m – mass of inverted pendulum rod; l – length of pendulum rod; J – in-
ertia of pendulum rod; M – platform mass; g ≈ 9.8 m/s2. 

Our control task is to define such a function F=f(t) that φ → 0 if t → tt, where tt 
– required settling time. Let us introduce the state vector x=[v, ω, φ], where: v is 
speed of platform; ω is angular speed of rod and eliminate the variable Fv and 
make some rearrangements, then set (1) of equations can be expressed as: 

 ( ) ( );, FxBxAx =  (2) 

where: 
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0 0
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 −
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B x  (5) 

Using obtained expression (2), the simulation model can be carried out easy.  

2 Hybrid Controller of Inverted Pendulum System 

There are many methods to control inverted pendulum system. Detailed overview 
of those methods can be found in [2]. According [2] three main conceptions of 
controllers can be distinguished: controller based on PID regulator [2, 3], control-
ler based on state feedback [4] and hybrid controller.  



Hybrid Fuzzy – State Variable Feedback Controller of Inverted Pendulum 703 

The main drawback of using PID regulator is related with its low robustness 
[2]. Another possible controller for inverted pendulum systems could be a state 
variable feedback controller [2, 4]. Its main advantage is robustness and accuracy. 
The biggest disadvantage is necessity to linearize the system; i.e control will be 
effective just near the point of linearization.  

Modern control methods can deal with nonlinear systems. For example, fuzzy 
control methods are suggested for nonlinear systems or systems with uncertainties 
[5, 6]. Inverted pendulum is not exception - fuzzy controllers can be used for its 
control [7, 8, 9]. 

To unify the advantages of a state feedback controller and a fuzzy controller the 
hybrid regulator was suggested. The block diagram of such system is presented in 
Fig. 2. 

 

 

Fig. 2 The control system with hybrid fuzzy – state feedback controller 

The Sugeno fuzzy controller operates together with state feedback controller. 
Fuzzy logic controller is used for adjusting feedback gain vector K according to 
the state variables vector x. 

The angle φ will be measured using magnetoresistive sensors described by 
[10]. The ω will be calculated from φ. For the evaluation of v the MEMS accele-
rometer will be used. 

Dynamics of inverted pendulum is described by set of equations (2). It can be 
noticed, that in closed loop control system the state variable x and system control 
signal F is related as: 

 , , .vF k k kω ϕ = − = −  Kx x  (6) 

Given the (6) vector (5) can be rewritten in the form: 
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The closed loop system dynamics is described by differential equation: 

 [ ] ( )= ( , ).
T

v ω ϕ Α x Β x K   (8) 

Design of controller for given operating point x=x0 requires selecting gains kv, 
kω and kφ in the way to get coefficients of characteristic polynomial equal to de-
sired one. The closed loop characteristic polynomial is: 

 ( ) ( )0 0

3 2
2 1 0, , =s + s + s + .vd s s k k k d d dω ϕ= == −x x x xΙ J  (9) 

where J is Jacobi matrix of (9).  
If the coefficients of characteristic equation (9) will be denoted as vector D(kv, 

kω, kφ)=[d2 d1 d0] and coefficients of desired one as vector E=[e2 e1 e0] the equality 
as: 

 ( ) 0vk k kω ϕ == x xE D  (10) 

must be valid. Design of controller requires finding variables kv, kω and kφ, i.e. 
vector K, at chosen operating point x0. 

The desired values of coefficients can be found using some kind of well-studied 
functions. The common solution is to use of the characteristic equation which 
minimize the ITAE integral criteria [1]. If required settling time is about 2 s, then  
desired coefficients vector is E = [5.25, 19.35, 27]. 

 

 

Fig. 3 Membership functions  
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It is quite difficult to solve equation (10) in analytic way; however the numeri-
cal solution can be obtained. For this purpose the standard function for numerical 
solution of nonlinear equations "fsolve", which is available in "GNU Octave", was 
used. 

The fuzzy sets describing each controllable state variable are presented in  
Fig. 3. The parameters of membership functions are determined during series of 
numerical simulations. 

According to Fig. 3 each state variable can be described by five linguistic va-
riables, so the set of the linguistic variables is described as L={NB, NE, ZE, PO, 
PB}. Let us suppose that the linguistic variables from the set L can be indexed, i.e. 
L1=NB, L2=NE, … , L5=PB. In this case the rules, on which the fuzzy controller is 
based, can be described in this way: 

 

Rr: IF (v is Lk) AND (ω is Lm) AND (φ is Ln) THEN Kr=[kvr, kωr, kφr]; (11) 

 
where R – rules set; r = 25k + 5m + n – 30 is index of the rule in the set R; k, m, 

and n are indexes of linguistic variables and take integer values from 1 to 5; Kr – 
output vector of r-th rule; kvr, kωr and kφr are numerically obtained solutions of 
equation (10) when x=[core(Lk), core(Lm), core(Ln)]. 

In total with chosen system of fuzzy sets there are 53=125 rules therefore the 
output signal of fuzzy controller can be expressed as: 

 ;125

1

125

1
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==
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r
rr

μ

μ K
K  (11) 

where μr is truth value of r-th rule.  

3 Analysis of the System with Hybrid Controller 

Designed hybrid fuzzy – state feedback controller is improved version of control-
ler with state variables feedback therefore comparison of its results allows carry 
out advantages and shortcomings of those systems. 

Investigated inverted pendulum system is characterized by parameters: m = 0.2 
kg; l = 0.2 m; J = 0.01667 kg m2; M = 1 kg. 

Transients of the state variables in the system with Sugeno fuzzy controller are 
presented in Fig. 4. Solid lines are used for transients in the system with fuzzy 
controller, dash lines with state variable controller correspondingly. Initial condi-
tions are ω0 = 0.1 s–1; .φ0 = 0.1; v0 = 0 and x = 0.  

 



706 A. Petrovas and R. Rinkevičiene 

 

Fig. 4 Transient processes at ω0 = 0.1 s–1; .φ0 = 0.1; v0 = 0 and x = 0 

Analysis of pendulum declination angle φ with 2.5 % error of steady state value 
shows the settling time tp ≈ 2 s with hybrid controller, as with conventional feed-
back state variables controller it reaches 2.3 s. Overshoot using the fuzzy logic 
controller are also smaller. 

So if the initial conditions are close to zero, there is no evident difference be-
tween conventional or fuzzy – state feedback controllers. It can be explained by 
linearization of nonlinear system in the operating point x0=[0 0 0]. 

The transient processes with initial conditions ω0 = 0 s–1; .φ0 = 5π/24; v0 = 0 and 
x = 0 are shown in Fig. 5.  

 

Fig. 5 Transient processes at ω0 = 0 s–1; .φ0 = 5π/24; v0 = 0 and x = 0 



Hybrid Fuzzy – State Variable Feedback Controller of Inverted Pendulum 707 

Fig. 5 shows, that evident differences between both controllers appear at non 
zero initial conditions. Quantative analysis of rod declination angle, assuming the 
steady error of 2.5 %, in the system with fuzzy logic controller gives the output 
settling time tp ≈ 1.5 s; otherwise, in the system with conventional feedback varia-
ble controller, the settling time is tp ≈ 3 s. 

Analysis of transients in Fig. 4 and Fig. 5 indicates that hybrid fuzzy  
logic – state feedback controller gives even better specifications of dynamic  
characteristics than were chosen in the task. Of course, the forces, acting in the 
system increases as well as the power, used for control, what sometimes can be 
undesirable. 

4 Conclusions 

1. The hybrid controller of inverted pendulum system is proposed, compris-
ing state variables feedback and fuzzy logic controller. 

2. The system with hybrid controller has not advantages in comparison with 
conventional state variables feedback controller when the initial condi-
tions are close to linearization point. 

3. The main advantages of proposed hybrid controller against conventional 
state variables feedback controller is ability to match dynamic specifica-
tions at moving away from linearization point. 

4. The main shortcoming of proposed controller appears in more compli-
cated its design: feedback gains should be calculated by numerical me-
thods, there is no settled method for design of fuzzy portion of controller. 

5. The system error can be reduced by increasing number of membership 
functions, but this way increase the overall number of rules. 

Acknowledgments. This research is funded by the European Social Fund under the project 
"Microsensors, microactuators and controllers for mechatronic systems (Go-Smart)" 
(Agreement No VP1-3.1-ŠMM-08-K-01-015). 
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Abstract. This paper describes an approach for monitoring closed loop speed 
control of electromechanical drives. The data of the closed loop is evaluated and 
concentrated to a performance index, giving a scalar value to measure setpoint 
change behavior. The method uses an order-reduced model as comparison basis to 
closed-loop signals, which is possible to implement on controller equipment. Pa-
rameterization of the comparison model is addressed even pointing out a provision 
without requiring a-priori knowledge. Influence of the main parameters is shown 
by means of simulation results. Following, experiments are carried out and com-
pared to theoretical results. In conclusion usability and possible further improve-
ment is discussed. 

1 Introduction 

In the field of process industry methods of control performance assessment (CPA) 
or control loop performance monitoring (CLPM) are known and widely applied. 
This is due to the large number of control loops and the impossibility to examine 
the loops operation by hand. So it is a great deal to have automatic tools to detect 
loops which are in bad operation to be examined further by hand [1][2]. In con-
trast, monitoring in cascaded position control like e.g. at machine tools, is imple-
mented only in the sense of rough error detection Examples are switch-off limits 
for position error and time of maximum current flow (e.g. in case of mechanical 
defect/collision). Methods known cannot be easily applied in context of drive 
control, since there are key differences to process industry [3, pp. 66]. Some ef-
forts have been made however [4][3]. A main problem in application is that 
CLPM methodology concentrates on performance in the sense of disturbance re-
jection - setpoint changes are rather seldom in the field of process industry. But 
for servo drives command action is of high interest. The paper proposes a perfor-
mance index. In CLPM this is a scalar value representing the control loops beha-
vior in some criterion. This paper offers a new approach based on comparing  
signals of the drive to a model calculated in parallel. 
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2 Reduced Order Model Comparison 

The model used to construct the performance index shall have only few parame-
ters to be set up. Therefore the speed control loop is broken up in the PI-speed-
controller itself and a reduced order model of the plant – which is the closed loop 
current control and the mechanics. In servo control theory and practice it is not 
unusual to use a first order lag element for the closed current control loop and a 
gained integrator for the mechanics representing a single mass system [5, p. 231]. 
So there are only four parameters for the loop as seen in figure 1. Setpoint filters 
can be applied but are not modelled or part of the performance measurement itself; 
only the filtered setpoint is used for model comparison then.  

Table 1 Parameters of the modeled speed control loop 

Symbol parameter name Unit 

Rotary system translational system 

pK  speed controller gain 
rad

sNm ⋅  m
sN ⋅  

nT  speed controller integral time ms  (milliseconds) ms  (milliseconds) 

ΣT  sum time constant ms  (milliseconds) ms  (milliseconds) 

J  moment of inertia 2mkg ⋅  kg  

 

Tcmd       

1/J

 

ncmd

    -

e
KP   Tn

controller

TΣ
Tact a nact 

 

 

Fig. 1 Block diagram of the closed loop speed control incl. reduced order plant  

2.1 Comparison Method 

For comparing the model to the drive, a time-domain signal comparison is made. 
The concept is aligned to the integral criterion IAE (integral of absolute error, [6, 
p.419]), using not the control error alone but the difference between the control 
errors of the drive and the model. 

A key feature of a performance index is the normalization, which ideally should 
result in independence from system excitation and a bounded interval for the per-
formance index. The proposed scheme as seen in fig. 2 calculates IAE for the 
comparison model alone and lets the performance index be the ratio to this value, 
which can be seen as scaling. By doing this, the performance index is not right-
bounded but made more excitation independent. 
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Fig. 2 Block diagram of the performance index calculation  

Also, a weighting is implemented. Experiments have shown, that p is slightly 
growing over time although no setpoint activity is in the system, caused by signal 
noise or stochastic disturbance. By neglecting these time periods with signal 
weighting, this effect is reduced and only time periods with command activity are 
singled out. In contrast to fig.2 also a slower system than the comparison model 
could be discussed to gain more weight on control settling. 

Avoiding inner loop signals of the drive as basis for scaling and weighting has 
the advantage, that noise and stochastic disturbance do not affect the performance 
index by way of these. 

2.2 Parameterization 

For the speed controller, an optimization rule for tuning controller parameters is 
the symmetrical optimum (SO) [5, p. 61]. Applied to the reduced order model 
used here, the controller parameters can be calculated as 

 Σ⋅= TaTn
2  (1) 

 
Σ⋅

=
Ta

J
K p  (2) 

with additional parameter a for commissioning freedom [7, p. 73]. 
When it comes to the task of performance assessment for a given drive setup, 

the used controller parameter set is given, e.g. tuned at commissioning the servo 
drive. So, when the parameters of the comparison model used by the performance 
index are calculated inversely to formulas (1) and (2), it enables the performance 
index to measure closed-loop dynamic in terms of closeness to symmetrical opti-
mum. Without a priori knowledge With a=2, a common setting for SO [8, p. 118], 
the comparison model can be parameterized as follows: 
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4,
n
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T

T =Σ  (3) 

 
2

2 ,
n

pcmppcmp
T

KTKJ ⋅=⋅⋅= Σ  (4) 

Another approach would be the usage of model parameters identified by auto-
matic algorithms such as proposed e.g. in [9]. So parameter or basic model devia-
tions could possibly be monitored over time by the index. However, this is not 
carried out further in this paper. 

For weighting, the following calculation is used throughout the paper: 

 
td

ed
Teweight

cmp
cmpcmp ⋅+= Σ,  (5) 

2.3 Simulation 

The performance index has been analyzed by simulating the drive as seen in fig. 2 
similar to the comparison model as seen in fig. 1. The results are shown in fig. 3, 
exemplary time plots are shown in fig. 4. 
 

 

Fig. 3 Index result for logarithmic controller detuning  

Of course, the index gives a value of zero for the tuned case, i.e. the controller 
is tuned by SO according to the reduced order model; this is measured as the  
best performance by this index. For both controller gain and integral time detuned 
upwards, the index converges to one. This is because the control loop reacts  
faster and the comparison model slower than a SO tuned loop (compare fig. 4  



A Model Comparison Performance Index for Servo Drive Control 713 

bottom-left) and therefore the integral of the difference of the control errors (com-
parison model to drive) approximates the control error of the comparison model 
itself. For the opposite area, the detuned loop acts with lower damping, tending to 
oscillation resulting in greater index values. Although the index has no upper 
bound, no order of magnitude is attained. In between, close but not exactly on the 
line with gain detuned inversely to integral time, is a “ditch” with relatively low 
index values indicating good performance while the controller is heavily detuned. 
So, these mistuned cases cannot be detected with high significance by this index. 
The reason behind is that the comparison models moment of inertia calculated by 
(4) is close/identical to the real moment of inertia for these cases, resulting in less 
difference in comparison, although absolute comparison to the SO-tuned loop 
shows major differences in behavior (compare fig. 4 right to top left). 

 

Tn, Kp tuned; p = 0

 

 ncmd

nact

ncmp

Tn, Kp detuned by 0.5; p = 1.8

 

 
Tn by 0.5; Kp by 2; p = 0.31

 

 

Tn, Kp detuned by 2; p = 0.8

 

 
Tn by 2; Kp by 0.5; p = 0.14

 

 

 

Fig. 4 Exemplary time plots of speed values, excitation by acceleration limited speed step 

Simulations have been done for different excitations also, showing good inde-
pendence for acceleration limited signals, e.g. ramps or trapezoidal velocity cha-
racteristics. 

3 Experiments 

Experiments have been carried out at a linear drives test bench, described in detail 
in [10]. The used z-axis is a synchronous iron core linear motor with permanent 
magnet excitation. Basic parameters are listed as follows. 
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Table 2 Basic parameters of the experimental setup 

J  ΣT  pK  tuned to SO nT  tuned to SO 

20 kg 0.625 ms 16000 Ns/m 2.5 ms 

 
Four different controller setups and load mass variation are checked experimen-

tally. Therefore, data is recorded via the engineering software of the drive by a 
sampling rate of 1.25 milliseconds, which is factor 10 to the underlying controller 
sample rate. The calculation of the comparison model and the performance index 
is done offline. In view of application, different acceleration limited excitation 
with closeness to practical relevance were used. 

Table 3 Controller setups used for experiments 

 
pK  nT  setpoint filter time constant

A) 16500 2.50 2.5 ms close to tuning according to SO

B) 21000 1.90 1.9 ms SO based on erroneous ΣT

C) 4250 4.25 not applied close to automatic tuning 
by drive system

D) 32000 5.00 0.6 ms doubled to SO, as in [8, p. 126]

3.1 Results 

As seen in table 3, the minimum value in each column is found at controller set-
tings A or B, since they are close to the tuning tested for by the index. The slightly 
detuning of B cannot be detected, since it is also in the “ditch” seen in fig. 3. 
Trapezoidal oscillating excitation delivers closer values to the simulation results 
than unidirectional excitation. The cause is seen in friction at zero speed with its 
nonlinear characteristic. All experiments result in higher performance index values 
due to noise and stochastic disturbance which cannot be completely avoided. 

Table 4 Experimental results comparing different excitations and controller setups 

 
pK  nT  trapezoidal 

(unidirectional) 
trapezoidal

+ setpoint filter
trapezoidal,

oscillating
trapez., osc.
+ setp. filter

simulation
result

A) 16500 2.50 0.179 0.118 0.113 0.092 0.031

B) 21000 1.90 0.240 0.144 0.107 0.117 0.097

C) 4250 4.25 0.974 not applied 0.828 not applied 0.746

D) 32000 5.00 0.879 0.821 0.819 0.817 0.800
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Table 5 Experimental results, moment of inertia modified (trapezoidal oscillating 
excitation, controller setup A) 

mass experimental result simulation result 

20 kg 0.113 0.031 

28 kg 0.301 0.321 

36 kg 0.499 0.596 

 
As seen in the table above, increasing moment of inertia without changing con-

troller parameters can be detected with good significance in the experiments, 
comparable to the simulation results. 

4 Conclusions 

The proposed performance index can be used to assess command action perfor-
mance of a servo drive in terms of the parameterization of the comparison model. 
By reversing a tuning rule, the comparison model can be parameterized without 
any a priori knowledge, with the drawback of low significance for some controller 
detuning directions. Basic operation has been proven by using data directly from a 
test bench with different acceleration limited excitations Also significance for 
additional load mass has been shown experimentally. An online implementation, 
i.e. calculation of the index on drive controller equipment, is seen to be achievable 
straight forward; possible additional communication dead times have to be taken 
care of. Influence of friction can distort when calculation of the index includes a 
good deal of starting or settling at zero speed.  

Future work has to be done by checking operation under position control and 
with multi-mass mechanical systems. With low significance for some cases, the 
performance index should not be used solely but combined with other indices to 
attain a substantiated picture. For practical long-term application, thoughts have to 
be made since the index as proposed in the paper has absolute memory. A forget-
ting factor similar to [11] reducing the value of the error integrators exponentially, 
preferably also weighted to the comparison model activity is seen most promising 
for this.  
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Abstract. In manufacturing linear motors are mainly used in the field of 
lightweight and highly dynamic drives. The high acceleration forces leads to vi-
bration excitations of the machine structure that causes production inaccuracies. 
This can be improved by coupling two corporate acting and opposed driving linear 
drives in one drive train. The coupled structure can improve the static and dynam-
ic properties by distributing the forces between both drives. In order to guarantee 
the requirement for high accuracy in synchronous tracking, control structures and 
controller tuning methods are going to be discussed based on simulation and expe-
rimental results. 

1 Introduction 

The conflict in the field of manufacturing consists in the reduction of cycle time 
by high drive dynamics while maintaining a high manufacturing accuracy. As the 
weakest part in the drive train, feed axes often determine the overall dynamics. 
These are composed of a defined number of inertias which are connected by 
coupling elements such as spring-damper systems or gears. The stiffness and 
damping of the coupling elements thereby limit the dynamics of the feed axis. An 
alternative to the traditional feed axes with coupling elements, such as ball screw 
or rack and pinion drives, are electric linear drives, short linear motors.  

These consist in a first approximation of a single-mass system without any 
coupling elements which is the reason for higher achievable dynamics. On the 
other hand linear motors are limited in their maximum power and require 
enhanced security measures when used as vertical axes, which is why they are so 
far mainly used as horizontal feed axes with limited inertia. Therefore, current 
research focuses on advanced concepts and new solutions to extend the range of 
linear motors in the industrial sector. General approach in the area of the feed axes 
deals on the one hand with the structural modification of the mechanical part of 
topics such as lightweight construction, stiffness increase, drive coupling or 
structural integration to improve the dynamic properties of feed axes. On the other 
hand, closed-loop control engineering approaches exist. These are focused on 
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suitable control structures and parameter settings for best possible tuned 
controllers by means of system identification procedures and control loop 
monitoring for a given mechanism under defined conditions. A large number of 
individual solutions for both approaches exist, which are always limited by the 
fixed parameters from the mechanical or control components. 

For a holistic solution to the conflict, the system of feed axis has to be 
considered and optimized as a whole of mechanics and automation solution. Thus, 
there are approaches by coupling of linear motors to utilize their advantages in 
terms of dynamics by simultaneous increase of the maximum force. Typically this 
is realized by synchronized portal axes, so called gantry stage [1]. These have the 
decisive disadvantage that caused by the high dynamics and the same direction of 
motion of the linear motors large reaction forces into the machine frame are 
resulting. Similarly, the type of drive arrangement is inappropriate for vertical 
axes, since the weights have to be compensated and additional brake elements 
must be provided in case of failure. Through a novel arrangement of linear motors 
[2] in which both coupled drives are moving in opposite directions, the static and 
dynamic forces can be distributed and regulated specifically in contrast to all 
previous approaches. Within this paper the opposed driving coupled linear motor 
arrangement will be presented. Based on this, several control structures their 
parameterization will be introduced and discussed. Following, the effects and 
control precision for the different control structures will be shown by comparing 
the results of a simulation model and an existing test-bench. 

2 Control Structures for Coupled Drives 

In industrial use control structures for coupled drives are based on a cascade 
control of a single servo drive. Depending on the specific structure coupled drive 
structures only differ with respect to a single servo drive control by additional 
controllers, filters and feedforward paths. For this reason, the cascade control is 
going to be used at this point as the basis and its structure and parameterization is 
referred to Literature [3-7]. In the following, the different control structures for 
coupled drives will be presented and discussed.  

The first control structure for coupled drives to be discussed is the common 
parallel control (PC) as shown in figure 1. In this, the contour control provides for 
each drive its own set point values and the drives are executing independently 
(parallel) from each other the given motion commands. 

The set point relation between both drives can be expressed by a gear ratio, 
which is in case of mechanical coupled linear drives one. Caused by no tuning 
rules for this kind of control structure in literature, a parameterization based on the 
tuning rules for a single drive with cascade control is recommended. The current 
controllers are tuned based on the electrical part of the motor. The velocity 
controller shows good results when it is set, depending on stiffness and damping, 
according to the symmetrical optimum [3] or a two-mass system [7]. 
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Fig. 1 Parallel Control (PC) for two mechanical coupled drives 

The master-slave control (MSC) is a second control structure for coupled drives 
in industrial use. It is characterized by a system of one master and another slave 
drive. As shown in figure 2, the master drive gets the set point values from the 
contour control. Different to PC, the other drive (slave) gets the actual value of the 
master drive as its set point value. To adapt both drives, a ratio gain is in the set 
point path of the slave drive. A feedforward gain for the master drive to the veloci-
ty path to the slave drive (dotted line) is commonly used for faster response.  
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Fig. 2 Master-Slave Control (MSC) for two mechanical coupled drives 

Caused by the occurring servo lag error MSC is mostly used in applications that 
are not so dynamically. Approved tuning rules are equal with those for the PC. 
Next to the industrial standard applications PC and MSC other control structures 
are established in the research area. First to be mentioned is the relative stiffness 
control (RSC) [1]. As shown in figure 3, this structure is characterized by the 
independent velocity loops of both drives with only one position controller on the 
master drive and the possibility to compensate servo lag error by an additional 
synchronous controller. 

Typically a PI controller is used as synchronous controller, but only weak 
tuning rules are given. Basically the synchronous error, the difference between the 
actual velocities, is used for the design process. To obtain these values, the 
coupled mechanical system is described by using a p-canonical structure for the 
transfer functions. As a result, the two drive side transfer functions (influence of 
each drive to its own mechanics) and the two load side transfer functions 
(influence of each drive to the other drive mechanic) are generated [7]. 
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Fig. 3 Relative-Stiffness Control (RSC) for two mechanical coupled drives 
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Fig. 4 Advanced Position Control (APC) for two mechanical coupled drives 

By tuning the synchronous controller based on the tuning rules [3] such that the 
resulting bandwidth correlates with the resonance frequency of the two-mass-
system of the coupled drives mechanics, a good performance of the system can be 
obtained. 

The last control structure to be compared is the advanced position control 
(APC). Basically it is an extension of a single servo drive control with a two-mass 
system. Beside the position measurement of the drive mass, a position measure-
ment of the load side is integrated. This new obtained signal is used as velocity 
and acceleration feedback. Each feedback is separately amplified and the sum is 
filtered. The filter is typically a PT2-filter with the resonance frequency of the 
two-mass system. This control structure can be adapted to a coupled drive system, 
as shown in figure 4. Here the measurements are additionally across linked. As 
described in [8], the dynamics could be improved by using simulation tools 
coupled with parameter optimizer. Until now, no generalities in literature [9] exist.  
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3 Simulation Model of Coupled Linear Drives 

For comparison of simulation and experimental results a MatLab/Simulink® 
model of a constructed test bench [2] is developed. The simulation model, shown 
in figure 5, consists on the one hand of the mechanical part of coupled system 
(green) with friction, cogging, damping and stiffness forces. On the other hand, 
the controller parts (red, blue) with its cascade control structure are modeled.  
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Fig. 5 Simulation model of the mechanically coupled linear motors 

The model of the servo drive controller is divided into the current control loop, 
which is estimated as a FOPDT model, the velocity control loop with PI controller 
and the position control loop with a P controller, feedforward control and 
symmetric filter. For the adjustment of the simulation model with the test bench, 
several parameters (time constants, mechanical parameter) were identified [3]. 
Comparisons between the simulation model and experimental test-bench results 
show a good correlation. 

4 Different Control Structures in Simulation and 
Experiment 

The comparison of the four presented control structures is made in the time do-
main based on simulation and experimental results. Beside the overshoot the set-
tling time are evaluation criteria. In addition to the command value the disturbance 
behavior is considered. For this a velocity test function is used with a velocity step 
(command value behavior) and a force step (disturbance value behavior). In a first 
study, PC and MSC are compared in simulation and experiment.  

Basis of the study is a closed velocity loop structure (open position loop) with a 
velocity set point step. The parameter for simulation and experiment are identical-
ly and can be found in table 1. 



722 M. Rehm et al. 

320 330 340 350 360
-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

0.1

320 330 340 350 360
-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

0.1

320 330 340 350 360
-0.1

-0.09

-0.08

-0.07

-0.06

-0.05

-0.04

-0.03

-0.02

ve
lo

ci
ty

[m
/s

]

time [ms] time [ms] time [ms]

ve
lo

ci
ty

[m
/s

]

ve
lo

ci
ty

[m
/s

]

Parallel Control Master-Slave Control PC vs. MSC

Legend:

setpoint velocity

actual velocity left drive simulation

actual velocity left drive experiment

actual velocity simulation without
communication dead time

actual velocity right drive simulation

actual velocity right drive experiment

Master

Slave

 

Fig. 6 Simulation and experimental results for PC and MSC  

Table 1 Controller parameter for comparison of PC and MSC 

parameter parameter name value 

KI current loop gain 13.405 VA-1 

Tn,I current loop integral time 2 ms 

fI,1 current loop set point filter 1.5 kHz 

KP velocity loop gain 16667 Nsm-1 

Tn,P velocity loop integral time 2.5 ms 

mL = mR  mass left/right drive 19.6 kg 

 
A very good correlation between simulation and experiment, as shown in figure 

6, reflects the high quality of the simulation model, which is also important for 
further studies and comparisons based on simulation results. Caused by communi-
cation dead time the simulation model was adopted (dotted vs. solid line) to the 
experimental constraints. The comparison between PC and MSC shows the faster 
and more dynamic behavior of PC.  

In a second study the set point and disturbance value behavior of PC, MSC, 
RSC and APC are compared based on simulation results. The left column in figure 
7 shows the set point, the right column the disturbance step behavior of the veloci-
ties. Depending on the chosen structure, the upper row shows the left/master drive, 
the lower row the right/slave drive. Now, different form the first study, all control 
loops are closed and a position ramp is given as set point trajectory.  
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Fig. 7 Comparison of simulation results for PC, MSC, RSC and APC 

The parameterization of the cascade is given in table 2, the additional controller 
parts are tuned as described in [3, 8]. Starting with the set point behavior PC and 
RSC show identical characteristics, MSC needs longer to compensate caused by 
the delayed slave and APC shows a higher overshot with faster compensation. 
Most effects can be seen in the disturbance behavior. RSC compensates markedly 
faster and with a shorter rise time and higher overshot. PC and APC show compa-
rable characteristics and MSC the least dynamics. 

Table 2 Controller parameter for comparison of PC, MSC, RSC and APC 

parameter parameter name value 

KP velocity loop gain 23000 Nsm-1 

Tn,P velocity loop integral time 2.0 ms 

Tf,n velocity set point filter 2.0 ms 

KV position loop gain 150 s-1 

5 Conclusions 

In this paper different control structures for opposed driving coupled linear drives 
are presented and compared. First the control schemes PC, MSC, RSC and APC 
and their parameterization are discussed. Afterwards the simulation model is  
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introduced. Finally these control structures are compared based on simulation and 
experimental results. Higher control structures show best results but need more 
know-how for tuning and implementation.  
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Abstract. This contribution deals with the design of the remote control of the 
manipulator Katana, which is an industrial manipulator with five degrees of free-
dom. The main reason for implementing the remote control system is to maximize 
efficiency and speed of developing of manipulation tasks for industry. The main 
goal of remote control system is to switch on/off the manipulator, change the in-
tensity of lights, detect the voltage drop, provide images of the working space, 
enable the supervisor to monitor the whole system and to manage establishing of 
connections of the wired or wireless clients. 

1 Introduction 

This paper deals with the issue of remote control of the manipulator Katana 
6M180, which has five degrees of freedom. This robot is produced by the Swiss 
company Neuronics AG. The manipulators from this category KatHD300s are 
designed to operate in industrial applications. The main reason for implementing 
the remote control system is to maximize efficiency and speed of developing of 
manipulation tasks for industry. Another reason for introducing the remote control 
system is to allow access of all researchers (or PhD students) to the robot anytime, 
so they could work on their projects without physical presence in the laboratory. 
The main goal of remote control system is to switch on/off the manipulator, 
change the intensity of lights, detect the voltage drop, provide images of the work-
ing space, enable the supervisor to monitor the whole system and manage estab-
lishing of connections of the clients. 

2 Used Approach 

Choosing the suitable development environment of the whole remote control sys-
tem was the first step. This environment has to allow development of the control 
software for Katana manipulator. The proposed solution must also enable the de-
velopment of robust stable applications, which can be used in industry, especially 
in the production lines. The development system Control Web satisfies those re-
strictions and also represents an industrial standard of this field, see [6] for more 
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details about using Control Web system for long term monitoring. Control Web 
system has a lot of extending modules. One of them is the Vision Lab, which of-
fers stable and reliable methods for image processing. After the main control 
software was chosen, the other elements of the whole remote control system have 
been selected. Figure 1 shows the schema of the whole remote control system. 
Similar, but less general, solution of the remote control can be found in [5]. 

 

Fig. 1 Schema of the remote control system 

2.1 Hardware 

One of the most important things in the field of the manipulator control is follow-
ing the safety standards. The protective cage of the robot was designed to meet the 
safety requirements, see Fig. 2. The workspace of the manipulator is defined by 
this cage as well. Main part of the cage is made of aluminum frame, which is con-
nected to the manipulator. The similar design and manufacturing process, that uses 
the mentioned contoured profiles, was used in [3], where authors have focused on 
the design of the frame for the mobile robot. The circumferential planes consist of 
Plexiglas. The bottom surface is formed using the ABS plastic boards. There are 
four rails mounted in the top of the cage. These can be used to attach lights and 
cameras. The four cameras, each with resolution 1280x720px with 30 FPS, are 
currently used. These cameras are used mainly by algorithms for image processing 
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and objects detection. The cameras are connected into the server PC directly. An 
appropriate lighting of the analyzed scene is one of the critical aspects, which have 
the major impact on the abilities of the image processing algorithms. Therefore 
eight pieces of the LED straps, each consists of 75 diodes, are placed in the cor-
ners of the protective cage. Each of the straps can be switch on/off separately to 
allow suitable intensity of light. All of the LED straps are connected to the I/O 
module. 

 

Fig. 2 Protective cage of the manipulator 

There is one IP camera integrated to the proposed remote control system. This 
camera is not used by image processing algorithms, but it serves to the supervisor 
for monitoring of the whole system. This represents another safety element of the 
solution, which enables monitoring of each activity in the workspace. 

2.2 Power Circuits and Electronics 

The control electronics and power circuits, which are placed into the I/O module, 
serves for the control of power supply of the manipulator, detection of the voltage 
drop and for the lighting control as well, see Fig.1. The I/O module is based on the 
Datalab IO modules, which comes from the same manufacturer as the Control 
Web development system. This fact ensures high reliability and avoids possible 
problems in communication between the high level control software on the server 
and low level software connected to the control electronics. The first module DL-
AD2 contains 4 isolated differential 16 bit analog inputs, 2 isolated 8 bit analog 
output, 2 isolated digital I/O. The second one DL-DO1 contains 8 relay outputs 
with normally open contacts with maximal limited values: voltage 230 V AC 
and 3A.  

The power supply is also connected to the mentioned modules through the  
AC adapter, which enables detecting problems with the current supply. This moni-
toring is necessary for the disconnecting the current remote client from the mani-
pulator and shutdown the whole device in the safe way. The UPS unit is used to 
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providing power during the emergency shutdown. This unit is able to provide the 
power to the server, manipulator and electronics for a few minutes, which is suffi-
cient for the docking the manipulator to the safe position and shutdown 
all devices. 

2.3 Software 

All of the I/O modules and parts of the control/monitoring chain are controlled 
using the main control software, which runs on the server. The clients are allowed 
to connect to the server using the standard RDP protocol. Only one client can be 
connected to the server at one time, which is ensured using the reservation system. 
The Team Viewer is used in our solution. There are several reasons for choosing 
this software. First of all, it is a multiplatform application which supports Linux, 
MS Windows, Mac OS X, iOS, Android, etc. Secondly, the software meets high 
security standards, especially RSA key exchange and AES session encryption. 

The main control application, which was developed using the Control Web de-
velopment system, represents the main software part of the whole solution. This 
application starts automatically, whenever the client is authenticated and con-
nected to the server. The server is equipped with the windows 7 operating system. 
The application runs for the whole time during which the client is connected to the 
server. The client cannot turn off the control application. On the other hand, the 
client is allowed to run the application in the background or use the application for 
its own needs, if it has assigned appropriate privileges by the reservation system. 

 

 

Fig. 3 Selected front panels of the main control software 

The control application can be used for setting the light intensity, displaying im-
ages of the working space of the manipulator and switching off/on the manipulator. 
The privileges can be set separately for each action in the Control Web application. 
The control application also enables basic positioning of the manipulator to  
any configuration. Each drive (degree of freedom) can be controlled separately,  
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see fig. 3. The control application also handles safe shutdown of the machine and 
signing out the client, when the client is not active for the specified time or when 
the power is dropping down. Several other solutions of the basic manipulation tasks 
are built into the application for the educational purposes a, e.g. the students have 
to set up parameters of the vision control first and then the task can be solved. 

The control application was developed using the Control Web system. The 
common panels were used for controlling the power, switching the lights, calibrat-
ing manipulator, etc. There were no special issues with completing the mentioned 
tasks, because all of the I/O modules originate from the same manufacturer as the 
development system used for the design of the application. The Vision Lab mod-
ule was used to provide the images from cameras in the control application. This 
module enables rapid prototyping of image processing algorithms. Considering 
that, the system of cameras can be changed for other cameras any time in a simple 
manner. It was necessary to integrate the control panel based on the activeX tech-
nology to enable positioning of the manipulator. This element was developed us-
ing C++ and use the Katana Native Interface (KNI) to control the configuration of 
the machine. The KNI is divided into the three cooperating layers: communication 
interface CDL, communication protocol and the Katana Robot Model, see more in 
[4]. The same approach was used to create routines, which ensure the safe docking 
of the manipulator. 

3 Achieved Results 

The standalone software, that is able to identify objects in the working space of 
the manipulator, was created using the described solution of the remote control, as 
the proof of concept. This application was developed using the Control Web sys-
tem and the Vision Lab module. The identification of the objects means specifying 
position and dimensions of the objects that are placed into to the working space. 
Such identification represents the first step in the most of manipulation tasks. 

The resulting identification of the objects in the inappropriately lighted scene is 
shown on fig. 4. At first, the method for finding objects based on the colors detec-
tion (more specifically the method “detect object by threshold” from Vision Lab 
module) was used at the first place. This is the reliable method for such lighting 
conditions. This step enabled to find approximate positions of the objects in the 
scene. However, some objects blend together, some others are not detected at all. 
The shape detection method “classifier in rectangular region” was used in the 
second step. We assume that only the well-known shapes occur in the working 
space of the manipulator. The mentioned method works is the two step algorithm. 
The categorization of the training data is performed first. The classification of the 
objects, that are located in the previously found regions of the image, is performed 
in the second step. The analysis of the shapes enables another separation of the 
detected objects.  
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Fig. 4 Identification of the objects in the working space of the manipulator 

Such separated objects can be then processed one by one to find positions and 
dimensions. The relative dimensions of the objects in the scene were found first, 
using methods “inner and outer caliper”.  These values were passed to the main 
control application and recalculated to the real coordinates of the working space of 
the manipulator. The dimensions recognition is sensitive to overlapping of the 
objects, even to the partial one. On the other hand, the object detection is resistant 
overlay. This problem can be solved using advanced method of image processing, 
see more in works of our colleagues [1] and [2], which were solved at Mendel 
University in Brno. 

4 Conclusions 

This contribution is focused on the design, realization and testing of the robust 
remote control system of the industrial manipulator.  The main aim is to provide 
universal solution, which can be used for rapid prototyping of applications solving 
tasks of manipulation or image processing. The whole solution consists of several 
main parts. The hardware part is represented by the protective cage, which is the 
main safety element of the whole control and monitoring chain. This cage is also 
used for holding cameras and lights. Second part of the solution consists of I/O 
modules that are able to control the power supply of the manipulator, detect the 
voltage drop and control light intensity. The last part is represented by the soft-
ware running on the server, especially the control application. This application can 
be used for setting the light intensity, displaying images of the working space of 
the manipulator, switching on/off the manipulator. The software also enables basic 
positioning of the manipulator to any configuration. The standalone software has 
been developed using Control Web system as the proof of concept. This software 
is able to identify objects in the working space of the manipulator. The identifica-
tion of the objects is the first step in most of automated manipulation tasks in the 
production line. The application for the protection under utility model of the 
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whole proposed solution is submitted to the Industrial Property Office of the 
Czech Republic. 
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Abstract. The paper deals with stabilization of platform by means of gyroscopes. 
Whole platform consists of parallelogram, cardan frame and two contra-rotating 
gyroscopes. Whole system is described with five generalized coordinates and with 
two cyclic coordinates. During the first phase of the project we created a prototype 
platform rotating around one axis. Prototype is designed with respect to a simple 
way to extend the rotation about the second axis. The rotary frame is driven by the 
force of a gyroscope. Pneumatic motors are used to actuating gyroscopes. Pneu-
matic springs are used to actuating rotating frame. This paper shows control sys-
tem of platform and introduces reached results of stabilization. 

1 Introduction 

Theme gyro stabilization platform follows the research of active ambulance 
stretcher. That is described in [1] and [2]. A prototype of stabilized plate consists 
of two rotating frames, Fig.1. The auxiliary base frame is placed on the floor. Out-
er upper frame can be excited by hands or put on hydraulic pistons. Upper frames 
are propelled by pneumatic springs. Pressures in both springs are controlled by 
electrical proportional valves. Two gyroscopes with vertical rotation axis are 
mounted to upper inner frame. Gyroscopes have the air bearing support in preces-
sion frame. Gyroscopic stabilizer mechanical system was completely described  
in [3]. Gyroscope with the mass about 3.5kg is driven by air turbine and has de-
sign speed over 30.000 rpm. Real speed 12000 rpm was tested with industrial 
compressor, which can supply air with pressure 9 bars and sufficient flow. Speed 
of gyroscope is measured with magnetic contact sensor. Speed is calculated from 
frequency of pulses. The torque motor of radial correction is mounted on preces-
sion frame axis between upper inner stabilizer and precession frame. This pneu-
matic torque motor is actuating device of correction and compensation system. 
Pneumatic springs and motors are controlled with electrical servo valves. 
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Fig. 1 The prototype of stabilized platform 

2 Description of Stabilized Plate and Control Circuit 

The scheme of stabilized plate is in (figure 2). Auxiliary frame, which is laid on 
the ground, is illustrated with red color. Base frame is green. It can be inclined. 
Upper inner stabilized frame is blue. This frame is propelled by pneumatic 
springs. Precession frames of gyroscopes are mounted on blue frame. They are 
driven by pneumatic motor trough the gears.  
 

 

Fig. 2 The scheme of stabilized platform 
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The system is controlled to horizontal position of blue frame. Correction and 
compensation systems consist of two proportional feedbacks with PID controllers. 
Correction torque motor on precession frame axis is driven by feedback from sen-
sor of stabilized frame position. It indicates direction of an apparent vertical. 
Compensation system has feedback, which applies the torque on stabilized frame. 
It is driven with respect to magnitude of precession frame angular displacement. 
The scheme of control circuit is in Fig. 3. 
 

 

Fig. 3 Control structure 

2.1 Mathematical Model  

The basis of model is set of motion equations, which are derived from Lagrange 
equations of second kind with external torques on their right sides. 

 1..3
i i i is d pas cor

i i i

d T T U
M M M M i

dt q q q

∂ ∂ ∂− + = + + + =
∂ ∂ ∂

 (1) 

Stabilized frame has index i=1 with angle displacement q1. Precession frame has 
index i=2 with angle displacement q2. Sensor of apparent vertical has index i=3. q3 
is angle between apparent vertical and z-axis of stabilized frame. MSi are torques 
of air springs. Mti are torques of dampers, Mpasi are torques of passive resistances 
and Mcor2 is torque of correction motor. It is only on the precession frame axis. 

The whole model moreover contains air spring models and models of electric 
servo valves. 

Torque of air springs is 

 ( ) ( ) ( ) ( )1 1 1 1 1 2 2 2 1( ) ( )s p a ef p a efM r p p S l q r p p S l q= − − + −  (2) 
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where p1 and p2 are pressures in springs, Pa is atmospheric pressure, Sef is effective 
area and l1, l2 are lengths of springs. 

For pressures inside springs we can write 

 ( ) ( )1 1( ) ( )i i i i ip V l q p V l q RTG⋅ + ⋅ =   (3) 

where Gi is mass flow of the air. 
Electric servo valves SMC VY1A01 was used. This valve has self controller of 

output pressure. Air mass flow through valve in direction from pressured air 
source to air spring can be expressed as 
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Similarly mass flow in direction from air spring to the atmosphere is 
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where pin is pressure of air source, C is pneumatic conductivity dependent on 
valve opening, ϱa is normal air density, bPA and bAR are critical pressure ratios for 
appropriate flow direction 

Parameters of used valves (including coefficients of its built-in controller) were 
determined experimentally.  

Basis consists of two feedbacks with two PID controllers R0 and R1, Fig 3. 
Their parameters were optimized with integral criterion 

 ( ) ( )[ ]dtyketJ
endt

ii
n

i  ′+=
0

22
 (6) 
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where ei are control deviations., yi are controlled values, n and k are optional 
weighting coefficients. Results of optimization are 

 
05,00 0 =Rr

   
11,01 0 =Rr

   
0023,02 0 =Rr  (7) 

 
012,00 1 =Rr

   
54,01 1 =Rr

   
02 0 =Rr  (8) 

Parameters of crosslink gains K0 and K1 were adjusted as 

 
035,00 =K

   
48,01 =K  (9) 

2.2 Control Software  

Control application was created in LabView. It enables to process basic measure-
ment and setting actuating values. Control loops are integrated. All values are  
displayed in graphs online. Selected waveforms can be written to a file. The 
second application was intended for viewing and processing of measured data. 
Some filters and frequency analysis are implemented. 

2.3 Realization of Actuating Values  

Actuating value u1 is created by means of pressures p0 and p1. These pressures are 
in pneumatic springs. Range of u1 is from -1 till +1. 

 1u
   

{ }1..1−
   

[ ]/  (10) 

 MPaP 1,06max01 ⋅=  (11) 

Each pressure is created as 

 ( )
2

max
11 01

0

P
uP +=  (12) 

 0011 max PPP −=  (13) 

This means that 

 if
   

11 −=u
   

then
   

00 =P
   

and
   011 maxPP =  (14) 

 if
   

11 +=u
   

then
   010 maxPP =

   
and

   
01 =P  (15) 

Actuating value u0 is created similarly.  
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2.4 Results of Control  

Results of control are shown in Fig.4. All pressures are displayed in upper chart. 
There are positions of each frame in the middle. Absolute rotation against the 
surrounding is in the chart below. In this case it is control of excitations of base 
frame by hands. 

 

 

Fig. 4 Results of control, excitations of base frame by hands  

3 Conclusions 

The control system of stabilized plate with gyroscopes was designed and realized. 
Its mathematical model was created and used for optimization of controller  
parameters. All parameters of control circuits were adjusted and optimized. Satis-
factory results of control were introduced. Simulation results were verified on real 
prototype of stabilized platform. Theoretical consideration of gyroscopic stabiliza-
tion has been successfully verified on real system. For technical reasons it was not 
possible to achieve the required speed gyroscopes. Increasing speed gyroscopes 
would be their stabilizing effect even higher.  
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Abstract. This paper describes a control system for a direct drive with permanent 
magnet synchronous motor based on a hybrid P-PI sliding mode controller and 
reference trajectory generator. Simulation results show that the control approach 
can decrease the tracking error, enhance the system's robustness and attenuate high 
frequency chattering in the control signal. Experimental studies confirmed the 
results of the simulation. 

1 Introduction 

In the field of robot manipulator and machine tool control, one of the important 
issues is robustness of the servo drive system. Robustness is the ability of a closed 
loop system to retain a specified dynamic performance despite plant modelling 
uncertainties and external disturbances. The robustness of the servo system  
applied to each joint of a manipulator or axis of the machine tool enables non 
interferences among other servo drives.  

Many applications require operation under dynamically changing conditions 
regarding the commands position. Such changes in target position either due to the 
physical movement of the target or due to additional sensor information provided 
during the motion require on-line updating of the reference trajectory. Further-
more, in direct drive it is very important to obtain trajectory for smooth motion 
(i.e. no discontinuity at least in velocity and acceleration) under constraints of 
maximum limiting values of velocity, acceleration and jerk at the same time. This 
requires an on-line re-programming of the reference-trajectory based on the cur-
rent position, velocity, acceleration and jerk without an abrupt change of them. In 
paper new concept of reference trajectory generator is used. 

Sliding mode controllers are well known to be robust against bounded, unstruc-
tured modeling errors, but it is also known that they tend to cause chattering  
(high frequency oscillations). Of the many methods available to eliminate this 
phenomenon in the study on the introduction of a function of saturation and output 
filtering was used [1, 2, 6, 7] . 
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The rest of this paper is organized as follows. In section 2 the proposed struc-
ture of position and speed controller is presented. Section 3 describes a structure 
of the direct drive system used in experiments, followed by the simulations and 
experimental results and discussion in section 4. Some concluding remarks are 
presented in section 5. 

2 Hybrid PI Sliding Mode Controller 

The block diagram of the proposed controller is shown in Figure 1. In the block 
diagram are shown the components of the hybrid controller: a P-PI position and 
speed controller, sliding mode controller, output integrator and references signals 
generator.  

 

Fig. 1 Block diagram of proposed hybrid PI sliding mode controller 

The output of the nonlinear position controller is the speed set point, computed 
according to the formula: 

 ( )set com max;   min , 2 sgn( )e k e e eθ θ θ θ θθ θ ω ε= − = − ⋅ ⋅ ⋅ ⋅  (1) 

Speed controller specifies the current command by the formula: 

 com ref

0

1
;   d  

t

q
I

e i k e eω ω ω ωω ω ξ
τ

 
= − = − ⋅ + 

 
  (2) 
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This controller can be represented as a serial connection of the proportional 
speed controller and integral acceleration controller 

 com com ref

0 0

1
;    ;    d d

t t

q PI
I

e e i k eω ε ω εε ε ε ξ υ ξ
τ

= − ⋅ = − = − ⋅ =   (3) 

In the above formulas (1), (3) controllers limits are omitted. The choice of con-
trol parameters is given in previous papers. 

The starting point for the synthesis of the sliding controller is to define the slid-
ing surface. The proposed solution surface is specified in the position error e rela-
tive to the reference value. 

 ref ref ref;    ;    e e eθ θ ω ω ε ε= − = − = −   (4) 

The generalized error σ on the sliding surface is equal to 0. 

 22e e eσ λ λ= + ⋅ ⋅ + ⋅   (5) 

During the sliding motion generalized error σ disappears with a time constant 
1/λ. The control signal υ is chosen so that the state vector to bring the switching 
surface, and then keep it at the surface. 

 

1 for 0

sgn( )     sgn( ) 0 for 0

1 for 1
SMC sK

σ
υ σ σ σ

σ

− <
= − ⋅ = =
 >

 (6) 

Constant Ks is chosen so as to ensure stable operation the whole range of varia-
tion of objects parameters. The output υ of the proposed sliding mode controller is 
not reference current signal but the first derivative of this current: 

 ref

0

d
t

q SMCi υ ξ=   (7) 

In this configuration, the sliding mode controller with the output block integra-
tor, chattering phenomenon does not occur. Additionally, the function sgn() is 
replaced by a continuous function sat() of the width Φ. 

 
/ for

sat( )     sat( )
sgn( ) forSMC sK
σ σ

υ σ σ
σ σ
Φ < Φ

= − ⋅ =  ≥ Φ
 (8) 

Analysis of Figure 1 shows that the structure of both controllers is similar. 
Therefore, the signals from the both controllers can be combined before the 
integral block with the corresponding weights 
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 ( )ref

0

d
t

q SMC SMC PI PIi η υ η υ ξ= ⋅ + ⋅  (9) 

In the present study assumed equal weight 0.5PI SMCη η= = , but they can be, 

for example, determined by the fuzzy system. 
The speed is calculated by differentiation of rotor position with respect to time. 

It is very important to filter the speed signal adequately, to exclude the mechanical 
resonance amplification. The digital biquadrates multi-band filter was designed 
and tested. The procedure for the selection of such a filter is shown in the previous 
paper [4]. 

Reference signal generator is working in sub-optimal mode. Sample waveforms 
for the case of a slight step change of the desired position are shown in the figure 
2. Reference waveforms consists of six phases: increase of acceleration with jerk 
limit (A), constant acceleration (B), continuous change of acceleration to negative 
value (C), constant negative acceleration (D), time-optimal braking (E) and finally 
exponential breaking (F) to avoid any overshoot. In case of large desired position 
change the additional phase with constant speed will be present.  

3 Laboratory Stand 

The direct drive with PMSM was tested in the presented work. Figure 3 presents 
the structure of the laboratory stand. The system consists of three main parts: the 
motor with load construction, a PWM converter and the control algorithm imple-
mented in DSP. The data of the investigated drive are presented in the Appendix. 
A set of metal plates fixed to the arm mounted on the motor shaft enables us to 
vary the moment of inertia. The disc brake with four adjustable brake pads is fixed  
 

 

Fig. 2 References signals: top: reference position (blue), set position (cyan) and reference 
speed (magenta); middle: reference acceleration; bottom: gravitation torque.  
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to the motor shaft. This adjustable brake can be used to model dry friction, typical-
ly for many typical for many machining processes [3, 5].  

The sampling time of the floating point DSP is set to 100 μs. An incremental 
optical encoder tests the rotor position. Field-oriented control of currents in the 
axes d and q is performed by applying a robust PI control algorithm. The closed 
current control loop is much faster than mechanical dynamics. Therefore, for the 
synthesis of the speed and the position controller it is assumed that references 
equal actual values during speed and position transients.  

 

Fig. 3 Block diagram of laboratory stand with and vector controlled PMSM direct drive 

4 Experiment Results 

The research was carried in two phases: simulation and laboratory. During the  
simulation, it was examined whether the introduction of the hybrid controller im-
proved the quality of control in relation to the P-PI controller. In Figures 4 to 6 
show the trajectory tracking errors for three load configurations: low inertia,  
 

 

Fig. 4 Comparison of PI (blue line) and hybrid (green line) controllers. Low inertia case. 
Top: position error, middle: speed error, bottom: reference current. Simulations results.  
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Fig. 5 Comparison of PI (blue line) and hybrid (green line) controllers. Middle inertia case, 
large load torque. Top: position error, middle: speed error, bottom: reference current. Simu-
lations results. 

 

Fig. 6 Comparison of PI (blue line) and hybrid (green line) controllers. Large inertia case. 
Top: position error, middle: speed error, bottom: reference current. Simulations results. 

medium inertia and large load torque, and high inertia. In all cases there is a re-
duction of the reference position tracking error. At the same time given the refer-
ence current signal is not affected by chattering. In the second phase of the study 
were repeated in the laboratory. Collectively the results are shown in Figure 7. For 
technical reasons, only position error was registered. Experimental studies 
confirmed the results of the simulation. The final positioning error is less than 0.1 
mrad. Only if an additional test with large static friction torque the positioning 
error is greater than previous and is 0.2 mrad. There are small oscillations of the 
current (for the low inertia) due to incomplete suppression of the elastic properties 
of the load.  
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Fig. 7 Robustness of drive with proposed hybrid controller. Top: position and speed, mid-
dle: position error, bottom: reference current. Low inertia case (red line), middle inertia 
case with load torque (green line), large inertia case (blue line), low inertia with friction 
case (magenta). Experimental results.  

5 Conclusion 

The proposed hybrid controller combines the good dynamic properties and 
robustness to drive parameters change. The use of reference trajectory generator 
allows to define the sliding surface of the sliding mode controller. Filtering the 
output signal controller by integrator block eliminates chattering phenomena. 
Simple structure allows easy implementation in real time system.  
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Data of investigated drive. 

Parameters of PMSM Unit Value 

Minimum moment of inertia kgm2 0.75 

Maximum moment of inertia kgm2 5.83 

Torque constant Nm/A 17.5 

Rated load torque Nm 50 

Rated value of speed rev/s 2.41 

Rated current in q axis A 2.85 

Rated voltage V 310 
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Abstract. This paper deals with the use of open-source software for distributed con-
trol system of solar domestic hot water heating. It presents the hydraulic circuit of 
solar collectors with autonomously safe drain-back system and control components 
of our own design. Further are described used modules, communication protocol and 
the use of the control computer. Implementation of open-source software uses the 
Python programming language and SCADA/HMI solution pvbrowser. Using the 
collected operational data necessary for the improvement of the mathematical model 
will greatly simplify debugging similar systems in practice. 

1 Introduction 

Solar energy is supplied to the surface of the earth in the form of sunlight and is 
the basis of life on our planet. It supplies heat, which can either be used directly or 
can be converted into electricity [1]. 

Currently, there is a wide demand for utilization of free energy from environ-
mental organizations, consumers and governments. The objectives are different 
from saving non-renewable energy sources through environmental protection to 
economic reasons. Solar water heating is due to the convenient location of our 
country an efficient way to achieve these goals. 

Proposal of effective management of solar systems for domestic hot water 
(DHW) heating and visualization of operating conditions is an important parame-
ter of evaluating the economic benefits of the ratio of energy obtained and spent. 
In this paper we will discuss the use of a distributed control system of our own 
design which allows easy adjustments in the control algorithms. The system al-
lows measurement of operating parameters and the control of actuators, while 
control and data acquisition is performed using freely available open-source  
software pvbrowser. 
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2 Use of Solar Energy 

Solar energy is poorly predictable source of energy. Most of the energy radiated 
by the Sun does not reach the Earth's surface. By the measurements on the top of 
the Earth’s atmosphere was detected level of solar radiation with an average value 
of 1368 W/m2. This value is known as the solar constant. 

How much solar radiation penetrates the atmosphere and is brought up to the 
surface depends on the solar elevation angle, which changes during the day as the 
sun rises and sets and also on the current state of the meteorological situation and 
season. Solar radiation is scattered during the passage through the atmosphere and 
absorbed by air molecules and water vapor impurities. The value of total solar 
radiation consists of three components: direct, diffuse and reflected. The thickness 
of the atmosphere which must the solar radiation penetrate is during the day varia-
ble. Under ideal conditions, the maximum value of the energy flow to the Earth's 
surface in Central Europe is around 950 W/m2. 

Drain-back connection in Fig. 1 is a non-pressure solar collector connection. 
Under unfavorable energy conditions (cloudy sky, night) is the collector left in 
stand-by mode without heat transfer fluid (water), which is at that time located in 
the Drain-back tank (buffer). 

 

 

Fig. 1 Hydraulic connection of the system and sensors locations 

When the pump is on, heat transfer fluid is pushed from the reservoir to flood 
the collector and by pumping the fluid is the thermal energy transferred from the 
collector to the DHW storage tank. When the pump is turned off, the fluid flows to 
the Drain-back tank by the gravity flow and the thermal energy transfer is inter-
rupted. The stages of starting and stopping the system are shown on Fig. 2 Drain-
back solar collector connection system is autonomously safe, i.e. the temporary 
shutdown of the solar system (holiday), power failure or malfunction of the pump 
automatically interrupts the transfer of the thermal energy from the collector to the 
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DHW storage tank without the risk of overheating the solar system and the uncon-
trolled development of the steam. When the Drain-back tank is located in a  
suitable location where the temperature does not drops below 0°C, as the heat 
transfer fluid can be used drinking water instead of possibly environmentally 
harmful fluids. 

 

 

Fig. 2 The stages of starting and stopping the Drain-back system: a) stand-by, b) flooding 
the collector, c) system on, d) energy transfer interrupted 

The objective of this work is to obtain a sufficient amount of data for use in op-
timization of energy harvesting and minimize heat loss and the own system energy 
consumption. In the system is necessary identifying its own heat losses in the pip-
ing system, loss in energy transfer, loss of radiated heat through insulations and 
DHW storage tank, own collector heat losses, the immediate power of the collec-
tor, the collector efficiency depending on the immediate conditions, the total ener-
gy gain of the collector, the total amount of stored energy, total energy balance of 
the system, the amount of energy required to operate the system. 

Configuration of the experimental solar system is shown in Fig. 1. Besides 
technological sensors (temperature at the collector inlet T1 and outlet T2, heat 
transfer fluid flow F1, the temperature at the DHW storage tank inlet T3 and outlet 
T4, DHW storage tank temperature TT, supply water flow F2, collector tempera-
ture TC and the ambient temperature at the DHW storage tank TE) are other input 
data time and date for determining the maximum solar flow from astronomical 
tables, the position and orientation of the collector, meteorological sensors for 
instantaneous solar flow, the ambient temperature of the area of the collector and 
the speed and direction of the wind. Controlled variable is the power of the heat 
transfer fluid pump. 

Configuration of the experimental solar system is shown in Fig. 1. Besides 
technological sensors (temperature at the collector inlet T1 and outlet T2, heat 
transfer fluid flow F1, the temperature at the DHW storage tank inlet T3 and outlet 
T4, DHW storage tank temperature TT, supply water flow F2, collector tempera-
ture TC and the ambient temperature at the DHW storage tank TE) are other input 
data time and date for determining the maximum solar flow from astronomical 
tables, the position and orientation of the collector, meteorological sensors for  
 



752 G. Gaspar, S. Pavlikova, and R. Masarova 

 

Fig. 3 Control algorithm of the system: S1 – flooding the collector, S2 – temperature condi-
tions stabilization, T – temperature, F – flow 

instantaneous solar flow, the ambient temperature of the area of the collector and 
the speed and direction of the wind. Controlled variable is the power of the heat 
transfer fluid pump. 

In the proposed database [2] is stored all operational data supplemented by in-
formation on the current consumption of hot water and its temperature. Derived 
factors are thermal conduction losses, DHW storage tank, collector efficiency 
depending on the external conditions and the overall energy balance of the system. 
Based on the obtained data is control system algorithm shown in Fig. 3 modified 
with respect to the seasons and hot water consumption. The nature of the experi-
mental system shows that the system of data collection is needed to be built flexi-
ble with the possibility of its further modification and expansion. 

3 Components of the Distributed System 

Standard systems for data collection are of centralized architecture, in which each 
individual sensor has s cable connected to the logger with a defined number of  
inputs and outputs. This configuration is suitable for the final device. Its main  
advantage is minimal need of maintenance; the disadvantage however, is in signif-
icant cost in modifications and extending of the configuration. 

For the experimental system we have chosen the concept of a distributed data 
acquisition and control our own design which consists of separate modules. Mod-
ules process information into digital form or control actuators. The modules are 
interconnected into a bus with the communication cable and the whole system is 
controlled by a PC running GNU/Linux in Fig. 4. 

Autonomous data processing, local archiving and their transformation into the 
digital form reduce costs and reduce demands on the power of the control 
processing unit. Currently are part of the system modules for weather sensors 
(wind direction and speed, sunlight - solar radiation), thermometers, flow meters 
and actuators for control of the pumps, switches and the like. 
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All modules are built on the STM32 ARM Cortex M3 microcontroller plat-
form. Application part of the module for the specific interfaces to sensors and  
actuators intensive uses embedded peripherals of the microprocessor. Communi-
cations interface of the module is a two-wire RS485 in simplex connection with 
addition of the power line or RF modem in the 2.4 GHz band. As a communica-
tion protocol was chosen serial master-slave protocol uBus. The protocol is  
backwards compatible with MODBUS protocol and was adapted for use in micro-
controllers. The communication interface is connected to the host computer via 
USB shown in Fig. 5. 

 

 

Fig. 4 Host computer; temperature controller and USB/uBus converter based on our own 
design 

Control algorithm for experimental measurements has been developed in Py-
thon v2.7 with support of open-source libraries such as matplotlib, pyserial, sqlite.  

The basic version allows for safe system start-up, data acquisition, control, ad-
justing operating parameters, logging of the operational data, write to the database 
and simple graphical data presentation. 

There are available several open-source SCADA/HMI solutions in various 
stages of development. For the need of remote monitoring and controlling of the 
system via the Internet, was chosen cross-platform open-source SCADA/HMI 
solution pvbrowser. This allows to monitor, control, display operational data and 
the overall energy balance through multiplatform client for operating systems  
Android, GNU/Linux, MacOS and Windows. 
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Fig. 5 Distributed control system components 

4 Solution Implementation and Preliminary Results 

Solar system in the configuration with three in series connected collectors with a 
maximum power Pmax = 2400W has been implemented in the hydraulic circuit 
according to Fig. 1. The collector assembly is shown in Fig. 6. 100W actuator 
pump was controlled with PWM module in Fig. 5, power part of the pump control 
optically insulated from other parts of the system. The volume of the Drain-back 
tank was 12 liters. 

System monitoring and control over the Internet [3] has been implemented by 
the client application pvbrowser, sample screen in Fig. 7. Server computer of  
distributed control system, acted also as a pvbrowser server. 

 

 

Fig. 6 Actual collector assembly 
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Standard control system of solar collectors is based on a simple algorithm diffe-
rential thermostat, when the velocity of the heat transfer fluid flow is directly pro-
portional to the temperature difference and the system is free from discontinuous 
states. 

Discontinuous states occur in the Drain-back system at the system startup, sys-
tem stop emergencies. Therefore, the algorithm requires detailed monitoring of 
temperature control with the speed of data collection 1 measurement per second 
and continuous evaluation with regard to the immediate amount of stored thermal 
energy in different parts of the system. 

Fig. 7 shows the rise of temperatures in the system after emergency system stop 
as a result of exceeding the maximum temperature of 60 °C in the DHW storage 
tank. From the graph is clearly visible the rise of the collector temperature without 
heat transfer fluid, which was after system stop concentrated by the gravity flow in 
the Drain-back tank. The temperature in the rest of the system does not exceed 
safe levels and the solar system after the incident passed into a safe state. 

 

 

Fig. 7 Pvbrowser client application windows 

5 Conclusions 

Existing results demonstrated high flexibility of the proposed concept of distri-
buted system of data collection and control, where the uBus allows easily connect-
ing additional modules. 

All obtained operating data will be used for the creation of a comprehensive 
mathematical model of the solar system, which will be further used for the calcu-
lation and modeling of other solar systems and their symbiosis with other sources 
of thermal energy. 
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In the future development, we expect the use of statistical and current meteoro-
logical forecasting data to support predictive control system based on local  
weather forecasts and publicly available meteorological models. 
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Abstract. This paper deals with integration of feedforward into turbo-shaft engine 
control algorithm and its influence on control quality. The control system provides 
fuel feeding, gas-generator speed control, power turbine speed control and opera-
tion limits of critical parameters. The achieved results are shown and described 
below. 

1 Introduction 

The electronic control system for small turbo-shaft engine was designed and 
produced. The basic control algorithm was designed according to the customer 
and target application requirements. The designed system shall solve significant 
plant nonlinearity and challenging requirements on transient state of power tur-
bine speed caused by large disturbances. All presented results were verified on 
real engine. 

2 Architecture of Control System 

The simplified scheme of the control system is in Fig.2. The control system is 
made by two loops connected into a cascade structure. The loop inside controls 
gas-generator speed and the outside loop controls power turbine speed. Operation 
limiters are connected between these two loops. The limiters change the set-point 
value with limited authority (with only one direction - down).  

2.1 Fuel Feeding System (Nfpump) 

Fuel feeding system is a set of components that ensures the delivery of fuel to the 
engine nozzles. It is an electromechanical system equipped with two BLDC mo-
tors that drive two mechanical fuel pumps. The block diagram of feeding system is 
shown in Fig. 4. 
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2.2 Gas-Generator Control 

Analyses of gas generator showed significant nonlinearity, therefor the designed 
control system uses technique of gain scheduling from linear control theory. Main 
logic function switches coefficients of PI controller according to the flight mode 
(IDLE/FLIGHT) and according to the operation state. The transition between 
controller bands is without jump and with hysteresis. The controller coefficient 
scheduler is displayed in Fig.3. This design allows to maximize the power re-
sponse of engine to changing load of power turbine in all operation conditions. 
 

 

Fig. 1 Simplified scheme of control system Fig. 2 PI coefficient scheduler of gas 
generator controller according to flight 
mode 

  

Fig. 3 PI coefficient scheduler of power 
turbine according to flight mode 

Fig. 4 Fuel feeding system 

2.3 Power Turbine Control 

Analyses of power turbine showed significant nonlinearity also. The design of 
control system using the technique of gain scheduling from linear theory was used 
in this case in the same way like in previous one. Only in this case were designed 
two three-band controllers. One of them is the very same as the previous one, but 
the second one has added the feedforward from collective position. The algorithm 
is displayed in Fig.3. 
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The power turbine control is divided into two controllers. There is possible to 
switch between both controllers during operation mode. The variant with feedfor-
ward responds better to the change of load of power turbine, therefore this variant 
is preferred.  

The controller coefficients are split into three bands according to value of defi-
ance between reference and actual measured value of power turbine speed. This 
algorithm satisfies all the requirements about reaction speed with robustness in 
phase and amplitude safety. The controller contains the anti-windup function be-
cause of limiters intervention. 

Table 1 The example of three-band PID controller settings for power turbine 

Band Band / Gain Kp Ki 

1 +/-1% 1 0.1 

2 +/-3% 1.5 0.18 

3 +/-5% 2 0.25 

2.4 Power Turbine Controller Implementation – Feedforward 

The feedforward was added to improve the power response. This feedforward is 
based on measuring the position of collective and therefore the speed of generator 
turbine can be increased sooner before power turbine speed starts to decrease. 

The feedforward is designed as parallel table function, which output is added to 
the output from PID controller. The result of this operation is set as the set-point 
value to generator speed controller. In case of failure of feedforward, this can be 
disabled and the control algorithm smoothly changed to standard control without 
the feedforward. It is defined through eleven parameters, these can be modified 
according to the type of main rotor. The values of feedforward are calculated from 
mathematical model of rotor. In case of unknown rotor model, the dependence can 
be measured.  

2.5 Operation Limiters 

The control system has implemented operation limiters of critical parameters such 
as limit for maximal exhaust gas temperature or maximal torque on the power 
turbine shaft or maximal pump speed. These limiters are connected into the con-
trol structure, just before the inner loop, where they can change the set-point value 
from the outside loop.  

The limiters have limited authority, they can change the set-point value only to 
downside. All the influences from the limiters are bounded on the bottom and  
simultaneously they cannot cause the decrease of gas generator speed under the 
defined range.  
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2.6 Comparing of the Control System with or without 
Feedforward  

The helicopter producer expects nominal rotor speed approximately 514 rpm. 
Next figure compares power turbine speed in dependency to the disturbance error 
(collective position change). Time sequence of collective position is in fig. 6. 

There was a change collective position change from an angle 4° to 9° in time 
2s, this change took about 1s and then there was change of collective position 
from an angle 9°to 4°in time 17s, this change took also 1s. 

 

 

Fig. 5 The time sequence of simulated change of collective position 

The simulation results are summarized in table 2. These results are shown in 
fig. 8-10 also and they show the difference between power turbine speed control 
with or without feedforward. The feedforward minimizes undershoot and over-
shoot of power turbine speed. There is the response of gas generator speed control 
to change of load in fig. 7. The responses of control algorithm with and without 
feedforward in upper loop are shown in these figures. Feedforward significantly 
improves the action value from the controller.    

Table 2 The results with variable load  

Test 
Case 

Change of load Reduced moment of 
inertia [kg*m2] 

PI control without feed-
forward 

PI control with feed-
forward 

1 70-280Nm/2s 0.64 485/514  -  5,6% 505/514   -  1,7% 

2 70-280Nm/3s 0.64 490/514  -  4,7% 506/514   -  1,6% 

3 70-280Nm/5s 0.64 497/514  -  3,3% 507/514   -  1,4% 

4 70-280Nm/7s 0.64 500/514  -  2,7% 509/514   -  1,0% 

 
It is obvious that the control algorithm with feedforward responses to power 

turbine load change faster than the algorithm without the feedforward. The second 
control algorithm is slower because of inertia of system (power turbine + redactor 
+ rotor). The quality of regulation will be always better with the feedforward, 
when the inertia of a system will rise.  
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Fig. 6 Generator turbine speed – control 
with / without feedforward 

Fig. 7 System response to error value – 
with / without feedforward 

  

Fig. 8 Main rotor speed – The rotor load 
relief  

Fig. 9 Main rotor speed – The rotor load 
increase  

3 Conclusions 

Designed structure of control can be implemented on helicopter engines with feed-
forward or without it. The system allows to use analog and digital value of feed-
forward. This connection increases the quality of control during the transition 
states. The control can disable the feedforward during the error state or in case the 
superior system of helicopter does not provide the information about collective 
position. 

The more complicated three-bands controllers have to be implemented to meet 
the requirements on control quality in case of the control without the feedforward. 
There should be more complex logic function to switch between them also. The 
requirements of costumer (PBS, a.s. Velká Bíteš) cannot be satisfied with only one 
controller. 

The nonlinear dynamic model of turbo-shaft engine was created during the de-
velopment process. This model was used for the simulations and tests of control 
algorithms. The gained experience from engine test stand in PBS proofed the cor-
rect way of design process, so it can be extended and the mathematical engine 
model can be improved.  
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Abstract. The aim of this work was to introduce five form factors describing the 
shape pattern of the impedance cardiography (ICG) signal during one cardiac 
cycle. These form factors were used for automatic classification of ICG heart evo-
lution as either valid or artifact. For each tested cardiac cycle in a verified ICG 
signal, the values of the form factors were calculated and compared with the re-
spective form factor for the pattern. We evaluated the ability of each form factor 
to detect artifacts based on the receiver operating characteristic (ROC) method.  

1 Introduction 

It is difficult (or even impossible) to analyze  hemodynamic parameters during a 
patient’s normal activity using well-established, “classical” methods [1-4]. Ambu-
latory impedance cardiography (AICG) monitoring is a technique allowing esti-
mation of cardiac hemodynamics during transient events. Researchers using  
impedance cardiography (ICG) systems are familiar with the problem of motion 
artifacts during ICG signal stationary recordings. This problem is more expressed 
in  holter-type ambulatory impedance cardiography systems due to the motion of 
the patient [2, 4]. The ICG signal of the first derivative is about two orders weaker  
than ECG, so any disturbances in electrode–skin contact resulting in a significant 
decrease in signal quality. The careful placement, positioning, and firm fixing of 
electrodes can significantly reduce the rate of artifacts [5,6]. Although the problem 
seems to be known, it has not so far been intensively analyzed  using quantitative 
methods.   

Willemsen et al., during the verification of  their system (the VU-AMS ambula-
tory monitor for impedance cardiography), concluded that it is a valid device for 
the measurement of systolic time intervals in real-life situations, but that its appli-
cability for absolute stroke volume and cardiac output determination remained to 
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be established [3]. Their reservations regarded stroke volume and cardiac output 
values obtained only during exercise. 

Since some of the AICG recordings are too noisy to analyze, it is  important to 
automatically reject corrupted signals.  This problem was considered in other pa-
pers when we evaluated the rate of artifacts for day and night recording [7] and 
tried to identify the artifacts' possible source [8].  

Figure 1 illustrates the scale of the problem by  presenting examples of noisy 
and relatively clean recordings obtained in the previous study when the subject 
walked on stairs and remained in supine position, respectively [8]. 

 

 

Fig. 1 The  noisy (top strip) and artifact-free (bottom strip) recordings obtained in the pre-
vious study [8] 

The aim of this study was to introduce five form factors (FFi) describing the 
shape pattern of the impedance cardiography (ICG) signal during one cardiac 
cycle. We intended to use these form factors for automatic classification of ICG 
cardiac evolution as either a valid change or as an artifact by comparing the cur-
rent cycle with the pattern.  

2 Material and Methods  

The computer program that automatically detects the characteristic points in the 
electrocardiographic (ECG) and ICG signals (dZ/dt) necessary for calculation of  
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hemodynamic parameters and allows the user to browse the previously recorded 
data was presented in another paper [13]. It also creates the pattern of the ICG 
signal for one cardiac cycle based on 100 evolutions. One of the form factors used 
in this study was defined in that paper, too [13].  

In the previous studies, cardiac evolution was classified as normal basing on the 
wide range of the acceptable values of cardiac parameters [9-12], whereas in this 
study the idea was to create the pattern of the one-cycle evolution of the dz/dt 
signal and use it for comparison with a signal for each heart beat.  

2.1 Pattern of the ICG Signal  

The pattern of the first derivative ICG signal (dz/dt) for one heart cycle was 
created by averaging 100 consecutive evolutions synchronized by the R wave in a 
simultaneous ECG [13]. Within the averaging section the characteristic points are 
detected (corresponding to Q in ECG, B, C and X); these are later used to calcu-
late the pattern shape indices. The pattern of the ICG signal, with marked charac-
teristic points on ICG trace, is presented in Figure 2 . 

 

 

Fig. 2 The pattern of the QQ cycle with marked characteristic points on an ICG trace. B – 
the point where the curve crosses the base-line; C – the maximum of QQ segment; X – the 
minimum of QQ segment [13] 

2.2 ICG Signal Form Factor Definitions  

We introduced five shape descriptors (form factors) which characterize the pattern 
of the ICG signal. The form factors are numerical measures of specific features of  
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the analyzed shape – in our case, the QX period. They allow objective and easy 
comparison of one cycle of the ICG to the pattern. Some of the form factors were 
inspired by the image shape descriptors. Below, in Table 1, are the definitions of 
the five form factors.  

Table 1 The definitions of the five form factors characterizing the shape of one cycle of 
ICG dz/dt signal  
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where for 

FF1:  
GA = the number of samples having values greater than the average 
LA = the number of samples having values smaller than the average. 

FF2:  
G = the number of samples having values greater than 2/3 amplitude of point C, 
N = the total number of samples. 

FF3: 
L = the length of the signal curve between the Q and X points,  
S = the surface area above and below the base line within the period of  QX. 

FF4: 
     SU= the surface area under the average value of QX segment, 
     SA = the surface area above the average value of QX segment. 

The third form factor (FF3) shows the relationship between the length of the curve 
and the sum of the area above and below the base line within the period of  QX. 
This factor is used for automatic analysis of the ECG signal obtained in holter 
recordings and sometimes called Malinowska’s factor. The fifth form factor  (FF5) 
is just the standard deviation of the cycle from the pattern, normalized according 
to the both length of QX and the maximum amplitude of dz/dt. 

2.3 The Form Factors' Evaluation  

When comparing the effectiveness of form factor in the classification of artifacts, 
it is important to identify the appropriate level of discrimination of a particular 
form factor.  As a preliminary test, a 20-minute segment of ICG signal (obtained 
during overnight monitoring of one healthy human subject selected randomly from  
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a group of 12) was analyzed and each evolution was classified as normal  
or artifact, using both automatic and manual methods. Simultaneously, the abso-
lute values of differences between FFi for each detected cycle and the pattern  
were calculated. The value of the factor’s differences and classification variable 
were plugged into a program plotting the receiver operating characteristic (ROC), 
published by Giuseppe Cardillo [14]. Thus it was possible to estimate the perfor-
mance of a binary classifier system as its discrimination threshold varied. The  
area under the curve (AUC) is equal to the probability that a classifier will rank a 
randomly chosen positive instance higher than a randomly chosen negative  
one (assuming “positive” ranks higher than “negative”) [14]. The cost effective 
cutoff is a point on the actual ROC curve whose distance from the upper left  
corner of the graph is minimal. It corresponds to the optimal cutoff value for the 
form factor. 

3 Results  

The AUC and the cost effective cutoff  point for each FF are presented in Table 2.  
The highest AUC value was obtained for FF5 , and the lowest, for FF4 . 

Table 2 The  area under the curve (AUC) and the cost effective cutoff  point for each form 
factor (FFi)  

  

FF1 

 

FF2 

 

FF3 

 

FF4 

 

FF5 

 

AUC 

 

0,6812 

 

0,7068 

 

0,7676 

 

0,6489 

 

0,8891 

 

Cost effective 
cutoff point 

 

0,7350 

 

0,0596 

 

0,3350 

 

0,2940 

 

44,40 

 
 

Figures 3-5 present the ROC curves obtained for the best FF (according to the 
"maximum of AUC" criterion):  FF1, FF3 , FF5 . 
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Fig. 3 The receiver operating characteristic for the first form factor (FF1) 

 

Fig. 4 The receiver operating characteristic for the third form factor (FF3) 
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Fig. 5 The receiver operating characteristic for the fifth form factor (FF5) 

4 Conclusions 

The aim of this work was to introduce five form factors describing the shape pat-
tern of the impedance cardiography (ICG) signal during one cardiac cycle. Those 
form factors were used for classification of ICG heart evolution as either valid or 
artifact. For each tested cardiac cycle of the verified ICG signal, the values of 
form factors were calculated and compared with the respective form factor for the 
pattern. 

We also sought to determine the index which could best characterize the dis-
crepancies between the shape of the pattern and the analyzed cycle.  
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Abstract. Diabetes Mellitus is a disease of modern civilization affecting millions 
of people worldwide. On-going studies aim at developing and testing an algorithm 
of the automatic insulin dose calculation for systems with a personal Insulin Pump 
and Continuous Glucose Monitoring device (CGM), whole system would work in 
closed loop. Tests are carried out as in silico, or by using a computer model which 
is reflecting the functioning of the living organism in terms glucose-insulin me-
tabolism. Conducted studies have shown that individually tested neural networks 
at the expected projections time of 30 minutes ahead are not able to unambiguous-
ly predict what the expected value of blood glucose be. However, it seems that for 
the correct control of glycaemia, signal of the expected BG trend is sufficient. As 
a evaluation tool for the designed algorithm we have used so called Control Va-
riability Grid Analysis (CVGA) method. 

1 Introduction  

Entry into the twenty first century with the development of technology and the 
increase in the standard of living societies led to a significant increase in the  
incidence of so called civilization diseases. Such diseases include undoubtedly 
diabetes. Diabetes is a chronic disease, and if left untreated, leads to severe com-
plications and even death. According to the World Health Organization [1], more 
than 220 million people worldwide suffer from it. In 2004, it is estimated that 
about 3.4 million people died from the effects of high blood sugar. Again accord-
ing to WHO, the number of expected deaths from diabetes will double between 
2010 and 2030. 

Roughly speaking it can be assumed that type 1 diabetes (T1DM) is a disease in 
which the body is unable to independently regulate blood glucose (BG-Blood 
Glucose) due to lack of hormone produced by the pancreas - insulin. 

As normal serum glucose levels is the value of 60 (70) - 110 (120) mg / dl, the 
values below 55 mg / dl is defined as a state of hypoglycaemia (hypoglycemia). 
The values of about 25 mg / dL severe hypoglycemia which symptoms are  
                                                           
* Corresponding author. 
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convulsions and coma, and it is a life threatening condition. As the blood glucose 
concentration exceeds 120 mg / dl in the fasting state or 160 mg / dl postprandial 
state is determined as hyperglycemia. Above the 180 mg / dl is glycosuria and 
excrete the excess glucose into the urine.  

Ongoing studies aim at developing and testing an algorithm of the automatic 
insulin dose calculation for systems with a personal Insulin Pump and Continuous 
Glucose Monitoring device (CGM), whole system would work in closed loop. 

Such circuit (see Fig.1) equipped with glucose sensor and properly controlled 
insulin dispensing device may eventually be seen as a kind of artificial pancreas, 
which is a device that autonomously or with some minimal patient attention will 
control the level of glucose in the blood, preventing from the occurrence at both 
hyper-and hypoglycemia. 

 

 

Fig. 1 Diagram of closed loop insulin delivery system 

2 The Research Carried out so Far 

Because commission approval is required for research on patients and there are 
potential risks associated with such research, we decided to focus on the "In sili-
co" examination. Tests are carried out as in silico, or by using a computer model 
which is reflecting the functioning of the living organism in terms glucose-insulin 
metabolism. 

Adopted in silico research method has many advantages and is justified by im-
portant factors, the main reason is the possibility of testing scenarios with life-
threatening extreme values. An undoubted advantage of tests with the computer 
model is repeatable research. Patients are always in the same initial state, and 
during the test there are no factors distorting the result. Thanks to this study, we 
may notice even slight changes in the regulation, without a doubt, that they are not 
caused by disruptions. 

Model used for our tests was developed by a team lidded by PhD. Boris Kovat-
chev of the University of Virginia, USA. The simulator is implemented in Matlab. 
[2]. 
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The model was developed on the basis of 300 people, each of which is reflected 
in the simulator, locally we have 10 virtual patients at each of three age groups. 

The method of in slico allows to achieve results faster and reduce costs com-
pared to in vivo testing. 

Used model was designed specifically to enable research into methods of glyce-
mic control in combination with a closed loop feedback. The model reflects sys-
tem which consists of a CGM and insulin pump and block to design the controller. 
Simulator due to the fact that its main purpose is testing of control systems takes 
into account the specificity of commercially available CGMs and insulin pumps 
(errors, discretization, noise) [3][4]. 

Mathematical glucose - insulin model is based on the work presented by Dalla 
Man, Cobelli [5]. Model of in-silico subject is assumes that glucose consumption 
and its internal secretion is controlled by insulin. Subject model is multi- com-
partment one. Subsystems represent important from the glucose-insulin regulation 
point of view organs of the relationship between them. Those subsystems include: 
stomach, serum, intestine, liver, kidney, brain, red blood cells or peripheral tissue 
glucose consuming. 

It should be noted that the main drawback of the model is that it does not take 
into account influence of physical activity to the glucose-insulin regulation. 

Our additional objective is to explore the possibility of adding to the model in-
flu-ence of physical activity on sugar curves of patients. 

An early study has been performed for insulin pumps and their parameters 
identi-fied and requirements for the insulin pump and the entire system of insulin 
deliv-ery were defined. [6] [7] [8]. 

We determined the most important factors affecting the control algorithm. They 
include: delayed action of insulin, delayed information about current BG (up to 
15min) and low accuracy (even over 20% even at low concentrations), unknown 
demand for glucose, and only estimated value carbohydrates in the meal. 

In subsequent studies we identified in silico research opportunities and possible 
control of BG vs. time curves shape. [9] [10] Factors which affect rate of change 
at rise / fall and maximum BG. (Table 1.) 

The study revealed that the rate of rise in blood glucose is not affected noticea-
bly with insulin dose. 

Our studies have shown a wide variety of rate of change of BG curves depend-
ing on the subject and especially his/her age.  

Our approach is that all patients be treated with a personalized algorithm. 
It was established that the control algorithm will be utilize a neural network 

pre-dictor. Conducted studies have shown that tested neural networks at the ex-
pected projections time of 30 minutes ahead are not able to unambiguously predict 
what the expected value of blood glucose be. However, it seems that for the cor-
rect control of glycaemia, signal of the expected BG trend is sufficient. Tested 
neural network predictor generates expected trend of BG change with adequate 
accuracy for 30 minutes forward. (Fig. 2) 
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Table 1 Summary of possible influence to the BG vs. time curve shape 

“+” indicates that value of observed parameter 
increases along with increase value of causing 
factor, “-“ means opposite relation, 
 „x” indicates that influence of factor was not 
observed, “/” denote that relation is subject 
specific. 

Observed parameter of BG vs. time curve 

BG max Rise rate Fall rate 

factor 

pre-meal insulin delivery time - x - / x 

meal duration - x x 

insulin dose - x + / x 

pre-meal insulin dose divided in to 
smaller doses and spread along some time 
(split bolus) 

+ x x 

time between split bolus doses + x - 

 

 

Fig. 2 Sample output of tested control algorithm 

3 Evaluation of the Control Algorithm 

To assess the quality control algorithm we use various statistical tools embedded 
in simulation environment. Mostly we use three following types of information. 

 
1. Control Variability Grid Analysis (CVGA). 

CVGA graph shows overall glycaemia control. The CVGA graph is generated 
as follows: for each subject a dot is plotted with (x,y) coordinates. Where x-
coordinate is the minimum BG and y-coordinate is the maximum BG for an 
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observation period. Typically period is set to 24h. Such plot shows what is ef-
fect of treatment to the patient health. The graph is divided into 6 zones due to x 
and y coordinate value. 

• A-zone, Accurate control. 
• Lower B, Benign deviations into hypoglycemia 
• Upper B, Benign deviations into hyperglycemia 
• Lower C, Over-Correction of hyperglycemia 
• Upper C, Over-Correction of hypoglycemia 
• Lower D, Failure to Deal with hypoglycemia 
• Upper D, Failure to Deal with hyperglycemia 
• E-zone, Erroneous control 

Points plotted in the A-zone indicates that subject BG was kept within the nor-
mal range of 90–180 mg/dL. As point is placed further form A-zone it indicates 
devia-tion form normoglycaemia and means greater health risk. [11] On the Figure 
3 there are results for tested algorithm. 

 

 

Fig. 3 Control Variability Grid Analysis for tested control algorithm 

2. Blood glucose versus time curve. 
Blood glucose versus time curve shows BG level or measured CGM data along 

the time. Graph is easiest way to observe regulation and spot characteristic points 
where regulator fails to control BG level. 

 
3. Per cent time. 

Percentage time of whole simulation duration at some condition for example in 
A-zone of CVGA (see above Figure 3 plot) or in specified BG level range. This 
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provides measure of regulation quality and enables to compere results between 
subjects, different scenarios or control algorithms. 

4 Discussion of Results 

At this stage of the study as a predictor of the BG trend we use a one-way neural 
network. Neural network is with five sigmoidal neurons in the hidden and linear 
output. Neural Network predicts expected BG level at maximum 30 minutes 
ahead. Input vector contains information about the expected meal and carbohy-
drate content, the current CGM reading. Network has an extra input with deriva-
tive of CGM reading.  

Basing on the derivative of the neural network response (predicted BG) and the 
current value of CGM reading decisions are taken whether to make insulin infu-
sion. The value of the dose is calculated on the basis of patient-specific factors 
available in the model. 

Curves of BG vs. time during closed loop operation of described control algo-
rithm have been shown in Figure 2. As you may notice predicted CGM curve is 
changing more rapidly than real CGM and differs slightly in value. That’s why 
only derivative of predicted signal were used. On the Figure 2 you can see when 
meals where provided for the subject and when insulin was delivered. 

So far some of subject were tested and for each subject his / her own network 
was trained. Training set is based on typical one-week CGM measures. 

We are having more problems to tune up control algorithm for child patients 
then another ages groups. We expect that is due higher dynamics of young subject 
BG response to meal and insulin. 

5 Conclusions 

Presented approach to blood glucose regulation in closed loop is one many of 
possible methods. Presented first tests of control algorithm with neural network 
predictor proofs it as a quite good solution. 

We are aware that presented above initial positive results is the beginning of a 
long journey for the success of which would be able to optimize the control algo-
rithm together with the wording of the final requirements for the CGM sensor and 
pump. 

Currently we are at the stage of improvement personalized neural predictor and 
at the same time checking the possibility of enhancing the model for the effect of 
the patient's physical activity. Such patient model enrichment must be made  
in close consultation with the medical, diabetologists doctors cooperating in the 
development of methodology. 

We assume that in the final optimized control algorithm, we can estimate (in-
crease) the maximum prediction interval while maintaining the correct glycaemia 
control. 
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Abstract. The article introduces an experimental device based on optical technol-
ogy for the measurement of spinal deviations in patients suffering from scoliosis 
or any related diseases. The electronic design of the device is explained as well as 
the MATLAB based control and data processing methodology. The results show 
that a 3D model can be reconstructed through the measurement of reflected light 
intensity and its subsequent interpretation. The reconstructed image shows a visi-
ble deviation in the thoracolumbar part of a patient back which can be used by 
medical staff to evaluate or monitor the progression of related diseases. 

1 Introduction 

Spinal diseases, which result in the deformation of the spine, are currently 
amongst the most common diseases throughout human development [1]. The early 
diagnoses of these diseases are crucial in stopping their further progression, and 
even reversing their effects. For this purpose, a wide range of diagnostic devices 
are used. This paper proposes a more compact experimental device which is less 
invasive but with comparable accuracy to already existing devices, while reducing 
any operational complexity.  

In terms of human anatomy it is important to understand the planes (p.) of the 
human body. These planes are divided into the following: 

- medial p. – the vertical plane which divides the human body into a mirror im-
age of each half 

- frontal p. – the vertical plane which is parallel with the forehead (perpendicular 
to the medial) 

-  transverse p. – the horizontal plane which is perpendicular to the medial and 
frontal planes. 

To visualize the above mentioned planes on the human body we must consider 
a person’s so called orthostatic position. This position is almost always defined as 
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standing upright with the upper limbs freely hanging along the body with the 
palms facing forward. Figure 1 shows the human body planes on an orthostatic 
human posture [1]. 

 

Fig. 1 Body planes: 1 - medial p.  2 -  frontal p.  3 - transverse p. [1] 

The scientific topic of orthopaedics deals with diseases which affect the human 
spine as well as diseases which effect human mobility. A disease affecting the 
human back often manifests themselves in the sideways deformation (along the 
frontal and transverse directions) of the spinal column.  

Roentgen (X-ray) is one of the basic methods in determining a person’s medical 
history – together with determining their current medical state. These two ele-
ments form the basis for adequate diagnosis and evaluation of the spinal column. 
For this purpose a wide range of devices are used such as: roentgen (RTG), com-
puted tomography (CT), magnetic resonance imaging (MRI), and ultrasonography 
(USG) [3]. 

2 Experimental Device 

The experimental device (ED) works on the principle of optical surface scanning 
with achromatic color – cold white [7]. The reflective properties of the scanned 
surface (E) causes changes in the intensity of light emitted (LE). Emitted light 
(LE) was after reflection from the scanned surface (LR) returned to the experimen-
tal device (ED). The results of these changes is an image of the scanned surface in 
TIFF format (DA) with 600 DPI. The TIFF format is then processed in the 
MATLAB environment to interpret its 3-D representation. The principles of the 
device are described in the scheme on figure 2 [4], [5], [6]. 

The block diagram of the device can be seen in figure 3 and its structure can be 
divided into four groups: 
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1.) frame of the device. 
2.) scanning head with light energy blocks (LB1, LB2). This assembly func-

tions by moving parallel to the scanned object.   
3.) motion system, which consists of a step motor (M), timing belt (TB) and 

guide rod (GR). The purpose of this component is to ensure the smooth 
and consistent motion of the scanning head.   

4.) controller (C) and communication interface (CI) together with the power 
supply (PS). 

 

Fig. 2 Device principles: ED – experimental device, E - scanned surface, LE – light emit-
ted, LR – light reflected, DA – data acquisition, MATLAB - processing environment 

 

Fig. 3 Block diagram: 1) frame of the device, 2) scanning head with LB1 & LB2 – light 
energy blocks, 3) motion system with M – step motor, TB – timing belt, and GR – guide 
rod, and 4) communication and control block with  C – controller , CI  – communications 
interface, PS – power supply  

From the 2D scan, the 3rd dimension is determined as the difference between 
the lowest and highest points of the measured object from the same base, which is 
expressed in formula (1). The schematic representation for determining the refer-
ence distance can be seen in figure 4.  

Dref = Dmax – Dmin          (1) 
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Fig. 4 Determination of the reference distance  

3 Implementation 

In order to quickly process and visualize measured data, the self executable appli-
cation “Analysis of Spine” was created in MATLAB. The application enabled 
quick transformation of the scanned image and also incorporated multiple image 
processing filters such as: average, disk, Gaussian, Laplace and others to fulfil a 
wide variety of image post processing methods depending on the scanning condi-
tions. The filters are possible to use in a default value or with the possibility to 
modify parameters. A secondary advantage to the processed 3-D model is the 
possibility to create 3-D sections of the scanned image along the transverse plane 
and graphically display them. Figure 5 shows the “Analysis of Spine” application 
interface [5], [6]. 

The devices function was verified on a synthetically coated polystyrene model 
of the human back. The difference between the lowest and highest points on the 
model, which according to equation (1) represent the reference distance Dref, 
 

Fig. 5 “Analysis of Spine” application  
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Fig. 6 Color spectrum scan of the patients back 

 

Fig. 7 3-D color spectrum from the polystyrene model of the patient back  

which in the case of the polystyrene model was 0.11 m. For clarity, the 3-D model 
is defined in a colour spectrum, this allows for the very simple and practical de-
termination of distance values at any point of the 3-D model. Dark blue regions of 
the color spectrum correspond to values equal to 0 m, whereas dark red regions 
correspond to the values of Dref.  

Once the measurements and results of the scanned polystyrene model were 
verified, a patient suffering from scoliosis was chosen to determine the viability of 
the device for clinical application. The processed colour spectrum image of the  
patients back and their corresponding 3-D model can be seen in figure 6 and 7 
respectively, were Dref = 0.025 m. 
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4 Conclusions and Discussions 

The device was compact, easy to deploy and portable. Compared to conventional 
RTG methods in diagnosis, the experimental device offers a less invasive alterna-
tive to diagnosing the state of their illness. Provided that the proper conditions are 
met, the experimental scanner was capable of detailed images. Accompanying the 
hardware was the “Analysis of Spine” application, which proved to be very intui-
tive to use even for less adept PC users. The application provided basic functions 
that allow almost anybody to quickly perform an analysis. But the application also 
keeps the ability to modify or expand on key parameters for those wishing to ob-
tain optimal results. The deviation in the patients spine is qualitatively evident 
from the scans in figure 6, namely in the dark red regions representing the protru-
sion of spinal sections which show an abnormal curvature along the left thoraco-
lumbar region of the patients back. Above this region however, the results become 
less clear due to the musculoskeletal structures which may be incorrectly inter-
preted as the spinal column. The image depth is quantitatively assessed in figure 7 
by the color spectrum and accompanied legend. The resulting device provides 
software which is very intuitive and easy to use, while providing enough depth for 
more detailed control over the data processing phase. However the actual results 
would benefit from a specialists qualitative opinion. Furthermore, incorporating a 
quantitative data processing analysis capable of determining the degree of devia-
tion would greatly benefit the existing device and is the focus of future studies.  
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Abstract. The recurrence plot method, created in 1987, is included in the group of 
non-linear signal analysis methods. It demands embedding the signal in the phase 
space, where the coordinates of the point define the state of the system. In this 
work we try to present application of the described method in supporting the diag-
nosis of myocardial insufficiency. Acoustic signals from the beating heart are 
characteristic for the given person and depend on the chest’s structure, the amount 
of the hypodermis and individual variability.  Automatic analysis aims at replacing 
the subjective assessment with the algorithm, which would assume the amplitude 
and character of the  signal for the assessed radius, for which the recurrence plots 
would  give satisfactory image of the signal’s structure. Comparing the plots from 
signals from healthy and sick patients allows for their easy distinguishing, thus 
diagnosing.  

1 Introduction 

The recurrence plot method was created in 1987 by Swiss physicist Jean-Pierre 
Eckmann. The method is included in the group of non-linear signal analysis me-
thods, such as fractal analysis, estimation of Lapunow exponent, Poincare plots or 
Hurst exponent[9-12]. The method of recurrence plots allows for illustrating sig-
nals’ dynamics, concentrating on the recurring phenomena occurring there. It de-
mands embedding the signal in the phase space, where the coordinates of the point 
define the state of the system[13]. 

The analysis of signals with the use of recurrence plots requires from the person 
which makes calculations awareness of proceeding phenomena and characters  
of the signal itself. It’s unacceptable to draw conclusions on the basis of signal 
analysis which time course is unknown or the parameters of analysis had not been 
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properly chosen. It makes the method subjective and dependent on the performer, 
and also hinders the application of the whole class of signals in automatic analysis. 

The method of recurrence plots enables applying RQA (Recurrence Quantifica-
tion Analysis); it reduces the plot to parameters which are quantitative information 
on the characters of the signal being analyzed[13]. In this work we try to present 
application of the described method in supporting the diagnosis of myocardial  
insufficiency. 

Chronic myocardial insufficiency is a syndrome entity, characterized by  
myocardiofibrosis and rebuild of myocardium, what in consequence lead to its 
dysfunction. The remodeling in myocardium changes the conditions of heart work 
into unfavorable, what results in each cardiac contraction taking place in different 
conditions[1]. The record of changes of pressure in the chest, collected by infra-
sonic microphone with auscultatory funnel at one end, has the course uncoordi-
nated with the heart rhythm. The systems regulating heart rhythm are usually  
non-linear, that is why the non-linear analysis has been successfully used for this 
class of signals for years[5-8]. 

In the article there will be presented the computational procedure, allowing for 
performing automatic signal analysis with the use of recurrence plot method.  

2 Recurrence Plot Method 

We begin our work with the signal from watching time courses with the particular 
attention given to the amplitude, as well as character and time relation of oscilla-
tion taking place there. We ought to point out potential disturbances and artifacts 
and their location in time.  

Preparing a recurrence plot requires embedding the signal in the phase space. 
This is presenting the signal in the multidimensional space, in which every another 
dimension is the same signal displaced in time by delta t multiplicity. The highest 
number of dimension is called the dimension of embedding. Such dimension and 
delta t value are not accidental. Time displacement can be determined with the use 
of autocorrelation function or the method of Average Mutual Information, which 
measures the dependent information between two random variables. The relation 
is shown by the following formula: 

ሺܶሻܫ  ൌ ∑ ܲ൫ݏሺ݊ሻ, ሺ݊ݏ  ܶሻ൯݈݃ଶ  ሺ௦ሺሻ,௦ሺା்ሻሻ൫௦ሺሻ൯ሺ௦ሺା்ሻሻ൨ ௦ሺሻ,௦ሺା்ሻ  (1) 

P(x) is the probability of occurring x value in the signal, and P(x,y) is a density 
of probability of occurring two random variables. The value of average mutual 
information is the biggest for T=0. The effect of embedding in phase space is the 
most favorable when delta t equals the time of time displacement for the first min-
imum of the function I(T). Fig. 1 presents the exemplary plot of a function I(T)  
[9-12]. 
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Fig. 1 The value of average mutual information in the function of the time lag 

The next stage is assessing optimal dimension of embedding. Specifying this 
parameter lies in determining the dimension in which the similarly directed trajec-
tories are situated close to each other and the trajectories running in different  
directions are separated. For this purpose the method of The Nearest False Neigh-
bors is applied[9-12].  

 

 

Fig. 2 The percent value of false neighbors in the function of embedding dimension 

Determining the two parameters allows for reconstructing trajectory in space 
and drawing recurrence plot. The method of Recurrence Plot by Iwanski and 
Bradley is specified by the following relation: 

 ܴ, ൌ Θ൫ߝ െ ฮݔ െ ,ฮ൯ݔ ߳ݔ א Ը, ݅, ݆ ൌ 1 … ܰ (2) 

where N is the length of the analyzed time course, i, j are the coordinates on the 
surface, ߝ is the radius, ԡ·ԡ is the norm in the metric space and Θ is Heaviside’s 
function. 

Both axes of the plot represent indexes of signal samples and point’s coordi-
nates on the plot determine the numbers of the samples, the properties of  
which are here evaluated. The obtained plot can be then analyzed with subjective 
evaluation of the illustrated phenomena or we can perform RQA – Recurrence 
Quantification Analysis. It reduces the problem to few parameters, allowing for 
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the quantitative evaluation of particular phenomena appearing on the recurrence 
plot[13]. 

Summing up, in order to determine the recurrence plot of the signal the follow-
ing calculations need to be done: 

1. Determining ∆t with the use of Average Mutual Information method 
2. Determining embedding dimension with the use of The Nearest False Neigh-

bors method 
3. Embedding the signal in the phase space 
4. Assessing  ߝ and assigning recurrence plots for the estimated ߝ 
5. Empirically selecting ߝ by assigning recurrence plots for the moment of  

obtaining the image of the signal’s structure 
6. Carrying out RQA  

It has to be emphasized that points 4 and 5 make the result dependant on the 
experience and subjective evaluation of the performer. 

3 Problems of the Automatic Application 

In order to draw a plot it is essential to specify the embedding dimension of time 
displacement and radius. We can easily automatically designate time displacement 
from plot of the average mutual information by determining the first minimum of 
the function. We can accept the certain percent of false neighbors as optimal and 
automate this process. The analysis will cause finding the embedding dimension, 
where the percent of the nearest false neighbors is below this limit[9-12]. Both 
parameters are successfully estimated in many available computational programs 
for non-linear signal analysis (such as Visual Recurrence Analysis), that is why 
the problem of designating these parameters will no longer be raised here. 

Determining the radius is crucial in the implementation of the algorithm, be-
cause the number of points showed on the plot is dependent on it. Empirical sig-
nals can have different amplitude and oscillation character. Acoustic signals from 
the beating heart are characteristic for the given person and depend on the chest’s 
structure, the amount of the hypodermis and individual variability. Too little ra-
dius gives image of only the trajectories situated very close to each other. The 
choice of radius decides on which points and how many of them will be on the 
plot. Too big radius makes the plot illegible as it is covered by additional points, 
which accidentally were located nearby. These problems will be more precisely 
presented in the next chapter related to estimation of the radius on the example of 
the real measuring data.  

4 Automatic Method of Recurrence Plots 

The original signal from the patient registered in the data base is shown on  
Fig. 3.[2-4] 
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Fig. 3 The histogram of the distance between the points in the phase space 

Its character makes other methods unreliable. The calculation begins with  
specifying the time displacement by the average mutual information method. It is 
carried out by very accurate determination of the first minimum of the function. 
Having the time displacement we then need to determine the embedding dimen-
sion by the nearest false neighbors method.  

In order to assess the radius we conducted analysis of the distance between the 
points in the phase space. Maximal distance between the points has been divided 
into 100 equal sections and we counted the pairs of points in particular sections. 
Fig. 4 presents the described distribution.  

 

Fig. 4 The histogram of the distance between the points in the phase space 

 

Fig. 5 The arrangement/distribution of the percent of the points presented on the recurrence 
plot in the radius function. The radius for the 30% of points is marked in red. 
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Then, we recalculated the number of counts into the percent of points shown on 
the plot with the given radius – Fig. 4. 

From the plot we read the radii, which can allow for imaging 10%, 20%, 30%, 
40% and 50% of all the points. The recurrence plots have been assigned for these 
values. Fig. 5 present exemplary plots for 10%, 30% and 50% of the points. 

 

 

Fig. 6 Recurrence plot for 10%, 30% and 50% of the points 

5 The Analysis of the Results 

Points on the recurrence plot can be distributed at random, e.g. for the signal of the 
white noise or in lines. Such lines are analyzed in terms of being situated vertical-
ly, horizontally, or in parallel towards the main diagonal. The main diagonal is  
always present as the distance of each point towards itself in the signal is always 
smaller than the radius. The obtained line parallel to the diagonal illustrates the 
phenomenon of the trajectory coming back to the area where it previously per-
formed movements with the simultaneous running nearby the movement. Vertical 
and horizontal lines illustrate the vicinity of one point with the trajectory. That  
is why increasing the radius can result in extending the parallel line towards the 
diagonal.  

The analysis of the obtained recurrence plots consists in subjective evaluation 
of phenomena occurring in the signal on the basis of the obtained image. We need 
to be aware of the time course and select the radius in such a way so as to illustrate 
the phenomena in the best possible way. Automatic analysis aims at replacing the 
subjective assessment with the algorithm, which would assume the amplitude and 
character of the signal for the assessed radius, for which the recurrence plots 
would give satisfactory image of the signal’s structure.  

The presented plots best convey the rich structure of the signal when we illu-
strate 20 or 30% of the points. When we illustrate 10% of the points we lose the 
part of the points belonging to the line parallel to the diagonal, which can be no-
ticed on the plots for 20 or 30% of the points. Increasing the number of points to 
40 or 50% results in extending these lines and appearing of a lot of accidental 
points – the nearest false neighbors.  
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The presented approach causes the loss of the value of the RQA parameter 
called Recurrence Rate (RR) which is expressed as follows: 

 ܴܴ ൌ ଵேమ ∑ ܴ,ே,ୀଵ  (3) 

This is a ratio between the illustrated points and the area of the plot. Thanks to 
using the percent of the illustrated points to the estimation of optimal radius, this 
factor can be defined ad hoc. Other parameters of RQA apply to the morphology 
of the recurrence plot, that is why they do not lose its value as the parameters of 
the signal.  

6 Conclusions 

The described method enables presenting signals in the form of recurrence plots in 
an automatic way at the cost of one RQA parameter – Recurrence Rate. It allows 
for performing the analysis of normalized signals from the patients in a mass and 
objective way. Such RQA of the signals can act as prognostic or diagnostic infor-
mation while detecting myocardial insufficiency. Comparing the plots from  
signals form healthy and sick patients allows for their easy distinguishing, thus 
diagnosing. In the future this method could serve as the foundation for selective  
examination of the myocardial insufficiency. 
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Abstract. This study investigates the performance of the Empirical Mode Decom-
position (EMD) method in application to the ultrasonic cardiological data. Data 
acquired using self-made phantom are subjected to 1D and 2D EMD algorithms. 
The 1D EMD yields higher signal to noise ratio improvement than the 2D EMD. 
In the first case upsampling only along the RF lines is necessary, whereas in the 
second case upsampling in both directions is required. The first IMF appears best 
suited for the segmentation and the 1D EMD results in IMF more suitable for 
segmentation that the 2D EMD.  

1 Introduction 

Imaging of tissue elastic properties has become an important branch of the medi-
cal diagnostic imaging [1].  

Cardiac strain rate imaging using ultrasound requires accurate heart muscle in-
dication, which requires good method of segmentation. Because of the presence of 
speckle noise, often unsatisfactory signal-to-noise ratio and sampling, segmenta-
tion of myocardium becomes a nontrivial problem. Some signal processing  
methods (e.g. anisotropy diffusion dedicated to speckle noise removal) have been 
proposed to preprocess ultrasonic radio-frequency (RF) data. Below we investi-
gate the performance of the Empirical Mode Decomposition (EMD) as a tool for 
ultrasonic image preprocessing prior to segmentation.  

2 Materials and Methods 

The EMD method is dedicated to analysis of nonstationary and nonlinear signals 
with both amplitude and frequency modulations [2]. The EMD adapts to the local 
signal properties, using the information on the local envelopes of the signal. The 
EMD extracts set of signal components fulfilling particular requirements, termed 
Intrinsic Mode Functions (IMFs), and a residual. An IMF is a function which 
meets the following criteria [2]:  
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 - the number of zeros and extrema is equal or differs by no more than 1; 
 - the sum of envelopes of maxima and of minima of an IMF is zero.  

In presence of random noise the EMD behaves as dyadic filter bank [3].  
The EMD method exists in two variants – 1-dimensional and 2-dimensional. 

The first one may be applied to both the signal and image data, whereas the sec-
ond – to image data. When applying the EMD one can therefore consider the  
ultrasonic image as a 2D object or, alternatively, as a collection of 1D signals. 
This may have significant impact on computational time, as fitting 2D surface to 
image extrema may be more time consuming that fitting splines to signal extrema. 
Another important issue is the relation of the sampling frequency to the frequency 
of the signal. The EMD requires significant oversampling of the signal in order to 
avoid creation of IMFs corresponding to non-existing signal components, thus 
having no physical meaning [2, 4]. In the case of ultrasonic data the situation is 
even more complex in that sense, that the resolution (sampling) along the wave 
propagation path is much higher than lateral one, which results from scan line 
placement. An interpolation (upsampling) of the image data may be necessary and 
we may apply and test two different solutions – oversampling along the lines and 
using the 1D EMD, or alternatively, upsampling also across the lines and using the 
2D EMD, further termed BEMD.  

To evaluate the effect of the EMD on the ultrasonic RF data, images of a left 
ventricular phantom have been processed. This phantom had a form of a truncated 
thick-walled ellipsoid with a fixing collar [5]. Acquisitions were carried out using 
a SonixTouch scanner (Ultrasonix, Canada) in the 'Research' mode. Sequences of 
RF data after beamforming were acquired along with B-mode data using a cardiac 
2D sector probe (SA4-2/24, Ultrasonix), working at the emission frequency of 3.5 
MHz. Data has been acquired at the sampling frequency of 16 MHz. Resulting 
images consisted of 100 lines, 3000 samples each. An image and a single RF line 
are presented in the Fig. 1. 

 

Fig. 1 a) Example input data used for the processing described in this paper. b) Single RF 
line signal indicated in the a) image by a blue line.  
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2.1 Data Preprocessing Using Empirical Mode Decomposition  

Since the ratio of the sampling rate to the central frequency of the RF pulse is 
around 4.5, we interpolated the images along the RF lines 5, 10 and 20 times. 
Then the 1-dimensional EMD has been applied to reduce noise present in the im-
age. Method parameters like algorithm stop criteria and maximum number of it-
erations were set to the default values suggested in [4]. We also applied BEMD to 
the data. The decomposition was performed with the default parameters, whereas 
the maximum number of the IMFs was restricted to 4. BEMD algorithm, during 
its sifting process, attempts to fit two surfaces per iteration [6]. Because of large 
differences between raw image dimensions (100 lines, 3000 samples) data interpo-
lation across RF lines was needed to provide similar width and height of the im-
age. Interpolation ratio was 10 times. 

After decomposition we estimated noise level in the IMFs. This level is de-
fined by the root mean square (RMS) values calculated for a part of image not 
containing the heart muscle:  
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where N is the number of considered pixels and x(n) is the value of the nth 
pixel. 

2.2 Segmentation 

Because of the expected contrast improvement of the images, we decided to seg-
ment myocardium using methods based on thresholding, which are less computa-
tionally complex than e.g. algorithms based on active models [7].  

Proposed algorithm includes following steps: 

1. Thresholding separating image features from background. Assuming im-
provement of signal-to-noise ratio after EM decomposition, threshold was 
calculated automatically, using Otsu method. The method uses image his-
togram to classify pixels as the background the feature. After this step, im-
age becomes binarized. 

2. Gaussian blurring in RF lines direction. 
3. Closing operation with a small kernel of size 3.  
4. Cluster labelling, which labels each separate region and numbers them de-

scending, adequately to their area [7]. After labelling the biggest cluster 
was left on the image. 

5. Hole flooding. The processing includes enclosed area into the segments. If 
the whole left ventricle is visible in the image, it is important not to flood 
its area. 

IMFs obtained using both EMD methods and not-preprocessed images have 
been segmented using the above procedure. 
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MATLAB freeware scripts performing 1-dimensional EMD [10] and BEMD 
were used [11]. Segmentation algorithm was implemented as a plugin in Pmod 
software by Pmod Technologies GmbH. 

3 Results 

According to preliminary results, the BEMD of the raw RF ultrasonic images 
brings very poor results, which we attribute to the difference between both resolu-
tions. Therefore, further only results of BEMD after interpolation are presented 
and discussed. Because of BEMD is memory consuming, only parts of images 
have been analysed (fragments containing heart muscle edges, which are critical 
for the segmentation). To visualize the differences in 1D EMD and BEMD  
performance, the result of both decomposition methods of the same image interpo-
lated at the same rate in both directions is shown in the Fig. 2. First three IMFs  
 

 
Fig. 2 Results of the 1-dimensional EMD and BEMD on the image interpolated 10 times 
across and 20 times along RF lines. a) Original image. b) 2D IMF no. 1. c) 2D IMF no. 2. 
d) 2D IMF no. 3. e) 1D IMF no. 1. f) 1D IMF no. 2. g) 1D IMF no. 3. 
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obtained for each type of decomposition indicate that the most important image 
feature is included in the first IMF. Signal to noise contrast is increasing together 
with the interpolation rate much faster when 1D algorithm is performed than when 
using BEMD (Fig.3). Because noise levels differ strongly between consecutive RF 
image data and IMFs, the plots show values averaged over several images (RF im-
ages or IMFs of the same order). The plot indicates clearly, that the first IMF from 
1D EMD has reduced noise level with respect to the original image and therefore is 
more suitable input to the threshold-based segmentation process. Furthermore, the 
interpolation in the case of the 1D EMD beyond 5 times does not improve  
 

 

Fig. 3 Noise RMS versus the interpolation rate. Blue line shows results for 1D EMD and 
red line shows results for BEMD. RMS for 0 was obtained from an original image.  

 
Fig. 4 Result of the 1-dimensional EMD on the image interpolated 20 times. a) Original 
image. b) IMF no. 1. c) IMF no. 2. d) IMF no. 3. 
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further signal to noise ratio, whereas in the case of BEMD further improvement is 
observed. The ration of noise reduction in the case of 1D EMD is of 60-75% 
higher for interpolations from 5 to 20 times. 

On the basis of the results shown in Fig. 3. and visual assessment of the im-
ages, we decided to use 1D EMD for image preprocessing prior to segmentation. 
Decomposition results of the whole image are shown in Fig. 4. 

Results of the segmentation using original image and first IMF are shown on 
Fig. 5. An improvement in segmentation accuracy can be seen. Furthermore, the 
segment shape obtained from the 1st IMF image has a smoother boundary than that 
obtained from the raw RF image. 

 

 

Fig. 5 a) Result of the segmentation performed on the original data. b) Result of the seg-
mentation performed on the 1st IMF of the data.  

4 Discussions and Conclusions 

The IMFs resulting from EMD decomposition (1-D EMD and BEMD) show im-
proved signal-to-noise ratio with respect to the raw image.  

We have found that one-dimensional EMD shows better performance as a tool 
for preprocessing the RF ultrasound data. The IMFs up to order of 3 contain inter-
pretable image data and the improvement of SNR is higher than in the case of the 
BEMD. In the BEMD results, regardless of interpolation applied across acquisi-
tion lines, only the first IMF contains data potentially usable for segmentation, 
whereas further decomposition products contain signals of residual nature [2]. 
Furthermore, large variations in the pixel size (width versus length) imply high 
interpolation across acquisition lines, when BEMD is to be applied. That interpo-
lation and surface fitting during sifting are very time-consuming. These findings  
indicate, that the 1-D EMD is a more interesting tool for RF data preprocessing. 
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The inferior performance of the BEMD method may result from the correlation 
between adjacent RF lines, due to the finite dimensions of the ultrasonic beam. 

Although EMD algorithms are time and memory consuming, the method could 
facilitate application of thresholding segmentation methods with automatic thresh-
old setting, which are much faster than more sophisticated methods, e.g. active 
contours [7].  
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Abstract. The aim of this article is to introduce a method of quantification of 
bilateral asymmetry of the muscular forces which can be used for rehabilitation, 
and also for evaluating the functionality and usability of the actuators of prosthe-
sis. Our work focuses on quantification of asymmetry of the muscular forces using 
OpenSim software and bilateral cyclograms. A group of healthy children and 
children with cerebral palsy was measured using a Vicon MoCap system. The  
kinematic data were recorded and the OpenSim software system was used to iden-
tify the muscular forces, which are represented by time diagrams. The bilateral 
cyclograms were created to quantify the bilateral asymmetry of the muscular 
forces of the left and right sides of body. In order to quantify the asymmetry of the 
muscular forces, we have tested the application of method based on the shape of 
synchronized bilateral cyclograms. 

1 Introduction 

Nowadays, there is no appropriate widely-used application of a method for identi-
fying bilateral asymmetry of the muscular forces during the gait cycle, or for  
evaluating the functionality and usability of the actuators of prosthesis or rehabili-
tation facilities of the future. Above all, it is difficult to identify and evaluate the 
muscular force curve. 

Several methods are used in medical practice and research for identifying de-
fects in muscle behaviors. Some simple methods focus on musculoskeletal geome-
try and enable the length of muscles to be estimated, [1]. More complex methods 
have been created to characterize muscular force generation, limb dynamics, and 
CNS control, [2-4]. Based on [2], we can take into account the two methods:  
kinematics and dynamics. The kinematics methods are used in conjunction with 
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experimental measurements of movement to examine muscle lengths, [2], [5]. The 
dynamic methods are essential tools for understanding the motions produced by 
muscles. The measured kinematic data are usually processed in software to identi-
fy the muscle length, muscle force or the joint moment. The most commonly used 
software is LifeMOD, OpenSim, etc. Modern software and MoCap systems allow 
to monitor, in real time, the muscle-tendon behavior. Knowledge of muscular 
forces is important because a “weak” muscle that is not fully ready to create the 
required forces can be identified and restored. However, there is currently no me-
thod to determine the symmetry of muscular forces of the left and right sides of 
body during normal walking. Nowadays, clinical assessments of muscle function 
during movement are based especially upon the EMG activity of a muscle, [6].  

Nowadays, the most widely-used technique to study the behavior of the gait 
characteristics in clinical practice is gait phase analysis by time and/or phase dia-
grams, [7], [8]. For a study of gait variables, the method based on an analysis of 
gait using cyclograms can also be used. The cyclograms are closed trajectories 
generated by simultaneously plotting two or more quantities, [9]. Usually, the  
creation of cyclograms is based on gait angles, [10-13]. However, cyclograms are 
also used in conjunction with distances, [14], forces, [15] or velocities, [16]. We 
focus on the potential use of the cyclogram for the evaluation of the bilateral 
asymmetry of the muscular forces of the left and right sides of body.  

Symmetry is an important indicator of healthy gait or proper walking technique. 
At present, algebraic indices and statistical parameters represent two major classes 
of symmetry quantifiers, [17], [18]. Algebraic indices include the symmetry index 
and the ratio index used to compare bilateral variables such as maximum lengths. 
These parameters depend on discrete variables and are unable to reflect the asym-
metry of variables as it evolves over a complete gait cycle. Statistical methods such 
as paired t-test, and parameters such as correlation coefficients, have also  
been used to measure asymmetry. [17], [19]. These parameters do not usually  
suffer from the limitations of the algebraic indices, but their computation is  
more complex and interpretation is less transparent. In paper [17] a technique 
based on the geometric properties of symmetric diagrams, also called bilateral 
cyclograms, was introduced. In order to quantify the symmetry, a bilateral syn-
chronized cyclogram which represents the same gait variables and two sides of the 
body was obtained in the study. The approach is based on the symmetry of varia-
ble evolution and comparison of the evolution of one variable with its contralateral 
counterpart, [20]. The geometric parameters of the synchronized bilateral cyclo-
gram are then used to evaluate the symmetry, [17], [21]. For the absolutely  
symmetrical gait the area within the curve is zero and its orientation is 45°, [17]. 
In the past, bilateral asymmetry of the muscular forces of the left and right sides of 
body of patients or healthy subjects has not been evaluated by the cyclograms. In 
our work, we will test the method based on the synchronized bilateral cyclogram 
to analyze the asymmetry of the muscular forces because applications of  
cyclograms to study the muscular forces can offer a wide range of applications.  
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2 Methods 

To study the kinetic gait variables, gait analysis was performed using a motion 
capturing system (VICON MX; Oxford Metrics), four floor mounted force plates 
(AMTI, Advanced Mechanical Technology) and OpenSim (Stanford University). 
Marker placement followed a standard protocol, [22]. The sample frequency was 
120Hz. Measurements were carried out at the Paediatric Orthopaedic Unit, De-
partment of Paediatric Surgery, Medical University of Graz. Healthy subjects 
walked at a self-selected walking speed along a ten-meter walkway. Calculations of 
muscular forces during gait are performed using the OpenSim software. The para-
meter is normalized to the weight and height of the subjects. The normalization of 
the data is performed by using the MatLab (MathWorks, Inc.) software. The  
normalization of the data has been described in detail by Stansfield et al., [23].  

We can choose a number of muscles for further analysis. We have chosen to 
use the musculus gastrocnemius medialis (m. gas. med.) that is often studied in the 
context of cerebral palsy, [24]. The m. gas. med. is a very powerful superficial 
muscle, and is involved in walking or running. Its function is plantar flexing the 
foot at the ankle joint and flexing the leg at the knee joint. The study of the m. gas. 
med. is also important for the formation of requirements for artificial muscles. The 
validity of assumptions could be verified by surface electromyography, [25]. Con-
cerning the possible applications, we also chose to study the musculus soleus (m. 
sol.). The primary function of the m. sol. is to increase the angle between the foot 
and the ankle, which is also known as plantar flexion. Therefore, the m. sol. spe-
cifically plays an important role in maintaining standing posture, and thus the 
study of the m. sol. is important for the formation of requirements for artificial 
muscles. Because we deal with the symmetry of the muscular forces of the left and 
right sides of body, we analyzed the forces of the left (L) and right (R) muscles. 

To create and study synchronized bilateral cyclograms, we used the normalized 
data of the muscles and a modified method based on synchronization of two plots 
to obtain the synchronized bilateral cyclograms, [17]. A prominent gait event such 
as the heel-touchdown or forefoot/foot flat-touchdown (in the case of the patients 
with movement disorders) was used to synchronize the two plots. The force plates 
were used to identify (by the MatLab) the ground foot contact. Ground foot con-
tact is determined by the detection of the beginning of force acting on the surface 
of the plates. The first and last 3 gait cycles of each walking trial were excluded 
from the analysis to avoid acceleration/deceleration phase and three or four entire 
gait cycles of each walking trial are used to plot a cyclogram. The 2D synchro-
nized bilateral cyclogram represents a set of states of normalized muscle forces. 
The diagrams of example of two synchronized muscle-force curves during the gait 
cycle and synchronized bilateral cyclogram are plotted, see Fig. 1. For a symme-
tric gait, i.e. muscular forces, properly synchronized twin trajectories from corres-
ponding muscles should be identical, and cyclogram should lie on a symmetry line 
(SL), [17]. The SL is a straight line passing through the origin inclined at an angle 
45º. We can measure cyclogram’s deviation from the SL to obtain a quantification 
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of symmetry and use, for example, the distance of the farthest point of the syn-
chronized bilateral cyclogram from the “ideal” SL. Obviously, the greater the 
distance, the greater the asymmetry.  

   

Fig. 1 Example of two synchronized muscle-force curves during the gait cycle (a) and 
synchronized bilateral cyclogram (b) of the musculus gastrocnemius medialis  

3 Measurement and Testing 

The main object of the study was to describe and verify the application of method 
based on the synchronized bilateral cyclogram to analyze the asymmetry of the 
muscular forces. The set of data to create cyclograms was measured on seven 
healthy subjects (children: mean height 126 cm (SD 11 cm), mean weight 30 kg 
(SD 5 kg)) and randomly selected children with cerebral palsy (six subjects). 
Healthy subjects with no clinically significant abnormality and subjects with  
cerebral palsy are identified by physician by evaluation of medical history and 
physical examination. The subjects were asked to walk properly. The human mean 
walking speed, i.e. selected walking speed of measured subjects, was 1.15m.s-1. 
We assume that improvement or deterioration of gait symmetry is not primarily 
influenced by walking speed. 

First, healthy subjects were asked to walk without the shoes. From each trial 
with variable walking speed, only one selected walking speed (same for all sub-
jects) was used to calculate the subject’s mean trial. The measured parameters of 
gait were performed using the OpenSim software and normalization was 
processed by using the MatLab software. We determined the set of states of nor-
malized forces of the two muscles, musculus gastrocnemius medialis and muscu-
lus soleus, and then the mean values of normalized muscle forces during the gait 
cycle. Then we also used MatLab to create synchronized bilateral cyclograms of 
all measured healthy subjects, Fig. 2a and Fig. 3a, and for creating the only one 
synchronized bilateral cyclogram of the determined mean values of the two nor-
malized muscle forces of all measured healthy subjects, Fig. 2b and Fig. 3b. 

Second, we tested the symmetry of the muscular forces of randomly selected 
children with cerebral palsy. Selected subjects were asked to walk without the 
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shoes and any support devices. For the evaluation, we also used the same method 
of measurement and data processing as used for the healthy subjects. Then we 
used MatLab for creating synchronized bilateral cyclograms of the selected sub-
jects with cerebral palsy, Fig. 4. 

 

 

Fig. 2 The synchronized bilateral cyclograms of measured subjects (a) and the synchro-
nized bilateral cyclogram of the determined mean values of the gas. med. forces (b).  

 

Fig. 3 The synchronized bilateral cyclograms of measured subjects (a) and the synchro-
nized bilateral cyclogram of the determined mean values of the sol. forces (b).  

 

Fig. 4 Example of a synchronized bilateral cyclogram of the gas. med. forces (a) and sol. 
forces (b) of the subjects with cerebral palsy.  
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4 Results 

We designed the technique to create the bilateral cyclogram of the muscular forces 
and tested on two muscles: m. gas. med. and m. sol. Then we used new methods 
for identifying the asymmetry of the muscular forces. The diagrams of the syn-
chronized muscle-force curves during the gait cycles and synchronized bilateral 
cyclograms to analyze the bilateral asymmetry of the muscular forces are plotted. 

For a better visual interpretation of the asymmetry, SL and two parallel lines 
(PLs) at the specific distance are displayed in the graphs, see Fig. 3, Fig. 4 and  
Fig. 5. Therefore, it is possible to directly read from the chart if the cyclogram lies 
between two PLs. This technique gives a measure of the distance as a relative value 
of the normalized force of the muscle. Suppose, if the value of the distance is great-
er than 0.18 (i.e. 0.25 on the x-axis or y-axis), in the case of the gas. med. forces, 
then the method indicates high asymmetry of the affected muscles. If the value of 
the distance is greater than 0.35 (i.e. 0.5 on the x-axis or y-axis) in the case of the 
sol. forces, then the method indicates high asymmetry of the affected muscles. The 
mentioned values of the distances were chosen based on previous experiments.  

The Fig. 2a and Fig. 3a show the deviation of the synchronized bilateral cyclo-
grams of all measured healthy subjects from the “ideal” SL and the one synchro-
nized bilateral cyclogram of the determined mean values of the muscular forces, 
Fig. 2b and Fig. 3b. It is obvious that the cyclograms of the determined mean val-
ues of the two muscular forces do not lie on the “ideal” SL, see Fig. 2 and Fig. 3. 
But it is also evident that bilateral cyclograms of all measured healthy subjects lies 
between two PLs in almost all cases. The results are similar for the gas. med. 
forces and sol. forces. 

We also tested the symmetry of the muscle forces of randomly selected child-
ren with cerebral palsy. Shapes of the synchronized bilateral cyclogram of the 
forces of m. gas. med. and m. sol. muscle of the subjects with cerebral palsy are 
significantly asymmetric, Fig. 4, in all cases. Six subjects with cerebral palsy were 
measured and the synchronized bilateral cyclogram was significantly asymmetric 
in all cases (i.e. cyclograms were outside the two PLs in 100% of the cases). 

5 Discussion 

We designed and verified new method that is derived from the commonly used 
cyclograms. The results indicate that the new method shows a certain asymmetry 
in the muscular forces of the healthy subjects but the cyclogram usually lies be-
tween the PLs at the distance (as a relative value of the normalized force of the 
muscle) about 0.18 from the “ideal” SL in the case of synchronized bilateral cyc-
logram of the gas. med. forces, and the distance about 0.35 from the “ideal” SL in 
the case of synchronized bilateral cyclogram of the sol. forces. And also, the bila-
teral cyclograms of the determined mean values of the muscular forces lie between 
the PLs. This means that, also in healthy subjects, there is always some asymmetry 
in the shape of the synchronized bilateral cyclogram, and the cyclogram does not 
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lie on the “ideal” SL. On the basis of the experiments, we found that the distance 
of 0.18 from the “ideal” SL is sufficient to identify a pathologic condition of m. 
gas. med., and the distance of 0.35 from the “ideal” SL is sufficient to identify a 
pathologic condition of m. sol. Of course, the value of the distance of the PLs 
from the “ideal” symmetry line may be changed in accordance with new require-
ments or new experimental results. 

We also tested the symmetry of the muscle behavior of children with cerebral 
palsy. Shapes of the cyclograms are significantly asymmetric and parts of trajecto-
ries usually lie outside the interval, which is defined by the PLs at the distance of 
0.18 (in the case of the m. gas. med.) or 0.35 (in the case of the m. sol.) from the 
“ideal” symmetry line. This asymmetry is given by the improper function of  
muscles, nerves or joints of the left or right side of the body. 

6 Conclusions 

The technique based on synchronized bilateral cyclograms is highly dependent on 
the quality and accuracy of the MoCap systems and used software. The shape of 
the synchronized bilateral cyclograms can be used to study of the complex muscle 
behavior and indicates the deviations of the identified muscular forces from  
the ideal muscle forces. This information could be important in rehabilitation med-
icine, and also could be used in control algorithms for lower limb prostheses or 
bipedal robots. The technique is also easily and intuitively understandable. New 
software could use the designed method in algorithms for a driven robotic gait 
orthosis for the purposes of locomotion therapy. 

This work has not attempted to describe all potential ways of applying the syn-
chronized bilateral cyclograms of the muscular forces. We have shown new  
methods that have subsequently been tested on healthy subjects and subjects with 
cerebral palsy. In the future study, we plan to measure more subjects with other 
types of disabilities and evaluate the symmetry during a longer period of therapy.  
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Abstract. The aim of this study is to highlight properties of an ankle-brachial 
index (ABI) using a specially designed numerical simulator of pulse wave. The 
ABI test is used by many practitioners to detect some vascular diseases. The 19-
elements, linerised 1D model was developed in order to simulate blood flow in a 
part of the vascular tree that includes the main arteries of the lower and upper 
extremities. The simulations have shown a decrease of the ABI with an increase of 
femoral artery stenosis. Small sensitivity of the index for the low level of femoral 
artery stenosis (less than 50%) was observed. Furthermore, a negative correlation 
between the ABI and the mean arterial pressure (MAP) in the system has been 
shown.  

1 Introduction  

It has been known that the pulse pressure waveform contains information about 
morphology and functions of cardiovascular system [1]. Therefore, a good under-
standing of mechanisms underlying pressure wave's propagation can provide valu-
able diagnostic and therapeutic information. Pulse pressure waves are introduced 
into the arterial tree due to the cyclic heart action. These waves are partially re-
flected when they congregate a change in the characteristic impedance. A compo-
sition of the forward-traveling wave and the reflected wave determines a form of 
the pulse pressure wave. Along vascular tree of large circulation the mean value of 
pressure diminishes. However, in its first part, i.e. along the central distributing  
arteries, a value of systolic blood pressure, which is the largest value of blood 
pressure, grows (fig 1) [2,3], producing enlargement of the pulse wave amplitude. 
Interference of the forward traveling waves and these, reflected from microcircu-
lation is just responsible for that effect [2] (see Fig. 1) and is put-upon in the an-
kle-brachial index [2].  

The ankle-brachial index (ABI) is determined as the ratio of systolic blood 
pressure at the ankle (pressure at posterior tibial artery or the dorsal artery) to the 
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systolic pressure at the arm (in the brachial artery). Measurement is made at a 
horizontal body position, after about 10 minutes rest. It is necessary time for auto-
regulation processes to fit the cardiovascular system to a new condition.  The ABI 
is one of the simplest tools for detection of the Peripheral Artery Disease (PAD) 
[4]. Decreased value of blood pressure in arteries at the ankle, relative to the cen-
tral blood pressure, suggests stenosis in the arterial conduits between the aorta and 
the ankle [5].  

 

Fig. 1 Blood pressure in different parts of cardiovascular system at lying in a horizontal 
position men [1]  

PAD concerns 12 to 14% of population and in majority of cases does not pos-
sess visible symptoms. Hence, most of the patients are not conscious about the 
disease and the therapy is not undertaken [5]. 

The physiological range of the ABI value is not clearly stated. According to the 
American Diabetes Association the correct value of ABI ranges from 0.91 to 1.3. 
The mild PAD falls into the range from 0.7 to 0.9, and the moderate ischemic 
disease is quoted for ratios of 0.41-0.69. Ratios of less than or equal to 0.4 are 
quoted as critical PAD [5]. On the other hand, the Society for Vascular Technolo-
gy suggests that correct value of the ABI ranges from 1.0 to 1.4. A light cardi-
ovascular disease falls into the range from 0.81 to 1.0, and a medium disease is 
quoted for ratios of 0.5-0.8. Ratios of less than 0.5 are quoted in hard, and less that 
0.3 are quoted in critical cardiovascular diseases [5]. 

Although the ABI test is used by many practitioners to detect some vascular 
diseases, its advantages and limitations are not well understood. Therefore, the 
main purpose of this study is to analyze the ankle-brachial index using the worked 
out simulator of pulse wave. To the authors’ best knowledge, previous studies 
have not investigated this research issue before. 
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2 Materials and Method 

To accomplish the goal of this study, we built the 19 element model of vascular 
tree. It includes the main arteries of the lower and upper extremities, treated as a 
set of compliant, cylindrical tubes. It was also assumed that the length of each tube 
is long compared to its diameter. This assumption surely holds for the central arte-
ries and implies that the flow is one dimensional. Our model is thus a part of much 
more complex 55 elements 1D model of large circulation, known from the pre-
vious studies [6,7,8,9]. On global circulation scheme shown in Fig 2a, part inves-
tigated in this study was highlighted in red.  

 

Fig. 2 a) 55-element model of arterial tree taken from [7]. The studied 19-elements struc-
ture is highlighted; b) Electric scheme of the remaining part of the arterial tree; c) Electric 
scheme of the peripheral resistance and compliance of microcirculation; d) Periodic inflow 
rate imposed at the inlet of ascending aorta (segment 1) remade from [7].  

Following the assumptions, blood flow in a single arterial segment was described 
by two first order partial differential equations, complemented by the wall state equ-
ation, expressing the relation of the vessel’s cross section and the pressure (1)[7]: 
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where: a, p and q denote the cross section of artery, the pressure and the flow 
rate, respectively, t is time and x is the axial coordinate along the artery. In turn, 
RH, LH and CH, are the viscous resistance to flow, blood inertia and wall  
compliance per unit length of vessel, respectively, calculated from the following 
formula:  
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where ρ=1050Kgm-3 and μ=4mPas is the density and viscosity of blood, while 
γ=9 is a non-dimensional correction factor, which depends on the assumed veloci-
ty profile [7], A0 is the lumen area at the reference state (p,q)=(0,0) and c0 is a 
speed of pulse wave propagation: 
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Table 1 Physiological data of the arterial tree (*-number from 55 elements model [7]) 

No.* Arterial segment l [cm] d [cm] c0  

[ms-1]
R  

[mmHg s ml-1]
C  

[ml mmHg-1] 

- Inlet - - - 0.98 1.8

1 Ascending aorta 29 4 4.3 - -

2 Aortic arch I 22.4 2 4.3 - -

18 Thoracic aorta I 20 5.2 4.3 - -

19 L. subclavian 8.4 3.4 5.1 - -

21 L. brachial 6.4 42.2 5.9 - -

22 L. radial 3.2 23.5 9.5 - -

23 L. ulnar I 4.4 6.7 8.4 - -

25 L. ulnar II 3.8 17.1 8.9 - -

27 Thoracic aorta II 13.2 10.4 5 - -

28 Abdominal aorta I 12.2 5.3 5 - -

35 Abdominal aorta II 12 1 4.7 - -

37 Abdominal aorta III 11.8 1 4.7 - -

39 Abdominal aorta IV 11.2 10.6 4.7 - -

41 Abdominal aorta V 10.4 1 4.5 - -

42 R. common iliac 7.2 5.8 5.3 - -

44 R. external iliac 6 14.4 7.7 - -

46 R. femoral 4.4 44.3 8.6 - -

48 R. posterior tibial 3.8 32.1 12.4 - -

49 R. anterior tibial 2.6 34.3 14.1 - -

- Palmar arch 4.4 2 8.4 600 0.0188

- Plantar arch 4.2 2 8.7 900 0.0025
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The remaining part of the cardiovascular system, as well as a peripheral micro-
circulations vessels were treated globally, as a total resistance and a total com-
pliance of the relevant arterial system [10]. They are shown in Fig. 2b,c in a form 
of the electric analogy. 

The geometrical and elastic parameters of the 19 arteries were extracted from the 55 
elements' model reported in [6,7,8,9 ] (tab. 1). The remaining part of the model had a 
small influence on a value of the studied ankle-brachial index. It was involved in mod-
eling to study the influence of the entrance value of pressure.  

The value of flow impedance of the rest part of arterial tree (R,C) were experi-
mentally well-chosen.  

The heart activity was simulated by a pump producing volume flow rate, Q(t), 
displayed in Fig.2d [7]. This is good representation of heart work, which in resting 
conditions and stable pulse periodically shoots the same volume of blood. 

Flow conditions at the bifurcation and coalescence of arteries were conse-
quences of mass conservation and continuity of total (i.e. static and dynamic) 
pressure and have the form: 
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where the subscripts 1,2,3 denotes mother and two daughter vessels, respectively. 
For implementation of the featured model, a program in Java language has been 

written. To solve the set of the above equations, a numerical characteristics me-
thod has been used [1,11]. It involves finding a relation between pressure, p(x,t), 
and flow rate, q(x,t), on two families of characteristics. The correctness of numeri-
cal model for a single segment has been verified by comparing the results with an 
analytical solution of a loss-free long line.  

3 Results and Discussion 

The pressure value in outlet of brachial artery and in inlet to plantar arch (outlet of 
confluencing of anterior and posterior tibial) was taken to study the Ankle-
Brachial Index (ABI). One period of pressure in these arteries in physiological 
state was shown in Fig. 3. The systolic and the diastolic pressure at ankle and 
brachial equal to 135.9/68.9 and 117.9/71.4, respectively, confirming the average 
value of these parameters obtained from a representative group of healthy students 
of the Scientific Circle of Biocybernetics and Biomedical Engineering. The ABI 
value equaled to 1.15 and remained within the norm. 
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Fig. 3 Comparison of pressures in correct state (ABI=1.15) and b) in case of PAD (85% 
femoral artery stenosis, ABI=0.68) 

a.)

       
b.)

 

Fig. 4 Changes in ABI value in pathological states with change of a.) femoral artery steno-
sis and b.) mean arterial pressure at the inlet of the ascending aorta 

Additionally, a delay of the peak of pressure at the level of ankle in comparison 
to the peak at the level of brachial was observed (Fig. 3). This result is evident 
concerning different distance of ankle and brachial from the heart. 

One of the most frequent places where embolisms are the cause of PAD forms 
is the femoral artery. In case of simulation of PAD, the caliber of femoral artery 
was reduced gradually. Results are displayed in Fig. 4 and show a decrease of  
the ABI index with the severity of femoral artery's stenosis. Small sensitivity of 
the index for the low level of femoral artery stenosis (less than 50%) can be clear-
ly seen. For 50% of stenosis, the ABI value was 0.95. Therefore, the acceptance  
of the lower limit of the normal ABI value of 0.9 in clinical practice seems to be 
too low. 

In publication of Doroszko et al. [12] a negative correlation between the ABI 
and the mean arterial pressure at the inlet of the ascending aorta was observed. 
With the aim of checking this correlation, additional simulations were conducted. 
Increasing the value of mean arterial pressure from 45 to 130 mmHg we observed 
slight, but systematic decrease of ABI. Results are plotted in Fig 4b. 



Properties of Ankle-Brachial-Index (ABI) in the Light of Numerical Simulation  815 

4 Conclusion 

A model of the cardiovascular system has been used and applied to the study of 
properties of the Ankle Brachial Index. The results have shown a decrease of the 
ABI with an increase of femoral artery stenosis. Small sensitivity of the index for 
the low level of femoral artery stenosis has also been shown. Our findings suggest 
an increase in the accepted lower limit of the normal ABI to 1, as in recommenda-
tions of the Society for Vascular Technology. Furthermore, a negative correlation 
between the ABI index and the mean pressure value in the system was observed. 

Although the described model is very simple, it correctly simulates the features 
of the ABI. Future models are recommended to take into account flow nonlineari-
ties as well as change in the heart rate’s frequency.  
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Abstract. The paper is focused on problem of determining the activity of patient’s 
forearm during the process of rehabilitation of elbow joint using the active device 
- motorized orthosis, equipped with the sensor to measure such activity. The  
measurement is the key feature for the active device to fulfill its purpose: move 
the actuated part of orthosis based on patient’s activity thus improving the rehabil-
itation process. Paper gives details on used hardware, preliminary measurements 
and introduces the method of extracting the patient’s zero activity as it is the zero 
activity the subsequent control system must be related to. 

1 Introduction 

Rehabilitation process is essential for inner joint fractures post traumatic treat-
ment. Currently the process is realized using either trained personnel or passive 
motorized devices. In both cases the patient has to visit the medical facility, in 
latter case no feedback degrades the quality of rehabilitation process. Active  
orthosis is a smart device that uses sensor system to measure the activity of the 
patient, actuator to perform desired motion of actuated part of the orthosis and 
control system that controls the actuator based on the patient’s activity, current 
position of the system, type of exercise and other variables, as denoted on Fig. 1. 

Regardless the joint the active orthosis is addressed to, the measuring of pa-
tient’s activity is the key input for the control system. A number of methods exist 
based on various principles. Electromyography (EMG) detects the the electrical 
potential generated by muscle cells when these cells are activated [1, 2], while 
mechanomyography (MMG) detects low frequency vibration that appears when a 
muscle is contracted using an accelerometer or microphone placed on the skin  
[3, 4]. MMG offers higher signal to noise ratio compared with EMG, however 
both methods suffer from necessity to install and calibrate expensive measuring 
devices. 

Rehabilitation process using active orthosis is similar to usual assisted exercis-
ing, where the physiotherapist is replaced by the device. 
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Fig. 1 Active orthosis scheme. Output axis of the actuator is collinear with the axis of el-
bow joint. Actuator control is based on the feedback from load gauge measuring the force 
effecting the forearm. The range of the device complies with human elbow range. 

This paper presents the measurement system of active elbow orthosis using 
strain gauge in the actuated part, shows how the measurement is calibrated and 
how the zero activity of the patient is determined from the measured value. 

2 Active Elbow Orthosis 

2.1 Orthosis Mechanics 

Aluminum frame of the orthosis consists of arm and forearm parts. These are con-
nected through the worm gear providing reciprocal rotary movement invoked by 
the direct current drive. The self-locking character of the worm gear provides the 
stiffness of the orthosis, which is essential for proper function especially in static 
regime. The strain gauge creates link between forearm frame and the wheel of 
worm gear allowing to measure the tension generated by patient’s effort to move 
the arm. The device is fixed to the arm by series of adjustable holders with Velcro 
straps, providing rigid and comfortable fitment. The mechanical design of the 
orthosis is depicted on the exploded diagram below. 

Active orthosis overview diagram is shown in Fig. 2.. The orthosis is composed 
of the drive (1), firmly connected to the arm holder (5). The drive uses gear (3) to 
actuate forearm part, consisting of the strain gauge (2) being the integral part of 
the design and subsequent forearm holder (4). 
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Fig. 2 Orthosis exploded diagram 

2.2 Measuring Chain 

The strain gauge PWKRC3 with maximum load of 400N produced by HBM is 
used as the primary sensor of the patient’s activity. The sensor is in a bridge con-
nection; the low-amplitude signal is conditioned by a bridge amplifier integrated 
to the A/D converter. This measurement unit is connected to the main low-level 
control unit over an I2C bus and uploads the conversion results with frequency of 
66 Hz. The control unit contains a quadrature input for the orthosis actuator feed-
back and logical inputs for the stop button and limit switches. The power output 
enables to directly drive the actuator; the unit provides closed-loop position con-
trol with speed and acceleration limiting. There is also a USB interface for com-
munication with the high-level control layer (HL). 

The position of the orthosis is determined by summing the quadrature signal in-
crements and multiplying them by a constant given by the total gear ratio. This 
position is however relative to the orthosis power-on position; there is a homing 
procedure that allows to set the position zero using a limit switch. 

The High Level is implemented as an independent application running on PC 
under Windows OS. It receives the strain gauge measurements together with  
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orthosis position, drive voltage and current and provides the control unit with  
motion commands. 

3 Zero Activity Determination 

Control system in the orthosis high level control layer determines the motion of 
the orthosis based on activity of the patient. Thus it is crucial to determine the zero 
activity of the patient, the control system can refer to. In order to find the method 
of such zero activity determination, preliminary measurement of raw data was 
performed, resulting in finding the variables that effect the zero activity. The or-
thosis was attached to the patient, patient was briefed to leave the forearm free and 
orthosis was actuated in full angle range using the constant motion velocity while 
data were recorded. As illustrated in Fig. 3. below, the patient individual characte-
ristics, the direction of motion and the position of the forearm are the most in-
fluential. Furthermore the experiments proved that the way the patient is attached 
to the orthosis influences the measurement, even for the same patient with no me-
chanical changes in the orthosis variable elements. 

Patient zero activity thus has to be find using the calibration prior to the exer-
cise. The calibration process was proposed as follows: 

 
1. Free arm motion with constant velocity for both directions in the whole 

range of mobility 
2. Storing measured data in force/angle form 
3. Calculating the parametric curve for both directions, representing the zero 

activity 
 

The parameters of the curve below are then stored and provided to the control 
system, enabling to determine the zero activity for both directions and arbitrary 
angle of the orthosis. 

Polynomial curve fitting was selected to extract the trends in zero activity data. 
In particular the two sets of couples angle/force for both directions are used. 
Common least squares fitting is used to calculate the coefficients of polynomial. 
Due to the limited resolution in angle and fast data acquisition frequency the mul-
tiple values of force for the same angle appeared in the data. Fast implementation 
of curve fitting using Vandermonde matrix was used in the application. The order 
of the curve can be set by the operator, lower orders (2-4) are usually sufficient. 
Figure 4. shows the calibration curves for measured data. 

Example of relative activity of the patient - measured data corrected by the ca-
libration curve - is shown on Fig. 5. up. Relative activity (or calibration error in 
other words) is shown for two different calibration curves, producing similar mag-
nitude of error. Higher values at the high angle are caused by discomfort of patient 
with the orthosis in limit position. 
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Fig. 3 Raw data of measured force values with patient free arm for both direction of motion 
and constant velocity of 1000 rpm on the actuator drive. Two subsequent measurements are 
shown for patient 2, Repeated measures are shown for patient 1, where a/b denotes different 
days of the measurement.  

The stability of the calibration over longer period of time was tested by re-
peated free arm full range measurement procedure, where the difference between 
the measured and calibration data was recorded. In order to reduce the noise  
in measurement, simple circular buffer implementation of triangular kernel convo-
lution was used for the raw data prior to the calibration curve comparison. The 
resulting zero activity error is shown in Fig. 5. down, where root mean square  
error (RMSE) is shown evolving with time for both raw data and filtered data.  
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Linear trend of RMSE is also shown, in both cases increasing, with the slope 
enabling to run the orthosis without recalibration for times exceeding the expected 
requirements. 
 

 
 

 
Fig. 4 Calibration data and corresponding calibration curves for both directions of motion 
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Fig. 5 Zero activity tests. Relative activity of the patient (up), long-term test results (down)  

4 Conclusions 

Used method of calibration and patients zero activity determination proved to be 
sufficient for the control system to be placed on the higher level of active orthosis 
control. According to our experiences, the necessity of the calibration prior to  
the exercise can not be avoided, while keeping the system sensitive enough. The 
way the patient is attached to the orthosis unfortunately plays its role. In order to 
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reduce the need for recalibration prior to the exercise a different mechanism of 
orthosis attachment would probably have to be used, however, the calibration 
itself as proposed takes less than minute and leads to stable and sensitive determi-
nation of patients inactivity. 

Acknowledgement. Published results were acquired with the support of project FSI-S-11-
15 "Design, testing and implementation of control algorithms with use of nonlinear models 
of mechatronics systems". 
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Abstract. This study discusses the concept of building and capabilities of the 
physical model of the cardiovascular system, which will be used for research of 
the heart support processes. The paper describes the functionality of the system 
and the data acquisition configuration necessary for the purposes of assist devices 
modeling, control algorithms development and testing, as well as for implementa-
tion of support processes diagnostics. Exemplary hardware for elements 
representing the selected components of the circulatory system, is presented. Se-
lected measurement devices and methods of pathological conditions modeling are 
described. 

1 Introduction  

In recent years extensive works were carried out in Poland to develop the heart 
assist device. In 1997 the POLCAS support system was introduced in to clinical 
use. It consisted of POLVAD-MEV extracorporeal, pulsatile cardiovascular sup-
port pump with the dedicated POLPDU-401power supply and control device. 
Since then further research has focused on several aspects. Works were carried out 
to reduce the dimensions and weight of power supply equipment and to improve 
the pump structure and materials in order to reduce the risk of blood clots forma-
tion. In the meantime additional problems occurred connected with withdrawing 
valves and previously used material from production. For this reason the devel-
opment of a completely new valve type and procedures for the use of new mate-
rials were required. At the same time the works were continued to improve the 
control system of the prosthesis. Pulsatile pump is composed of two chambers 
separated by flexible membrane. The generated air pressure change in the pneu-
matic chamber causes the diaphragm movement and filling and emptying of the 
blood chamber. Work is also aimed at the development of the control algorithm 
providing the best medical conditions of the chamber action. This means develop-
ing methods of control that ensure full filling and emptying of the ventricle in each 
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cycle, which will reduce the risk of thrombosis formation. At the same time the 
system should allow for the setting of cardiac output value which is the amount of 
blood pumped by the assist device in the time interval of one minute. This implies 
the need to ensure adaptation of control signal to the current state of patient condi-
tion. It is a difficult task due to the reduced possibility of blood flow measurement 
in the device supply cannulas and therefore the unknown value of pump output. 
Flow measurement is possible to obtain in the laboratory conditions by ultrasonic 
methods, however it is not suitable for use in a clinical application because of the 
high cost and large size of measurement device. In order to develop and test the 
control systems it is necessary to perform identification measurements and exami-
nation tests of investigated algorithms. For this reason it was necessary to carry 
out research equipment which will allow for: approximate recreation of the condi-
tions prevailing in the circulatory system, attaching different types of assist pumps 
and testing their performance under changing load conditions and different control 
systems. This paper presents the idea of the physical model of the cardiovascular 
system which is a part of the laboratory of modeling, process control and diagnos-
tic of cardiac support processes. The project will result in advanced measurement 
and research system which will consist of a physical model of the circulatory sys-
tem and different types of support pumps equipped with additional measuring 
devices enabling for testing of the control algorithms also in the case of failure or 
damage. 

2 Materials and Methods 

The research system will consist of physical hydraulic elements (Fig. 1), which 
will allow for the reconstruction and measurement of the hemodynamic conditions 
in the human circulatory system and for attaching assist devices in atrium – main 
artery and apex of the heart – main artery configurations. The system will operate 
on a blood alike liquid which will be a mixture of water and glycerin with the 
addition of disinfectant. Construction of the simulator will be based on a lumped 
parameter model of the arterial system based on three-element Windkessel[1] and 
ventricle models will fulfill the Frank-Starling law [2]. 

The system will contain left and right atriums models in the form of tanks with 
adequate capacity and input and output connectors. In the most of hydraulic 
models of the heart, atrial contraction is not simulated [3, 4]. Due to the small 
medical significance of this phenomenon and the high cost of its representation in 
proposed system, this contraction will not be realized.  
Components representing the function of the left and right ventricle must provide 
the reproduction of the pressure wave occurring in the chamber with adequate 
flow value and the passive blood flow from atrium to the ventricle. Activity  
of ventricular model should represent the Frank-Starling law stating that stroke 
volume is dependent on the end systolic volume. One of the previously adapted 
solution is the use of pneumatically driven heart simulators [4, 5, 6]. They are 
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Fig. 1 Structure of the physical model of the human circulatory system. LV, RV – models 
of left and right ventricle, LA, RA – models of left and right atrium, Cas, Cav – systemic and 
pulmonary arterial compliance, Cvs, Cvp - and pulmonary venous compliance, Ras, Rav – 
systemic and pulmonary arterial resistance,  Rvs, Rvp - and pulmonary venous resistance, 
Zas, Zav – systemic and pulmonary arterial inertance, t – support pumps connectors. 

easy to make, it is possible to use pneumatic heart assist devices as the ventricle 
model and the control system is limited to 3-way solenoid valve. They also allow 
for easy reproduction of passive ventricular filling, but there is not an easy way to 
reproduce Frank-Starling law because the air pressure that drives the chamber 
must be changed adaptively to the volatility of the input and output load. This can 
be achieved by using the proportional controller, which generates air pressure 
based on end-systolic volume value [7]. However, the system is then strongly 
dependent on the reproducibility and sensitivity of the pressure regulator. Another 
option is to use an electrically driven hydraulic system which works very well as a 
generator of pulsatile flow. An example of this kind of pump is a commercial 
solution - SuperPump by ViVitro Labs. Most of these devices, however, do not 
represent the Frank-Starling low, but are widely used in heart valves study [8, 9]. 
One of the improvements applied in this solution, which enables representation of 
Frank-Starling low, is the usage of a mathematical model, which allows for 
determination of ventricular pressure value based on time-dependent elastance 
function. The determined pressure is a control value for the model of ventricle [10, 
11] and the resulting deviation between calculated and measured pressure is given 
to the controller of electric motor with drives a hydraulic piston. That’s why 
displacement pumps will be applied for the modeling of cardiac systolic function. 
They will be driven by actuators with force-controlled linear motors working in 
closed-loop. Design concept is illustrated in Fig. 2. The displacement pump will 
be built on the basis of POLVAD prosthetic heart but with greater maximum 
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capacity of blood chamber to provide conditions which are more similar to the 
physiological ones. The pneumatic chamber will be replaced by hydraulic 
structure which will carry out the function of the actuator cylinder. This space will 
be filled with the working fluid (silicone oil) which will be moved by linear 
motor-driven piston. A moving fluid will displace the diaphragm which is 
responsible for the movement of fluid in the blood chamber. The use of linear 
motor allows for precise control of the displaced volume which is necessary for 
realization of the Frank-Starling low. In the cylinder area a certain space with 
small air volume will be left to reduce the pressure rise rate. As an actuator linear 
motor STA25 (Dunkenmotoren) will be used. 

 

 

Fig. 2 Diagram of the heart ventricle model 

Another elements of the physical circulatory system are the models of systemic 
and pulmonary circulation which should consist of elements representing 
resistances and compliances in systems according to three-element (systemic and 
pulmonary arterial circulation) or two-element (systemic and pulmonary venous 
circulation) Windkessel model. Compliances will be simulated by air capacitors 
closed to the atmosphere by moving pistons. Changes of the susceptibility value 
will be realized by change of the air capacitor volume realized by displacement of 
the piston in the cylinder by an electrical motor. In this way the flexibility of 
arterial system will be reproduced. The air capacitors will also be equipped with a 
valve that allow for connection with the atmosphere. Resistances should be 
modeled by adjustable elements for representation of different resistance values. 
In some solutions they were realized with the use of proportional hydraulic valves 
driven by linear motors [4]. It is possible to use any valve of this type, having 
½ inch connectors and permitting operation starting from a zero pressure drop. For 
example EPC-357B (Hass Manufacturing) or 6024 valve (Burkert) can be used. 
From our point of view, a better solution is to use an element constructed of 
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parallel elastic pipes of a small diameter placed in a tank filled with liquid (Fig. 3). 
The pressure of the liquid can be variously changed, so pipes will be compressed, 
which will increase the flow resistance. In this way, we should get a better 
reproduction of the circulatory system resistance for dynamic flow.  

Due to the intended use of the model of the circulatory system for the study of 
cardiac assist devices, hydraulic system must be equipped with appropriate 
connectors in each ventricle, each atrium and in the elements representing the 
main arteries.  

 

Fig. 3 Concept of vessels resistance realization 

The measurement system will include pressure transducers located in the 
atriums (2 measurements), the left and right ventricle (2 measurements), the points 
representing main arteries - before and after the point of support connection (4  
measurements), tanks representing arterial systems compliances (2 measurements) 
and tanks representing venous systems compliances (2 measurements). The 
measurement should be carried out by the transmitters with the range not less than 
±750 mmHg and ensuring low noise value (no more than 0.5% of range). 
Therefore the A-10 (WIKA) sensors were selected. The sensors are suitable for the 
measuring range (-1÷1.5 bar which corresponds with -750 ÷ 1125 mmHg), has 
low non-linearity (0.25%), short response time (4 ms) and can work with liquid. 
An important feature of these sensors is the low noise level which is less than 
0.3% of range. The flow measurement should be performed on inlet and outlet of 
the blood chamber (2 measurements) by flow meter adapted for measurement of 
turbulent and fast-changing flows. This is a difficult task, especially because the 
measuring device must not interfere with the flow or cause a pressure loss. For 
this reason the constriction types of flow meters and others invasive methods such 
as e.g. thermodilution method [12] were rejected. The possibility of using elec-
tromagnetic and ultrasonic flow meters was considered. For the electromagnetic 
measurement it is possible to use an FEP300 (ABB) or FSM4000 (ABB) flow me-
ter. These devices offer high accuracy, but the frequency of measurement is too 
low (5 Hz - 17 Hz). Another method is the ultrasonic measurement. A well-known 
and frequently used solution is the TS402 flow meter (Transonic) with ME11PXL 
probes (to drain ½ inches). The frequency of measurements carried out by this 
device is a 120 Hz with 5%measurement accuracy. Clamp-on probes allows for 
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easy change of the measurement point and can be calibrated for various liquids. 
Range of measured flow is ±20 l/min. However, the cost of such measure is high 
(about 20 000 €). 

In order to ensure full usability and flexibility of built research stand, the model 
of the circulatory system should provide the ability to reproduce the pathological 
conditions such as ventricular failure, valvular pathology or pulmonary 
hypertension. Simulation of the reduced performance of the ventricle will be 
implemented through appropriate control of the ventricle model and will 
reproduce the physical phenomena associated with the reduced elastance value. 
Vavular insufficiency will be reproduced through the use of a bypass with 
proportional hydraulic valve. There will also be a second valve placed behind the 
heart valve to simulate the state of valve blockade or occlusion in the arterial 
system. Control of atrium pressure value change will be implemented by 
connection of atriums chambers with piston system (Fig. 4). Control of the 
actuator will be realized by using the electric motor. 

 

 

Fig. 4 Concept realization of atrium hypertension 

The computer system, which will be responsible for control and data 
acquisition, was decided to be based on National Instruments solutions, and more 
specifically, on a modular real-time, high performance computing system - PXI. 
The system will include computer NI-PXI, fast multi-function data acquisition 
board, the card for motor control, analog output cards, accessories and PC 
computer for programming purposes.  

3 Conclusions 

The described physical model will allow for the simulation of cardiovascular he-
modynamic conditions prevailing in the human circulatory system. Its implemen-
tation allows for developing and ongoing testing of control algorithms for heart 
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support pumps, both pulsatile and continuous-flow type. It will enable research for 
ventricular assist devices connected in a parallel way to the circulatory system in 
both configurations: the atrium - artery and the apex of the heart - artery. It also 
gives the ability to simulate a two-ventricle support. Until now those types of test-
ing were possible to conduct using the simulation environment based on data from 
the in-vivo experiments carried out on pigs or on other models of human circulato-
ry system. In Poland the only available type of that device is a hybrid cardiovascu-
lar simulator developed as a result of collaboration of research teams lead by prof. 
Darowski (Nałęcz Institute of Biocybernetics and Biomedical Engineering, Polish 
Academy of Sciences in Warsaw) and prof. Ferrari (Institute of Biocybernetics 
Physiology, CNR, Italy). It is based on a numerical model of the cardiovascular 
system implemented in real-time computer with physical part of device limited to 
two impedance transformers, which are mechanical devices allowing for the re-
construction of hydraulic conditions in the atrium and arterial points [13]. 
However, it does not allow for testing of assistive devices in the apex of the heart - 
artery configuration. What is more, the closed software prevents referring to the 
numerical model of the cardiovascular system, making the support process 
difficult to understand. The proposed physical model will reproduce the 
cardiovascular processes. The accuracy of the simulation probably won’t be as 
good as in hybrid simulator, but the completely physical representation of the 
system will ensure the possibility of its adaptation for different types of support 
devices included in any point of the system. Furthermore, numerous diseases will 
be possible to simulate what is problematic in the case of the hybrid system with 
closed software. Therefore, the physical model is much more flexible and useful. 
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Abstract. A new method for fast tissue impedance spectrometry is proposed. This 
method uses an extortion with continuous, wide frequency range. Constructed hard-
ware enabled initial application of proposed method for electrode-tissue impedance 
measurements on animal models. Obtained results proved to be consistent with  
traditional measurements methods for higher frequencies, but showed some imper-
fections for lower frequencies. It provided on the other hand a very significant  
improvement in measurement time – from several minutes to under one second. 

1 Introduction  

Passive electric properties of tissues, especially electric impedance can reflect 
their well-being. Measurements of the impedance of electrode-tissue connection or 
of the tissue are useful in the process of designing stimulators or biological am-
plifiers. In most cases measurements are carried out for a chosen set of frequen-
cies, that allow plotting of an impedance characteristic plot.  

If an examination is carried out during a surgery with limited time available, 
precise measurements of tissue impedance are usually impossible. Another limita-
tion especially important at low frequencies is the excitation of tissues, which 
enforces limitations of amplitudes of currents applied. 

Study described in this paper uses a new method for impedance measurements 
which is fast and requires low power extortion signals. 

2 Materials and Methods 

2.1 Measurement Method 

Estimated impedance characteristic consists of the modulus and the phase shift 
angle. Typically this characteristics were measured by subsequent, independent 
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measurements for a chosen set of frequencies. Collection of results obtained for a 
large number of evenly spaced frequencies enabled construction of a precise im-
pedance characteristic. This procedure requires lengthy measurements. 

Proposed method of measurements and characteristic estimation uses an extor-
tion with a wide frequency range [1]. In described work an extortion was applied 
consisting of a time-limited sinc(t) function. Two signals – applied current extor-
tion and the resulting voltage response measured on the electrodes are sampled 
and registered. Both are necessary for electric impedance characteristics estima-
tion. Registration parameters – window length and sampling frequency are the 
only parameters that directly influence the precision of obtained impedance spec-
tra [2]. Registration parameters are strongly dependent on the bandwidth of the 
extortion signal which should be at least four times lower than the sampling fre-
quency. Higher sampling frequency improves the quality of the impedance phase 
shift characteristic estimation. 

Impedance module estimation is carried out based on Fourier transforms of the 
applied currents and voltages registered on the object, whose impedance is being 
examined. Impedance spectra in form of complex numbers vectors are obtained 
using the FFT function. Values of voltage and current transforms for each  
frequency are paired and then the impedance modulus is calculated using the  
equation 1. 

ሺ݂ሻܼܯ  ൌ |ܷܼሺ݂ሻ||ܼܫሺ݂ሻ|  (1) 
Impedance modules calculated for all available frequencies constitute a fre-

quency domain characteristic of measured impedance module.  
Frequency domain characteristic of the impedance phase shift is also obtained 

for each frequency point of the spectrum. Phase shift angle for each pair of com-
plex values is calculated as an angle between two vectors on the complex plane, 
using the equation 2.  

 

ܼ߮ሺ݂ሻ ൌ ݏ · arccos ሺ ܷܼሺ݂ሻሬሬሬሬሬሬሬሬሬሬԦ°ܼܫሺ݂ሻሬሬሬሬሬሬሬሬሬԦቚܷܼሺ݂ሻሬሬሬሬሬሬሬሬሬሬԦቚ·ቚܼܫሺ݂ሻሬሬሬሬሬሬሬሬሬԦቚሻݏ ൌ ሺ݂ሻܷ ݁ݎ݄݁ݓ 1 ൈ ሺ݂ሻܫ  ݏ0 ൌ െ1 ݁ݎ݄݁ݓ ܷሺ݂ሻ ൈ ሺ݂ሻܫ ൏ 0 (2) 
In order to preserve the continuity of the phase shift characteristic an additional 

condition was applied. It enforces consistent direction of vector angle calculation. 
Impedance phase shifts calculated for all available frequencies comprise a phase 
characteristic of the measured impedance. 

Impedance module and phase shift characteristics provide the impedance spec-
trum for the whole frequency range of the extortion signal. 
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2.2 Measurement Hardware 

For the purpose of measurements a dedicated hardware setup was made consisting 
of: arbitrary generator DDS-3X25, Tektronix MSO2012B oscilloscope and a set 
of designed for this purpose amplifiers and a current source. 

Constructed circuit (fig.1.) included two channels of amplifiers receiving sig-
nals from electrodes and a precise non-inductive resistor for instantaneous current 
measurements. Amplifiers provided a 20dB gain and bandwidth up to 20MHz. A 
voltage-current converter was used as a source of application current. It was built 
using an operational amplifier and a Hofland circuit. Internal resistance of the  
current source was 15kOhm and maximum current was set to 1mA. 

 

Fig. 1 The measurement circuit of impedance spectrometer 

Application of commercially available devices provided ability to freely adjust 
registration parameters and also to modify extortion functions. 

 

Fig. 2 The measurement setup 
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2.3 Experiments 

Constructed setup for tissue impedance spectrometry was applied to measure-
ments of electrode-tissue impedance as part of a project financed by National Cen-
ter for Research and Development (NCBiR) “Neuroprothesis for restoring the 
function of upper limb in cases of brachial plexus palsy”. Research was carried out 
on animal models in cooperation with the Medical University in Łódź under ap-
propriate ethics committee permissions. 

This project involves electrode-tissue impedance measurements during surgery 
and for this reason it is essential that the method is quick. Measurements were 
carried out as a part of examination of the influence of innervation on stimulation 
conditions.  

Experiments were carried out on the flexor muscle of the front leg of the New 
Zealand White Rabbit. Steal electrodes with silver chloride coating were used 
(fig.3.). 

 

Fig. 3 Electrode placement during measurements of the electrode-tissue impedance 

3 Results 

For the purpose of validation of the proposed method, two impedance measure-
ment methods were applied. As a ground truth a method with basic sinusoidal 
extortion for 15 different frequencies was repeated 3 times and then averaged. 
This procedure enabled estimation of impedance modulus and phase shift. 

Frequency responses obtained using the large bandwidth extortion based on the 
sinc(t) function were registered for a single measurement. Results have not been 
averaged either in time nor in frequency domain. 

Results obtained for both methods are shown in fig. 4 – modulus of impedance, 
and fig.5 – phase shift. 



A New Method for Tissue Im 

Fig. 4 Impedance module m
ments conducted using the p

Fig. 5 Impedance phase shi
surements conducted using t

4 Discussion 

Both applied methods re
width extortion showed v
caused by application of d
ent times of extortion and

mpedance Spectrometry and Its Initial Application  83

 

measurements results. For selected frequencies (blue), measur
proposed method (red).  

 

ft measurements results. For selected frequencies (blue), me
the proposed method (red).  

turned similar results, but the method with large band
visible fluctuations at low frequencies. This is probabl
different lengths of extortion limiting window and diffe

d response acquisition. 

37

re-

ea-

d-
ly 

er-



838 M.Władziński et al. 

Another expected advantage of the proposed method was a much shorter  
measurement time. This proved to be significant since for the sinc(t) extortion one 
acquisition was taken in under 1 second, and in case of the traditional method – 
approx. 10 minutes. 
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Abstract. From the perspective of human mobility, a loss of lower limb create a 
barrier that restricts normal functionality in society. In such situation, man must 
learn how to live with this disability. The main target of this research was to de-
sign and create an artificial lower limb with active movement support in a knee 
joint. The authors of the article had made an attempt to work out a simple con-
struction of an active artificial lower limb for the people with amputated lower 
limb above the knee joint. The most crucial part of this paper was the design and 
model of an active artificial limb which would allow people with amputated lower 
limb above the knee joint to move. 

1 Introduction 

The two-footed posture makes the human gait, which have been developed 
through the centuries, is the most complex and highly specialised method of 
movement in nature. The extremely complex action, which forces groups of mul-
tiple muscles to simultaneously operate as a motor for skeletal system [4]. Lower 
limbs act as the support and drive and their alternating, synchronised rhythmic 
movements which allow for the displacement of the centre of gravity in the direc-
tion of the movement, which is define as the gait. From another point of view, gait 
is also a rhythmic losing and regaining balance in alternately changing stages of 
supporting and moving [2]. 

The loss of the lower limb is associated with the loss of particular components 
of the motor, nervous and autonomic nervous systems. The replacement recon-
struction of these systems with the use of non-biological components was cur-
rently not possible due to the number of degrees of freedom and the expanded 
musculoskeletal control systems [1]. However, attempts are being made to par-
tially restore the locomotive functions of lower limbs through different kinds of 
devices and supporting systems. 

The amputation of a limb, despite its destructive nature, has from a time  
perspective, a preventative method for further deterioration of the state of health. 
The result of the amputation is persistent physiological disability, nonetheless the 
negative sentiments are also of great importance. In the initial period after the 
amputation, the stump is formed; its proper structure is the most important factor 
in rehabilitation and prosthesis implantation. 
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After the appropriate treatment of the stump on the operating table, the patient 
immediately receives a temporary prosthesis and the forming component consti-
tutes of the plaster prosthesis socket. The typical equipment in the case of amputa-
tion is a passive prosthesis. For many years research has been conducted in the 
field of active prostheses, which contain independent drives to replace the lost 
musculoskeletal systems [5]. 

At the moment, prostheses irrespectively of the applied structural solutions 
consist of four basic components. The first as it turns out is the most important, 
the prosthesis socket, and thus connecting in a mechanical way preserving the 
existing musculoskeletal system with non-biological performing system of the 
prosthesis [3]. The second component is a system that enables the bending of the 
knee joint and the third component is the system of a foot. The fourth component, 
which is usually the less technically complicated, provides a link between a knee 
and a foot and its main task is to provide adequate distance between the prosthesis 
socket and the foot. 

In the case of passive prostheses, only the drive of the implanted limb is the 
stump and the hip joints are responsible for the movement of a stump-prosthesis 
system. In the case of active prostheses, the independent drives replace some mus-
culoskeletal systems, usually in the knee joint [6]. For example, of all the most 
technically advanced prosthesis with inbuilt drives and electronic control is Os-
sur’s “Power Knee”. The installed drive ensures ideal smoothness of gait and 
comfort for those who wear the prosthesis by regulating the automation of bending 
and straightening, which frees a person after amputation from constant concentra-
tion in the process of moving. This type of prosthesis gives a possibility of alter-
nate ascending the stairs and climbing even steep hills. However, the cost of 
“Power Knee” is very high, what in most cases makes it unattainable for the dis-
abled person. 

This paper presents a prototype of an artificial lower limb with active-assisted 
motion of the knee joint. It was developed at the Institute of Metrology and  
Biomedical Engineering of the Warsaw University of Technology for a Master 
Thesis. 

2 Construction Assumptions and Implemented Prosthesis 
Project 

The main assumption of the project was the ability of bending and straightening 
the knee joint in the range of angles of the limb while in physiological conditions 
present in walking and going up the stairs. It was assumed that the energy expen-
diture in connection with walking of the person after amputation would be as low 
as possible. The prosthesis foot system constitutes a swinging mechanism ena-
bling easy transfer of the body mass during the stages of movement. The control 
system allows to read the current, relevant parameters of movement and to assign 
the speed of bending and straightening of the knee joint. The cooperation of the 
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knee and tarsal joints are necessary for the purpose of achieving satisfactory 
smoothness of walking. 

The mechanical construction of the prosthesis prototype reconstructs two essen-
tial systems which performs the function of a limb: tarsal and knee joints. The 
tarsal joint constitutes a swinging mechanism which enables moving the body 
mass during the support stage. The rotary movement is limited (Fig. 1). 

 

Fig. 1 The range of changes in the angles of deflection – forward 20 ̊, backwards 15 ̊ 

The bending of the knee joint was performed by the actuator driven by a step-
ping motor (Fig. 2). This motor was coupled with the power screw, the rotation of 
which causes linear movement of the retractable lever of the actuator connected 
with the swinging component of the knee. The extension of the lever results in 
turning of the swinging component, thus changes the angle of bending in the knee 
joint of the prosthesis. 

 

Fig. 2 Actuator’s structure 

The range of angles was limited by the length of pulling out the lever of the ac-
tuator and is included in the range of 5 ̊ to 50 ̊. It was restricted by the limit 
switches to the range of 0 ̊ to 45 ̊, which protects it against exceeding permissible 
values of the angles of bending (Fig. 3). The model is made of metal. 
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Fig. 3 The model of the prosthesis. The range of permissible angles of bending in the knee 
joint. 

In order to control the bending of the knee joint and assign appropriate parame-
ters of movement, a control system have been made composed of analogue-to-
digital converter, generator of rectangular pulse, drive in the form of a stepping 
motor and limit switches. The graphic interface enables reading the essential pa-
rameters as well as the assigned speed and angle of bending in the knee joint. The 
manual is in VISUAL BASIC EXPRESS EDITION 2005. 

The main control element in this system is a PC computer, which controls the 
operation of 8 bit analogue-to-digital converter via the LPT port. Depending on 
the values provided in the input of the converter, we received proportional voltage 
in the output, which is then delivered to the input of rectangular pulse generator. 
Depending on the values of the voltage on the generator’s output we get the course 
of rectangular pulse with the period of filling of 50% and the frequency propor-
tional to the given voltage, while the U/f relation is linear within the entire range. 
The signal from the generator is then directed to the input of the controller of the 
stepping motor. The output of the controller supplies directly to the coils of the 
stepping motor, which rotates at the speed proportional to the frequency of signal 
on the input of the controller. The work of the motor causes the rotation of a 
swinging component of the knee, which the ranges were controlled by the limit 
switches. Signals from the switches were delivered to the LPT port and on this 
basis there are generated signals controlling the analogue-to-digital converter 
(Fig. 4). 

 

Fig. 4 Block diagram of the prosthesis prototype controller. Casing of the controller with 
the built-up communication ports. 



Active Artificial Lower Limb 843 

In order to form the characteristics of the angle and the speed of bending in the 
knee joint, a program had been developed in which it was possible to set, with the 
use of sliders, the speed of movement and the period of stopping of the swinging 
component of the knee joint in the appropriate moments in the cycle of walking 
(Fig. 5). Characteristics of the course are shown in the form of a diagram shortly 
after one completed cycle of walking. The diagram field “1” from figure 5 is empty 
because the program was waiting for the end of the cycle. After the end of the cycle 
in the field “1”, current characteristics and field “2” are shown and becomes a meas-
urement field (marked by red numbers 1,2 and 3 on fig. 5). Similarly, following  
another cycle, field “3” becomes the active field and so on. Such form of graphic 
representation makes it possible for convenient observation of changes in the angle 
and speed in the knee joint, as well as rapid modification of characteristics. 

 

Fig. 5 Forming the characteristics of changes in the angle and speed in the knee joint of the 
prosthesis model, Exemplary characteristics obtained during conducted examination of the 
produced prosthesis model 

In the designed model it was not possible to set up and run the formation of the 
course of acceleration and of the movement of the swinging element. The study 
was limited to examining the linear speeds. The stepping motor had the ability to 
accelerate to the desired speed in a very short period of time, which was a few ms 
and was short enough to produce the escalating and falling edges of the speed in 
the form of vertical courses. 

3 Test of Prototype 

Fig. 6 shows a comparison between the general characteristics of the dependency 
of angle and the speed of bending in the physiological knee joint during a com-
pleted gait cycle with the characteristics of the parameters for the developed proto-
type of the prosthesis. 
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Fig. 6 Comparison of relation of the angle and the speed of bending the knee in the function 
of time during walking with the obtained characteristics of these parameters for the  
developed model of the prosthesis [7], [8] 

Despite of the fact of using only constant speed, the fidelity of reconstructing 
the course was quite high, although the feedback information in the completed 
control loop comes only from the limit switches. It seems that the application of 
additional sensor would significantly improve the controlling process, which to-
gether with regulation of acceleration would faithfully reconstruct the general 
characteristics of walking. The developed prototype of the prosthesis provides 
such possibility, however it was limited to the application of 3 sensors for purpose 
of research examination.  When a solution with active support of movement is 
concerned, a serious problem was the way of the power supply. In the case of the 
presented prototype the average current necessary for supplying the system (ex-
cept the PC computer) equals 2,9 A. Despite the fact of using increasingly smaller 
and more efficient links and accumulators, the operating time of the system is 
several hours. 

4 Conclusions 

On the basis of the currently existing knowledge it is possible to prepare such sys-
tem of the artificial lower limb which would possess movement functions similar to 
the functions of a real limb as regards kinematics. However, the feedback loop does 
not give a possibility to fully use the performing system due to the insufficient in-
formation from the artificial receptors. With the use of up-to-date types of prostheses 
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it is possible to practice sport, drive a car and even take part in competitive mountain 
climbing. However, their main drawback was the narrow specialization functions, as 
well as limited movement possibilities to the very narrow and predetermined pur-
pose. It seems that the lack of movement universalism lies in the fact that even the 
best movement program was still a closed algorithm and performs only movements 
which had been previously programmed. So there was no possibility of learning. In 
the case of prostheses with mechanical control, the receptors constitute different 
kinds of sensors (angle, displacement etc.). As it turns out, the number of informa-
tion gathered by these sensors were too small in comparison with the information 
gathered by the human body through the senses. It appears that this large amount of 
information that were coming from the external environment and powerful calculat-
ing system of the human brain was connected to the extended musculoskeletal  
system constitutes universalism of movement of the healthy limbs. 
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Abstract. This article describes the experimental analysis of a novel trans-scleral 
tonometer based on the use of multiple force sensors forming a mechanical stiff-
ness sensor. This approach is similar to an instrumented form of digital palpation 
tonometry in which manual palpation is used to conclude the stiffness, and hence, 
the intraocular pressure of the eye. Force data obtained from these probes correlate 
with the intraocular pressure (IOP) of the eye. Enucleated porcine eyes were used 
to validate the approach. A noticeable amount of hysteresis has been observed 
during indentations. Analysis of the experimental data indicates that stress relaxa-
tion in the visco-elastic corneo-scleral shell is the primary factor of the observed 
hysteresis. Further tests under different indentation rates show that the novel to-
nometer is expected to have an accuracy of ± 1mmHg when the indentation rate is 
kept below 0.5 mm/sec for pressure range of 10-35 mmHg. 

1 Introduction 

Tonometry is an eye pressure measurement that is most commonly performed on 
the cornea. Its objective is to determine the intraocular pressure of the eye and  
diagnose diseases such as glaucoma. The golden standard of tonometry is the 
Goldman applanation technique (GAT), where the cornea is flattened to a pre-
determined area. The applied force then is correlated with the intraocular pressure 
under the assumption that the cornea thickness and properties are known [1]. 
When applied to thicker corneas, the method can lead to pressure overestimation, 
while on thinner corneas or on corneas corrected with LASIK, the method can 
lead to underestimation [2, 3]. Further limitation of GAT is the fact that it cannot 
be self-administered at home, thus limiting the frequency at which GAT can be 
performed economically. Not surprisingly, a large number of alternative tech-
niques and devices have been reported. These include portable versions of  
the GAT tonometers such as the Perkins and Draeger tonometers [4, 5], the 
MacKay-Marg tonometer (Tonopen) [6], a non-contact air-puff tonometer [7], and 
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a rebound tonometer (I-Care) [8]. More recently, two trans-scleral tonometers 
have also been reported a rebound tonometer (Diaton), which uses a plunger re-
bounding from the sclera [9], and a trans-scleral indentation tonometer (Pro-
View), which is based on measuring the force resulting in a pressure phosphene 
reaction [10]. 

The motivation behind this work is the evaluation of a novel trans-scleral to-
nometry concept akin to an old technique known as digital palpation tonometry 
(DPT) [11]. DPT is based on human tactile sensing and is performed by lightly 
pressing the fingertips of both index fingers onto the upper part of the eye through 
the eyelid. Typically, the two fingers are pressed in an alternating sequence, al-
lowing the examiner to feel the flexibility of the sclera and gauge its tension. 
While very convenient, this method is subjective and, therefore, inaccurate.  
This paper reports on an experimental and numerical analysis of sensorized tactile 
tonometry applied through the sclera of enucleated porcine eyes. 

1.1 Pressure Relaxation Analysis 

To examine the cause of the pressure drop, static pressurization experiments were 
made. The eyeball was first pressurized to 10 mmHg, the perfusion system was 
closed to keep constant volume inside the eyeball. The initial pressure was  
adjusted by setting the height of the saline column to the appropriate level, while 
recording the pressure electronically with a pressure sensor connected to the saline 
column and placed at the level of the eye. The eye-pressure sensor branch was 
then closed to isolate the water column from the eye. Approximately 1-2 seconds 
later, the data collection was initiated. 

 

Fig. 1 IOP relaxation for different pressure levels 

During this period, the eye started to relax leading to a small difference in the 
initial pressure level of each experiment. 
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After closing the system, its internal pressure was recorded for 300 seconds. 
The procedure was repeated three times at each pressure level from 10 to 35 
mmHg in 5 mmHg increments. As is the case with other tissues, the relaxation rate 
depends on the stress level [11]. The results are shown on Figure 1. No significant 
difference between the relaxation functions of the three relaxation cycles was  
observed, which is uncommon for excised tissues. Making difference between 
leakage-induced pressure relaxation and structural relaxation is difficult without 
the ability to measure the leakage directly or prevent structural relaxation. To 
circumvent this problem, Brubaker encased enucleated eyes in a gypsum cast, 
allowing measurements of outflow under constant-volume conditions [5]. The 
results showed that when the sclera is prevented from stretching, only 3 µL of 
fluid are necessary to raise the pressure from 10 to 50 mmHg, compared to 21 µL 
required for similar pressurization of a freely expanding eye. The seven-fold in-
crease in the required fluid volume is a clear indication that visco-elasticity of the 
corneo-scleral shell can be a significant contributing factor to the pressure relaxa-
tion. The data from Fig. 1 was analyzed with a first-order relaxation model  

 ( ) ),/exp()( 0 etppptp τ−−+= ∞∞  (1) 

which allowed extraction of the parameters ∞p , 0p , eτ for different starting pres-

sures as shown in Table 1. An analytical model of the pressure relaxation due to 
fluid leakage only was also developed in order to interpret the experimental data. 
The model assumes slow deformation, i.e. the deformation due to visco-elastic 
relaxation of the sclera has already taken place. The elasticity of the corneo-scleral 
shell can be obtained from steady-state pressure-volume curves that exist for both 
human [12] and porcine eyes [13]. As is customarily done, a quadratic polynomial 
is fitted to the steady state p-V curve, which after differentiation produces the 
following relationship between the slope of the curve and the pressure  

 bpa
dV

dp += , (2) 

where a and b are positive constants. For enucleated porcine eyes without chemi-

cal post-treatment, this procedure yields a = 0:04 mmHg/µL and b = 0:0003µ 1−L .  
 

Table 1 Relaxation parameters 

  ,mmHg , mmHg ,sec 
,sec 

9.1  
14.1 

5.3 
7.6 

122 
164 

5677 
5808 

19.1 10.3 181 5934 
24.0 12.8 213 6052 
28.4 14.6 235 6147 
34.1 17.0 244 6264 
    

0p ∞p eτ _

τ
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During pressurization, some of the fluid escaped through the epi-scleral veins 
according to a flow rate law 

 
)1(0 pR

p
Q

η+
−= , (3) 

where R is the hydraulic resistance of the drainage system and η  is the outflow 

obstruction coefficient [15]. For porcine eyes,  R = 3.60 mmHg min/µL and         

η  = .015 mmHg 1−  [5]. Combining (2) and (3) into a fluid conservation law, one 

obtains  
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Equation (4) can be re-written in a standard form as a non-linear ordinary differen-
tial equation for the intraocular pressure with a pressure dependent time constant,

)/()1()( 0 bpapRp ++= ητ    
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It is easy to show that the solution of (5) is given by 
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where X = (b - aη )/b is a constant. Based on this solution, one can derive an ex-

pression for the average time constant of the response based on integration of τ(p) 
over the test pressure range 
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Since 0p  > ∞p , the time constant, τ is monotonically increasing with in-

creasing eye pressure when η  > b/a and monotonically decreasing when η < b/a. 

For the parameters used here, η  > b/a,  which agrees with the increasing trend 

observed in the experimental data for eτ in Table 1.The large difference between 

the experimentally observed pressure relaxation time constants and the ones pre-
dicted on the basis of outflow indicates that leakage is not the likely cause of the 
observed pressure relaxation. Recent pull-tests on scleral strips obtained from 
monkey [9] and porcine [14] eyes yielded average relaxation time constants of 183 
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sec and 200 sec, respectively. Since no outflow is present in these studies, the 
relaxation time-constant is solely due to stress relaxation. The average time-
constant over the pressure range used in the present study is 193 sec, which com-
pares favorably with the aforementioned studies. It is therefore concluded, that the 
dominant relaxation process over the first 200-300 sec of the palpation experiment 
is primarily visco-elastic relaxation of the corneo-scleral shell. 

1.2 Tonometer Concept  

As illustrated in Fig. 2, four probes are attached rigidly to a single carrier. There is 
a probe in the center surrounded by three probes forming an equilateral triangle. 
During the measurement, all four probes move together and the reaction forces are 
recorded. 

 

Fig. 2 Tactile tonometer prototype (left) applied on pressurized porcine eye (right) 

1.3 Experimental Results of Testing Porcine Eyes  

Enucleated porcine eyes (First Vision Tech, Mesquite, TX) were used in this 
study. The sacrificed pigs were of age 2-5 years old. After enucleation, the eyes 
were placed in a sealed plastic bag filled with saline solution and were shipped 
overnight on the day of slaughter in an ice filled box. The eyeballs were kept in 
laboratory refrigerator at 4 C and tested within 3-4 days postmortem. The experi-
ments were performed at 22C ambient laboratory temperature. Agarose solution in 
water (30 g/l) was used to form the artificial eye socket. The globe was placed in a 
petri dish (55mm diameter, 15 mm depth) and the agarose solution was poured 
around the eye up to the brim of the dish. Depending on the size of the eye, ap-
proximately half of it was embedded in the socket. To align the eye with respect 
the probes, the embedded eye-dish assembly was mounted on a horizontal x-y 
translation stage. Multiple indentation sites were tested while comparing the initial 
non-zero readings of the three outer probes. The position resulting in the best 
agreement between these values (within 5 mN) was considered as the reference 
position for all subsequent measurements on that eye.  
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Fig. 3 Measured average force vs center force (left) pressure vs time (right) 

The data shown in Fig.3. represents tests from 9 different eyes with the error 
bars representing the maxi-mum and minimum values from these measurements.   

The horizontal axis of the figure represents the average force on the outer 
probes, while the vertical axis measures the force on the center probe. Because of 
the spherical shape of the eyeball, the central probe reaches the globe first and the 
outer probes touch the eye with a slight delay. This is the reason why, initially, 
only the force on the center probe increases, followed by contact and non-zero 
force measured by the second probe. The variation of IOP can be best seen by the 
location of the "knee" of the curves recorded by the central probe when the outer 
ring contacts the eye. The sensitivity can be adjusted by adjusting the offset be-
tween the central and outer probes. Based on these tests, it can be inferred that on 
average a force change of 10 mN corresponds to a change of 1 mmHg of IOP. To 
achieve an accuracy of ± 1 mmHg pressure, the force error measured by the cen-
tral probe needs to be less than 20 mN.  

2 Conclusions 

A four-probe tonometer concept based on a concentric arrangement of the four 
force probes has been introduced. Applying the sensors to porcine eye pressurized 
at different levels showed that the force data alone can be used to infer the intra-
ocular pressure in the eyes. Analysis of the pressure relaxation data showed that 
the measurement should be performed with indentation velocities below 0.5 
mm/sec. The primary cause of the pressure relaxation has been attributed to the 
stress relaxation of the corneo-scleral shell.  
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The effects of lateral misalignment by approximately 1 mm in x- and z direc-
tion, and the effect of a 3-degree tilt were examined in previous studies. [16]  

These effects resulted in approximately 20 mN of force error. Given that this 
force variation is equivalent to about 1 mmHg, to obtain this accuracy, the tono-
meter need to be positioned within ±1 mm of linear and ±3 degrees of the desired 
application position.  

 

Fig. 4 Application mask  

A further alternative could be an application through the eye lid, leading to the 
possibility of a trans-palpebral tonometery. One possible solution of such control 
is through the use of an anatomically contoured adapter mask that can provide 
control of the position and orientation of the sensor with respect to the face as 
illustrated in Fig. 4. The development and evaluation of such mask is beyond the 
scope of the present work. 
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Abstract. The paper deals with calculation of the parameters of bio-ceramic ma-
terial from a set of destruction tests of whole ceramic heads of total hip joint  
endoprosthesis. This approach is suitable in the case if it not possible to cut  
out the specimens from the ceramic heads, because the heads are too small. From 
the measured values of circumferential strains of the head’s external spherical 
surface under destruction, the state of stress in the head under destruction was 
established using the FEM. From the values obtained, the sought for parameters of 
the ceramic material were calculated using Weibull’s weakest-link theory. 

1 Introduction 

Centre of Mechatronics solves the clinical biomechanical problems for a long time 
[17 - 19]. A problem that is being solved now is the destruction of the ceramic 
heads of total hip joint endoprostheses in vivo, that had occurred in a series of 
Czech hospitals [2], [4] (Fig. 1). The ceramic heads [15, 16] are made of Al2O3 
and put on conical stem made of austenitic steel [9]. The reliability of the ceramic 
component is based on Weibull weakest-link theory [1] and the failure probability 
depends on three Weibull’s parameters [3]. These parameters are obtained from 
the statistical analysis of the set of the destructed specimens which are subjected 
to 3- or 4- point bending [7].  

For computational modelling of failure probability, two computation models 
are used which differ from each other in that which stresses are included into the 
computation. The first more simple model includes into the computation only the 
first principal stress - σ1 (see relation (1)), whereas the second model includes into 
the computation all three principal stresses [10]. This model is suitable for cases 
where the second and the third principal stress take marked tensile values nearing 
to the values of the first principal stress [4], [14]. In case of a ceramic head of total 
hip joint endoprosthesis, the probability of its failure can be computed using a 
more simple model, since the maximum values of the second principal stress take 
at most 30 % of the value of the first principal stress in the head [8], [11], [13]. 



856 V. Fuis and P. Janicek 

For computation of the ceramic head failure probability, the following relation is 
used, that is based on Weibull’s weakest-link theory [3]: 
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where : n – number of elements into which the analysed head is divided, using the 
finite elements method, ΔVi – volume of the i-th element, σi – first principal stress 
(σ1) acting in volume ΔVi, σu- stress, beneath the value of which material failure 
does not occur, σo – normalised material strength of a volume unit of material, m - 
Weibull modulus (connected with the scatter of measured values). These parame-
ters are derived from processing the destruction forces obtained from a set of 3- or 
4- point bending tests [5]. This way of assessing material parameters is universally 
applicable to any ceramic product, from which specimens are made for the men-
tioned bending test. The number of specimens must exceed 35, if the Weibull 
statistical method of the weakest link is at all to be applied. Small components 
present another problem which applies also to ceramic heads, namely that the cut 
out specimens are too small. Small specimens can be subjected only to 3-point 
bending, at which maximum tensile stress is concentrated only in a small area in 
the middle of the specimen, in contrast to 4-point bending at which maximum 
tensile stresses concentrate in two areas between two supports. The material cha-
racteristics obtained from 4-point bending tests show a greater plausibility than 
those from 3-point bending tests; therefore 4-point bending test is to be preferred. 

 

Fig. 1 In vivo destructed ceramic heads 
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2 Experimental Destructions 

For carrying out the destruction of a set of ceramic heads a special testing jig has 
been made in which the heads are subjected to compressive load that acts only on 
the surface of the head’s opening, as shown in Fig. 2. In the course of the test, 
circumferential strains are measured on the head’s external surface.  

The compression load acting on the head was developed by the testing device 
ZWICK Z 020-TND whose head loaded the jig’s piston which, in turn, acted on 
rubber NBR 90 inside the jig, which, subsequently, acted on the ceramic head.  

D = 28 mm

press

H
 =

 1
3 

m
m

strain gauges
ceramic head

 

Fig. 2 Scheme of the head’s loading 

The result of experiments was a set of the strain values established under the 
destruction of the individual heads – Fig. 3.  

 

Fig. 3 Circumferential strain values under the heads’ destructions 
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3 Calculation of the Bio-material Parameters 

In the first phase, from the strains established under the heads’ destruction, the 
stress field produced by the destruction had to be defined. To this purpose, compu-
tational modelling (FEM method) was used and the Table 1 shows the maximum 
tensile stress in each head under the destruction. Each j-th destructed head is as-
signed the probability of its failure, e.g. from the relation Pf(j) = j/(r+1), where j is 
the serial number of the arranged head and r is the total number of destructed 
heads, in our case r = 40.  

Table 1 Maximum destruction stress in the heads arranged in descending order  

j σ1max-dest  [MPa] Pf j σ1max-dest [MPa] Pf 
1 208.4 0.024 21 314.8 0.512 
2 216.4 0.049 22 322.8 0.537 
3 217.1 0.073 23 324.5 0.561 
4 221.8 0.098 24 330.5 0.585 
5 224.5 0.122 25 340.8 0.610 
6 250.8 0.146 26 343.0 0.634 
7 255.6 0.171 27 346.2 0.659 
8 266.6 0.195 28 357.2 0.683 
9 270.4 0.220 29 360.1 0.707 

10 270.6 0.244 30 364.7 0.732 
11 277.2 0.268 31 365.2 0.756 
12 283.6 0.293 32 371.2 0.780 
13 289.1 0.317 33 374.5 0.805 
14 301.3 0.341 34 377.1 0.829 
15 303.9 0.366 35 379.3 0.854 
16 305.5 0.390 36 390.2 0.878 
17 306.4 0.415 37 420.1 0.902 
18 307.7 0.439 38 449.3 0.927 
19 311.1 0.463 39 473.4 0.951 
20 314.4 0.488 40 501.7 0.976 

 
The first of Weibull parameters is stress σu, which must be lower than the min-

imum value σ1max-dest.  In this paper the conservative approach is considered and  
σu = 0 MPa, then all tensile stresses influence the body’s destruction.  

The second parameter (Weibull modulus m) is connected with the dispersion of 
experimentally established values and it is determined as gradient of a line interla-
id with experimentally established data from the Table 1. Weibull modulus for σu 
= 0 MPa is shown in the Fig. 4 and its value is m = 5.3058.  
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Fig. 4 Weibull plot of the normalized modulus of rupture data 

The last of the parameters (normalised volume strength σo) is calculated from 
the following equation: 
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which was derived by modification of the equation (1) for Pf  = 1-1/e = 0.63212 
(failure probability for the experimental data and for the material parameters will 
be the same – 0.63212 – see fitted point in Fig. 5). The value of the last material 
parameter σo is 583.7 MPa m 3/5.3058. 

 

Fig. 5 Comparison of the experimental and computational data for 2-parameter Weibull 
material model 
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From the comparison of the experimental and computational data in Fig. 5 im-
plies the following result: 2-parameter Weibull material parameters well fit the 
experimental data in the region Pf between 10% and 90%. For the low values of 
the failure probability (Pf < 10%) difference the difference between experimental 
and computational data is large (the bioimplants have to reach the very low failure 
probability so this model have to be improved – for example fitting point will be 
moved from Pf = 0.63212 to value 0.024 (the first sample in the Table 1)). 

4 Conclusion 

The material parameters of ceramic material used for manufacture of heads of total 
hip joint endoprosthesis have been determined on the basis of a set of head destruc-
tion tests. The analysis of the calculated material parameters shows the possibility to 
use this approach to calculation of the material parameters of the bio-ceramic with 
the Weibull distribution of the strength.   

The reliability of the parameters thus obtained is higher than those obtained 
from specimens cut out from the heads, because their dimensions are markedly 
smaller than those required by the standard. The presented approach is general and 
applicable to any brittle material whose strength characteristics exhibit Weibull 
probability distribution. 
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behavior of the ceramic head for total hip joint endoprosthesis. 
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Abstract. Total hip replacement is the most effective method for treating severe 
degenerative, post-traumatic and other diseases of the hip joint. Nevertheless wear 
of artificial implants remains a serious health issue especially for metal-on-metal 
hip components where the formation of metallic wear debris has been linked to 
adverse tissue necrosis and increased of metal ions in the blood. Wear in MOM 
joints is essentially dependent on interfacial lubrication processes, which are sub-
jected to the complex research work at the present time. The aim of this study is to 
analyze formation of lubrication film and experimental mapping of the lubricating 
film thickness of bovine serum within the contact between an artificial metal or 
ceramic femoral head and a glass disc and analyze effect of proteins on the film 
formation under rolling/sliding conditions. The film thickness was studied expe-
rimentally using film colorimetric interferometry. This study showed that protein 
formation plays an important role in the lubrication processes of artificial joints of 
the human. Due to challenging of this study the more complex research work is 
carried out at the present time. 

1 Introduction 

Total hip arthoplasty (THA) is the most effective method for treating severe dege-
nerative, post-traumatic and other diseases of the hip joint. It is estimated that 
more than 1,000,000 THAs are performed each year globally. More importantly, 
modelled future projections expect further increase in the need for THAs [1]. The 
main reason for late failure of THA is aseptic loosening [2] followed by instability 
of the THA that compromises predominantly the early postoperative period [3]. 

Wear is influenced by the articulating surfaces and not only the biomaterials [4, 
5], hence the wear rate could be reduced by the tribological parameters modifica-
tion. Among these the key one is the lubrication regime having direct influence on 
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the friction coefficient. Bovine serum (BS) is used nowadays as a model synovial 
fluid lubricant for modelling the wear and friction properties of artificial joints. 
The artificial joint articulation is simulated using simple ball-on-disc configuration 
of the artificial (metal or ceramic) femoral head [6] and a glass disc. 

This paper should contribute to amend of research findings presented in the 
current studies that are mainly focused on experimental analyses of central film 
thickness in the contact zone. That is why the aim of this study is to perform detail 
experimental mapping of lubricating film thickness of BS within a whole contact 
zone between artificial metal or ceramic femoral head and glass disc and analyzed 
effect of proteins on film formation.  

2 Methods 

Mapping of lubricating film of several BS concentrations was observed using an 
optical test rig in which a circular contact is formed between a glass disc and a 
metal or ceramic head of total hip joint replacement. BS (Sigma-Aldrich B9433, 
protein concentration 75.3 mg/ml) and sterile water were used for preparing sam-
ples with appropriate w/w concentrations. 

 

Fig. 1 Optical test rig for lubricant film thickness measurements 

Mapping of lubricating film of BS solution was observed using an optical test 
rig (Fig. 1) in which a circular contact is formed between a glass disc and a  
metal head of total hip joint replacement (Fig. 2). The artificial heads were rotated 
by servomotor against the disc to provide pure rolling and sliding conditions.  
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The tests were performed under a steady state load of 5 N, which corresponds to 
mean Hertzian pressure of 180 MPa. All components in contact with BS were 
cleaned carefully before each test. The duration of the one test was 300 seconds, 
while for the first 180 seconds the BS was supplied using a syringe attached to a 
linear motor to maintain constant volume rate and a needle clamp. Experiments 
were realized at room temperature of 24 °C under steady state load of 5 N corres-
ponding to mean Hertzian pressure of 180 MPa for metal head. The contact 
formed between the glass disc and the artificial heads was illuminated by xenon or 
halogen lamp. Obtained chromatic interferograms were recorded with a high-
speed digital camera (CMOS or 3CCD) and evaluated with thin film colorimetric 
interferometry. Detailed description of this technique is given in [8, 9]. The  
chromatic interferograms were taken at 24 Hz sample rate and 800x600 pixels 
resolution. 

 

Fig. 2 Schematic diagram of film thickness mapping 

3 Results and Discussion 

The film thickness was studied as a function of time for the three different kine-
matic conditions. During the tests, the BS was passing through the contact zone, 
and 21 interferograms were selected and evaluated. For every interferogram, the  
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average film thickness value in the central area was plotted in a graph to show the 
time progress. The graphs describing the development of the film for the tests are 
shown in Figs. 3 and 4. The time-thickness diagrams show the formation of lubri-
cating film over a period of 300 seconds for different slide-to-roll ratio conditions. 

The first case of pure rolling (Fig. 3) shows a steadily increasing lubricating 
film which reaches a thickness of 23 nm at the end of the measurement.  
The thickness distribution in the contact zone is uniform and does not show any 
noticeable signs of protein aggregations. This shows that only the base film  
contributes to the total film thickness. 

The second case of (slide-to-roll ratio is -1.5, the head is faster than the disc) 
shows formation of thin lubricating film, with thickness about 2 to 4 nm during 
the whole measurement, only seldom increased by small protein aggregations of 
thickness about 10 nm. 

 

Fig. 3 Central film thicknesses plotted as a function of time for slide-to-roll ratio 0 

The last case of (slide-to-roll ratio is 1.5, the disc is faster than the ball, Fig. 4) 
shows different behavior, as we can see a formation of thicker aggregated protein 
regions passing through the thinner base film. The thicker protein film reaches 
thickness of 60 to 120 nm, whereas the base film varies slightly with thickness of 
4 to 20 nm. The interferograms show large areas of aggregated proteins over the 
thin base film running through the contact zone without any significant time de-
pendence. The results obtained from this test are in agreement with those of Myant 
et al. [7], who presented that BS film thickness increases for the test and also sup-
ported the idea of inlet protein aggregation and forming of a much thicker lubri-
cating film than expected. 
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Fig. 4 Central film thicknesses plotted as a function of time for slide-to-roll ratio 1.5 

4 Conclusions 

Film formation between the artificial metal femoral head and the glass disc was 
observed using BS as a lubricant. Film thickness measurements were performed as a 
function of time under pure rolling and rolling/sliding conditions. It is obvious from 
performed experiments that formation of lubricant film thickness is markedly de-
pendent on the kinematic conditions acting in the contact. Due to this fact, a more 
complex program of experiments is to be carried out in the near future, to describe 
the film formation in ceramic head contact for the same slide-to-roll conditions and 
also to study the effect of temperature and different slide-to-roll conditions. 
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Abstract. The design and control of a self-balancing vehicle is an ideal case study 
for the teaching of mechatronics. It is a challenging topic that attracts the students’ 
attention and increases their motivation. It includes several topics of highly practi-
cal importance such as modelling, system identification, filtering of the measured 
signal, implementing the embedded system or tuning of the PID or the LQR/LQG 
controller. After the theoretical introduction and simulation students can easily 
build the robot and program it with the automatically generated code, literally in a 
few hours, using widely available LEGO NXT Mindstorms. Model based design 
(MBD) offers an interesting framework for such a complex project. This paper  
focuses on the parameter estimation of a nonlinear analytical model and on the 
implementation of fault management. The published results are based on our ex-
periences with the designing and use of our own laboratory experimental vehicle.  

1 Introduction 

The design and control of an unstable balancing vehicle or robot is very popular 
among  researchers and educators [1,2,9] due to the following reasons: a) It is 
considered as an interesting and attractive problem which significantly increases 
the motivation of the students; b) It is a naturally unstable system thus  control is a 
challenge and it can also be used as a good example of enabling technology; c) 
There are several usable approaches leading to functioning control: from hand 
tuned PID to the LQG; d) Several signal processing techniques can be used for the 
tilt angle estimation, from the gyro integration through the Complementary filter 
to the Kalman filter.  

This paper deals with our own experiences with the design and operation of  
balancing vehicle at the MechLab (Mechatronics Laboratory), FME, BUT. The 
focus is set on the Model Based Design (MBD) approach and the educational 
significance of its application. Also, the contribution of this paper includes the 
description of the step-by-step procedure for the plant parameter estimation based 
on several simplifications of the complete nonlinear model and the corresponding 
experimental setups. Furthermore, the implementation of Fault Management in the 
Simulink environment is shown.  
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Two educational platforms are used for the demonstration of the aspects men-
tioned above: 1) LEGO Mindstorms NXT 2 based robot; 2) The Keywatko III. 
experimental balancing vehicle, aka Hummer, developed at MechLab [5,6,13,14] 
shown in Fig. 1. 

 

     

Fig. 1 The balancing vehicle developed at MechLab, Brno University of Technology (left); 
Educational balancing robot built using LEGO Mindstorms NXT 2.0 (middle); Schematics 
of balancing vehicle/robot (right)  

The MBD is the methodology applied in designing the embedded software. 
Usually, the following main phases are distinguished: 1) Plant modelling, 2) Con-
troller design, 3) Offline simulations, 4) Real-time simulations 
(RCP,SIL,PIL,HIL) and 5) Deployment. For more information about MBD in 
mechatronics, see e.g. [7]. 

2 Modelling and Parameter Estimation 

The model of the vehicle dynamics can be found in many references such as [2,9]. 
However, the description of the identification experiment is usually omitted de-
spite the fact that it is very important from the practical point of view and also 
very interesting from the pedagogical perspective. 

Because the plant is naturally unstable, special attention should be paid to  
the arrangement of the experiment. What is shown further in this paper is how  
one can estimate individual parameters step by step using different (stable and 
open loop) data measurements before approaching the estimation of the whole 
eq.(1).   
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Firstly the complete nonlinear model is presented, which allows preparing ex-
periments with the operating point far from the linearization used later for the  
control.  

Due to the fact that control is usually designed separately for the balancing and 
the turning of the vehicle, the equations for balancing are presented only. Assum-
ing the ψ is the absolute tilt angle, the θ  is the rolling of the wheel, the other 
parameters according to Fig. 1 and the DC motor modelled as static system, one 
can obtain the following motion equations of the system:  
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(1)  

where b is the viscous damping, T is dry friction and MOTc is the constant derived 
from the static model of the DC motor. 

Most of the parameters above are difficult to measure or calculate. The m and L 
could be inaccurate due to model simplification, b and T are impossible to meas-
ure at all. Therefore, the data measured on a real system must be used to fit the 
assumed model (1). In this section, the sequence of experiments is described 
which allows a step by step estimate of some parameters.  

Experiment nr. 1: Free Wheel Rotation and Drive on Flat Ground 
Assuming .; , 0constψ ψ ψ= =  and no load is applied to the wheels, the following 

equation describes the system motion:  

 * sign( )m MOTJ b T c uθ θ θ+ + =    (2) 

Similarly, if the vehicle is driven on a flat surface (using the supporting wheel 
shown in Fig. 2), one can get the equation of this form:  

 
2 *( ) ( ) ( )sign( )m ROL ROL MOTmR J b b T T c uθ θ θ+ + + + + =    (3) 

Formally, these two experimental setups lead to the same equation with three 
parameters to be obtained: 

 1 2 3sign( )p p p uθ θ θ+ + =    (4) 

It is understandable that only e.g. the ratio 2
1 ( ) /m MOTp mR J c= +  can be esti-

mated from the data.   
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Fig. 2 Experiment “Ride on the flat ground”: Comparison of measured position and simula-
tion with estimated parameters (left); photo of the real system (right) 

Experiment nr. 2: Drive on an Inclined Surface 
Assuming .; , 0constψ ψ ψ= =  and driving up the hill is shown in Fig. 3, the equa-

tion of motion changes into the form of 

 1 2 3

sin( )
sign( )

MOT

mgR
p p p u

c

αθ θ θ+ + = −    (5) 

Due to the fact that the parameters 1 2 3, ,p p p  are identical to the previous ex-

periment, the fourth parameter MOTc can be estimated.   
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Fig. 3 Experiment “Drive on an inclined surface”: Comparison of measured position and 
simulation with estimated parameters (left); photo of the real system (right) 

Experiment nr. 3: Swinging with Fixed Wheels 
Assuming , , 0θ θ θ =  , the equation is of the form:  

 
2 *sin sign( ) MOTmL mgL b T c uψ ψ ψ ψ− + + = −    (6) 
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The MOTc is already known, therefore the parameters 2
1s mL= , 2s mgL= − , 

*
3s b= and 4w T= can be directly estimated.  
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Fig. 4 Experiment “Swinging with fixed wheels”: Comparison of measured position and 
simulation with estimated parameters (left); photo of the real system (right) 

Experiment nr. 4: Full Dynamics (stable) 
The experiment with full dynamics of eq. (1) can be realized for the stable ar-
rangement of the system shown in Fig. 4. Fig. 5 shows the measured and simu-
lated responses of the system upon the input voltage step.  
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Fig. 5 Experiment “Full dynamics (stable)”: Comparison of measured position and simula-
tion with estimated parameters 
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3 Signal Processing and Controller Design 

Considering the practical control of the balancing vehicle, the signal processing is 
of the highest importance. The controller can be tuned using a trial and error 
method (thus the model and its parameter estimation are not necessary) but the 
measured signals from the sensor must always be somehow filtered and processed. 

Typically, the encoders, gyro and accelerometer [10,11,12] are available on the 
vehicle. Some other sensors can be used for better precision or for redundancy. 

The most important task is to calculate the tilt angle which cannot be directly 
measured. Besides e.g. the Kalman filter which needs a good system model, the 
following two simple approaches are used: a) numerical integration of the gyro 
signal (the gyro drift must be precisely estimated and removed); b) Complemen-

tary filter, which combines the gyro GYROϕ  (with high pass filter) and accelerome-

ter ACCϕ  (with low pass filter). The resulting algorithm is very simple and intui-
tive and requires only one constant c to be tuned [1,3]: 

 1(1 )( )k k GYRO S ACCc T cϕ ϕ ϕ ϕ−= − + +  (7) 

The control algorithm running on our vehicle Keywatko III., aka Hummer, uses 
c=0.02 with the Ts = 10ms. 

4 Real-Time Prototyping and Production Code Deployment 

Real-time control prototyping (RCP) is a very important part of MBD and can 
significantly reduce time to market and development costs.  

The RCP, as well as production code generation, is based on the Simulink code 
generation technology available through a Simulink Coder and an Embedded 
Coder. For some educational platforms such as Arduino, Beagleboard or NXT 
Mindstorms the embedded code generation is allowed just with the Simulink li-
cence alone (since R2012b). Real-time data logging and parameters tuning are 
available through the External mode via a wireless Bluetooth serial line. This tool 
chain was used for the data measurement and control of the Lego Balancing  
vehicle shown in Section 2.2.  

The RCP of the Keywatko III., aka Hummer, shown in Fig. 1, was performed 
using an I/O card MF624 and RealTime Toolbox. This tool chain is very advanta-
geous for educational use (and popular among the students) because no compila-
tion to C is needed and the full features of Simulink can be used, including  
variable step solvers [4].  

Next, the dsPIC33f 16bit microcontroller was used as the final controller, to-
gether with the Kerhuel blockset, allowing code generation from the Simulink 
including I/O drivers.   
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5 Fault Diagnosis and Management  

One of the key features of mechatronics is the possibility to include additional 
functions into the system due to the available computation capacity of the embed-
ded microprocessor. The typical functionality is fault detection, diagnosis and 
management [7,8].  

In the case of practical implementation of the control algorithm for a balancing 
vehicle, at least the following issues must be considered: a) sensor functionality 
check; b) battery level tracking; c) safe transition to degraded mode (e.g. control 
with less sensor functionality). For that reason usually some sensor redundancy is 
required. 

The common framework consists of the controller and supervisor part of soft-
ware [8]. The supervisor watched the inputs and outputs of the system and 
switches between operation modes (Fig. 6). The easiest way to implement these 
algorithms is to use state diagrams using StateFlow. The switching between dif-
ferent controller subsystems related to the operating modes can be done using a 
Switch – Case structure.   

 

Fig. 6 Implementation of the operating mode switching in the StateFlow 

6 Conclusions 

The MBD of the self-balancing vehicle can be very successfully used in education 
for the demonstration of several aspects of a complex mechatronic system. Fresh-
men can gain satisfactory results just with a hand tuned PID and a complementary 
filter while graduates can apply modern control theory and a Kalman filter.  

The use of the automatically generated code from the Simulink can signifi-
cantly accelerate the design and test procedures, and often in educational  
environments can in fact enable the successful completion of the project.  
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This paper presents several aspects of the MBD of a balancing vehicle with the 
focus on parameter estimation, which significantly motivates the analytical model-
ling of the plant and also fault management which is an important part of virtually 
all real embedded systems. However it is often neglected in classrooms.  
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Abstract. This article deals with the manipulator applied as an educational plat-
form in mechatronics. All important parts of the design procedure are presented, 
including mechanical construction, electronics, control and safety management, 
with the use of additional sensors. The visual tracking of the end effector as an  
example of the practical task is also described. 

1 Introduction 

Currently, the use of different kinds of manipulators has expanded to various in-
dustries, where they have increasingly replaced humans. For education in mecha-
tronics it is therefore desirable to have an educational platform which could show 
problems of the design and use of such manipulators [1], [2], [3].  

This educational platform should be composed of commercially available com-
ponents (COTS), should ensure modularity and total openness with the possibility 
of placing additional sensors. Such a teaching tool would be suitable for teaching 
the kinematics and dynamics of manipulators as well as for the classical and ad-
vanced control algorithms [4] which use the identified model of the plant. The 
educational platform should be capable of high dynamics movements, in order to 
show the influence of dynamic motion and gravitational forces.  

Today the most widespread educational tool is Lego Mindstorm [5]. Due to the 
large clearances of Lego parts, it was not possible to achieve very precise and  
dynamic movements at the same time. Often used as an actuator for small  
educational manipulators, servo drives are commercially available [6]. Their use 
simplifies the design itself and consequently control of the manipulator. The dis-
advantage is, however, relatively little dynamic movement. Large and self-locking 
these actuators also present a simple way to demonstrate the influence of gravity.  

For the design of an educational model it was used enough to use dimensioned 
DC motors geared to be sluggish. The design should be based on the kinematic 
and dynamic model of the manipulator in Simmechanics [7], [8].  
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2 Mechanical Design 

The three DOF (degrees of freedom) device of the RRR type has been chosen as a 
representative of a manipulator commonly used in the robotic industry. The body 
consists of four parts, connected by rotary joints into an open chain mechanism  
finished by an end effector. The aluminum frame provides both a rigid and  
sufficiently light construction. All three rotary joints are driven by direct current 
motors with worm gearboxes. Figure 1 shows a CAD model of the device. 

e.) 

c.) b.) 

f.) 

d.) 

a.) 

g.) 

 

Fig. 1 The manipulator CAD model 

The joint a.) controls rotation of the whole device in 320° range around its  
axis perpendicular to the base g.). The joint b.) moves arms e.) and f.) in a range  
of 270° and the last joint c.) ensures rotary movement of  arm f.) in a range of 
290°. The mechanical design of joints a.) and b.) is shown in the figures below in 
detail. 

 

       

Fig. 2 Left – detail of the joint b.), right – detail of the joint a.) 
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3 Electronics 

The basic control hardware is the MF624 input/output card which is commonly 
used for education in mechatronics. This card generates and processes the signals 
used to control the manipulator. Because the designed manipulator can achieve 
very dynamic movements, it is necessary for educational purposes to ensure safe 
operation. For movement of the manipulator in the area of the work it has protec-
tive electronics that evaluate the current state of the manipulator together with 
limit switches, all on a hardware level. No overrun of allowable torque is provided 
by sensing the current (LEM), where the current value is evaluated in the soft-
ware. Everything is integrated into the library usable in Simulink. 

The power electronics consist of three full H-bridges, which are connected to 
DC motors. The complete diagram is shown in Fig. 3. 

 

Fig. 3 The complete diagram of electronics 

4 Control Methods 

The first and simplest method for manipulator control was to design a separate 
PID regulator for each drive. Tuning of these PID regulators was quite easy due to 
the powerful drives used.  

Second method was feedforward control. For this type of regulator an inverse 
dynamic model of the manipulator was required [9]. Some parameters of the dy-
namic model, for example dimensions, masses and inertia matrices of parts, were 
found out from constructing a model in SolidWorks software. Other parameters, 
like for example friction coefficients, were found out experimentally. 

In Fig.4 it is obvious, that the manipulator control is based on feedforward, and 
reaches excellent results comparable with a well tuned PID regulator. 
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Fig. 4 Time progress of swing using PID reg. a feedforward reg. 

5 Practical Use of Manipulator with Redundant Sensors 

For educational use the platform is supplemented by further sensors, such as acce-
lerometers. The manipulator platform is also complemented by a vision system (a 
product of National Instruments) which is commonly used in the industry as well 
as in education [10]. 

5.1 Use of Redundant Accelerometer for Sensing Rotation 

An important task is finding the absolute rotary position of the actuator (output 
from transmission). If the reducing gear ratio is too large, it is simply not possible 
to use an index signal from the encoder (which is located on the motor shaft). 
 

 

Fig. 5 Location of the accelerometer, which is used for sensing rotation (on the left). Time 
progress rotary position of second actuator, which is obtained from the encoder or the acce-
lerometer (on the right). 
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When the manipulator is starting, there must be an initialization sequence ex-
ecuted using signals from the index switches (for finding the absolute rotary pos. 
of the actuator). 

An alternative method is to use a signal from the accelerometer at the time 
when the manipulator is not moving (at the start of using the manipulator). 

A comparison of the rotary position of the actuator obtained from an “absolute” 
accelerometer and a “relative” encoder (which uses an index switch) is shown in 
fig. 5. The accelerometer was placed on the axes of the second actuator, so that it 
only sensed  the acceleration of gravity. 

5.2 Use of Vision System for Tracking 

Using smart cameras NI1742 created a complex mechatronic system that performs 
the monitoring and controlling of the position of the end effector in the y and z 
axes. Inspection for image processing and evaluation is created in Vision Builder 
AI (from National Instruments), which is easy to use and suitable for demonstrat-
ing the commonly used methods of image processing. 

A simple algorithm evaluates the position defined by the marks, which is  
located near the end effector. Due to relatively slow imaging, use is restricted  
to rather slower movements of the manipulator (for educational purposes it is  
sufficient). 

 

 

Fig. 6 Output of inspection in VBAI (on the left). Time progress of position of the end 
effector in axes y, z (on the right). 

6 Conclusions 

This article deals with the design and use of a typical mechatronic system, which 
is a 3DOF manipulator. The final educational platform is easy to use for the dif-
ferent control methods [11], [12]. 
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The platform is designed so that it is possible to make highly dynamic move-
ments. It can be further extended and modified according to the requirements  
of the target application. For application control and processing of the signal a  
Matlab-Simulink was used, communicating with the vision system from National 
Instruments. 

Acknowledgments. This work was supported by the BUT project FSI-J-12-1808 "Model-
ling and control of high speed and precision manipulators".  
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Abstract. The paper deals with the concept of the graphical open-source pro-
gramming environment to support education in mechatronics. Proposed multiplat-
form environment was created in Java and allows the creation of control programs 
for mechatronic systems without detailed knowledge of the syntax of a particular 
programming language. Part of the development environment is the hardware 
platform for connecting sensors and actuators for the creation of stationary mecha-
tronic systems, mobile robots and laboratory experiments that can be controlled 
from an interactive development environment. 

1 Introduction 

At present time is apparent the onset of visual programming tools for program-
mers, to hide internal solution of technological procedures, often considerably 
large, allowing them concentrating on the core solution of the problem. The use of 
such tools in practice requires a different style of work, in which detailed know-
ledge of the syntax of a particular programming language is replaced with a capa-
bility of comprehensive view of the problem and finding its solution algorithm.  

For teaching of such work style, there are several platforms available. Their at-
tractiveness in the learning process is enhanced by support of specific hardware 
manufacturer. A typical representative of such a programming environment is 
Lego Mindstorms [1]. A fundamental lack of standard commercial environments 
is their closed character. These programming environments have limited options 
for adding custom modules that address the specific requirements of the user. 
Hardware is restricted to a particular set of components created by the manufac-
turer without any possibility of extending the functionality with products of other 
vendors or custom user solutions. 
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2 General Requirements 

For teaching robotics, mechatronics, experiment control and data collection [4, 5, 7], 
we proposed a platform based on on-line system management (e.g. robot, experi-
ment) divided into two basic parts: 

 
• control part (control algorithm, data processing, visualization parameters) 

is implemented in the control computer (desktop, Windows , Linux), and 
the control algorithm, data collection and data evaluation is made in a 
specialized graphical environment. Where appropriate there can also be 
used standard programming languages (Java, Python, C / C + + with the 
help of pre-built libraries) and common programming environment used 
with these languages (Eclipse, Netbeans, etc.). 

• sensors for data collection and actuators are operated in a separate section 
(process-board) controlled by a microcontroller. The process-board is 
connected to the control computer using a standard USB interface. In the 
case of stationary systems, the communication with the host computer is 
performed via cable and for simple applications can be powered directly 
from the computer. For mobile robotic applications is used RF line and 
the robot also includes an autonomous power supply. In terms of 
teaching, this concept brings the advantage of simple incremental tuning 
of the system, because all process parameters are available in real time 
and the system can be step through and debugged using the standard 
program tools that are a part of the chosen programming language. 

 
Based on the above, we have defined platform requirements described in detail 

in the following chapters. 

3 Hardware Requirements 

• process-board based on 32-bit ARM Cortex M3 platform with the 
implementation of the basic functional blocks for mechatronic and 
robotic systems (A/D, D/A converters, timers for measuring time 
intervals and generating time sequences - PWM, digital input and output 
ports) 

• predefined and configured interfaces for connecting sensors and actuators 
- ultrasonic and optical sensors, servos, DC motors, IRC, stepper motors  

• extensibility for specialized versions for controlling physical laboratory 
experiments (LabBoard), robotic applications (RobotBoard), stationary 
mechatronic systems (ControlBoard) 

• modular concept from simple USB port powered versions to galvanically 
isolated power supply with built-in overload protection with power  
monitoring 
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Block diagram of the proposed platform for robot control RobotBoard is shown 
in Fig. 1. The platform is implemented on the STM32F100 microprocessor and 
allows you to connect 2 DC motors (field distribution eg. in [6]), 4 standard ana-
log servos, has 8 digital inputs and 8 outputs and 4 12-bit analog inputs. All inputs 
and outputs are protected against short circuit and overload. 

 

Fig. 1 Block diagram of the RobotBoard platform implemented on the STM32 microprocessor 

4 System Requirements 

• control of mechatronic systems in real time 
• number of complete information exchange between the control program 

and process-board (including processing in process-board) at least 100 
times per second 

• packet-oriented communication protocol with detection of error conditions 
• multiplatform and modular system with the possibility of further 

expansion 
• connection between the computer and process-board via standard USB 

without the need to install special drivers into the operating system, 
communication with process-board by cable or RF modem  (2.4GHz, 
range 80m) in Fig. 2. 

 
To meet the requirements above, we primary chose system using a standard 

USB communication interface. As a communication protocol was chosen mod-
ified master-slave MODBUS protocol. Protocol modifications were aimed to  
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reduce complexity for implementation on small microcontrollers and the modified 
protocol is known as uBUS. Complete implementation of the uBUS protocol state 
diagram on 8-bit CY8C29466 processor occupies about 700 bytes. 

 

 

Fig. 2 Communication for stationary and mobile applications 

5 Program Requirements 

• beginner friendly compact graphical environment that eliminates the risk 
of syntax errors in programming 

• libraries for advanced users to interact with a process-board for standard 
programming languages and operating systems using the standard 
compilers or interpreters  

• all program interfaces are defined as open formats 

6 Jasper – Graphical Programming Environment 

Block-oriented graphical programming environment is important for beginners, 
because at the appropriate elemental design it eliminates programming errors (syn-
tax, brackets, etc.) and allows focusing on the semantic part of the work.  

For implementing a functional prototype of the graphical programming envi-
ronment we used a basic idea of Scratch programming environment [2], which 
involves the use of block of defined shape, while the shape of the blocks defines 
their mutual use. Scratch is developed by MIT and is primarily focused on teach-
ing programming for children (at primary level) and has only limited support of 
selected hardware. Further development of this environment is heading to cross-
platform web application, which simplifies deployment of this program in the 
teaching environment (does not require installation, etc.). On the other hand, it 
complicates possible integration of the hardware into the environment. 
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In Jasper was the idea of blocks from Scratch environment re-implemented in 
Java language with respect to the maximum process-board integration directly into 
the programming environment. 

The basic block corresponds to one command in a standard programming 
language. Block has a defined input and output terminal, using terminals blocks are 
classified to the program structures. Whenever moving block, the corresponding 
closest target terminal of another block is activated. When the block is released and 
the target terminal is activated, blocks are automatically arranged and/or regrouped. 
An example of a simple program and its output is shown in Fig. 3. 

 

  

Fig. 3 A simple program and its graphical output 

Basic blocks are depending on their function color coded, which enhances the 
clarity of the resulting program. In addition to basic blocks are in an environment 
defined shape different block for variables, numeric and relational operators. 
These blocks can be nested, and compatibility rules are determined by their shape. 
Blocks are arranged in library groups according to their meaning. On the desktop 
of the editor program are moved using drag-and-drop. Library of RobotBoard 
control blocks is shown in Fig. 4. 

In terms of expression means, Jasper environment corresponds to the level of 
BASIC programming language, but without using jump instruction. From a pro-
gramming standpoint is the area of the visibility of variables bounded to use in a 
single editor space program, but the program may consist of multiple edit win-
dows. Each block structure is interpreted at runtime as a separate thread. Jasper 
environment therefore enables parallel operation of several programs simulta-
neously. Programs can share system resources, therefore locks are implemented in 
the environment that allow access to shared resources (e.g. communication inter-
face) always only for one thread. 
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Fig. 4 Component library for RobotBoard 

Library of blocks contains a set of basic blocks to control run-time, operators 
and variables, blocks for drawing on the graphics board, blocks representing vir-
tual devices and a set of blocks for control of process-board. 

Jasper programming environment in the current stage of development is in the 
state of functional prototype to validate used technology. Current project status is 
given in [3]. 

7 Conclusion 

This paper describes the features of the proposed open-source platform for  
teaching robotics, mechatronics, control experiments and data collection. Platform  
allows wide use in teaching robotics and mechatronics in high schools.  

It can also be applied in designing of physical experiments and teaching  
programming in elementary schools. The limited extent of the contribution does 
not allow a detailed description of all features, readers will recommend to the 
source [3]. 
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Abstract. This paper deals with a model-based design of an actuator for a mobile 
platform. This paper presents way how to use model-based design of this mecha-
tronic system with respect to mechatronic education. The presented mobile plat-
form is used for shifting of a load in defined linear trajectory. Platform speed, 
maximal weight of the load and capacity of battery are used for the optimal actua-
tor design. The actuator has to be integrated inside platform housing and it is li-
miting factor for design of this system. Several steps of model-based design are 
presented with respect of mechatronic approach and these steps are well known 
for our mechatronic students. The presented approach provides way how to devel-
op such mechatronic system based on the model. 

1 Introduction 

This paper deals with a model-based design of an integrated actuator for a mobile 
platform. The presented mobile platform is used for shifting of a load in defined 
linear trajectory. Platform speed, maximal weight of load and capacity of batteries 
are used for the optimal actuator design. The actuator has to be integrated inside 
platform housing and it is limiting factor for design of this system.  

These requirements of presented mechatronic system provides very interesting 
task for mechatronic students at Brno University of Technology. The main aim of 
our paper is presentation of mechatronic approach and using of model-based de-
sign in development cycle of this mechatronic system. 

2 Model-Based Design in Mechatronic Education 

Model-based design is a method of systems development associated with  
design of complex mechatronic systems [1]. This method is used in many  
applications like motion control, industrial equipment, aerospace and automotive 
applications. 
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Therefore the using of model-based design is very important in education 
process of mechatronic students in our University. The model-based design here 
described is based on a simulation modeling of mechatronic systems due to  
very high flexibility in education process. The students have to describe inputs  
and outputs and establishing a common framework inside the development 
process. Students design simulation model and they improve it during this  
development process. The schematic diagram of the model-based design is shown 
in Fig. 1. 

 

Fig. 1 Model-based Design of Mechatronic System Development 

Model based design is usually substituted for a model-based control design me-
thod which provides an efficient approach for establishing a common framework 
for communication inside the design process of hardware and software implemen-
tation. Here considered method describes the whole development process of  
mechatronic system design. The design of new mechatronic systems starts with 
supporting of a development cycle which can be described as V-model with 
frameworks of mechatronic approach [2]. The used V-model in our development 
cycle is shown in Fig. 2. This model fits in with model-based design and it  
provides very useful tool for mechatronic education [3]. 
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Fig. 2 V-model - Mechatronic Approach of System Development  

3 Mobile Platform with Integrated Actuator 

The aim of this paper is presenting of model-based design method, which is used 
for education of mechatronic students in our University. This method is presented 
on the development of a mobile platform with integrated actuator. The require-
ments for this task is using of integrated actuator inside platform housing. A pow-
er supply for actuator is batteries, which can be charged from solar panel. These 
batteries and electronics have to be integrated in platform housing too. 

3.1 Model of Mobile Platform 

The mobile platform consists of a platform, actuated and supported wheels, actua-
tors, control, power electronics and batteries. The mobile platform is actuated by  
 

 
Fig. 3 Schematic diagram of mobile platform and proposal of integrated wheel actuator 
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pair of wheels and assumed weight is around 200 kg. The wheel actuator has to be 
integrated inside platform housing. The wheel motion is provided by 24 Volts DC 
motor with gearbox (planar or worm) and transmit of torque from DC motor to wheel 
is provided by a synchronous belt. The schematic diagram is shown in Fig. 3. 

3.2 Multi-body Model of Platform Actuator 

The mechanical design is very important for development of actuator [4]. The 
simulation model was designed in multi body system ADAMS, which can be used 
for dynamic analyses of electro-mechanical systems. This model consists of DC 
motor, gearbox, belt, wheel and platform and the model was realized with simple 
geometry at the first step of V-model iteration and final mechanical design is 
shown in Fig. 4. This model contains electromechanical equation of DC motor and 
the system behavior is observed [5]. The results of ideal DC motor start were ana-
lyzed and a current of DC motor are presented in Fig. 5. This model can be ana-
lyzed in co-simulation strategy together with model of electronics in Simulink and 
electrical parts is simulated and controlled in Simulink model and mechanical part 
is solved in multi-body system ADAMS as was presented in paper [6].  

 

Fig. 4 Multi-body Model of DC Motor of Mobile Platform 

 

Fig. 5 Results of Dynamic Analyses - Current of DC motor – Weight of Platform 120 kg 
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3.3 CAD Model 

The simulation results are a good starting point for virtual design finishing. Com-
pletion of the main actuator functional units including integration into the machine 
frame was resolved. During the creation of a virtual model was also considered 
and integrated the possibility of placing the sensors and the control electronics 
with batteries. The used sensors are placed outside the machine frame due to the 
requirement of easy accessibility. Virtual design assumes a couple of sensors pair 
with optical and inductive sensors. The electric control unit with batteries and 
charger are integrated together in one box inside the machine frame. Details of 
virtual design are presented in Fig. 6. 

 

 

Fig. 6 CAD Model of Platform and Detail of CAD model of Actuator with DC motor 

3.4 Control and Sensors 

The proposed platform is remotely operated by wireless remote controller. The 
direction of platform movement (forward and backward) can be selected by wire-
less controller and also the stop of platform can be indicated. A switching of the 
motor direction is carried out by an implemented relay. Starting and braking of 
platform is realized by variable duty cycle of power signal with PWM modulation, 
which controls the electromotor [7]. Switching frequency of power signal is 20 
kHz. Resolution of PWM is about 8 bits (it is sufficient for this type of task). 

For purpose of detecting end of moving track as well of detecting a foreign ob-
ject in workspace the movable platform is equipped by suitable sensors. The first 
type of sensors are inductive sensors E2A-M12KN08-WP-B1 2M, whose are able 
to detecting end of a moving track. For purpose of detection of foreign objects 
(obstacles) the optical distance sensors S15-PA-2-C00-PK are implemented. The 
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control unit is equipped with a measurement of over-current, supply voltage and 
temperature for protective purposes. 

3.5 Electronics and Batteries 

The operational and technical requirements implied the need to design control and 
power electronics which generates output signals for controlling of the actuators 
[8]. Designed electronics is powered by LiPo Battery Pack 3300 mAh 4S 16.8V 
which supplies enough energy for maximal 20 minutes of continuous operation. 
The battery pack is then continuously fed from a solar panel Ueff = 18.5 V, 
Pmax 35W through four channels Li-Po charger. The schematic diagram of elec-
tronic system is shown in Fig. 7. 

 

Fig. 7 Diagram of Electronics System 

The main part of the control unit represents microcontroller PIC16F887 which 
processes signals from the sensors and generates control signals for controlling the 
power components (transistors and relays). An integrated AD converter is used to 
measure supply voltage and current of driven actuators. The developed control 
unit is shown in Fig. 8. 

 

Fig. 8 Control and Power Electronics Board 

3.6 Test 

The final development phase included developing a testing device that had under-
gone series of tests. It is shown in Fig. 9. This process was accompanied by  
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controlling of the integration and interaction between the different systems. A 
series of tests was carried out consisting of two way movement to the selected 
track. These tests verified the correct operation of the control system and actuators 
themselves. Gradually, there were simulated all combinations of states corres-
ponding to different information from the sensors. Average power supply current 
drawn by actuators during the experiments was approximately 4 A (8 A peaks) 
with platform load about 80 kg. The load is lower than was simulated in the first 
development cycle of simulation modeling. The real movement speed was af-
fected by surface undulations to range 5 mm per meter. 

 

Fig. 9 Mobile Platform under Test Load 

4 Conclusions 

The aim of this paper is presenting of model-based design and mechatronics ap-
proach, which was used for development of the mobile platform with integrated 
actuator. This task was prepared by our graduated Ph.D. students and it will be 
used for education of mechatronic students in our University. 

This task is based on multi-body model of this mechatronic system which con-
sists of mechanical assembly, actuator with gearbox, power supply, electronics 
and sensors. The appropriate model of this system is created and simulated and the 
optimal parameters are designed. 

This mechatronic system was realized on the base of simulation results. Elec-
tronics and power supply was created and this mechatronic system was tested. The 
whole presented concept of the mobile platform with integrated actuator presents 
simple interdisciplinary task and it is very useful for mechatronic education. 
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