L L O

METHODS IN MOLECULAR BIOLOGY™ 356

s 1
. . High Content

% Screening

WOwerfu/ Approach to Systel;'vs
o Cell Biolagy and Drug Disco )"

' Q ' " Edited by

D. Lansing Taylor .

JeffreyiR. Haskins
7 nnet Giuliano
. | 4

3 S AT - &
(,,... « r‘ég : !’.,Iﬁr_ { :._.:, | 4
P J&ﬁﬁ' ",‘%» o % ? :

< A
n s 73 o . %d. .
Companion CD : — : ~

(&)
3K HUMANA PRESS




High Content Screening



METHODS

IN MOLECULAR BIOLOGY ™

John M. Walker, Series Epitor

383. Cancer Genomics and Proteomics: Methods and Protocols,
edited by Paul B. Fisher, 2007

382. Microarrays, Second Edition: Volume 2, Applications and
Data Analysis, edited by Jang B. Rampal, 2007

381. Microarrays, Second Edition: Volume 1, Synthesis
Methods, edited by Jang B. Rampal, 2007

380. Immunological Tolerance: Methods and Protocols,
edited by Paul J. Fairchild, 2007

379. Glycovirology Protocols, edited by Richard J. Sugrue, 2007

378. Monoclonal Antibodies: Methods and Protocols, edited
by Maher Albitar, 2007

377. Microarray Data Analysis: Methods and Applications,
edited by Michael J. Korenberg, 2007

376. Linkage Disequilibrium and Association Mapping:
Analysis and Application, edited by Andrew R. Collins,
2007

375. In Vitro Transcription and Translation Protocols:
Second Edition, edited by Guido Grandi, 2007

374. Quantum Dots: Methods and Protocols, edited by
Charles Z. Hotz and Marcel Bruchez, 2007

373. Pyrosequencing® Protocols, edited by Sharon Marsh,
2007

372. Mitochondrial Genomics and Proteomics Protocols,
edited by Dario Leister and Johannes Herrmann, 2007

371. Biological Aging: Methods and Protocols, edited by
Trygve O. Tollefsbol, 2007

370. Adhesion Protein Protocols, Second Edition, edited by
Amanda S. Coutts, 2007

369. Electron Microscopy: Methods and Protocols, Second
Edition, edited by John Kuo, 2007

368. Cryopreservation and Freeze-Drying Protocols,
Second Edition, edited by John G. Day and Glyn Stacey,
2007

367. Mass Spectrometry Data Analysis in Proteomics,
edited by Rune Matthiesen, 2007

366. Cardiac Gene Expression: Methods and Protocols,
edited by Jun Zhang and Gregg Rokosh, 2007

365. Protein Phosphatase Protocols: edited by Greg
Moorhead, 2007

364. Macromolecular Crystallography Protocols: Volume
2, Structure Determination, edited by Sylvie Doublié,
2007

363. Macromolecular Crystallography Protocols: Volume
1, Preparation and Crystallization of Macromolecules,
edited by Sylvie Doublié, 2007

362. Circadian Rhythms: Methods and Protocols, edited
by Ezio Rosato, 2007

361. Target Discovery and Validation Reviews and
Protocols: Emerging Molecular Targets and Treatment
Options, Volume 2, edited byMouldy Sioud, 2007

360. Target Discovery and Validation Reviews and
Protocols: Emerging Strategies for Targets and
Biomarker Discovery, Volume 1, edited by Mouldy
Sioud, 2007

359. Quantitative Proteomics by Mass Spectrometry,
edited by Salvatore Sechi, 2007

358. Metabolomics: Methods and Protocols, edited by
Wolfram Weckwerth, 2007

357. Cardiovascular Proteomics: Methods and Protocols, ed-
ited by Fernando Vivanco, 2006

356. High Content Screening: A Powerful Approach
to Systems Cell Biology and Drug Discovery, edited by
D. Lansing Taylor, Jeffrey Haskins, and Ken Guiliano,
2007

355. Plant Proteomics: Methods and Protocols, edited
by Hervé Thiellement, Michel Zivy, Catherine Damerval,
and Valerie Mechin, 2006

354. Plant-Pathogen Interactions: Merthods and Protocols,
edited by Pamela C. Ronald, 2006

353.DNA Analysis by Nonradioactive Probes: Methods
and Protocols, edited by Elena Hilario and John. F.
MacKay, 2006

352 Protein Engineering Protocols, edited by Katja M.
Arndt and Kristian M. Miiller, 2006

351 (. elegans: Methods and Applications, edited by Kevin
Strange, 2006

350 Protein Folding Protocols, edited by Yawen Bai and
Ruth Nussinov 2007

349 YAC Protocols, Second Edition, edited by Alasdair
MacKenzie, 2006

348 Nuclear Transfer Protocols: Cell Reprogramming and
Transgenesis, edited by Paul J. Verma and Alan Trounson,
2006

347 Glycobiology Protocols, edited by Inka Brockhausen-
Schutzbach, 2006

346 Dictyostelium discoideum Protocols, edited by Ludwig
Eichinger and Francisco Rivero, 2006

345 Diagnostic Bacteriology Protocols, Second Edition,
edited by Louise O'Connor, 2006

344 Agrobacterium Protocols, Second Edition: Volume 2,
edited by Kan Wang, 2006

343 Agrobacterium Protocols, Second Edition: Volume 1,
edited by Kan Wang, 2006

342 MicroRNA Protocols, edited by Shao-Yao Ying, 2006

341 Cell-Cell Interactions: Methods and Protocols, ed-
ited by Sean P. Colgan, 2006

340 Protein Design: Methods and Applications, edited by
Raphael Guerois and Manuela Lopez de la Paz, 2006

339 Microchip Capillary Electrophoresis: Methods
and Protocols, edited by Charles S. Henry, 2006

338 Gene Mapping, Discovery, and Expression:
Methods and Protocols, edited by M. Bina, 2006

337 Ion Channels: Methods and Protocols, edited by James
D. Stockand and Mark S. Shapiro, 2006

336 Clinical Applications of PCR, Second Edition, edited
by Y. M. Dennis Lo, Rossa W. K. Chiu, and K. C. Allen
Chan, 2006

335 Fluorescent Energy Transfer Nucleic Acid Probes:
Designs and Protocols, edited by Vladimir V. Didenko, 2006

334 PRINS and In Situ PCR Protocols, Second Edition,
edited by Franck Pellestor, 2006

333 Transplantation Immunology: Methods and Proto-
cols, edited by Philip Hornick and Marlene Rose, 2006

332 Transmembrane Signaling Protocols, Second
Edition, edited by Hydar Ali and Bodduluri Haribabu,
2006

331 Human Embryonic Stem Cell Protocols, edited by
Kursad Turksen, 2006

330 Embryonic Stem Cell Protocols, Second Edition, Vol-
ume II: Differentiation Models, edited by Kursad Turksen,
2006


http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D095%2D2&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D119%2D3&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D068%2D5&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D122%2D3&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D048%2D0&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D036%2D7&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D046%2D4&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D069%2D3&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D58829%2D536%2D2&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D123%2D1&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D076%2D6&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D097%2D9&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D187%2D8&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D151%2D7&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D189%2D4&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D158%2D4&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D154%2D1&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D144%2D4&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D143%2D6&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D167%2D3&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D131%2D2&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D113%2D4&isVariant=0
http://www.humanapress.com/Product.pasp?txtCatalog=HumanaBooks&txtCategory=&txtProductID=1%2D59745%2D116%2D9&isVariant=0

METHODS IN MOLECULAR BIOLOGY ™

High Content Screening

A Powerful Approach to Systems Cell Biology
and Drug Discovery

Edited by

D. Lansing Taylor

Cellumen, Inc., Pittsburgh, PA

Jeffrey R. Haskins

Cellomics, Inc., Pittsburgh, PA

Kenneth A. Giuliano
Cellumen, Inc., Pittsburgh, PA

HUMANA PRESS *x Torowa, NEW JERSEY



© 2007 Humana Press Inc.
999 Riverview Drive, Suite 208
Totowa, New Jersey 07512

www.humanapress.com

All rights reserved. No part of this book may be reproduced, stored in a retrieval system, or transmitted in any form or by any
means, electronic, mechanical, photocopying, microfilming, recording, or otherwise without written permission from the
Publisher. Methods in Molecular Biology™ s a trademark of The Humana Press Inc.

All papers, comments, opinions, conclusions, or recommendations are those of the author(s), and do not necesarily reflect the
views of the publisher.

This publication is printed on acid-free paper.
ANSI Z39.48-1984 (American Standards Institute)

Permanence of Paper for Printed Library Materials.
Cover illustration:

Production Editor: Jennifer Hackworth
Cover design by Patricia F. Cleary

Cover illustrations: Figures 2 and 4 from Chapter 16, "Microtextured Polydimethylsiloxane Substrates for Culturing Mesen-
chymal Stem Cell," by Erik T. K. Peterson and Ian Papautsky.

For additional copies, pricing for bulk purchases, and/or information about other Humana titles, contact Humana at the above
address or at any of the following numbers: Tel.: 973-256-1699; Fax: 973-256-8341; E-mail: orders @humanapr.com; or visit
our Website: www.humanapress.com

Photocopy Authorization Policy:

Authorization to photocopy items for internal or personal use, or the internal or personal use of specific clients, is granted
by Humana Press Inc., provided that the base fee of US $30.00 per copy is paid directly to the Copyright Clearance Center
at 222 Rosewood Drive, Danvers, MA 01923. For those organizations that have been granted a photocopy license from the
CCC, a separate system of payment has been arranged and is acceptable to Humana Press Inc. The fee code for users of the
Transactional Reporting Service is: [1-58829-731-4/07 $30.00].

Printed in the United States of America. 10987654321
1-59745-217-3(e-book)
ISSN 1064-3745

Library of Congress Cataloging-in-Publication Data

High content screening : a powerful approach to systems cell biology and
drug discovery / edited by D. Lansing Taylor, Jeffrey R. Haskins,
Kenneth A. Giuliano.

p.; cm. -- (Methods in molecular biology, ISSN 1064-3745 ; 356)

Includes bibliographical references and index.

ISBN 1-58829-731-4 (alk. paper)

1. Biological systems--Research--Methodology. 2. Computational bio-
logy. 3. Drug development--Computer simulation. 1. Taylor, D.
Lansing. II. Haskins, Jeffrey R. III. Giuliano, Kenneth A. IV. Series:
Methods in molecular biology (Clifton, N.J.) ; v. 356.

[DNLM: 1. Systems Biology--methods. 2. Drug Design. 3. Image
Processing, Computer-Assisted--methods. W1 ME9616J v.356 2006
/ QU 26.5 H638 2006]

QH324.H49 2006
615'.190072--dc22 2006009223


www.humanapress.com
www.humanapress.com

Preface

There has always been some tension between proponents of hypothesis-driven and
discovery-driven research in the broad field of life sciences. Academic research has
been primarily focused on hypothesis-driven research. However, the success of the
human genome project, a discovery-driven research approach, has opened the door to
adding other types of discovery-driven research to a continuum of research approaches.

In contrast, drug discovery research in the pharmaceutical industry has embraced
discovery-driven research for many years. A good example has been the discovery of active
compounds from large chemical libraries, through screening campaigns.

The success of the human genome project has also demonstrated the need for both
academic researchers and industrial researchers to now understand the functions of
genes and gene products. The cell is the basic unit of life and it has been at the cellular
level where function can be demonstrated most cost-effectively and rapidly. High
content screening (HCS) was developed by Cellomics Inc. in the mid-1990s to address
the need for a platform that could be used in the discovery-driven research and
development required to understand the functions of genes and gene products at the
level of the cell.

It is important to understand that HCS evolved from light microscope imaging meth-
ods, used extensively in hypothesis-driven research for more than a decade before the
introduction of HCS. The automation and informatics of HCS added the capability of
discovery-driven research and development on cells to the existing strengths of the
manual and semi-automated imaging light microscopy methods already applied to
hypothesis-driven research. It is predicted that both hypothesis-driven research using
advanced imaging microscopic methods and discovery-driven research and develop-
ment (R&D) using HCS will continue to be used as a continuum of approaches. In fact,
the continued evolution of HCS is expected to include the incorporation of new optical
modules that come from the basic research activities of investigators from both
academia and industry. However, HCS will always give up some flexibility relative to
the imaging microscopy systems in favor of speed.

This volume was assembled to assist both existing users of HCS, as well as investi-
gators considering the addition of a discovery-driven platform to their R&D activities.
We assembled a team of authors that include the innovators of HCS, academic
researchers that are at the forefront in applications of HCS to basic research, and ex-
perts from industry that are driving the evolution of HCS reagents, informatics and
applications for drug discovery. The chapters have been organized into sections that
highlight the importance of integrating instrumentation, application software, reagents
and informatics. In addition, there are a combination of pure review chapters on key
topics and specific methods chapters.



Vi Preface

The editors would like to thank the authors for taking part in this project and hope
that this volume will serve as a valuable resource as the use of HCS continues to grow
and evolve.

D. Lansing Taylor, prp
Jeffrey R. Haskins, phD
Kenneth A. Giuliano, php
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Past, Present, and Future of High Content Screening
and the Field of Cellomics

D. Lansing Taylor

Summary

High content screening (HCS) was created in 1996 to offer a new platform that could be used to permit
relatively high-throughput screening of cells, in which each cell in an array would be analyzed at a sub-
cellular resolution using multicolored, fluorescence-based reagents for both specificity and sensitivity. We
developed HCS with the perspective of the history of the development of the automated DNA sequencers
that revolutionized the field of genomics. Furthermore, HCS was based on a history of important develop-
ments in modern cytology. HCS integrates the instrumentation, application software, reagents, sample
preparation, and informatics/bioinformatics required to rapidly flow from producing data, generating infor-
mation, and ultimately creating new cellular knowledge. The HCS platform is beginning to have an important
impact on early drug discovery, basic research in systems cell biology, and is expected to play a role in
personalized medicine.

Key Words: Bioinformatics; cellome; cellomics; fluorescence; high content screening; informatics;
light microscopy; multiplexed fluorescence; reagents; systems biology; systems cell biology.

1. Introduction

My cofounders and I formed Cellomics, Inc. in 1996 to create a platform technology that would
permit large-scale screening of cells, with subcellular spatial resolution, using multiplexed fluores-
cence in arrays of cells on either microplates or other substrates such as chips (1). In the years since
the introduction of high content screening (HCS), there has been a growing acceptance of the
technology in both drug discovery and basic biomedical research markets and numerous compa-
nies are now offering various components of a complete platform. This chapter is designed to give
insights into how HCS was conceived and implemented in the past, the present state of evolution
of the technology, and what the future holds for this rapidly emerging field.

There have been a variety of definitions of terms related to HCS over the last few years since we
first introduced the field. The following definitions are based on the early perspectives of the
cofounders and early employees of Cellomics and are relevant to today’s use of the technology.

1.1. Definitions

Cellome: The complete complement of all cell types in an organism and their constituent
molecules.

Cellomics: The study of the dynamic functions of cells and their constituent molecules.

High content screening: Platform and methods, including instruments, biological application
software, reagents, assays, and informatics software used to automatically screen and analyze
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arrays of cells to define the temporal and spatial activities and functions of cells, and their con-
stituents, on a cell-by-cell basis, including subcellular features.

HCS assays: The integration of the optimal biological application software with the optimal
fluorescence-based reagents and protocols used to extract the type of cellular data defined by a
particular experiment on the desired cell type(s).

Multiplexed HCS assays: HCS assays in which multiple parameters are not only measured
within single cells using multiple reagents and morphometrics, but relationships between the
parameter values are calculated, analyzed, and interpreted on a cell-by-cell basis. It is also pos-
sible to make a population average of any or all of the parameters measured on a cell-by-cell
basis for some analyses.

Systems cell biology: The understanding of how the integration of the complex biochemical
and molecular processes, occurring in time and space, are responsible for cell functions and the
complex behavioral responses of cells to natural environmental changes or experimental treat-
ments. The integration can occur within one or more cell types incorporated into an assay and
involve panels of multiplexed HCS assays extracting up to hundreds of cellular measurements.

1.2. Why Do We Need HCS?

HCS was developed to meet the needs of research scientists in both basic biomedical research
and early drug discovery. In basic biomedical research, the human genome project has identified
approx 20,000-25,000 human genes that code for proteins. This coding portion of the human
genome represents only about 2—4% of the total genome; the remaining 96-98% was originally
assigned “junk” DNA status by many scientists, as a byproduct of evolution (3,4). Over the last
few years there has been a drive to define the pathways formed by interactions of the proteins
encoded by the coding portion of the genome. These interactions, or the protein “interactome,”
are believed to bring about specific cell functions. It has become evident that the cell consists of
many interacting pathways that are highly regulated. Hundreds of interacting proteins involving
a variety of post-translational modifications create a complex network of activity that is only par-
tially defined and understood (5).

As if the complexity of the protein interactions and regulation was not difficult enough, the
“new” genomics of noncoding RNA (ncRNA) has recently caused researchers to pursue the
apparent parallel world of ncRNA in regulating cell functions. It has been established that about
50% of the human genome is transcribed into RNA, whereas only a small fraction codes for pro-
teins. Recent studies have demonstrated that a growing number of ncRNA exhibit functions like
proteins in regulating gene expression and even developmental changes (6). Now it is clear that
the proteome and ncRNA species must be investigated together in order to more fully understand
cell functions and their regulation. This increases the value and importance of HCS, especially
with multiplexed assays to define the functions of proteins and ncRNAs, as well as other cellu-
lar constituents, within the context of the living cell system.

Early drug discovery steps traditionally used primarily homogeneous, solution assays con-
taining the protein targets, because they were relatively simple “mix and read” assays. This
approach was compatible with the prevailing view in the 1990s that stressed fast measurements
on a growing list of targets with large numbers of compounds. The chosen metric was how fast
a plate could be read on a plate reader. However, the implementation of ultrahigh throughput
screening did not have the desired impact on the number of investigative new drugs generated
by this approach. In fact, the productivity of the whole pharmaceutical industry has decreased
over the last couple of decades leading industry leaders to make changes in the process of drug
discovery (7).

An alternative approach of generating deep, functional information based on screens using
cells with temporal and spatial information was suggested, based on HCS (1). Now the metric is
how much time is required to make a good decision on whether to continue pursuing a compound.



Past, Present, and Future of High Content Screening 5

HCS, especially with multiplexed assays, should play an increasingly important role in drug dis-
covery. In fact, HCS has opened the opportunity to perform drug discovery, not just on a pre-
selected target, but to screen for compounds, singly or combined, that impact cellular functions
such as cell cycle, cell motility, apoptosis, and so on (8,9).

1.3. The Cell: First Level of “Systems Biology”

It is a fact that using cells in the early drug discovery process is more complicated and expen-
sive than performing homogeneous protein assays in screens. However, cells offer the first level of
the complexity that living systems exhibit and results using cells are more meaningful than those
obtained from isolated proteins. In addition, cell-based assays are less complex and expensive than
using whole organisms. There is great potential in performing “systems cell biology” screens on
the optimal cells (validated cell line or primary cells) and then apply the systems cell biology infor-
mation as a bridge to higher order systems biology studies. Today, most HCS is performed on two-
dimensional (2D) arrays of cell lines. However, more complex cell-based assays can be performed
on 2D and 3D cocultures of different primary cell types using tissue-engineering approaches to
create functional arrays of tissue models. Information and knowledge gained at this next level of
complexity can then be related to higher order systems biology studies.

The amount and quality of information and knowledge that can be obtained by cell-based dis-
covery far outweighs the higher upfront costs in early drug discovery. In addition, the real costs
in drug discovery increase as a compound continues down the pipeline. Better, deeper informa-
tion early should become the new standard. High throughput HCS using multiplexed HCS assays
with advanced reagents and informatics will play a major role in this paradigm shift. Success at
this level will increase the need and demand for sophisticated systems biology databases that will
be populated by mining the literature and the information derived from systems cell biology
screens.

1.4. The Concept and Development of the Field
of “Cellomics” Mirrored the Developments in the Field of Genomics

The field of genomics was driven by the need to sequence the genomes of organisms in order
to understand the complexity and regulation of life processes starting with the DNA “blueprint”
of life. Manual DNA sequencing by gel electrophoresis, “reading” the ladder patterns that
defined the sequence and then manually entering sequences into spreadsheets was a major devel-
opment in biotechnology and became a well established method by the late 1970s. Fundamental
knowledge about selected genes and genome organization was created by the manual processes
involved in this early approach to DNA sequencing. However, the human genome project
demanded that automated instrumentation, with the optimal reagents and informatics/bioinfor-
matics software tools be developed to permit the human genome to be defined in a reasonable
period of time and cost. In the early 1990s, Applied Biosystems (Foster City, CA), as well as oth-
ers, developed “complete” solutions to automatically prepare the DNA samples, fluorescently
tag the four nucleotides, run the gels, read the ladders, and then read-out the sequence into
searchable databases. Bioinformatics tools rapidly evolved to identify genes in the growing
genome sequences (10,11).

The field of cellomics was driven by the need to define the functions of genes and the pro-
teins that they encoded. It was apparent by the mid-1990s that knowing the human genome was
the start, not the end of the biological challenge for basic research and drug discovery. Light
microscopy, especially digital imaging fluorescence microscopy on living cells was chosen as
the best approach to defining the functions of genes and proteins (I). Human interactive, imag-
ing methods were pretty well developed by the 1980s and fundamental information about the
temporal and spatial dynamics of cells and their constituents was being published by a grow-
ing academic community (12—-18). However, the human interactive imaging tools in the absence
of automated imaging methods and informatics tools to archive, mine, and display complex
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imaging data made the process of studying cells time-consuming and complicated. Similar to
the field of genomics, there was a need for the development of an automated system to acquire,
process, analyze, display, and mine massive amounts of cellular data derived from arrays of
cells treated in various ways. In 1997, Cellomics, Inc. offered a “complete solution” with the
introduction of the ArrayScan platform that consists of the instrument, biological application
software, reagents for a specific assay, and the first generation informatics for cell analyses.
This was the starting point for the large-scale investigation of the function of genes and the pro-
teins they encoded, as well as other cellular constituents (7).

2. Past: Origins of HCS
2.1. Important Milestones in the Modern Era of Cytology and Cytometry

The development of HCS is rooted in the rich history of developments in cytometry going
back more than 50 yr in the “modern” era of cytology. Figure 1 depicts this authors view of the
major advances that occurred over the last 50 yr that led up to the development of HCS. There
have been many important developments over this period of time and not all of the important
ones are depicted here. The development of immunofluorescence microscopy by Coons and
Kaplan (19) was the first critical step in the modern era of fluorescence-based cytometry. For the
first time, the specificity of labeling with antibodies was coupled to the sensitivity of fluores-
cence detection. Interestingly, a major advance in cytometry occurred in 1957 with the discov-
ery of confocal scanning microscopy by Minsky more than 30 yr before optimal fluorescence
dyes and imaging technologies made the method practical for fluorescence microscopy (20). The
early stages of the modern era of cytology also includes the development of the inverted fluores-
cence microscope (21) and dichroic filters for epifluorescence microscopy (22), both of which
created a system that produced the light throughput and signal/noise required for the practical
use of fluorescence microscopy as a standard tool (14).

The next phase in the modern era of cytometry consists of the development of fluorescence-
based flow cytometry (23-26), a method that blossomed with the development of specific anti-
bodies to a range of cell surface molecules important in the immune responses and the use of
multicolored fluorescent dyes to multiplex the measurements. Also in the late 1960s was the
development of image intensifiers, imaging detectors that could record images of very low
fluorescence signals in biological samples (27,28).

The late 1960s and into the 1970s was a period of rapid developments in instrumentation
(14,29,30) and imaging software (31-33). Fluorescence-based reagents also emerged as a criti-
cal component of the detection systems (Fig. 2). In particular, Alan Waggoner created the mod-
ern field of fluorescence-based physiological indicators with the development of a series of
membrane potential sensitive dyes (34) and Haugland (35) developed and/or commercialized a
wide range of physiological indicator dyes. In addition, fluorescent analog cytochemistry, the
original tool to measure the activities of specifically labeled proteins in living cells in time and
space, was demonstrated (36,37). However, the production of fluorescent analogs was a time-
consuming process including protein purification, labeling, testing function in vitro and micro-
injecting into living cells (37,38). Wide-spread use of this technology would require another
technical development in the 1990s.

The 1980s were characterized by major developments in video microscopy to enhance the
contrast and detection limits in both transmitted light and fluorescence (12-15,39), and ratio
imaging microscopy to quantify cellular physiological changes (40,41). Ratio imaging was ini-
tially applied to pH (40,41) and then free calcium ion concentration (42), but ultimately local
protein concentrations and activation (40,43), as well as cytoplasmic structure and rotational dif-
fusion of proteins (44) (Fig. 3). The use of solid-state detectors improved the performance of
imaging methods (45), and the first practical use of laser scanning confocal fluorescence
microscopy allowed 3D imaging of thicker biological samples (46).



Key developments leading to high content screening

1950 1957 1959 1962 1965 1967 1968 1974 1978 1979 1980 1981 1972 1987 1990 1994 1995 1997
Calcium
Immuno Inverted Dichroic filters Image Automated probes Ratio Fluorescent High-
fluorescence fluorescence for EPI- intensification microscopes imaging protein performance
microscopy microscopy fluorescence microscopy microscopy biosensors PC’s
microscopy Bloem Tsien
Haugland |
Coons Chance Reynolds Taylor Taylor Taylor
Kaplan Legallais Ploem Hahn FLIPR
Kohen CCD HCS
Fluorescent | Digital imaging imaging !
Flow physiological microscopy microscopy Multicolor |
Confo_cal cytometry indicators Video fluorescent
scanning enhanced | dyes Cellomics
microscopy Castleman microscopy Agard
Coulter Waggoner Graham iidat
i Fulwyler Ixens Waggoner
Minsky Degn IA“en Haugland
. noue
Single Kamentsky Universal Imaging, Inc.
cell Melamed Fluorescent analog Hamamatsu
fluorescence cytochemistry Laser
scanning
confocal GFP
Chance Taylor microscopy protein tags
Wang
White Chalfie
Amos Prascher
Fordham Tsien

Fig. 1. Time line of the key developments that have occurred since 1950, the beginning of the modern era of cytometry. High content screening was
based on a variety of important contributions that led to the development of HCS in 1997.
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Multicolor fluorescence imaging: key to early HCS

TLiaresziin thockamine:

Fig. 2. Multicolor fluorescence imaging has been a key to the early stages of HCS. (A) Fluorescent mol-
ecules have a common motif in their structure that includes a pattern of alternating single and double bonds
between carbon atoms, especially in ring structures. This example is a cyanine dye. (B) Multiple fluores-
cent dyes can be used in cells and can be distinguished with the use of optimal filter sets to produce mul-
tiparameter data sets or multiplexed measurements. (C) The goal is to assemble multiple fluorescent dyes
in which the spectral overlaps are minimized so that filter sets can separate the distinct dyes. Recently, spec-
tral deconvolution systems have been developed to extract the fluorescent spectrum of each dye rather that
to separate them with filters. (D) An image of living mouse fibroblasts that have been labeled with a dye to
label the DNA in nuclei (blue), a molecule that was endocytosed into endosomes (yellow), a dye to label
and report the membrane potential of mitochondria (red) and labeled actin incorporated into the cells
(green).

The early 1990s ushered in the era of advanced fluorescence-based reagents. Multiplexed
imaging with water soluble, bright, stable, fluorescent dyes was optimized by the development
of a range of cyanine dyes that emitted fluorescence from the blue to the near infrared portion
of the light spectrum (47). It was now possible to correlate multiple cellular parameters in the
same cells (48). The development of fluorescent analogs of proteins in the late 1970s (36), led
to the creation of fluorescent protein biosensors, reagents that reported biochemical or molecu-
lar changes, not just their distribution within the cell (49-53). The original green fluorescent pro-
tein gene construct from the jelly fish (Aequoria), was also first used in a biological experiment
(54). Tsien et al. (55) subsequently optimized the properties through the selection of mutants
making this the method of choice for creating fluorescent analogs of proteins.

My cofounders, early employees, and I were primarily influenced by three major types of flu-
orescence instrumentation used in cellular analyses in the creation of HCS (Fig. 4). First, flow
cytometry created a platform in which multiplexed measurements of cells could be performed.
Flow cytometry opened the door to fluorescence-based analyses and became a standard for cell-
by-cell measurements in basic research and biotechnology (23). Second, the fluorescence imag-
ing plate reader (FLIPR; Molecular Devices, Inc., Sunnyvale, CA) the first whole plate reader
designed for high throughput measurement of population averages of attached living cells,
offered cell analyses as a powerful approach to drug discovery (56). Finally, digital imaging
microscopy created a tool that allowed multicolored and even multimodal microscopy to be used
by biologists, not just biophysicists (17).



Past, Present, and Future of High Content Screening 9

Ratio imaging: pH (Ca2+) and proteins

Fig. 3. Ratio imaging is a powerful quantitative method to measure ion concentrations and relative pro-
tein concentrations, as well as other parameters (see Table 2 [A]). Diagram showing the cross-section of
an average mammalian cell. The variable pathlengths at different points in the cells, as well as the “acces-
sible volume” of cellular structures that exclude labeled molecules require a ratiometric method to normal-
ize the measurements. (B) Fluorescence excitation of the pH sensitive dye, BCECF at 500 nm shows a
strong pH sensitivity, whereas excitation at 450 nm shows no pH sensitivity. (C) Image pair when a row of
cells loaded with BCECF is excited at 450 and 500 nm and then the resultant ratio image that shows a small
gradient of pH. (D) A series of ratio images, taken over a few seconds, of a cell that had been loaded with
a calcium sensitive dye. The nucleus maintained a higher free calcium ion concentration (red color),
whereas the cytoplasm exhibited patterns of elevated free calcium as new cell extensions formed. (E) A ratio
image of a living mouse fibroblast that was coloaded with a labeled myosin II motor protein and a distinctly
labeled dextran used as a volume marker. The leading edge of migrating cells excluded myosin II as demon-
strated by the low ratio value (right side of cell) that is depicted by a blue pseudocolor. Myosin II is
concentrated behind the leading edge of migrating cells as shown by the high ratio value depicted by the
red pseudocolor. The myosin II exhibits a reduced diffusion in which the myosin is at a higher concentration
relative to a soluble dextran as measured by fluorescence recovery after photobleaching (54 + 30% of the
myosin recovers). The myosin II exhibits almost 100% recovery in the posterior of migrating cells. Myosin II
appears to assemble just behind the leading edge, translocate toward the posterior of the cell, contract and
then the myosin II disassembles for the continuation of this cycle, as the cell migrates (64).

Although the human interaction required to operate the digital imaging microscope systems was
a limitation, these early systems were responsible for generating some very important insights into
the dynamics of living cells (12-18). However, the experimental time domain for progressing from
producing data to generating information and then creating new knowledge from relatively small
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Flow cytometry, FLIPR®, and digital imaging
light microscopy (DIM) led the way

Fig. 4. Flow cytometry, FLIPR and digital imaging light microscopy led the way to the development of
HCS. (A) Flow cytometer for cells in suspension (e.g., Beckton Dickinson, Mt. View, CA). (B) FLIPR
instrument to measure the population average fluorescence of cells within wells of a microplate (Molecular
Devices, Sunnyvale, CA). (C) Multimode light microscope commercialized by Biological Detection
Systems, Inc. to study the temporal and spatial dynamics of living cells (17). (D and E) show other early
imaging systems from Cell Analysis Systems, Inc. and Universal Imaging, Inc. (F) The first generation
ArrayScan HCS instrument developed by Cellomics, Inc., Pittsburgh, PA.

Table 1

Major Modes of Digital Imaging Light Microscopy (714,15)

Mode of microscopy Information gained

Video-enhanced, differential interference contrast 2D and 3D dynamics of cells, organelles and
structures with subresolution detection

Polarized light Molecular anisotropy without labels in cells with
nm detection

Fluorescence 2D and 3D dynamics of molecules, organelles, and

cells with molecular specificity, up to single
molecule sensitivity and spectroscopic
measurements

cell samples was from weeks to months. The early commercial entries included the Multi-Mode
Imaging Microscope offered by Biological Detection Systems, Inc. (17), the MetaMorph imaging
software offered by Universal Imaging, Inc. (now part of Molecular Devices, Inc.), as well as oth-
ers. Table 1 summarizes the major modes of digital imaging light microscopy and Table 2 sum-
marizes the distinct modes of fluorescence microscopy available by the mid-1990s.
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Table 2

Fluorescence is the Most Powerful Mode of Light Microscopy (714-18)

Mode of fluorescence Information gained

Full-field and confocal-multicolor fluorescence Spatial-temporal correlation of the distribution
of cell constituents

Fluorescence speckle microscopy Motion tracking of structures and assembly-
disassembly of structures

Ratio imaging microscopy Quantitative measurements of ion and relative

protein conc., energy transfer, and steady-state
fluorescence anisotropy

Fluorescence recovery after photobleaching Quantitation of molecular transport and diffusion
and photo-activation of fluorescence

Microtomography 3D and 4D distribution of labeled structures

Total internal reflection fluorescence Molecular dynamics constrained to the interface
of cells and a substrate

Fluorescence anisotropy imaging Molecular binding and rotational diffusion

Multiphoton laser scanning confocal Imaging deep into thick samples

Standing wave fluorescence Spatial resolution down to 30—50 nm in thin
samples

Fluorescence lifetime imaging Direct measurement of lifetime of the excited state

to measure molecular binding, rotational
diffusion and energy transfer, independent
of fluorescence intensity

3. Present: HCS Meets the Challenge by Automating Cell Biology
3.1. A Fundamental Change in the Microscopic Analyses of Cells

HCS made a major step beyond the prevailing methods of digital imaging light microscopy
similar to the advance of automated DNA sequencing over manual sequencing methods. This
was accomplished by automating the major aspects of the imaging process, including the analy-
ses of huge numbers of arrayed cells that could be tested with a wide range of experimental treat-
ments rapidly and without extensive human interaction. Automation of image acquisition, image
processing, image analysis, image archiving, and image visualization made it possible to prepare
large numbers of microplates, place them in a stacker on the HCS instrument and then walk away
while the plates were processed by the system. This permitted an accelerated approach to the
process of producing data through creating new knowledge from a massive number of cells in a
matter of 1 d. This fundamentally changed the process of doing large-scale cell biology in basic
biomedical research and drug discovery.

The small-scale imaging-based cell analysis that was permitted by the early digital imaging
light microscope systems was labor intensive, used a relatively small number of cells, and also
focused on creating images as the most important data output. In contrast, the large-scale imaging-
based cell analysis permitted by HCS was fully automated, could be easily applied to large numbers
of cells with parallel sample analyses, and focused on automatically converting the image data
into digital data and generating cellular information that would lead to creating new cellular
knowledge (Fig. 5). It is important to note that a continuum of approaches from using small-scale
imaging to HCS is often required to fully investigate a biological problem.

3.2. The Major Elements of HCS

It was apparent to us at the beginning of the development of HCS that the whole process was
a systems engineering challenge. The major components of HCS are depicted in Fig. 6. The
complexity of moving through data production, information generation, and knowledge creation
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HCS meets the challenge by automating cell biology
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Fig. 5. HCS meets the challenge to create a high throughput platform to automate cell biology. (A) User-
interactive, substantially manual, digital imaging microscopy was a precursor to high content screening.
These imaging systems were labor intensive, because the operator had to continually interact with the imag-
ing system. The sample sizes were usually small in which anywhere between a few and a few hundred cells
were studied within a day of experimentation. The focus on these early imaging systems was image data,
including time-lapse “movie” sequences. (B) HCS introduced fully automated imaging of large numbers of
cells treated in a combinatorial fashion. The automation permitted large numbers of cells to be investigated
within 1 d (ranging from approx 10* to 107/d). The new focus has been away from simply producing images
to automatically generating information and creating new knowledge from the image data sets.

required the development and implementation of a complete solution (57). The whole process of
HCS starts with the biological question that can be addressed with the development of an opti-
mal assay, which is the integration of the right cells, reagents and application software. Presently,
most HCS measurements are preformed with directed algorithms based on preknowledge of the
biological domain information. However, undirected algorithms or pattern recognition software
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The major elements of HCS

C

Fig. 6. HCS involves (A) the creation of arrays of cells, (B) instrumentation, (C) reagents, (D) sample
preparation, (E) biological application software, (F) informatics software, and (G) cellular bioinformatics.

can be used, especially when the optimal cell parameters required for understanding the images
are not specifically known. Both types of application software tools will continue to evolve (see
Chapters 5 and 6).

HCS deals with large numbers of cells that are arrayed for combinatorial treatments, presently
in microplates. In order to process large numbers of microplates and experimental treatments, it
was critical to implement automated sample preparation for speed and reproducibility. The HCS
instrumentation allows the reading of whole microplates in minutes, depending on the assay
type, usually with the application software running on the instrument. However, it is currently
possible to acquire images and then apply selected algorithms offline (57).

Even a small screen can create hundreds of gigabytes to terabytes of data within a short period
of time. Therefore, data storage (images, metadata, and numerical data), coupled with a variety
of informatics software tools, were required to actually perform significant screens. Although
presently limited in scope, cellular bioinformatics tools have also begun to evolve in order to
help create knowledge from the information gleaned from the data using the application software
and informatics software tools (2,57-59) (see Chapters 22-24).

3.3. Fixed End Point vs Live Cell HCS

All HCS assays begin with living cells that are treated with some combinatorial of manipula-
tions including small molecules, biologicals, and/or physical treatments. Cells and plates that are
fixed at some time-point after experimental treatment and then subsequently washed, labeled and
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read on an HCS instrument are called “fixed end-point assays.” The sample preparation methods
can automate all of these steps making it very fast and reproducible. However, the time domain
of the biology is limited to a single time-point. Therefore, the investigator must either create a
whole time-course by preparing multiple plates processed over time or initially define the half
time of some cellular process of interest and set the time of fixation accordingly. The fixed end
point approach can be a relatively high-throughput screening method (57) (see Chapters 2, 8, 13,
and 26-28).

Live cell HCS is possible with the incorporation of on-board fluidics and an environmental
chamber into the HCS reader. This can be accomplished with either a distinct instrument or by
applying add-ons to a fixed end point reader (2,57). Live cell assays can also be based on a sin-
gle time-point with the use of fluorescent probes that are functional in living cells, or full
kinetic measurements can be made, over time, starting before the experimental treatment and
continuing over a defined period of time (60). Kinetic assays are critically important in order
to define the half-times of specific biological processes before setting up fixed end-point assays
and/or for critically defining the complex temporal/spatial dynamics of cells and their
processes.

4. Future Directions

HCS is still in its infancy. All of the elements of HCS depicted in Fig. 6. will evolve over
time. Assays will become heavily multiplexed in which many cellular parameters will be meas-
ured in parallel in order to create a “systems cell biology” profile of cellular functions. The
application software will be more powerful and will include elements of both directed algo-
rithms and machine learning. A major direction will include the development of many classes
of reagents that will “measure and manipulate” cellular constituents from DNA through all
types of coding and ncRNA, proteins and metabolites. It will be possible to manipulate path-
ways and to measure the impact of the presence or absence of specific molecules on cell func-
tions. A real systems cell biology profiling capability will emerge (see also Chapters 11, 12, 14,
and 16-19).

The types of arrayed cells, the substrate structure, as well as the biology and chemistry of the
environments will become more physiologically relevant. For example, biologically significant
substrates using extracellular biochemistry will replace simple cells on plastic that now domi-
nates the field. In addition, primary cells will be used to a greater extent based on improved
methods for preparing and transporting these cells (see Chapter 9). Rather than investigating one
cell type in 2D per well, the future will yield “tissue engineered” arrays of cells that have some
tissue functions based on the optimal arrangement of specific types of cells (see Chapter 10).
Further miniaturization will occur and cell chips will be engineered using a combination of nan-
otechnology and microfluidics (7). Finally, it is not a distant vision to predict that cells will come
stabilized (by freezing or freeze drying), prepackaged and containing a variety of biosensors
ready for activation and screening.

The instrumentation will become more sophisticated. The next generation of instruments will
be modular, allowing the end-user to define the specifications required for the desired applica-
tions. Options will include distinct types of light microscopy (Table 1) and multiple types of
fluorescence measurements beyond intensity (Table 2). It is predicted that because the format
for HCS will be miniaturized to chips, the instruments will be smaller and faster based on this
transition. Finally, future generations of instruments will incorporate standards including inten-
sity, spectral correction and size. These instrumentation standards will also be linked to standards
incorporated into the cell array formats (see Chapters 4 and 7).

The informatics tools will become more sophisticated and automated to handle the massive
cell data streams (see Chapter 20). These tools will include powerful data mining tools to
extract patterns from multiplexed assay data sets, cell pathway tools to map the interactions of



Past, Present, and Future of High Content Screening 15

New HCS visualization tools
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Fig. 7. Multiplexed HCS assays allow complex cell functions to be analyzed rapidly and in great detail.
A complete systems cell biology knowledge building platform will include a continuum of software tools
starting from the imaging algorithms to data archiving, mining, analysis, and cellular bioinformatics tools
to rapidly traverse from collection of data, through the generation of information and the creation of
knowledge (2).

cell constituents, as well as visualization tools to rapidly detect important information for fur-
ther exploration (Fig. 7) (see Chapters 22 and 24).

The entire work flow will become more integrated and continuous from growing cells, plat-
ing cells, incorporating reagents into cells, followed by acquiring the data with the instrumen-
tation and application software, to the archiving, analysis, and visualization of data and
information. In addition, the final step of interpretation of the information to create new
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knowledge will use cellular bioinformatics software. This integration will require more
advanced software tools including advanced informatics and bioinformatics.

The field that was started 10 yr ago is only now beginning to blossom. It is my opinion that
the greatest challenges and opportunities in HCS will involve the development and application
of advanced reagents and informatics/bioinformatics tools. The next 10 yr will usher in tremen-
dous opportunities for HCS-based discovery in basic biomedical research and drug discovery,
but will also impact some industrial testing and personalized medicine. It is expected that in vitro
toxicology will be the next major area of development that could ultimately produce a predictive
tool (61-64) (see Chapter 30).
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A Pharmaceutical Company User’s Perspective on the Potential
of High Content Screening in Drug Discovery

Ann F. Hoffman and Ralph ). Garippa

Summary

It is early to fully reflect on the state of the art in high content screening (HCS), because it is still a rel-
atively new approach in drug discovery. Although the development of the first microscopes are a century
old and the first confocal microscope is only 20 yr old, the fluorescent probes used within HCS along with
the combination of robotic automation and integrated software technologies are quite new. HCS will require
a few more years to fully demonstrate its potential power in drug discovery. Within the last year, however,
one has seen this ever-expanding field lure participants in from all areas of science, introducing newer ver-
sions of instruments and reagents such that the combined efforts result in platforms and tools that meet
many organizational goals in multiple ways. The potential of HCS today lies in its versatility. HCS can be
used for primary screening, basic research, target identification, biomarkers, cytotoxicity, and helping to
predict clinical outcomes. HCS is being applied to stem cells, patient cells, primary hepatocytes, and
immortalized cultured cells. We have noted for individual specialized assays, there are multiple solutions
just as there are for those standardized universally accepted assays. Whether we have needed to query cel-
lular processes under live conditions or wanted to follow kinetically the course of a compound’s effects on
particular cellular reactions, we have been hampered by only a few limitations. This chapter offers a
glimpse inside the use of HCS in our drug discovery environment.

Key Words: High content screening; high throughput; GPCRs; cell-based assays; translocation;
BacMam; imaging; arrestin; target identification; mitotic index.

1. Introduction

As high-throughput screening (HTS) has advanced from processing thousands of compounds
to millions of compounds in screening campaigns, there has been significant progress in better
understanding and profiling of the subsequent primary hits (7). Significant scrutiny of physio-
chemical interactions and high standards for preliminary potency of these compounds is now fol-
lowed with consecutive rounds of multidimensional optimization procedures, early structure
activity relationships, and target selectivity evaluations. All of this occurs before the advance-
ment stage in which medicinal chemistry determines how to modify these molecules or how to
choose a completely different original core structure through in silico screening techniques. As
one looks across multiple therapeutic areas, one possible option is to conduct early profiling
using HCS technologies for both on-target and off-target liabilities determined by assessing
functional cellular processes. Moving beyond the plate reader assays that are acquiring entire
cell populations, these HCS assays (e.g., those assessing dead vs live responding cells) obtain
further insight into the drug effects on each and every single cell (2). Most of these HCS systems
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are set up to acquire multiplexed HCS data on various biological events that can be made
simultaneously by simply performing sequential reads of different emission spectra correspon-
ding to the varying fluorophore probes of interest.

One forward initiative is to use the complementary automation instruments that were ini-
tially installed in the biochemical HTS labs and to proceed with broad screening for cellular
functions and phenotype elucidation. Envisioning a core or basic set of platform cellular assays
for all targets classes might involve monitoring such compound effects as the consequences on
cell cycle and whole cell or nuclear morphology changes. In any one of many disease or drug
family-targeted disciplines, the HCS platform assays can be customized for specialized cell
types, specialized cell effects, or revolve around a particular pathway that impinges on attrac-
tive drug targets. An example of this would be the G protein-coupled receptor (GPCR) targets
in which receptor phosphorylation, receptor internalization, and the activation of cAMP path-
ways would all be simultaneously observed. With the acquired biological and chemistry
indices, a broader picture emerges on how the mass of potential hits can be culled, clustered, or
classified from the thousands to the selective hit molecules fulfilling the overall requirements
of the biology along side the required drug-like properties necessary for new clinical candidate
molecules.

Whether it is “blasting” the HTS hits against a battery of HCS assays or evaluating the latest
new lead series in a single cell-based screen, a key for all drug targets is the knowledge of what
effect on cellular homeostasis has occurred. This can represent both the desired effects and the
liabilities (or the off-target effects). Although there have been long standing assays of cytotoxi-
city, HCS now offers a means to multiplex the biological results required to decide on pursuing
one chemical series vs another chemical series. It also can be used to define both the range of
effects and the magnitude of the events to address the “responder and nonresponder popula-
tions,” to evaluate the variation among the cells and cell types that are related to particular dis-
ease states, or the progression toward those states. We have rolled-out a series of cell health
assays as individual three-plexed cytotoxicity modules. These modules can be offered to the
project team a la carte, depending on the degree of compound ranking which the project team
wishes to conduct (3). Typically, HCS labs run retrospective analysis on failed compounds,
which are those compounds that have demonstrated in vivo toxicity and are no longer viable as
drug candidates. These compounds then can be used to define correlative HCS readouts, which
in turn, can be used to build a database of predictive values. Once the correlative or predictive
value of the HCS assay is recognized within an organization, project teams can begin to utilize
the data for prospective analysis and ranking of lead compounds. As ever newer dyes and sensor
probes are developed, they can be used to reveal more information in a single multifaceted cell
health assay.

One up-and-coming paradigm shift is to combine the emerging multiple types of “differenti-
ated” stem cells as the query cell type for HCS evaluations with the goal of approaching systems
that mimic the compound’s effects on the primary cells. This will be enabling to then focus
efforts on cell specificity, pathway specificity, and particularly on developmental genes. By using
the multiplicity of “combinatorial biology,” the integrated HCS processes will operate like a
magnifying glass on the general state of the cells with the focus on individual cells, which inci-
dentally, is somewhat analogous to the goals of personalized medicine. The latter speaks to the
importance of safety to the drug industry. With HCS and automated imaging, early safety can be
assessed at every level in the development process from enzyme target, to the cells in which the
target is localized, to the tissues and their surrounding and interacting cells, all the way to the
effect on animal organs, and to whole animal studies.

Our laboratories have been redesigned over a 4-yr period since we have fully implemented
HCS into the HTS department. This consists of having chosen a variety of flexible instrumen-
tation for cell culture, cloning, expression as well as robotic automation compatible with many
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of the HCS instruments. We have not chosen to require that all of these instruments reside on
fully robotically implemented platforms but have chosen a mixture of workstation and stand-
alone options in addition to the fully automated systems. Our two Cellomics Arrayscans
(Cellomics Inc., Pittsburgh, PA) fulfill most of our medium throughput assays regarding quantity
as well as image analysis for most of the specialized cell biology that is requested. In these
scenarios, the cell plates are prepared in the tissue culture lab from typical T225 flasks of
passaged cells and protein expression of recombinant stable (or transient) transfections are
monitored for cellular viability in order to maintain a standardized procedure for assessing cell
health. The addition of the Guava Personal Cell Analysis System (Guava Technologies,
Hayward, CA) to this laboratory has positively influenced our ability to quickly monitor cells
on a daily basis for a preassessment concerning whether the HCS assay of the day should be
commenced. By ascertaining the cell viability and the degree of protein expression on the cell
surface, one is able to determine whether or not the cells are in a suitable condition for screening
on a given day of experimentation. If the cell viability and/or the protein expression reach a
level, which is below a predetermined quality set point, the experiment can be taken offline
and reoptimized without waste of diluted library compounds. We have chosen to utilize the
laser line scanning Acumen Explorer HTS (The Technology Partnership, Cambridge, UK) as
one of our platforms for full library HCS/HTS screening of Transfluor assays. The “image
analysis” on this system is user defined and based on feature characteristics such as multiple
fluorescent wavelength, object width, and length as well as defining subpopulation analysis.
An advantage of this platform is that 384 well plates might be read in HTS mode achieving
plate acquisition and simultaneous analysis in less than 15 min per plate. In our HCS/HTS
screening protocols, we have utilized Tomtec Quadra workstations (Tomtec, Hamden, CT) to
complete compound addition to cell plates as well as for quenching and fixing protocols. Titertek’s
versatile Multidrop Microplate Dispensers and Microplate Washers (Titertek, Huntsville, AL) have
become key units within the HCS lab.

Integral to the lab’s effectiveness are the same work-flow solutions that have been successful to
the biochemical screening in the past as well as the standardization of the processes that provide the
final quantitative metrics of the projects. First and foremost is the flexibility that has been designed
in allowing efficient use of resources to complete assay development and screening for projects
requiring the testing of small numbers of compounds to those testing focused libraries and finally to
those that range through the million compound screens. The work-flow solutions rely on the use of
ID Business Solution’s (IDBS) Activity Base software (Bridgewater, NJ) that can perform logical
analysis of multiparameter data, as well as calculate z’, and operate to document a plate-by-plate
description of the assays (4). Spotfire Decision Site software (Spotfire US, Somerville, MA) is used
for analysis and visualization of quality hits and leads to further acquire a high level analysis of the
full screening results (5). The quality controls and operating procedures are similar in all extremes
as the goals for readouts are to maintain consistent data no matter the plate geometry formats. These
are the rules for statistically masking data points, making use of mean calculations vs averages and
the assessment of frequency histograms in a multitiered approach.

2. Examples of Our Applications
2.1. GPCR Screening

Our first venture into using HCS for bonafide HTS was when our systems biology team
approached us with a proposal designed to identify orphan GPCRs (0GPCRs), which are
involved in appetite regulation, feeding behavior, and obesity. Their concept was to construct
a genetic dendrogram of sequence homologies to known GPCRs involved in obesity, deter-
mine their expression profiles in discrete brain regions known to be involved in feeding behav-
ior, and then to look for differential expression of those transcripts in tissue obtained through
laser capture microdissection in diet-induced obese rodents. This approach resulted in a distilled
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list of candidate oGPCRs, which needed to be screened against the entire Roche compound
collection (>700,000 compounds). We faced a dilemma in that we had no positive control
compound or peptide for these receptors nor did we have any foreknowledge of their specific
heterotrimeric G protein-coupled signaling pathway, details which would have been essential
to develop a screening assay to identify agonist compounds. Our solution was to utilize the
Transfluor technology in which one would track, through HCS, the movement of cytoplasmic
diffuse green fluorescent protein (GFP)-labeled B-arrestin in U 2-OS cells (6). The assay prin-
ciple utilizes the well-known universal desensitization mechanism of agonist-stimulated
GPCRs (7). Basically, after agonist binding to a seven transmembrane receptor domain, the
receptor undergoes a conformational change, which triggers the phosphorylation of cytoplas-
mic residues through G protein-related kinase. The receptors subsequently cluster into
clathrin-coated pits on the cell surface and within minutes these receptors are internalized into
cytoplasmic vesicles.

To date, we have successfully employed four different HCS reader systems to quantify the
spatial redistribution patterns of GFP- arrestin. Three of the HCS readers were used for four
separate HCS/HTS oGPCR screening campaigns although one reader was used for follow-up
analysis. The HCS/HTS readers are the Acumen Explorer, the Evotec Technologies Opera
(Hamburg, Germany) and the INCell Analyzer 3000 (GE Healthcare, Franklin Lakes, NJ). The
first of these instruments is a laser line scanning reader, the second is a Nipkow spinning disk
confocal system and the third is a laser confocal slit system, respectively. In each case, we were
able to read an entire 384 well plate in 11-12 min with two-channel color recording. Either a
Hoechst 33258 or Draq5 dye (Biostatus Limited, Leicestershire, UK) was used for nuclear
staining, along with the green fluorescent protein for receptor tracking. Fast autofocusing,
together with robotic plate and liquid handling enabled us to have a daily throughput of 80-120
plates per day, or 25,000-40,000 compounds per day, well within the excepted range of a true
HTS assay. As is shown, we analyzed a number of individual oGPCR clones on three of these
aforementioned HCS readers (INCell Analyzer 3000) (Fig. 1A), Acumen Explorer HTS (Fig.
1B), and Cellomics Arrayscan (Fig. 1C). The results show clearly that each instrument would
give an adequate signal to background ratio for screening for those active clones. Depending on
one’s particular needs for HTS, high definition screening or high content multiplexed screen-
ing, one can choose which of these platforms would be most appropriate for moving each type
of HCS effort forward. In our experience, any of three different HCS readers were sufficient for
HTS campaigns and we typically followed up on hit-to-lead activities with the fourth HCS
reader, the Cellomics Arrayscan, although there is no inherent reason to switch HCS platforms
as the programs move forward.

2.2. Choosing Lead Candidates

Occasionally, a chemist will come to us with the problem of, “I have dozens of active com-
pounds in this lead series but I cannot discriminate them, based upon potency or binding affinity
alone, as to which should be advanced for clinical candidacy.” In this realm, HCS has shown,

Fig. 1. (A) (Opposite page) Quantification of receptor internalization in 10 stably transfected Transfluor
0GPCR clones and one Transfluor clone of B,-adrenergic receptor in U 2-OS cells as measured by Fgrains after
acquisition and analysis on the A. INCell Analyzer 3000 using the Granularity Module. (B) Quantification of
receptor internalization in 10 stably transfected Transfluor oGPCR clones and one Transfluor clone of
B,-adrenergic receptor as measured by Data Object No. after acquisition on the B. Acumen Explorer HT using
a customized analysis program. (C) Quantification of receptor internalization in 10 stably transfected
Transfluor oGPCR clones and one Transfluor clone of B,-adrenergic receptor as measured in percentage Phase
3 after acquisition and analysis on the C. Cellomics Arrayscan 3.1 High Content Imaging Platform and
its associated GPCR Bioapplication.
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Fig. 2. Graphic analysis of mitotic index and enzymatic activities of a set of compounds. HCS was used
to segregate potential chemistry classes with superior functional attributes. (Please see the companion CD
for the color version of this figure.)

time and time again, to be an effective means to either cull out the compounds devoid of a strong
functional impact in cells or, conversely, to allow the “cream” of the compounds to rise up to the
top of the priority scale. The percentages of the compounds that “fall-out” vs “advance” depends
on a multiplicity of factors, many of which can be accounted for by assaying the compound in a
living cell background as opposed to a “test tube” assay of basic reagents/components and the
target-of-interest (usually out-of-context). One such example is shown in Fig. 2, in which an early
biochemical screen revealed compounds with a range of activities from high micromolar to low
nanomolar activity. In order to discriminate the potentially most efficacious of the low nanomolar
compounds, we employed a HCS mitotic index assay in HeLa cells. The resulting separation of
the cell-based “active” from the “inactive” compounds was quite striking, allowing the chemist to
move the program successfully forward using a more finely tuned structure—activity relationship,
one which accounted for the functional effects of the compound in a living cell. A second exam-
ple is shown in Fig. 3, in which a group of compounds were queried using two different noncell-
based assays, one for electromobility (EMSA) shift assay and the other for an enzymatic kinase
activity. When a HCS assay was deployed to evaluate the resulting active compounds, three of the
compounds were shown to be inactive in cells. A third example is shown in Fig. 4, in which the
correlation between a kinase activity using an IMAP reagent (bead assay using a fluorescent
polarization readout, Molecular Devices, Sunnyvale, CA) was made to a nuclear transcription fac-
tor readout as measured using a translocation assay on the Cellomics Arrayscan . For this series
of compounds, the correlation was highly (but not perfectly) associated. The conclusion was that
the data from two different assay formats (biochemical and cell-based) agreed for a majority of
compounds. As a result, the ability to screen and to eliminate dozens of compounds earlier in the
drug discovery process became an effective way in which to move the projects forward. Lastly, a
similar correlation was made between activity in a cellular nuclear translocation assay and the
effect of those compounds on a three dimensional colony formation assay for an oncology proj-
ect (Fig. 5). This information was interpreted to suggest that potent inhibitors in the HCS assay
would be more effective in inhibiting tumor proliferation in the subsequent in vivo models.
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Fig. 4. Graphic correlation of Cellomics Nuclear Translocation HCS assay to in vitro fluorescence

polarization assay in which the same target protein was queried with 30 compounds.

There have been other instances in which the Mitotic Index Bioapplication has assisted us.
For example, in cases of oncology programs with defined molecular targets, the expectation
would be that these targets have distinctly characterized “on-target” mechanism-based cell
killing of the tumor cells. But how should one discriminate between generalized or “off target”
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Fig. 5. Graph depicting the correlation between inhibition of a nuclear transcription factor and the inhi-
bition of proliferation in a spheroid colony formation assay. HCS was utilized to separate chemistry classes
possessing superior functional activities.

cell killing and the desired activity? An intriguing possibility would be to monitor the ability of
the compound to cause a high percentage of the cells to become mitotically arrested whereas not
giving evidence of cell rounding and de-adhesion. As seen in Fig. 6A, for the positive control
compound nocodazole, the beginnings of mitotic arrest are closely associated with the concen-
tration of the compound, which reduces the number of adherent cells in the well. However, for
the experimental compounds (Fig. 6B,C), there is a clear 1.0-1.5 log window in which the cells
exhibit mitotic block before the first evidences of cytotoxicity through cell de-adhesion. This
type of dose-related effect for two end points, one target-based and desirable, whereas the other
off-target based and undesirable, opens the possibility for finding oncology-related compounds
with a greater therapeutic index (or margin of safety, translating into an effective tumoricidal
concentration with minimal associated side effects in vivo).

2.3. Transcription Factors and Translocation

One of the most useful and versatile of all of the HCS assays to date has been the cytonuclear
translocation module. The basics of this assay lie in the fact that one can discriminate and mask
the nuclear border, the cell’s periphery (plasma membrane), and the cytoplasm as the area lying
in between them. This assay has been particularly effective for us in addressing several members
of the nuclear transcription factor family. Simply by changing the primary antibody for a given
transcription factor, the same basic algorithm template can be used again and again but for a dif-
ferent target. The assay itself can be configured to search for compounds, which either activate
or inhibit the activation/translocation process. A variation of this assay deals with the tracking of
an activation/translocation event from the cytoplasm to the plasma membrane, such as is the case
with protein kinase C.

2.4. Angiogenesis Assay and Micronucleus Assay

The next two HCS assays highlight the importance of this medium to be able to eliminate sub-
jectivity and bias from the investigator-reviewed image data but also to realize a great advantage
in speed. The first of these is the tube formation/angiogenesis assay, in which one is able to quantify
in great detail, the length and extent of anastamosed nascent vessels spreading on a two-dimensional
substrate. As shown in Fig. 7, a dose-dependent difference in the degree of branching of the
vascular network can be effectively quantified in an objective manner. This type of automation-
assisted standardization minimizes technician-to-technician variation and also allows a greater
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Fig. 6. (A) Paired graphs displaying the relative cell counts (left) and mitotic index in percent (right)
compared with basal untreated control cells after an 18 h dose—response treatment of A. Nocodazole on
HeLa cells. (B). Paired graphs displaying the relative cell counts (left) and mitotic index in percent
(right) compared with basal untreated control cells after an 18-h dose-response treatment of B.
Compound A on HeLa cells. (C). Paired graphs displaying the relative cell counts (left) and mitotic index
in percent (right) compared with basal untreated control cells after an 18-h dose—response treatment of
C. Compound B on HeLa cells.

level of rapid discrimination of specific perturbations in the vascular network. A second exam-
ple of an HCS assay that has afforded drug investigators a speed advantage is the Micronucleus
assay (MN). This test has been universally accepted as a standard for predicting genotoxic events
(8). At its essence, the MN test quantifies the number of satellite nuclei seen in proximity of the
nuclear envelope subsequent to compound exposure and a cytokinesis blocking procedure. The
difference in throughput between the technician-curated MN test and the automation-assisted
version is striking. It is estimated that one technician can effectively score 1000 cells/h of two
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Fig. 7. Screen shot of Acumen Explorer HT software interface displaying the pseudoimages of four
wells after treatment with untreated control (far left panel) and three ascending concentrations of a com-
pound on HUVEC cells. Spreadsheet plate data depicts the subpopulation characteristics collected although
the object characteristics are shown on right for well B1.

compounds per week, whereas one technician using an HCS module for MN can score 1000
cells/min or 50 compounds per week.

2.5. siRNA Profiling

The next key in advancing the future of HCS is in the development of its basic tools, the reagents.
Reagents have been advancing almost as quickly as the next version of the HCS instruments have
been introduced into the market and it is these newer reagents that are defining hardware specifi-
cations. The explosion of functional genomics from the previous generation in which one was
deconvoluting DNA into proteins is now currently redefined by the use of small interfering RNAs
(siRNA), which when combined with biological results, identifies the function of proteins within the
context of the cell. By applying siRNA to modify the expression of selected genes, one is then able
to analyze the specific cellular phenotypes and ultimately make correlations to similar phenotypes
in response to specific drugs. In this manner, one uses HCS to examine the differential effects of
siRNA and drug chemistries on the same biological functions. As can be seen for Fig. 8A, the quan-
titative assessment of gene knockdown via Tagman® (Roche Molecular Systems, Inc., Alameda,
CA) analysis is a useful tool for evaluating the effectiveness of siRNA knockdown of a given target
(9). This data can then be further enhanced by introducing a HCS-based analysis, in this case Mitotic
Index, for a functional correlate of the knockdown in a living cellular context (Fig. 8B). HCS can be
used at this stage of target assessment to compare individual siRNAs or pools of siRNAs, based on
their ability to elicit a particular cellular phenotype in cells. As is the case with various transfection
procedures, the quality assessment measured by the effect of treatment on cell number (Fig. 8C),
lends confidence to the interpretation that the gene knocked down using the specific siRNA had
minimal interfering effect on the number of cells.

3. Looking at Improvements in HCS
3.1. Software Analysis Tools

What has lacked for many of the HCS applications, aside from those now considered stan-
dard (e.g., nuclear translocation, mitotic index, cell cycle, and granularity), is the flexibility to
quantify a new “customized” assay and its image analysis programming. In the standard cases,
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Fig. 8. (A). Histogram depicting the successful mMRNA knockdown of a potential drug target involved
in the cell cycle displaying the degree of mRNA suppression as quantified relative expression of GAPDH.
Conditions 1-4 represent individual siRNA pools, condition 5 mock transfected controls, and condition 6
untreated controls. (B). Histogram showing the successful functional knockdown in an HCS mitotic arrest
assay is inversely proportional to the degree of mRNA suppression. Conditions 1-4 represent individual
siRNA pools, condition 5 mock transfected controls, and condition 6 untreated controls. (C). Histogram
illustrating that under the conditions of the HCS assay the cell number for the individual conditions
remained unchanged by transfection treatment and the siRNAs. Conditions 1-4 represent individual siRNA
pools, condition 5 mock transfected controls, and condition 6 untreated controls.

there are several image analysis strategies to quantify examples of cellular translocation and
other reactions. In these standard cases, most cytonuclear translocation applications can obtain
sufficient confidence levels that the resultant data is good; however, often the performance is
insufficient when using a diverse assortment of cell lines as is needed in real life assays. One
method that is proliferating through the HCS community is the “open image format” allowing
the analysis of any images from any instrument to be processed by third party software. Much
of this comes from the unique position of the third party applications to apply very different
image processing methods. These include processes using object-oriented filtering, those using
machine learning (ML)-based on the reiterative process of applying known test sets to define the
extremes and then using additional test sets for perfecting the analysis program. Even neural net-
works are becoming popular to define the HCS results (10). The benefit to HCS is that the image
processing becomes independent of the instrument and the HCS vendor. For those new applica-
tions that are highly unique or that have not been popularized in the HCS community, the third
party vendors can offer the customization needed in the analysis (see Chapters 6 and 7). Hence,
both image sets from stand-alone confocal microscopes as well as the automated HCS instru-
ments become quite compatible.

With the multitude of choices that the experimentalist has regarding the defined feature sys-
tems and the personalized user defined algorithm choices, an effort to standardize assays from
lab to lab has been discussed. This recent need to achieve standardization of assays throughout
HCS laboratories might eventually result in more uniform data. This evokes the use of the third
party image analysis options, particularly those with the ML-adapted solutions. In essence then,
the new “student apprentice” in the laboratory is the ML-adapted algorithms enabled through the
test sets. The use of this new partner also maintains an unbiased objectiveness to the analysis
solutions, allowing the data to define itself as compared with biasing the data with the biologi-
cal expectations of the outcome. It also facilitates the throughput of the HCS laboratory because
it simplifies the tasks that are needed to be completed in the assay development process. In our
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experience the acquisition of those positive and negative control images of the assay clearly repre-
sents the diversity of the expected biology. Once defined and entered into one of the machine-
learning processes, an evaluation is performed which maximally optimizes the quantification.
Then this is integrated with a representative image series, which is referred to as the test image
set. This process then allows for a reiteration and improvement of the image analysis ML algorithm.
Sufficient optimization then occurs as measured by z’, manual inspection of the resultant data,
and performance parameters such as timeliness of processing and robustness of the algorithm for
significantly larger evaluation image sets (11). The application of this new apprentice and the
expertise he brings to the HCS analysis can then replace the trial and error customization of a
new assay and certainly save considerable time in moving the assay into use.

3.2. Engineering Cells

Where are cell-based assays and their associated technologies situated in the drug discovery
pipeline today and how are they going to improve the drug discovery process? The emerging new
roles of what and how cell based assays are performed lends us clues to the future directions of
drug discovery. Not only has the manipulation of recombinant-labeled cells over the past decades
facilitated us to broadly use protein over expressed cell lines for querying enzymatic and protein
protein binding, oncogene activation, and effects on various signaling cascades, the techniques
involved have now been improved to carry multiple labels enabling duel and even triple labeling
multiplexing. This has been achieved by creative experimentalists using cassette-based employ-
ment of Crelox internal ribosomal entry site and other systems as Gateway® (Invitrogen Life
Technologies, Carlsbad, CA). As these cells can be queried to examine morphological changes
via the imaging technologies of HCS, once again an improvement from a gross estimation to
specific multiparameter quantification affords advances in drug discovery. In some cases, it is
possible to use these recombinantly expressed cells in multiple assay formats to uncover infor-
mation not initially apparent. The use of image processing affords that ability. Two examples
include the definition of nuclear size where compounds that cause nuclear decrease might reflect
adversely on the cells (permeabilization and toxicity) and second, in defining the adipocyte cell
size and number in which correlations to drug efficacy have been made (12).

Recent transfection reagent advancements involving recombinant baculoviruses that have
been modified with mammalian expression cassettes have been used in our lab for primary
screening (13). These cassettes are referred to as “BacMams” (baculoviruses engineered to have
mammalian promoter elements), and we have used them on occasion for hard-to-express protein
in which we wish to follow transient protein expression. Our preliminary use was in a Tranfluor
system in which a stably expressed oGPCR protein was unobtainable using conventional lipid-
based transfection schemes, resulting in poor cell health even in early stable cell passages or with
transient transfection. After multiple insertion techniques were evaluated to attempt to increase
the protein expression, we turned to the BacMam system. This transient transfection system still
required assay optimization to define the “window” of expression that overlapped with most
robust receptor internalization response; however, the use of the BacMam system facilitated
assay development and made it possible to run this problematic oGPCR target as a primary
HCS/HTS screen. At 4 h post-transduction, the expressed protein could first be detected. However,
by 24-30 h post-transduction, there were obvious signs of cytotoxicity. The cells could be easily
transfected using this system by simply adding in an aliquot of the virus for 16-20 h and carrying
out the assay at a point in which the transiently expressed oGPCR expression was high but cytotox-
icity was low. Monitoring the protein expressed, as it was also Flag-tagged, with a standard antibody
based measurement on the Guava PCA System. With BacMam expression, there is no viral replica-
tion in the transduced mammalian cells, thus providing a high degree of biosafety. Of late, our use
of BacMam has significantly expanded, holding the potential that our target proteins of interest can
be expressed functionally in primary hepatocytes, endothelial cells, or possibly even T cells.
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3.3. The Next Phase

As we plan the implementation of the next HCS phase there is a realization that HCS has
already become a “core competency” for many scientists doing basic research and drug discovery.
This means that, aside from simply adding to the repertoire of new instrumentation, HCS has
become a tool equally embraced by academia and drug screeners. The specialization once asso-
ciated with this technology and automation-assisted platform instrumentation has been undergoing
a metamorphosis, one that is widening its adoption within a greater audience possessing diverse
scientific needs. Therefore, the future for us is to ensure HCS’s rightful establishment as a core
competency within the drug discovery process. By making use of its profiling abilities for early
new lead chemistries regarding cytotoxicity screening, target selection, primary screens, and second-
ary assays, HCS will again and again prove its worth as a staple in the directed progression of a
raw chemical into a well-honed new medicinal entity.
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Linking Microscopy and High Content Screening
in Large-Scale Biomedical Research

James G. Evans and Paul Matsudaira

Summary

Microscopy has been a cornerstone of discovery in the academic life sciences for more than 100 yr.
This comes from a unique ability to provide extremely rich information of biological structure and dyna-
mics. The advent of digital imaging and machine vision has brought within itself the ability to collect
images more easily and critically, the ability to measure objects and intensities within images. Although
many continue to use microscopy in a qualitative manner, the analytical capabilities afforded by machine
vision are increasingly being applied to basic cell biology and biomedical research. Scalable quantitative
imaging technology might enable scientists and engineers to determine structure, dynamics, and function
of entire biological systems rather than individual molecules or pathways. This chapter will provide an
overview of early efforts in the academic community to apply high content screening to the study of bio-
logical systems.

Key Words: Adhesion; high content screening (HCS); macrophage; morphology; motility; podosome;
quantitative microscopy; signal transduction; wound healing.

1. Introduction

One approach to understand better the biological processes is to model them as complex
dynamic systems. However, to accurately model large systems requires significant amounts of
experimentally derived quantitative data. Because biological systems are regulated spatially and
temporally, it is critical that the tools used to manipulate and measure these systems are adapt in
the spatial and temporal domains. Microscopy has been a cornerstone of discovery in the academic
life sciences for more than 100 yr. This comes from a unique ability to provide extremely rich infor-
mation of biological structure and dynamics.

2. Yeast Biology

The benchmark of large-scale biology in academia remains the human genome sequencing proj-
ect (1). However, the minimal information content of an image-based time-resolved map of the
human proteome is estimated to be nearly six log orders of magnitude greater than that contained
within the DNA sequence requiring petabytes of data storage.* As previously occurred with genome
sequencing, pioneering proteome-level imaging efforts are being undertaken in Saccharomyces
cerevisiae. Initial genome-wide analysis of protein localization for about 4200 genes in S. cerevisiae

*Based on a 3 x 10° base sequence stored as a 30 MB ASCII file and collection of 4D image data requiring
900 TB storage (two 16-bit channels, 1024 x 1024 pixels and 150 Z slices with 50 stacks per 25 h time-series,
24,000 genes).
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has been reported and although this used standard fluorescence microscopy and qualitative assess-
ment of protein distribution, it provides a framework on which dynamic models of protein interac-
tion may be based (2). More recently a genome-wide deletion mutant screen was used to
identify nine missing components of the phosphate-responsive signal transduction PHO pathway
in yeast (3). Similarly in the mammalian U20S osteosarcoma cell line, large-scale automated
screening has been successfully employed through individual overexpression of 7364 microarrayed
cDNAs to identify genes involved in cell proliferation under a variety of growth conditions (4).

It is hoped that by quantitatively determining the relative concentration and localization of each
protein to a particular subcellular compartment, one might be able to constrain interactions within
existing highly convoluted protein—protein interaction maps. In addition, it will likely be important
to determine the degree of localization heterogeneity for each labeled protein among the population
of cells.

As initial global protein mapping efforts lacked both quantitative assessment of protein local-
ization and the variance within the cell population, several academic groups are using commer-
cially available green fluorescent protein (GFP)-fusion libraries (Invitrogen, Carlsbad, CA) to
quantify the degree of localization for proteins between subcellular compartments. Although cur-
rently available high content screening (HCS) platforms offer modest resolution (x40 magnifi-
cation, 0.75 NA), initial automated screens provide relative localization to either two or three
sub-compartments such as nucleus, cytoplasm, and plasma membrane. However, as it is carried
out quantitatively and on thousands of cells, the statistical significance of the measurements is
anticipated to be high. Higher resolution and time-resolved analyses undertaken as follow-up
experiments use confocal deconvolution microscopy and specialized image analysis software,
which provides additional information regarding the three dimensional localization and dynamic
properties of each protein in relation to one or more marker proteins for structures of interest. To
provide mechanistic information, these experiments must be combined with manipulations of the
biological system. Indeed, screens underway involve use of gene knock-outs, function-blocking
antibodies, metabolic constraints, and chemical libraries to quantify alterations vs the baseline
behavior of key proteins.

Although spatial resolution is relatively limited in the majority of HCS instruments, compared
with high-end research light microscopes, simple but highly effective primary screens may be per-
formed in S. cerevisiae, a yeast that is only 3—5 microns in diameter. An example of early success
is a screen that uses a rhodamine-conjugated B-glucan antibody to detect mutants defective in cell
wall synthesis by virtue of increased epitope accessibility (Wheeler and Fink, in preparation).
Using AlexaFluor 488-conjugated concanavalin A as a cell marker, this X20 magnification based
screen segmented cells in the field of view analyzing each cell mask for coincident localization of
the B-glucan rhodamine signal indicative of defective cell wall. Populations of cells with either
higher threshold average intensity or an higher average standard deviation in the rhodamine channel
were scored as hits. This screen was able to find genes previously reported to be involved in cell
wall synthesis such as GAS1, KRE6, and OCHI1 as well as a conserved, interconnected network
of genes regulating polar cell wall remodeling in both S. cerevisiae and the pathogenic fungus
Candida albicans (Wheeler and Fink, in preparation).

3. Multiparametric Population Profiling

Hypothesis-free molecular cytology is an a HCS-based methodology that can be used in drug
discovery, target validation, and systems biology. Essentially this quantitative imaging based
approach uses a suite of multiplexed assays to screen for effects of drugs or other perturbing
agents such as RNA interference (RNAi). Because a range of diagnostic antibodies and stains
are used, the number of readouts is large providing a profile for each compound at a particular
dose. Clustering compounds based on these response profiles, rather than similarity of chemical
structures, provides a means of target identification for novel compounds by clustering with
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well-characterized drugs (5,6). Perlman et al. (5) used this approach to screen 100 compounds
that included 96 of known mechanism (six were duplicated at an alternate stock concentration),
three with unknown targets, and didemnin B that has several molecular targets. Compounds with
similar targets clustered based on similar cellular effects. Austocystin, one compound with an
unknown target, showed association with the cluster of transcription and translation inhibitors
demonstrating the validity of this unsupervised approach (5,6).

4. Subpopulation Dynamics in Morphology Profiling

The mammalian cytoskeleton represents several exquisitely regulated mechano-chemical sub-
systems that coordinately assemble to provide dynamic cellular structures in response to external
cues. As cell morphology represents the sum of these subcellular structures it provides a quantifi-
able readout for cell function and thus a powerful tool for dissection of signaling pathways.

Previously, we have shown that multidimensional image-based analyses for cytoskeletal dyna-
mics in macrophages can provide additional insight into the molecular regulation of adhesion
complex assembly (7). Microtubule perturbation affects the rate of assembly for specific adhesions
called podosomes that are formed in macrophages (7,8), which in turn affects cell-substrate
adhesivity and cell motility. The morphological profiles for cells undergoing rapid translocation to
those that are stationary, can be established using an HCS approach through correlation with simi-
lar time-resolved analyses. Indeed, using such an approach we aim to model cell shape and
cytoskeletal assembly in response to a wide concentration range for the microtubule-modulating
drugs paclitaxel and demecolcine. In addition, potential correlations of cell shape or cytoskeletal
arrangement with nuclear morphology can be explored. The assay is being performed on a variety
of cell lines including IC-21 macrophages and Src-transformed 3T3 cells (9). This fixed end-point
assay is performed in 96-well format and includes three fluorescent channels demarking the
nucleus, cell shape, and F-actin. In early experiments we have determined that the high degree of
morphological variation from cell to cell renders mean values at the population level refractive.
Instead, population analyses must be carried out with single cell resolution so that subpopulation
distributions may be assessed. To efficiently handle millions of cell records each with approx 100
measured features, we have adopted a k-means clustering approach whereby each cell is classified
based on a set of compartment-based morphological descriptors for cell shape, nuclear morphol-
ogy, and cytoskeletal arrangement. Using this approach we have been able to establish morpholog-
ically distinct subpopulations of cells and aim to monitor their flux in response to microtubule
perturbations. Complementary time-resolved morphological analyses are likely to reveal temporal
relationships between morphology profiles. And, although large-scale time-resolved HCS experi-
ments present considerable challenges to analysis, visualization, and data management, the cor-
rectly interpreted results might simplify analysis of larger-scale fixed end-point screens.

5. Time-Resolved HCS

The majority of kinetic HCS studies completed to date have involved measurement of calcium
fluxes, cytotoxicity, and receptor internalization in pharma and biotech labs. And, analyses for cell-
level dynamics such as proliferation, differentiation, and motility have predominately been performed
as fixed end-point assays. Indeed, the advantages in throughput afforded by fixed end-point assays
and the often simpler sample preparation has led to their domination of the HCS field. The scarcity
of kinetic assays might be partially to blame for the relatively poor tools currently available to ana-
lyze, mine, and visualize large amounts of dynamic data. Ultimately, it might remain unclear how sig-
nificant missing data in fixed end-point assays is until equivalent time-resolved assays are performed.

The wound-healing assay is a standard method used to measure epithelial cell motility and
when performed as a fixed end-point assay can be scaled to 384-well format providing a rela-
tively high throughput means to screen for cell migration defects (10,11). However, time-
resolved analyses permit measurement of rate changes during closure of an individual wound as
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well as the relative morphology and motility of cells in the leading edge and trailing cell sheet.
Using a Cellomics Kineticscan HCS instrument, capable of maintaining normal cell culture con-
ditions, wound-healing assays were performed for 20 h with images being collected at 15 min
intervals and MatLab scripts used to calculate the rate of wound closure. Using this approach
Kumar et al. compared the closure rates of two human mammary epithelial cell lines (HMEC)
with differing surface expression of HER?2 receptors. The 184-A1 HMEC line has approx 20,000
HER?2 receptors expressed on the cell surface whereas the 24H clone has approx 600,000. Under
full serum conditions both cell lines exhibit full wound closure. Under EGF, HRG, or serum free
conditions; however, the HMEC cell line exhibits slow and incomplete wound closure as com-
pared with the 24H cell line. The kinetic assay enabled a relatively simple comparison of widely
differing migration rates. Although a fixed end-point approach might be less data intensive, sev-
eral replicates would be required to cover a range of time-points and analyses would likely
exhibit greater variation. However, the major advantage of time-resolved analyses is the poten-
tial incorporation of additional dynamic measurements such as calcium flux, receptor internal-
ization, morphology, and motility at the individual cell level (Kumar et al., in preparation).

6. Whole Tissue HCS

An exciting recent development is the ability to survey intact tissues at subcellular resolution
using custom multiphoton instruments (12,13). Analysis of tissue might be performed in situ for tis-
sues such as epithelia or on whole mount biopsies using a multiphoton scanner with an integrated
microtome. The promise of this technology is to be able to perform HCS on cells in a physiological
3D context. This extra spatial dimension permits each cells morphological or intensity profiles to be
taken in context of its relative location within the tissue architecture. One major challenge for high-
resolution tissue HCS is the ability to store and manage datasets that are individually in the multit-
erabyte scale. Another is that despite advances in the medical fields for imaging applications such
as magnetic resonance imaging, it is beyond current commodity compute technology to interactively
visualize multiterabyte datasets.

7. Continuing Technology Development

HCS requires a large breadth of technologies ranging from sample preparation to data
management. The academic community continues to develop critical tools in several technology
areas discussed briefly below.

7.1. Sample Manipulation

Micropatterned cell arrays for delivery of nucleic acids or viruses for protein expression or spe-
cific protein knockdown through RNAIi (14) provided a cost-effective means to screen the effects of
a wide variety of conditions. The advantage of this miniaturization approach is that it not only
reduces reagent costs but might also reduce data collection time because each microwell can be pat-
terned with several overexpression or RNAi constructs. Used in conjunction with micropatterned
reagent delivery arrays, electrically controlled cell sorting arrays might enable positioning of sorted
cells to specific locations (15).

7.2. Optics

Although increasing optical resolution is an ongoing goal for many groups (16,17), the opti-
cal demands of HCS are relatively low. In contrast, the pursuit of increased sample throughput is a
major emphasis of HCS. Although optical instrumentation is only one component of a complete
HCS system, with considerable efforts to accelerate performance of other key areas such as
image processing, analysis and data management, it is inevitable that optical throughput will
become a major limiting factor to sample throughput within 5 yr. In terms of ultimate optical
performance, all current imaging systems are limited to a single active objective. As compute
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power can easily be scaled and applied in a distributed fashion to cope with increases in data
acquisition, multiobjective parallel imaging platforms are currently being developed at the
Whitehead MIT Biolmaging Center to address the need for log orders of magnitude increases
in sample throughput.

7.3. Data Processing, Analysis, and Management

Although hardware development remains firmly in the commercial sector, development of
freely distributed image processing and analysis applications has long been available through the
academic community. For small scale processing and analysis, the java-based ImagelJ (formerly
NIH Image) provides novice users the ability to segment and quantify cell features although this
does not yet provide the necessary scalability to be effective in the HCS field. In contrast, the
MatLab-based CellProfiler package (www.cellprofiler.org) was developed with large-scale
analyses in mind and offers developers complete flexibility as an open source project.

Standard file formats in cellular imaging remain to be established, although many point to the
success of the DICOM standard in medical imaging as a possible platform on which to build.
Initatives such as the XML-based open microscopy environment (OME) and ExperiBase,
although both still nascent, might become standards for general quantitative microscopy that also
enable sharing of published HCS data (18,19).

The increased sample throughput of HCS, compared with standard fluorescent microscopy,
enables greater exploration of parameter space. Coupled with increasing resolution afforded by
multiplexed and time-resolved assays, HCS is positioned as the predominant tool to used address
the complexity of cell and tissue biology in the postgenomic era.
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Requirements, Features, and Performance of High Content
Screening Platforms

Albert H. Gough and Paul A. Johnston

Summary

High content screening (HCS) platforms integrate fluorescence microscopy with image analysis algo-
rithms and informatics to automate cell analysis. The initial applications of HCS to secondary screening in
drug discovery have spread throughout the discovery pipeline, and now into the expanding research field
of systems cell biology, in which new manipulation tools enable the use of large scale screens to understand
cellular pathways, and cell functions. In this chapter we discuss the requirements for HCS and the systems
that have been designed to meet these application needs. The number of HCS systems available in the mar-
ket place, and the range of features available, has grown considerably in the past 2 yr. Of the two general
optical designs, the confocal systems have dominated the high-throughput HCS market, whereas the more
cost effective wide-field systems have dominated all other market segments, and have a much larger mar-
ket share. The majority of available systems have been optimized for fixed cell applications; however, there
is growing interest in live cell kinetic assays, and four systems have successfully penetrated this applica-
tion area. The breadth of applications for these systems continues to expand, especially with the integration
of new technologies. New applications, improved software, better data visualization tools, and new detec-
tion methods such as multispectral imaging and fluorescence lifetime are predicted to drive the develop-
ment of future HCS platforms.

Key Words: Automation; confocal; drug discovery; fluorescence; high content screening; high-throughput;
imaging; microscopy; systems cell biology.

1. Introduction

High content screening (HCS) is a major new advance in cell analysis technology introduced
by Cellomics, Inc. (Pittsburgh, PA) in 1997. Fluorescence-labeling technologies were first com-
bined with electronic imaging technology more than two decades ago and have been used
extensively in basic research to study individual cells by light microscopy (I-3). However, the
innovation that drove the development of HCS, and what distinguishes HCS systems from the
many confocal and wide-field microscopes, is the integration and automation of the entire ana-
lytical process. HCS platforms automate the capture and analysis of fluorescence images of mil-
lions of individual cells in tens of thousands of samples on a daily basis, and have made
fluorescence-based cell analysis compatible with the needs of drug discovery (4,5), and systems
biology (6). There are now more than 10 models of HCS imagers established in the market (see
Table 1). Used in combination with appropriate probes, antibodies, fluorescent protein fusion
partners, biosensors, environmentally sensitive probes, and stains. HCS systems can be applied
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Table 1
Features of HCS Systems
System vendor Optics Autofocus Optical sectioning  Cost ($$) Other features
Single end point HCS
ArrayScan® VTI WF  Software Apotome $$ Incubation®
(Cellomics)
Discovery-1 WF  Software Software $ Brightfield”
(Molecular Devices) Laser?
InCell 1000 WF  Software $$ Dispenser®
(GE Healthcare) Laser Incubation®
Cell Lab IC 100 WF  Software video $$
(Beckman Coulter)
ImageExpress Micro WF  Software Software $ Brightfield/
(Molecular Devices) Laser®? Phase contrast?
CellwoRx (Applied WF  Software Software $ Uses cellomics
Precision) bioapplications
Kinetic HCS
KineticScan® WF  Software - $$ Pipetor
(Cellomics) Laser Incubation
ImageExpress 5000A WF  Software - $$ Pipetor
(Molecular Devices) Laser Incubation
Pathway HT WF CF  Software Nipkow disk $$ Pipetor
(Becton-Dickinson) Incubation
HT-HCS
InCell 3000 CF Laser Confocal $$$ Injector
(GE Healthcare) Incubation
Opera CF  Laser Disk scan confocal $$$ -
(Evotec)

The currently available HCS systems can be categorized by target application area, Single End Point HCS,
Kinetic HCS, and HT-HCS. Features listed are limited to those features, which distinguish systems. All systems
use either wide-field (WF) optics, confocal (CF) optics, or provide both. The approximate system costs are indi-
cated as $ < $200K, $$ = $200K-$500K, or $$$ > $500K, but will depend on the specific configuration.

40ptional features.

to many drug target classes, can be configured for simultaneous multiple target readouts (multi-
plexing), and can provide information on distributions and cell morphology, in addition to many
other fluorescence parameters. Image-based assays therefore provide multiparameter quantita-
tive and qualitative information beyond the single parameter target data typical of most other
assay formats, and thus are referred to as high “content” assays. In recent years there has been a
growing trend in drug discovery toward the implementation of cell-based assays, in which the
target is screened in a more physiological context than in biochemical assays of isolated targets
(7). Fluorescence microscopy, whether confocal or wide-field, is one of the most powerful tools
that cell biologists can use to interrogate biomolecules and investigate the molecular mecha-
nisms of the cell (§). HCS platforms are therefore being deployed throughout the drug discov-
ery process; target identification/target validation, primary screening and lead generation, hit
characterization, lead optimization, toxicology, biomarker development, and diagnostic
histopathology. Furthermore, these platforms are now spreading into the research markets for
applications in high-throughput biology (9-11).

The integration of new technologies in drug discovery by the pharmaceutical industry typi-
cally occurs in their high-throughput screening (HTS) groups. New technology integration is
largely driven by a need to increase throughput and capacity, the ability to enable screens for a
previously intractable drug target class, or to provide a novel method to rescreen high-priority
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targets in which the hits from other HTS formats fail to progress to quality leads. Dependent on
the complexity of the assay, automated imaging platforms might only provide relatively modest
throughput (10-30 K/d) when compared with other assay formats that are compatible with high
(10-100 K/d) or ultrahigh (>100 K/d) throughput (7). However, some high content assays are
also high throughput (12). Certainly imaging assays have provided a means to address many
intracellular target classes (kinases, phosphatatses, proteases, and so on) that were previously
challenging in cell-based HTS formats, and have provided novel methods to screen some target
classes (e.g., G protein-coupled receptors [GPCRs]) that were well supported by other assay for-
mats (8,12). Owing to the relatively lower throughput and higher complexity of the multipara-
meter data generated, discovery scientist initially deployed HCS platforms for secondary and
tertiary cell-based assays in hit characterization and lead optimization. However, as the HCS
platforms and reagents have continued to mature, and as the adopters of the technology have
gained more experience and understanding of its capabilities, HCS has been applied throughout
the drug discovery pipeline.

The automated, multiplexed cell assays possible on HCS platforms are applicable not only in
drug discovery, but also in basic biomedical research, especially in the emerging field of systems
cell biology (13-15). The analysis of complex cellular pathways and cell functions requires large
scale experimental approaches that take advantage of powerful reagent tools such as siRNA (5) and
controllable gene expression systems (16) for manipulating biological systems, in conjunction with
HCS systems such as those described here. Although fluorescence imaging microscope systems are
nearly ubiquitous in cell biology research labs, the applications have predominantly involved
detailed, high resolution analysis of macromolecular structures, localization of cellular compo-
nents, and measuring the dynamics of cellular functions, in a reductionist approach that has been
used to identify and characterize many pathways, and molecular intermediates (17). However,
understanding the complex interplay between these molecules and pathways, and the emergent cel-
lular functions, requires running larger numbers of multiplexed assays in a much more automated
way than is possible on current research imaging systems. As a result, the application of HCS sys-
tems in the academic research market is expected to grow rapidly over the next few years.

The market for HCS technologies has grown to more than $100M and includes the instrumen-
tation for automated image capture, reagents for sample preparation and staining, image/data
analysis software, image/data visualization software, and image/data database applications to
manage, and store the very large amount of data that these platforms can generate. In the past 2-3
yr the HCS instrument market has consolidated with many of the large HTS instrument vendors
acquiring the smaller independent imaging platform manufacturers to provide their offerings in
the HCS field. Amersham Biosciences (Piscataway, NJ) acquired Imaging Research Inc. (St.
Catherines, Ontario, Canada) and Praelux Inc. (Lawrenceville, NJ) as the foundation of their In
Cell Analyzer (INCA) 1000 and 3000 platforms, respectively, and then was acquired by GE
Healthcare (Giles, UK). Molecular Devices (Sunnyvale, CA) acquired Universal Imaging (West
Chester, PA) and Axon Instruments (Union City, CA) as the basis of their Discovery-1 and
ImageXpress 5000 platforms, respectively. Beckman-Coulter (Fullerton, CA) acquired Q3DM
(San Diego, CA) for their EIDAQ-100 platform, and Becton-Dickenson (Franklin Lakes, NJ)
acquired Atto-Biosciences (Rockville, MD) for their Pathway-HT platform. Even Cellomics, Inc.
the last of the independents and the company that created the HCS market, has recently been
acquired by Fisher Scientific (Hampton, NH). However, even as this first round of consolidation
is coming to a close, a new group of companies like Blueshift Biotechnologies (San Francisco,
CA) and Applied Precision (Issaquah, WA) are entering the market with a new crop of novel HCS
systems.

Although all of the HCS platforms were designed to meet common functional requirements
discussed more in detail later, a diverse array of imaging technologies that have been integrated
to meet these requirements. The systems discussed in this chapter will be limited to automated
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fluorescence imaging microscope systems designed for use in HCS. We will review the functional
requirements that drive the development of HCS systems, and discuss the various solutions that
have been used to achieve these requirements. It is important to keep in mind that the HCS
imager is only a component (albeit an important component) of a larger assay platform that
includes cells, reagents, image analysis applications, informatics, and automation (see related
chapters in this volume).
The goals of this chapter are to:
1. Provide an introduction to the fundamental features required of all HCS systems.
2. Identify the key features that distinguish current HCS systems.
3. Introduce new technologies that are likely to, or should be integrated into HCS systems to provide
expanded functionality.

2. System Requirements and Components

All HCS platforms require a process for the input and output of multiple microplates, mech-
anisms to position plates on a stage, the ability to position wells over the optics with precision
and reproducibility, a method to capture quality images, image analysis applications (algo-
rithms), data review tools, a mechanism for data management, and further analysis and visuali-
zation. The solutions offered by the many vendors of HCS systems vary in the degree to which
all these components are integrated and provided as part of a complete screening system. Here,
we will focus on the HCS imagers and software; discussion of the applications and informatics
tools can be found elsewhere in this volume. The basic requirements for an HCS imager are the
following:

Sufficient resolution and sensitivity to capture and analyze the cellular features of interest.
A field of view large enough to image multiple cells.

Spectral channels to distinguish multiple fluorescent labels.

Adequate speed to meet the needs of the planned screening volume.

Flexibility to address a wide range of assay requirements.

Al

Unfortunately, these requirements cannot be addressed independently, but are interrelated,
and therefore, the optimum design and configuration of an HCS system for a particular assay
requires an understanding of the relationships between these requirements.

2.1. Biological Application Requirements

The basic cellular features of interest for HCS assays (at present) include subcellular localiza-
tion and distribution; fluorescence intensity, and intensity ratios; texture within regions; cellular
and subcellular morphometrics; and the total count of a particular feature, such as nuclei or cells.
Numerical combinations of these features are also useful features, as are the correlations between
features, for example, colocalization. HCS platforms must be designed to acquire images with
sufficient contrast, resolution, and signal-to-noise ratio to allow image algorithms to extract these
features of interest. These features span a wide range of sizes, from hundreds of nanometers, to
hundreds of microns for colony features. A typical mammalian cell, attached and spread on the
bottom of a microplate might be on the order of 20-50 um across, with a nucleus of about 5-10
um in diameter. One hundred of these cells in a confluent layer occupy an area of about 400 um
on a side, depending on the cell type, plating density, and amount of spreading. Assays vary
widely in the maximum cell density that can be used. A cell-spreading assay naturally requires
subconfluent cells, whereas receptor activation assays can often be done using highly confluent
cells. The analysis of 100 to as many as 1000 or more cells, occupying an area as large as several
square millimeters, might be needed to achieve an adequate level of statistical significance.

The area of a cell 30 um in diameter is about 700 um?, or 700 pixels if sampled with 1 um
resolution. Except for very fine details, 700 pixels per cell provide adequate information on the
spatial distribution of components within the cell. More resolution might make the edges of a
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feature sharper or measures of the absolute size of an object more accurate, but chances are the
inherent variability in the biological feature or its labeling, will be much greater than the vari-
ability resulting from a small degree of under sampling. Optimally then, an HCS system would
have a field of view of several square millimeters with resolution around 1 um. Of course, some
assays will require more or less resolution than this as discussed later.

2.2. Fluorescence Imaging and Multiplexing

Multiwavelength fluorescence imaging, which provides the ability to specifically label and
detect multiple cellular components in a single preparation, is a key enabling technology for
HCS (15). Although other imaging modes, such as phase contrast or differential interference
contrast could be used in the context of an HCS assay, the limited availability of specific molec-
ular markers, and analysis algorithms has provided less incentive for vendors to incorporate
these imaging modes into HCS systems, although a few have (see Table 1).

All HCS platforms provide the capability of imaging multiwavelength fluorescence, acquir-
ing wavelength channels either sequentially or in parallel. Most systems use sequential acquisi-
tion, in which each fluorophore is separately excited and detected on a single monochrome
camera. For assays with reasonably bright fluorescent labeling this method can be moderately
fast and is the most cost effective. Channel selection is commonly accomplished using a fast
excitation filter wheel combined with a multiband emission filter; however, single band emission
filters can be used to improve selectivity. The majority of systems come with filters for common
fluorescent probes and can distinguish up to four labels in a single preparation with minimal
crosstalk between channels. Crosstalk arises from overlap in the spectra of the fluorophores, and
the bandwidth and nonideal performance of filters (18). The imaging performance of an HCS
system, especially in terms of sensitivity, signal to background and signal-to-noise, will depend
strongly on the selection of the fluorophores and the filter performance. The optimum filter con-
figuration would be designed precisely for a specific set of fluorophores, the light source and the
detector spectral sensitivity (19). However, systems normally come with filter sets designed for
a handful of the most commonly used fluorophores, and thereby meet the needs of most assays.

Two HT-HCS systems, the INCA 3000 (G.E. Healthcare), and the Opera (Evotec
Technologies), are available with multiple cameras, which allow simultaneous imaging in three
or four emission channels, respectively. The multichannel detection allows these systems to scan
multicolor HCS preparations very fast. Taking advantage of this parallel detection capability;
however, requires careful choice of fluorescent labels to avoid spectral overlap. This is especially
problematic with near UV excited fluorophores like DAPI and Hoechst DNA labels that have
broad blue emission bands, which overlap the green fluorescein (or green fluorescein protein
[GFP]) emission channel. Of course the blue channel can be acquired independently, but this
diminishes the speed, and therefore the value, of the parallel detection capability. Proposed com-
binations of fluorophores should be carefully evaluated for crosstalk early in the system selection
and assay development processes.

2.3. Light Sources

To achieve the highest throughput, fluorescence imaging systems require high-intensity illu-
mination sources such as lasers or arc lamps. Confocal scanning systems generally use lasers,
which can be provided with as much power as needed to minimize scan times. Because lasers
produce sharp emission lines, multiple lasers must be combined to provide the multiple wave-
lengths needed for multiplexed HCS assays. However, the cost of purchasing and maintaining
multiple laser systems can be quite high, limiting the excitation wavelengths provided on laser
scanning systems. The majority of HCS systems, the wide-field microscope systems, use one of
three common types of broad-spectrum arc lamps, mercury, xenon, or metal halide, all of which
provide good intensity, with broad spectral distributions. The broad-spectrum arc lamps, coupled
with a wide array of interference filters, provide flexibility to use nearly any fluorescent probe.
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The high power available from laser illumination allows faster scan times, but limits the choice
of probes to those that fit in with the specific wavelengths available and can cause photobleach-
ing, and induce phototoxicity (see Chapter 11).

2.4. Throughput: Balancing Resolution and Field of View

As HCS systems are designed for the analysis of large numbers of specimens, throughput is
always an important consideration. The throughput achieved in a HCS assay will be impacted by
many factors; automation and instrument design, the nature and quality of the fluorescent samples
to be imaged, and the specific biological requirements for the assay. Although the user has little
control over the instrument design, except when selecting a system, there are some important con-
figuration options that can significantly impact the throughput of an assay on an HCS system.

The choice of objective to use for an assay will have the greatest impact on performance and
throughput, affecting the resolution, field of view, detection sensitivity, and algorithm perform-
ance (20,21). Because resolution and field of view are inversely related, higher resolution results
in a smaller field of view with fewer cells per image, and longer scan times. In general, for HCS,
the optimum balance between resolution and field of view is usually just enough resolution to
reliably measure the feature of interest. This is very different than most basic research applica-
tions of cell imaging in which throughput is usually limited by the interactive analysis process,
and higher resolution images are needed for visual analysis. Thus, the choice between resolution
and throughput is different for HCS and research imaging applications, and therefore the two
approaches can be used in concert.

Most vendors supply standard long working distance objectives with magnifications from x5
to x40. These objectives are designed for use with thick (0.5-1.1 mm) substrates, like those most
often found on clear bottom microplates, and provide sufficient clearance to image all the wells
on nearly all plate designs, without mechanical interference. Table 2 lists the magnifications of
some typical objectives used for HCS, and properties related to their performance. The optical res-
olution of a microscope depends on the numerical aperture (NA) of the objective lens and the
wavelength of light, and is commonly defined to be 0.6 A/NA. For a typical HCS imager with a
standard x10 or X20 long working distance objective, the NA will be 0.3-0.4. When used to image
fluorescence emission at 550 nm, the resulting optical resolution will be about 1 um (see Table
2). However, the resolution captured in an image also depends on the sampling resolution of the
camera and the magnification of the system. Typically the magnification is simply that of the
objective in use, but some HCS systems also include secondary optical magnification elements.
Nearly all HCS systems provide a means to vary the sampling resolution of the detector. For the
systems in Table 1, all of which have a CCD camera as the primary detector, the resolution can
be varied by a process of combining the signal from multiple pixels on the chip into a single pixel,
a process known as binning. For example, a commonly used CCD camera with 6.45 um pixels,
might be binned 2 x 2 to give an effective pixel size of 12.9 pm. When 2 X 2 binning is combined
with a X10 objective, the sampling resolution in the specimen plane would be 1.3 pum.

By comparing the optical resolution to the image resolution in Table 2, it can be seen that this
binning mode results in a small loss of the available optical resolution. Although higher resolu-
tion would capture more information, there are several advantages to imaging with the lower res-
olution. First, binning 2 X 2 effectively increases the signal per pixel fourfold allowing the use
of shorter integration times and the detection of lower intensities. Second, imaging with a lower
resolution x10 objective, instead of a X20 objective, gives a fourfold greater field of view, and
therefore four times as many cells. Third, the analysis of higher resolution images, especially
when using processor intensive functions, can take much longer. However, when the assay sim-
ply needs more resolution there are two choices, move to higher magnification or stop binning.
The right choice depends on the particular assay constraints. For assays with bright labeling, that
can tolerate the fourfold decrease in sensitivity as a result of not binning, staying at x10 and
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Table 2
Typical Imaging Performance Parameters of HCS Systems
Working Optical Image Field Typical

Magnification NA distance  Binning Relative  resolution resolution of view cell
xX) (NA) (mm) (nxn)  sensitivity (um) (um) (um) #)
Long working distance objectives

5 0.25 12.5 2 1.9 1.3 2.6 1320 1200
10 0.3 5.6 2 1 1.1 1.3 660 300
20 04 7.9 2 0.8 0.8 0.6 330 75
20 04 7.9 1 0.2 0.8 0.3 330 75
40 0.6 3 2 1 0.6 03 165 20
High NA objectives
10 0.5 2 2 7.7 0.7 1.3 660 300
20 0.75 0.6 2 9.8 0.4 0.6 330 75
20 0.75 0.6 1 2.4 04 0.3 330 75
40 0.75 0.7 2 2.4 04 0.3 165 20

The selected optical configuration parameters, magnification (with associated NA and working distance), and
camera binning, affect the performance of an HCS system, as indicated by the relative sensitivity, resolution, and
field of view. The magnification, NA, and working distance presented here are typical of the microscope objectives
available for use on HCS systems. The most common camera binning modes, 2 X 2 and 1 X 1 affect the relative
intensity and image resolution as follows. The relative intensity is proportional to (binning)? X (NA)*(Mag)?, and
is calculated relative to the 10 x 0.3 NA objective in binning mode 2, which is assigned a value of 1. The image
resolution is calculated as (binning) X (pixel size)/(magnification), in which pixel size is taken as 6.45 pm, a com-
mon camera pixel size on many HCS systems. The optical resolution is calculated as 0.6 A/NA, using a wavelength,
A =550 nm. The field of view is the width and height of the region imaged in the specimen, assuming a square
array of 1024 pixels and is calculated from 1024 X (pixel size)/(magnification). Typical cell number per field is pro-
vided for reference and assumes cells are confluent with a 25 um diameter.

using the full resolution of the camera maintains a larger field of view. But if signal is limiting,
it might be necessary to move to xX20, to achieve higher resolution while maintaining sensitivity,
and accept the extra time required to image four times as many fields. Optimization of the HCS
system configuration can yield significant gains in overall assay throughput.

The Acumen Explorer (TTP Labtech) is a laser-scanning device with a wide field of view and
just enough spatial resolution to distinguish between cytoplasm and nuclear localization, but not
much more. Four fluorescent channels are recorded using photomultiplier tubes, which are dig-
itized in sync with the scanning. The Explorer is a good example of the extreme in giving up res-
olution for field of view and speed. Scan times are very fast, on the order of 10-20 min, to scan
the whole area of all the wells of a microplate, regardless of format (96, 384, or 1536). It also
uses a unique software approach in collecting a defined set of features from every plate, extracted
on the fly, without actually creating and saving images. Certainly, the Explorer is not a multipur-
pose HCS imager, but it can provide a cost effective solution in which speed is the primary
requirement, and only very low subcellular resolution is needed.

2.5. High NA Objectives: For Improved Optical Performance

Some vendors offer “high NA” objectives for use on their systems. Often these are high
quality, highly corrected objectives. These objectives usually have a very flat field, are typi-
cally corrected for focus at three wavelengths, and the high NA provides improved sensitivity.
Table 2 shows a comparison between these “high NA” objectives and the standard objectives.
The most striking difference is the 2.4—10 X increase in relative sensitivity. The relative sensi-
tivity, which is proportional to the fourth power of the NA and inversely proportional to the
square of the magnification (see Table 2), is the main reason research microscopists nearly
always go for the highest NA objective available. However, for HCS applications, high NA
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objectives are not always the best choice. First of all, the high NA microscope objectives pro-
vided for use on HCS systems are designed for a very specific optical setup, imaging speci-
mens on a 170 um thick cover slip glass with a refractive index of 1.515 and air between the
objective and cover slip. Unless these conditions are precisely met, the imaging quality will
be degraded. Only some glass bottom microplates currently meet these requirements, and they
are still relatively expensive ($15-20/plate). Some 96- and 384-well plates with thin plastic
bottoms (100-200 um) can be used with high NA objectives, although a reduction in imaging
resolution will result from any deviation of the thickness and refractive index from the optical
design conditions. Second, the short working distance of these objectives (see Table 2) limits
the ability to access the outer wells of many microplates. Third, the high NA also results in a
smaller depth of field (higher axial resolution). On systems that rely on image-based focusing,
this shallow depth of focus requires smaller focus step sizes and more frequent focusing when
moving from field-to-field within a well, which can add to scan times. In situations in which
the constraints on using high NA objectives are acceptable, the significantly higher sensitivity
might be useful for assays with low signal intensity.

2.6. Autofocus Systems and Performance

Reliable autofocus is essential for all HCS systems and is arguably one of the most difficult chal-
lenges. All HCS systems focus well most of the time, but even slightly soft focus 1% of the time can
be a problem when screening. There are several challenges to providing reliable autofocus.

1. The autofocus must be fast, because even one second per well adds more than 6 min to the overall scan
time on a 384-well plate.

2. The best focus must be precise within a few microns, depending on the objective in use.

3. The bottoms of microplates are universally bowed, typically by more than a hundred microns corner to
center. Variability in the z-position of the well, from one well to the next on a 96-well plate, can easily
be more than 50 pm.

4. The thickness and surface quality of plastic bottom plates varies. Glass-bottom plates provide a much
smoother and uniformly thick substrate, but the bottoms are still bowed, and the plates are generally
considered too expensive to be used routinely in most labs.

5. Plates are often contaminated with dust or fine fibers that are highly fluorescent when illuminated by
UV light, and therefore interfere with focusing.

6. Finally, the z-position of the cellular feature of interest relative to the substrate can vary significantly,
especially in a thick confluent layer of cells.

Three different autofocus solutions are in use today on HCS systems, all of which are based
on sound principles, but there are certain to be some differences in the performance that
depend on the implementation and the specimen preparation. The three autofocus solutions for
HCS are based on image analysis, specular reflectance, or video signal processing. In all
cases, autofocus involves feedback between the focus drive and a focus parameter, which is to
be maximized by changing the focus position. The three solutions differ principally in the
focus target and the method used to determine the focus parameter. Nearly all image analysis
based autofocus systems, image a target fluorescent label in cells, commonly nuclei but any
feature of interest could be targeted, and use an algorithm to measure relative sharpness in the
image. Specular reflectance systems project a small spot of illumination onto the substrate and
maximize the intensity of the reflected light. This microscope focus method was originally
developed for, and is widely used in semiconductor wafer inspection systems. In contrast to
the image-based systems, the specular reflectance autofocus systems focus on the substrate,
optimally the interface between the water (or media) in the well and the well bottom, the sur-
face to which the cells are attached. The last method, video signal analysis, is normally used
in a brightfield-imaging mode such as phase contrast to achieve a good signal-to-noise ratio in
a single video frame.
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Sophisticated software focus methods have the advantage of focusing on a feature of interest,
ensuring sharp focus for that feature. The most sophisticated are designed to ignore dust and other
contaminants when finding focus. Laser focus is very fast but the focus quality relies on a smooth
substrate and a consistent position of the feature of interest relative to the substrate. Focus based
on video signal processing is also very fast and focuses directly on the cells, although not neces-
sarily the cellular feature of interest. All the focus methods should work well on cells, which are
well spread on the substrate and therefore very thin, especially with magnification of X10 or less,
because of the large depth of field. Although laser and video-based focusing are certainly faster
than software focus methods, the impact on speed is only significant for HT-HCS, in which
upwards of 50,000 assays a day must be run.

2.7. Detectors

The ideal detector for quantitative fluorescence imaging has high sensitivity, broad spectral
range from the near infrared to near ultraviolet wavelengths, high dynamic range, and a linear
response. Scientific CCD cameras have all these features, and all of the systems listed in Table 1
use a scientific grade CCD camera. Furthermore, many of the systems use the same camera or at
least the same CCD detector in the camera. Of the systems, only the camera on the INCA 3000
is of a significantly different design, and that is principally because of the design of the system.
Because the INCA 3000 is a line scan confocal system, it uses three line scan CCDs, one for each
emission channel, rather than the two-dimensional CCD cameras used on the other systems. Some
vendors offer alternative cameras with improved sensitivity and performance. For example, the
new ImageExpress Micro (Molecular Devices) (Table 1) is available with either the CoolSnap ES
(Photometrics, Tucson, AZ) or the higher sensitivity, lower noise, lower dark current CoolSnap
HQ. The added cost of a higher performance camera will, in most cases, be offset by improved
performance, and therefore is usually money well spent.

2.8. Summary

In summary, HCS systems provide flexibility to allow the optical configuration to be cus-
tomized to address a wide range of specific assay requirements. The performance of an HCS sys-
tem depends not only on the design, but on choosing the optimum configuration to meet the assay
requirements. To take advantage of the flexibility in resolution, field of view, speed, and multiwave-
length imaging, assay developers need to understand the relationships between configuration
options, and determine the critical elements of the imaging requirements for each assay. For exam-
ple, when running a Transfluor® (Xsira Pharmaceutical Inc., Research Triangle Park, NC) GPCR
assay on the INCA 3000 platform, using Draq 5 to stain the nuclei of B-arrestin-GFP expressing
cells avoids crosstalk and allows imaging both fluorophores with a single pass, collecting the emis-
sions on separate red and green CCD cameras. By selecting glass bottom plates with the appropri-
ate seeding density, only a single field of view will be required, and the width and length of the
scan can be reduced to speed up image capture further. Binning 2 X 2 will also reduce scan times.
Under these conditions, scan times of 8—10 min/384-well plate are attainable. However, scan times
will increase significantly for other assays with different combinations of fluorophores in which
more than one pass is required for excitation, or multiple channels of florescence and fields of view
might need to be acquired. When comparing throughputs on different imaging platforms, it is good
practice to run as many distinct biologies and combinations of fluorophores as possible, collecting
data on instrument performance under a wide range of conditions, not just optimal conditions.

3. Imaging Software Solutions

A critical component of any automated imaging platform is the software, it serves to control
and set up the instrument for image capture, but perhaps more importantly provides tools for
image/data analysis, image/data visualization, and must integrate into a database application to
manage and store the large volume of data generated (22).
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3.1. Acquisition and Control Software

During the development and optimization of image-based assays, a number of experimental
parameters will be established that impact how the instrument must be set-up to capture the
images. The number and types of fluorescent probes to be imaged will determine how many sep-
arate channels or passes will need to be collected, and which excitation and emission filters are
required. The quality, reproducibility, and intensity of the fluorescent signal can affect whether
auto-exposure or fixed exposure will be utilized, and the optical resolution required will deter-
mine, which objective will be employed. The cell seeding density and/or the relative frequency
of the response being measured in the total population of cells will impact the number and/or the
size of the image fields that need to be captured. For instruments with confocal capability, the
appropriate focal offset must be selected based on a previous Z-stack analysis. Many of these
instrument settings are either controlled by the software or have to be selected in the software,
along with other experimental details such as the plate density, and number of wells to be
imaged. It is important that the instrument setup procedure and software should be both intuitive
and straightforward.

3.2. Image Analysis Software

There are multiple levels of image analysis/processing; at the pixel level, the object level, the
semantic concept level, and the pattern and knowledge level (22). Raw and filtered digital
images are made up of pixels, or gray values captured by a CCD camera. The pixels are
assigned to objects established through segmentation. Segmentation methods include marker-
based, object-based, or contour-based segmentation. Information about the objects in an image
is condensed into features such as intensity, color, shape, and texture. Objects and regions can
be classified into user-defined categories based on these features or properties. A variety of
object classification approaches are available; decision rules defined by the user as a set of
boundary conditions, fuzzy decision rules that permit a gradual transition between classes, clus-
tering methods that distinguish groups of similar objects based on a similarity measure defined
on a set of features, and supervised learning methods such as neural networks or support vec-
tor machines (22). Image analysis algorithms derive quantitative and qualitative measures of
features such as object count, width, length, spatial distribution, motion, behavior over time,
and feature ratios, which are calculated on a per cell basis and/or as a well (population) average
(see Chapter 6).

Research fluorescence microscope imaging platforms typically utilize software packages
such as Image-Pro (MediaCybernetics, Silver Spring, MD) or MetaMorph (Molecular Devices),
for the acquisition, analysis/processing, archiving, and retrieval of raw and enhanced digital
images. These software packages are designed for interactive image analysis and provide the
high levels of flexibility and complexity that are required in a research environment. Most HCS
platforms are operated by scientists that are not image processing experts, and therefore require
more user friendly, or turnkey solutions to image analysis. More importantly, HCS is a produc-
tion operation requiring methods that perform consistently and efficiently, and therefore requires
applications that are designed and validated to be robust and efficient. Once again, research flu-
orescence microscopes and HCS systems can be used very effectively in combination to address
a wide range of biological applications (for more information, see Chapter 1).

HCS platforms typically provide a number of canned algorithms to address specific biological
applications (see Table 3). These automated image analysis algorithms produce a set of relevant
features that might be tailored to specific biological applications (22). The user identifies the
objects and features to be extracted automatically from every image by adjusting algorithm param-
eters before running the analysis procedure. Although these canned algorithms limit the power of
the image analysis application, too many options might be bewildering to the inexperienced user,
or might significantly impede the assay development process. It is important therefore, that the
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Table 3

Software Applications Available From HCS System Vendors

Category Cellomics, Inc. GE-Healthcare Molecular devices Becton-Dickenson Beckman-Coulter
Translocation Cytoplasm to nucleus Nuclear trafficking Nuclear translocation Nuclear translocation Nuclear-cytoplasmic
translocation analysis module translocation
Cytoplasm to cell Plama membrane Translocation Invasion and motility
membrane trafficking analysis
translocation module
Molecular translocation
Kinetic molecular translocation
Cell motility
Cell cycle Mitotic index Cell cycle analysis Mitotic index Cell cycle
module
Cell cycle analysis Cell cycle Regulation of protein
expression in the cell cycle
GPCR Receptor internalization Granularity analysis  Transfluor® GPCR validation report

Neurite outgrowth
Morphology

Cell health

General applications

GPCR signaling
Spot detector
Neurite outgrowth I

Extended neurite outgrowth

Cell spreading
Morphology explorer
Live/dead
Multiparameter necrosis

Multiparameter apoptosis

Cell health profiling
Micronucleus detection
Compartmental analysis

Kinetic compartmental
analysis

module

Neurite outgrowth

Object intensity
analysis module

Bead analysis module

Neurite outgrowth

Angiogenesis tube formation

Monopole detection
Live/dead

Cell health

Cell proliferation

Granularity

Count nuclei
Cell scoring

Live/dead

Apoptosis

Mitochondrial
dysfunction

Steatosis

Ion channels and ratio
imaging

cAMP

GPCR activation

Proliferation and apoptosis

Aggregate formation

Transiently transfected
cell populations
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automated image analysis software is intuitive and easy to navigate so that setting and validating
the parameters for image segmentation, object identification/classification, and feature calculation
are user friendly. The selection and optimization of the final image analysis parameters typically
involves the use of a training set of images, most commonly the assay controls for the top and bot-
tom of the signal window. Assay development might be done independently of the instrument, if
the fully functional software is provided for offline use, such as the Cellomics, Inc. HCS toolbox.
At the time of writing, the number of image analysis algorithms and the variety of biological appli-
cations addressed varied significantly between the HCS platforms, with the ArrayScan® Reader
(Cellomics, Inc.) having the most extensive portfolio (Table 3). However, as users become more
experienced or require methods for biological applications not adequately addressed by the avail-
able image analysis algorithms, it will become a requirement that image files can be exported to
more powerful image analysis software to develop customized algorithms for analysis offline.
Equally important, platforms will need to provide a process to import customized algorithms, and
other software tools into their software. Another level of complexity is associated with the image
analysis of multiplexed target readouts. Most of the basic canned image analysis algorithms require
that separate target channels be analyzed independently, whereas many of the more advanced algo-
rithms, such as Cellomics” Compartmental Analysis application, have been designed to handle mul-
tiplexed target readouts (see Chapter 5).

3.3. Data Mining

In addition to the image analysis algorithms, the automated imaging platform software must
provide an integrated environment that supports visual data mining (22). There are several lev-
els that the software must achieve. First, when the instrument is acquiring images from a set of
screening plates the software must be able to monitor and display the progress of the run in real
time. This should include views to assess how the screening run is progressing at the plate level,
plate views that illustrate which well is being imaged together with some representation, for
example, a heat map, of the results for wells already imaged, and image views of the fields being
captured for that well. These views serve to provide the operator a degree of confidence that the
robotic plate loader is functioning, the instrument has been set up correctly and is acquiring qual-
ity images, the image analysis algorithm has been appropriately optimized, and that the data for
the plate controls are consistent with expectations. Second, the software must provide a means
to inspect and interpret the multiparameter analysis results in the context of the images, the raw
data, the experimental conditions and procedures utilized. The user needs interactive software
that allows them to assess the quality of the experiment and programmed analysis (22). In addi-
tion to the specific target readout that the algorithm provides, the software should allow the user
to mine the data to extract additional parameters such as morphology features, apparent cytotox-
icity, or potential artifacts such as fluorescent compounds. The ability to toggle between the
images (both fields and individual cells) and the data views is critical, and some software pack-
ages like that provided with the Cell Lab IC 100 platform (Beckman-Coulter), and others, allow
the user to pick points or groups in a data viewer and pull back the individual cell images in a
gallery. These tools enable the user to view the images from obvious outliers in the data set and
can often provide a means to identify a plausible underlying cause, for example, cells that are in
mitosis. Third, the software must provide tools to visualize, manipulate, and compare the multi-
parameter data and images, to help recognize high-level patterns and relationships that might
assist interpretation of the data (8,15,22). If the data visualization tools are limited, they should
provide user friendly methods to extract and export multiparameter data, at both the cell and well
levels, to more powerful external data visualization and analysis packages such as Spotfire®
(Spotfire, Somerville, MA) or S-plus® (Insightful, Seattle, WA). If images are to be analyzed
postacquisition, rather than in real time, additional fully functional software seats beyond that
loaded on the instrument will be required. Additional copies of software might also be required
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to facilitate data sharing both on site and in a global organization. Although this might require
more copies of the fully functional software, for some purposes simpler data viewer functional-
ity might be adequate. The number of copies and/or cost of software seats that the vendor pro-
vides beyond that loaded on the instrument should be considered when selecting a platform to
purchase (see also Chapter 23).

3.4. Data Storage and Management

Automated imaging platforms that are operated for HCS purposes generate large amounts of
data and it is critical that these data be securely stored and effectively managed in a database
(22). In addition to the large raw image files, the data model also needs to capture and integrate
the associated metadata together with the data generated by the image analysis/processing algo-
rithm and information from corporate databases to provide an effective data-mining environment
(22). The metadata includes the nature of the samples, the experimental conditions, and the pro-
cedures used to acquire and analyze the images. The image-derived information includes the
objects, features, classifications, and calculated data. In addition to the sheer amount of image
data that needs to be managed and stored, the integration of these different data sources presents
a significant challenge (22). As the raw and derived data might be utilized to draw important con-
clusions about the actives, hits, and leads from drug discovery programs, these data must be
archived, and stored in an unmodified form for scientific and regulatory reasons. The database
should therefore provide user friendly and efficient methods to query and retrieve the images and
data for review, and potentially for reanalysis. At the time of writing, only Cellomics and
Molecular Devices were offering complete database solutions with their HCS platforms (see also
Chapter 20).

4. Comparison of HCS Platforms

All of the HCS imagers available today are optical microscope systems principally designed
for fluorescence imaging, but in some cases providing additional imaging modes. For the lab
looking to add capability in HCS, as well as for the HCS veteran looking to add capacity, the array
of choices for HCS systems today can be daunting. Table 1 lists the established HCS readers at
the time of writing. Although an extensive comparison of all the features and options for every
system might help drive the choice, interpreting the matrix of features would be complicated.
Instead the systems will be compared based on design features and target application areas.

4.1. Optical Designs: Confocal vs Wide-Field

The HCS readers can be broadly divided into two optical design types, confocal scanning
or wide-field imaging. All confocal scanning systems work by illuminating the specimen in
one or more small regions (spots or lines) and building up an image by scanning the illumina-
tion through the specimen while measuring the emission in synchrony with the scanning.
Confocal HCS systems can be further divided based on illumination scan design, with systems
available which use point scanning, line scanning, and multipoint scanning (e.g., spinning
disk). In contrast, wide-field imaging systems illuminate a “large” area of the specimen, and
directly image that area all at once. A direct comparison of the performance of wide-field and
confocal microscope systems concluded that wide-field microscope systems perform better
(have a higher signal-to-noise ratio) on thin specimens such as monolayers of cells, whereas
confocal systems perform better on thick specimens such as tissue sections and multilayer cell
preparations (23). When imaging the microtubule cytoskeletal organization in Toxoplasma
gondii, the same authors reported that the submicron, weakly fluorescent structures could not
be reliably captured by point scanning laser confocal imaging, but were successfully imaged
by wide-field microscopy (24). It is difficult to draw a definitive conclusion from these limited
comparison studies, especially given the number of different confocal systems and confocal
designs available in the market place, but some useful observations can be made. Confocal
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systems have a definite advantage in rejecting background fluorescence from material outside
the plane of focus, either because of the specimen being significantly thicker than the depth of
field, or because of some fluorescent component in the surrounding media, such as excess
label. However, on dim specimens, wide-field systems have an advantage in much longer inte-
gration times per pixel. For example, the integration time per pixel for a megapixel image
acquired on a wide-field microscope will be a million times longer than the dwell time per
pixel on a point scanned confocal image with comparable total acquisition time. Line scanning
confocal systems and multipoint disk scanning systems are somewhat better in this regard, but
still the dwell time per pixel is relatively short. Increasing the illumination intensity compen-
sates for the short dwell time, but is ultimately limited by saturation of the fluorophore, and
also results in undesirable photobleaching and phototoxicity (25). Longer integration times
can be used to improve the signal-to-noise of weaker fluorescence, but this compromises the
throughput of the system.

Of the 11 HCS systems in Table 1, only three have confocal capability; the Pathway HT, the
INCA 3000 and the Opera. The ArrayScan VTI offers a unique option, the Apotome (Carl Zeiss,
Jena, Germany), which uses a grating illumination device to generate optical sections (26). This
device can easily be inserted when optical sectioning is needed and the cost is nominal compared
with true confocal imaging systems. Although it does not reject background fluorescence like
confocal systems, it does subtract it, and for occasional assays requiring measurement of a sin-
gle cell layer in a clump or colony, isolating cells grown on feeder layers, or moderate solution
background, the Apotome is certainly a cost effective solution.

Confocal HCS imagers are more complex, require more expensive light sources, and there-
fore are typically more expensive than wide-field HCS systems. Even though the majority of
imaging applications perform well on wide-field HCS imagers, there is a perception that confo-
cal capability is desirable, perhaps because many assays have their genesis on stand alone con-
focal microscope platforms. The decision on whether the HCS platform should be a wide-field
or confocal imager should largely be driven by the scope and nature of the biologies that will
need to be addressed. For assays on single layers of cells, confocal detection might not be nec-
essary, and results in some loss in signal. For live cell imaging, the lower illumination intensi-
ties of wide-field imaging will cause less perturbation of the cells. For assays with a high
solution background, confocal detection will be an advantage, but in most cases, solution back-
ground can easily be washed away. For thick, multilayer cell preparations, confocal imaging will
certainly be an advantage. It is fair to say that both types of systems have a wide range of appli-
cability in cell and tissue analysis.

4.2. HCS Systems Optimized for End-Point Assays

The HCS readers designed for fixed cell assays are generally the simplest in design, from
both the hardware and software perspective. These readers can be easily integrated with a wide
range of automated plate loaders to create a screening platform with a capacity to analyze on
the order of 10-25,000 wells per day, depending on the assay complexity. All are of the wide-
field optical design, owing to its well-deserved reputation for flexibility and high performance
to cost ratio. These include the least expensive HCS systems, listed in Table 1 for <$200K
(cellWoRx, Discovery-1, and ImageExpress Micro) and three somewhat higher cost systems for
>$200K but <$500K (Table 1). However, it should be noted that in addition to the listed instru-
ment costs, the actual cost of any HCS system will depend on the options selected, the addi-
tional image analysis algorithms purchased, the number of software seats provided, and the
purchase of hardware and software for a database solution, all of which contribute significantly
to the bottom line.

The fixed end point cell reader is the largest category of HCS systems and by far the largest
installed base. The available systems (see Table 1) consist of five relatively compact bench-top
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units, and one floor standing unit. The fifth generation ArrayScan VTI platform, the Discovery
1 and the INCA 1000 might be considered standards against which all other systems will be
compared. The cellWoRx has been in production for less than a year, and the ImageExpress
Micro is a recent launch.

The optical designs of five of these six imagers are essentially the same, including the illumi-
nation systems, lenses, and cameras, suggesting there will be very little difference in the imag-
ing performance. The cellWoRx system from Applied Precision offers an innovative new optical
design. The illumination system uses light guides to deliver the fluorescence excitation directly
to the specimen in a “dark-field”-like arrangement. The principle advantage of this design is that
there is very little backscatter, and it eliminates the need for a dichroic mirror. The result is flu-
orescence imaging with very low background. Although this technology is new to HCS, Applied
Precision pioneered this illumination system for use in their arraywoRx® Biochip readers, which
have outstanding performance.

The other differences between these systems are principally in a few specific features and the
available options. The Discovery 1 and INCA 1000 both offer laser autofocus as a standard fea-
ture, whereas on the new ImageExpress Micro it is an option. The Cell Lab IC 100 has a unique
and fast video autofocus system. Although fast hardware focusing is an essential feature on HT-
HCS systems, for low to medium throughput applications, a well-implemented image autofocus
algorithm might be more reliable, if not as fast. The two systems from Molecular Devices also
offer a transmitted light option, although at present there are few validated algorithms available
for this imaging mode. A few of the systems also offer an environmental control option, allow-
ing these systems to be used for simple kinetic studies with manual or off system pipeting, as
well as live cell end-point assays. Overall, the fixed cell HCS systems offer excellent perform-
ance and are the lowest cost systems.

4.3. Live Cell Kinetic Systems

The live cell kinetic HCS systems are significantly more complex. In addition to simply
scanning a plate, the live cell systems require on board liquid handling for stimulus—response
assays and an environmental control system. They also require sophisticated acquisition soft-
ware with provision for scheduling various sequences of reads and liquid additions, scan
sequences that accommodate a wide range of biological timing, and sophisticated software
applications for analyzing the time-course of the response. The assay developer must be con-
cerned with the status of the cells during the assay, whether the reagents impact the biological
processes being assayed, and whether the system itself, through optical, or even mechanical
stimulation, might affect the biological response. However, with careful system and assay
design, these difficulties can be addressed and valuable information collected. Access to live
cell kinetic capability can significantly enhance the assay development capability for fixed end
point HCS assays. Although, live-cell systems could double as single time-point fixed cell
imagers, the additional features, and cost might not be warranted unless a significant propor-
tion of live cell assays will be run.

Of the 11 HCS systems in Table 1, four have been designed for live cell capability; the
KineticScan® (Cellomics, Inc.), the Pathway HT (Becton-Dickinson), the ImageXpress 5000A
(Molecular Diagnostics), and the INCA 3000 (GE Healthcare). The KineticScan pioneered the
integration of a general purpose pipeting device with an HCS imager in order to provide flexi-
bility for single cell kinetic analysis of many cells in many wells. The ImageXpress S000A pro-
vides a similar configuration of pipetor and reader. The Pathway HT presents a variation on this
concept, with a single channel pipet and a unique optical design in which the plates remains sta-
tionary, whereas the optical system moves to scan the plate. The goal of this design concept is
to avoid movements, which could cause mechanical stimulation or motion of unattached cells.
The Pathway HT also provides the ability to switch to a Nipkow disk confocal acquisition mode
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for assays that require sectioning, background rejection, or for three dimensional analysis dur-
ing assay development. The INCA 3000 utilizes two peristaltic pumps for making additions to
wells, but with a 7-mL dead volume and a limited flexibility in pipeting, the live cell imaging
capability is severely restricted.

Because live cell kinetic assays are more challenging to implement, requiring interaction
between liquid handling and imaging, and more complex algorithms, the selection of a system
is better made on the basis of software, and supported applications rather than specific hardware
features, the importance of which might be difficult to assess. Demonstration of a validated assay
is always the best evidence that a system will provide all the required features, and that the ven-
dor is ready and able to support customers’ assay development needs.

4.4. HT-HCS

Achieving high throughput on an HCS system, which means routinely scanning more than
50,000 wells/d, is by no means an easy assignment. In fact, stopping to take images is one of the
main impediments to fast scanning. Taking multiple images per well, whether they are of differ-
ent wavelengths or fields, further slows the scanning process. Finally, taking time to focus, and
mechanically switch components takes even more time. The INCA 3000 and Opera systems
have been designed to minimize these time wasting operations and thereby quickly and effi-
ciently scan a plate. However, there is a significant premium to be paid for this technology, and
the solutions are not without their tradeoffs, as discussed later. These are the two most expensive
HCS systems costing between $800K and $1M.

The INCA 3000 is a confocal line scanning reader, which projects a line of illumination into
the specimen, and images the fluorescence emission simultaneously on three CCD line cameras.
This system is capable of high resolution in X, Y, and Z. The multiwavelength line imaging
allows for continuous scanning of the specimen from one end of the plate to the other; however,
most often the system is used to image one field at a time. The speed of the INCA 3000 depends
on the use of fluorophores with little or no crosstalk between channels, binning the camera, and
an appropriate cell seeding density that allows imaging only a single field of view, and a reduc-
tion of scan length and width. If the use of a particular fluorophore requires taking a second
image to avoid crosstalk, the scan time will essentially double, and the speed advantage will be
lost. The INCA 3000 acquires and saves images, which can be analyzed on the fly, or postacqui-
sition, using standard image processing routines to produce feature sets appropriate to the assay
being run. The operating software was not designed to function as a slave to a robot, which
makes the integration of automated plate handlers challenging. The INCA 3000 has an environ-
mental chamber, two peristaltic pumps for pipeting, uses three independent lasers, and three
CCD cameras, all of which contribute to largest footprint for all of the HCS platforms.

The Opera is also a confocal imaging system, that uses a high performance spinning disk with
integral lenses to provide significantly higher sensitivity than that achieved by standard Nipkow
disk confocal designs, like that used on the Pathway HT. Coupled with three (optionally four)
area CCD cameras, the Opera provides very rapid confocal imaging. On the positive side, the
Opera images a whole field at a time, so if a second image is required to avoid crosstalk, the extra
acquisition time will increase the overall scan time by only a fraction. A choice of laser and arc
lamp illumination provides more flexibility for compatibility with a wide range of fluorophores.

With careful selection of fluorescent labels, proper configuration of the scan parameters, and
the right microplates, either of these systems can provide the throughput needed to scan more
than a hundred 384-well plates in a day.

5. Installation and Operation Considerations

The integration of an HCS platform into the drug discovery process is a complicated and
time-consuming process that will involve a significant investment by multiple components of
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an organization; facilities engineering, automation, research scientists, and IT. The process will
involve considerable educational, technical, and customer service support from the vendor, all
of which are critical components of the decision process, when considering which platform to
purchase.

The vendor should provide specific facilities requirements for the instrumentation in advance,
factory QC testing, and acceptance criteria, perform the installation, and conduct postinstallation
performance testing to meet acceptance criteria. The vendor should also provide training on rou-
tine diagnostic procedures with criteria that ensure the instrument is calibrated and operational.
It will be critical that the vendor support the integration of the HCS platform with the user’s
automation, network, and database systems. A dedicated telephone hot line and E-mail address
should be provided with clearly stated technical support response times to reports of hardware
and/or software problems, and requests for trouble-shooting assistance.

As part of the installation of the HCS platform specific training should be provided for instru-
ment setup, image acquisition, image analysis, data visualization, and data management through
the database. The training should optimally be structured in two phases; the first phase to cover
training users to the point in which, they can perform all of the functions required to implement
the technology, and the second phase to follow some 6 mo later, to address the more detailed
aspects of the platform, the image analysis tools, and/or to implement specific requirements or
applications that the users have requested. The educational process and training should be a con-
tinuing collaboration between the user and vendor, with support provided whenever new appli-
cations become available, or if new hardware and software upgrades are installed. The level of
educational, training, and postinstallation support, together with policies for hardware and soft-
ware upgrades, should all be critical components of the platform selection process.

5.1. HCS Reference Standards

HCS systems are designed for production cell imaging and analysis, and therefore must per-
form in an accurate, consistent, and robust fashion. However, despite careful component selec-
tion on the part of system developers, there are a number of sources of variability between
systems, and in a system over time. System components like arc lamps and interference filters
exhibit variability in output and throughput, respectively, between components, across the spec-
trum and over time. System design and construction factors contribute variability in features
such as illumination nonuniformity, scan mechanics, and stray light. In addition, system setup
and operational factors such as optical alignment, confocal slit width or pinhole size further
affect the reproducibility from system to system. Users working in a single instrument environ-
ment will be primarily concerned with variability over time, for example, plate-to-plate and day-
to-day. Users operating in a multiple instrument, multiple platform or multiple site environment,
will also be concerned with system-to-system variability. Presently, the tools and procedures
available for characterizing or calibrating microscope system performance (27-29) are not
designed for automation and are not designed to address the wide variety of algorithms used in
HCS. HCS standards and standardization methods would be useful for:

1. Routine quality control of a production HCS system.

2. Troubleshooting assay performance issues.

3. Comparison of the performance of two or more HCS systems.
4. Calibrating the outputs of a HCS imagers.

The important outputs from an HCS system are the cellular features derived from the images
through the application of image processing algorithms. Optimally then, system performance
and reproducibility would be evaluated based on measurement of these outputs. However, the
many different algorithms used, and features measured, complicates the development of stan-
dards and methods to evaluate all the possible measurements. Presently, HCS practitioners com-
monly use control wells on each plate to monitor system performance. In addition, some systems
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offer an autoexpose method that can be used to adjust integration times to produce target image
intensities in each fluorescent channel. The adjustment of integration time based on control wells
provides a basic level of system calibration that compensates for some system and sample vari-
ables, and improves the reproducibility of measurements. However, using this simple approach
to calibration can mask significant sample preparation issues, which are also a source of varia-
tion in assay performance, even with system calibration. Clearly, stable, reliable standards would
be a better choice for measuring and compensating for system variation, independent of sample
variation. In all cases the optimum standard design will be consistent with the geometry of the
specimen and feature to be measured, incorporate stable fluorescent materials, and be con-
structed in a format compatible with the microplate scanning capabilities of HCS systems.

It is useful to consider three levels of standardization and three types of standards and proce-
dures for HCS system monitoring and calibration. First, are system correction and calibration,
such as flat field correction and intensity calibration. For example, a uniform fluorescent speci-
men is required to correct the nonuniform illumination and response inherent in microscopes, a
process known as flat field correction. For thin cell layers, the ideal flat field correction standard
would be one or more thin fluorescent layers (30) that cover all the fluorescence channels.
Presently, all HCS systems provide a procedure for calibrating and applying a flat field correc-
tion to the images, typically using a fluorescent solution. More precise calibration of the meas-
ured intensities in terms of fluorophore concentrations could be accomplished using standards
calibrated in terms of molecules of equivalent fluorescence, as has been done in flow cytometry
(31,32). A second type of standard would model the geometry and intensity patterns in cells that
are to be measured, using fluorescent objects of consistent size and uniform or calibrated fluo-
rescence intensities. For example, in flow cytometry, fluorescent calibration beads are commonly
used (33) because they mimic the shape of a suspended cell and can be prepared with consistent
brightness. Fluorescent beads are also useful as HCS standards, as models of nuclei and other
compartments, as well as for their availability in many sizes, colors, and labeling levels (29,34).
Additional standards are needed, which simulate the features that are measured in the assays, but
are manufactured to precise specifications and incorporate stable fluorescent materials.
Traditional microscope resolution slides, such as the Richardson test slide (35), provide a wide
range of feature shapes for evaluation of microscope performance. However, there are no auto-
mated analysis routines to support the routine use of the slides for HCS system performance
evaluation. Furthermore, the slides are designed for transmitted light imaging, and would need
to incorporate a stable fluorescent material for use as an HCS standard.

A third type of standard for HCS are labeled cells. These can be on-plate control wells, or
plates prepared along with the screening plates, and run before and after, or intermixed with the
screening plates for monitoring assay performance throughout a screening campaign. Currently,
standard plates such as these are not available commercially, and therefore must be produced and
validated in house.

Control wells provide a means to monitor system, sample preparation, and biological repeata-
bility. However, precise standards and methods that could be used to independently compare,
monitor, and calibrate the performance of HCS systems, including the algorithms, would pro-
vide a more reliable and convenient approach to ensuring optimum performance and accurate
measurements.

6. New HCS System Technologies on the Horizon

The HCS systems available today and presented here, are powerful tools for high-throughput cell
biology in research and drug discovery. The systems, control software, and analysis software have
matured to a point in which they can be used for production applications, although they still require
a high level of knowledge and experience in order to develop or optimize assay performance. HCS
systems will continue to evolve, driven in part by the implementation of more sophisticated assay
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formats, and in part by the development of new technologies. The timing of integrating support for
new HCS capabilities will, to large extent, be driven by the demands of end users.

6.1. Improved Software for Automated Assay Development

The application software available on the HCS systems discussed here covers a wide range of
biological applications, but certainly there are more to come, and users will want to combine fea-
tures from several applications for multiparameter cell analysis. To address these needs, the plat-
forms should provide an easy mechanism to export image files to more powerful image analysis
software to develop customized algorithms for analysis offline. Equally important is that plat-
forms provide an easy process to import customized algorithms into their software. Alternatives
to custom algorithm development are needed, like supervised learning methods such as neural
networks or support vector machines to automated image analysis (see Chapter 6). One of the
biggest challenges to the effective implementation of HCS technology is making effective use of
the multiparameter capability of these systems. It is anticipated that HCS platforms will evolve
to provide an integrated environment for visual data mining tools to manipulate and compare the
multiparameter data and images, and to identify high-level patterns and relationships in the data.

6.2. Multispectral Imaging

The present generation of HCS systems all depend on sophisticated interference filters to sep-
arate the emission from each fluorophores into a distinct detector channel, whether they are
acquired simultaneously or sequentially. As mentioned, crosstalk between fluorophore emissions
limits the ability to use some combinations of fluorophores. One solution to this limitation is the
use of multispectral detectors and linear deconvolution. Briefly, multispectral detectors collect a
spectrum of 16 or more wavelength bands for each pixel in an image. Knowledge of the emission
spectra of the fluorophores in use allows separation of the overlapping emissions to produce
images for each of the fluorophores (18). This method has been successfully used to separate
emissions from GFP and fluorescein, as well as separating EGFP and yellow fluorescent protein
(YFP) (36). Spectral deconvolution is certainly a powerful tool for multiparameter analysis, but is
not without the limitations. Sensitivity will be somewhat lower as the fluorescence signal is
divided into multiple channels, and file sizes will be much larger, at least four times the size of a
typical four-channel data set. Multispectral imaging is expected to be a significant new capability
in HCS and will almost surely be offered as an optional imaging mode on future HCS readers.

6.3. Fluorescence Lifetime Imaging Technologies

The fluorescence lifetime is a measure of the average time delay between the absorption of a
photon and the emission of a photon by a molecule. This delay is typically on the order of 0.5-20
ns, although there are fluorophores with lifetimes outside this range. The fluorescence lifetime of
a fluorophore is characteristic of the molecule and its chemical environment, and in contrast to
fluorescence intensity, is independent of the number of molecules in the measurement volume.
These properties provide additional information on the local environment, and together with other
detection methods such as fluorescence anisotropy (37) and fluorescence resonance energy trans-
fer, provide opportunities for additional HCS assay formats (38,39). Fluorescence lifetime imag-
ing systems have been available for quite some time, but the added cost, and complexity has
limited their use to very specialized research applications. However, technology developments are
bringing down the cost of adding this capability to imaging systems (40). Evotec currently offers
a fluorescence lifetime option for the Opera, and HCS imaging vendors are expected to include
this mode on future systems, although the general availability is still likely to be several years off.

7. Conclusion

The HCS systems available today provide a broad range of choices, allowing the customer to
select a system most appropriate to their needs. However, this selection and the optimal use of
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the system requires a significant understanding of the features, functions, and performance of the
many system options. As platforms mature, it is expected that the systems will be provided with
more sophisticated control software that will simplify the operational decisions to be made, and
more sophisticated application software that will simplify assay development, and improve the
quality of the analysis. Presently although, the platform development focus has been on adding
new features and functions, and this will likely continue as new technologies are applied to HCS
and integrated into existing or entirely new platforms.
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Characteristics and Value of Directed Algorithms
in High Content Screening

Richik N. Ghosh, Oleg Lapets, and Jeffrey R. Haskins

Summary

High content screening requires image processing algorithms that can accurately and robustly analyze
large image numbers without requiring human intervention. Thus, a suite of algorithms that are directed by
an understanding of the biology being studied was developed for the optimized automated acquisition and
quantitation of cellular images. Two categories of directed algorithms were developed: Developer Tools for
assay development and Specific Algorithms for turnkey screening of specific biological situations. The
same basic sequence of analysis steps are used in these directed algorithms:

1. Primary object identification.

2. Measurement of primary object properties.

3. Identification and measurements of associated targets.

4. Analysis of raw measurements for specific biological problems.

The detailed application of these steps is guided by the biology being studied and the expected pheno-
typic changes. Most cell biological problems to be analyzed using high content screening can be catego-
rized by either the phenotype of the problem or labeling pattern, or by a standard biological response
behavior of the cells. This enables application of directed algorithms optimized for these categories.
Examples of the use of directed algorithms for specific categories are discussed, as well as the detailed
analysis steps for a specific directed algorithm.

Key Words: Directed algorithms; HCS; high content analysis; high content screening; image analysis;
quantitative fluorescence imaging; translocation.

1. Introduction

Quantitative fluorescence microscopy, in which the images of the fluorescently labeled bio-
logical samples are quantitatively analyzed, takes microscopy from being a purely visual,
descriptive, and subjective tool to one of much more power by offering an objective, quantitative
dimension. Quantitative analysis of the cellular fluorescence can provide information on the spa-
tial distribution, amounts and arrangements of the fluorescently labeled macromolecular targets,
and the morphology of the cells. Fluorescence enables multiple fluorophores with different emis-
sion wavelengths in the visible spectrum to be used to simultaneously label and quantitatively
monitor and correlate multiple targets. Cells can have a heterogeneous response; quantitation
enables subpopulations of cells to be identified that exhibit the different categories of responses,
leading to identification of more nuanced responses to changing biological conditions. The
advantages of quantitative fluorescence microscopy in studying cells are further enhanced by the
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addition of automation. High content screening (HCS), or the automated acquisition of the flu-
orescently labeled cellular images and their subsequent automated analysis enables the quantita-
tive assessment of large sample numbers leading the way for large scale biology. This automated
approach requires image-processing algorithms that can accurately and robustly analyze large
image numbers without the need for human intervention.

Over the past 20 yr, a growing number of image processing software packages have become
available enabling users to write image analysis programs using core image processing functions
(e.g., MetaMorph, ImagePro, and Axiovision). Each package allowed users to interactively
determine a sequence of image processing steps to analyze their images, and then recorded these
steps so that they could be reused for analysis. However, these recorded scripts could be used
only for a limited set of similarly acquired images and biology. Such image processing and
analysis approaches were not sufficient to meet the needs of analyzing large numbers of images
or images acquired under differing imaging conditions in an accurate and robust manner.

The same key basic sequential analysis steps can be applied to most cell biological problems
requiring the analysis of microscope images of fluorescently labeled cells (described later in this
chapter). However, the specifics on how these steps are to be applied require an understanding
of the biology that is being analyzed, and the expected phenotypic changes. Some of the changes
that could be expected are changes in cell shape, movement of the cells, rearrangement of intra-
cellular targets of interest, or an accumulation of particular macromolecules. We call this biolog-
ical understanding of the problem being studied and the resulting informed expectation of the
phenotypic changes as the “domain knowledge” of the biological system. Domain knowledge
enabled us to develop directed image processing algorithms that could be optimized and tuned
for specific types of biology, and report quantitative features appropriate for the biology. In other
words, two options exist for analyzing a fluorescence microscopic image of cells: (1) the undi-
rected approach in which domain knowledge is not needed, and everything in the image that is
possible to measure is measured, and the measured features, which change between the positive
and negative control cases are monitored and (2) the directed approach in which the domain
knowledge is used to measure the properties of the cells in the image which are relevant for the
biology, and also used to understand the constraints on the biological problem to facilitate and
simplify the image processing. For example, an image-processing algorithm for the quantitation
of neurite outgrowth would be guided by the domain knowledge of the morphology and arrange-
ments of neurons and neurites, and would be optimized for this class of objects. Properties meas-
ured that are relevant for this type of biology include the number of neurites per neuron and the
neurite length. A very different algorithm would be needed to quantify the translocation of a pro-
tein from the cytoplasm to the nucleus; in this case, domain knowledge would guide the algo-
rithm to identify the nuclear and cytoplasmic regions of the cells, and then measure the intensity
in these distinct cellular regions, as well as calculating the intensity ratios and differences
between these regions as optimized metrics to quantify the translocation event.

Our strategy for developing image-processing software is to develop a suite of algorithmic
software modules, also known as BioApplications, which carry out the automated acquisition and
quantitation of cellular images in an optimized manner that is directed and guided by the domain
knowledge of the biology being studied. Within the domain of particular biological situations, the
relevant algorithm makes a wide range of measurements relevant to the problem being studied,
and the algorithm needs only minor adjustments to deal with the particular biological situations it
was being applied to or to images acquired under differing imaging conditions. For example, one
algorithm is designed to simultaneously quantify and correlate the translocation of several pro-
teins from the cytoplasm to the nucleus; to run this algorithm, the user only needs to adjust set-
tings for intensity thresholds and object identification criteria to take into account the particular
cell type, intensity staining level and imaging conditions under which the experiment was done.
The basic sequence of steps identifying the nucleus, cytoplasm, the translocation of the different
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fluorescently labeled targets between these distinct cellular regions, and the correlation between
the different targets analyzed, are all done automatically by the algorithm, without the need for
the user to redefine the image processing steps each time the software is used.

In the next few sections of this chapter, we describe the strategy and thinking employed in
developing these directed image-processing algorithms. We first describe the requirements
needed for directed algorithms and the general analysis steps that are universal for HCS prob-
lems. We then describe categories of HCS problems defined by their biology or phenotypic
response, and how this domain knowledge led to directed algorithms for their analysis. We end
the chapter describing in more detail the specific analysis steps in one of our directed algorithms.

2. Categories of Directed Algorithms for HCS Assays:
Developer Tools vs Specific Algorithms

While developing a comprehensive suite of directed algorithms, we found two distinct sets of
capabilities that were required by users from their image processing algorithms. The first cate-
gory of use and requirements was that the image-processing algorithms needed to be fairly gen-
eral applications that could be easily configured and applied to a wide range of cell biological
situations. These applications provided more of basic information about individual cells and cell
populations, and were fairly flexible in their usage and application. Users having these require-
ments were typically involved in doing basic cell biological research, or were in drug discovery
and were doing target identification, target validation, or screen development; all areas that
required a flexible tool that could be easily configured and applied to give more of basic quan-
titative information about the state of cells. These users frequently had a sophisticated under-
standing of HCS technology, as well as its applications and potential, and required a tool that
would allow them to develop their own approaches. The other category of use and requirements
was that the image processing algorithms needed to be simple to use with rapid start-up time.
Turnkey usage was the emphasis, such that a person with less sophisticated understanding of the
details of HCS technology could still easily conduct HCS assays. In this case, the image analysis
was targeted to very specific biological situations with their specific set of measurements, and
any interpretive logic or additional analysis of the raw measurements pertinent to the biological
situation was built in, adding to the application’s “turnkey” design. Users in this category were
often involved in primary screening efforts.

In our suite of directed image processing algorithms, we developed two categories of algo-
rithms fitting the above sets of requirements: Developer Tools and Specific Algorithms. Developer
Tools were designed as general purpose assay development tools, whereas Specific Algorithms
were designed to be a turnkey solution. The user developing a HCS assay using the functionality
offered by a Developer Tool can develop, customize, and validate the assay for their particular
biological situation. Developer Tools have a broad biological range in which they can be config-
ured and applied to a wide variety of cell biological situations. These algorithms make and report
a large set of basic cellular domain measurements with their statistics, thus giving these tools a
high degree of flexibility. Developer Tools were not designed to provide additional interpretive
logic or analysis of the raw cellular measurements for particular cell biological situations; for
these the Specific Algorithms are used.

Specific Algorithms were designed to be easily and rapidly applied for the screening of tar-
gets of a specific biology. They were designed to have rapid startup time, validated protocols,
and specific assay classification features, all targeted at a specific biology with a specific set of
assay measurements. There is flexibility, but this is within the targeted biological problem being
solved. Classification of categories specific to the targeted biology are automatically provided,
and logic to interpret results is integrated into the analysis.

Developer Tools are still directed algorithms in that they are still guided by the general bio-
logical context in which the measurements are made. However, domain knowledge is required
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for users to set the input parameters to focus these tools toward specifically analyzing a particu-
lar biology. In other words, both Developer Tools and Specific Algorithms are directed algo-
rithms, with the Specific Algorithms being very biology driven and deeply analyzing its specific
biology, whereas the Developer Tools can embrace many more biologies, but with a more shal-
low level of analysis. For example, a Developer Tool like Cellomics’ Compartmental Analysis
BioApplication is designed to identify several distinct regions within a cell, and then report prop-
erties related to the fluorescent target’s intensities (e.g., differences, ratios) within these intracel-
lular regions or compartments. Thus, domain knowledge directs the algorithm to identify the cell,
the intracellular regions, and then make the measurements in the identified regions. In con-
trast, a Specific Algorithm like Cellomics’ Cytoplasm to Nucleus Translocation BioApplication
only identifies two intracellular regions, the cytoplasm and the nucleus, and makes intensity
related measurements between these two regions. This too is a directed algorithm, but with a nar-
rower scope, than the more broadly applicable Developer Tool.

3. Analysis Steps in Automated Directed Algorithms

In directed algorithms for HCS, whether a Developer Tool or Specific Algorithm, the same
basic sequence of key analysis steps are employed. However, before applying any type of
analysis, the user must identify the biological question he/she is trying to answer. Being able
to articulate the question being answered enables deciding the objective of the analysis. Once
this critical, but often overlooked step has been done, then the directed image analysis strat-
egy can be devised. The steps and their sequence in the automated directed analysis approach
are as follows:

Fig. 1. (Opposite page) Applications of directed algorithms to four different biological situations. The top
row shows the raw fluorescence image, and the bottom row shows the overlays applied by the directed algo-
rithm on automatically identifying key entities to analyze. First Column: Images of NF-xB translocation from
the cytoplasm to the nucleus analyzed by Cellomics’ Molecular Translocation BioApplication; specifically
shown are the target channel (nuclear factor [NF-xB] labeling) in which the cells were stimulated with IL-1o
to induce translocation from the cytoplasm to the nucleus. Note that in some cells translocation has not occurred,
and the NF-xB is mainly in the cytoplasm. The color overlays show results of analysis by the Molecular
Translocation BioApplication. The primary objects are the nuclei, which fit the criteria to be selected for analy-
sis; these criteria were set such that binucleated cells were not analyzed, and thus the rejected objects have no
overlay. The nuclear region is shown by a red overlay. The annular part of the cytoplasm that corresponds to the
cytoplasm, and from where the cytoplasmic intensity was measured, is shown by a green overlay. Second
Column: Image from the analysis of F-actin and whole cell morphology by Cellomics’ Morphology Explorer
BioApplication. The raw image shows the F-actin target, and the color overlays show the whole cell (yellow)
and the F-actin fibers (red) that were identified and analyzed by the Morphology Explorer BioApplication. The
primary object, the whole cell, was identified by a whole cell stain (not shown). Several of the cells were touch-
ing so advanced segmentation was used to separate and resolve the individual cells (yellow overlays). Third
Column: Analysis of embryonic stem cell colonies grown on a feeder layer of mouse fibroblasts by Cellomics’
Compartmental Analysis BioApplication. The raw image shows the cell nuclei labeled with Hoechst 33342. The
primary object is the stem cell colony, but the image also has the smaller nuclei from the feeder layer cells. The
overlays show identification and analysis by the Compartmental Analysis BioApplication. A size exclusion cri-
teria was set to identify the large object as the primary object (stem cell colony) and retain it for analysis (blue
overlay). Smaller objects were rejected from analysis (orange overlay), as they corresponded to the feeder layer
cells’ nuclei. Once the primary object was identified, the oct4 labeled nuclei in the target channel could be iden-
tified and counted, to calculate what percentage of the stem cells in the colony were pluripotent (not shown).
Fourth Column: Analysis of angiogenic tube formation by Cellomics’ Tube Formation BioApplication. The raw
image of the connected angiogenic tube (primary object) is shown. The overlays show the results of the analy-
sis by the Tube Formation BioApplication. The algorithm identifies the connected tube (primary object; blue
overlay), and branch nodes (pink dots). Unconnected tube segments are also identified and shown by a light blue
overlay, and debris rejected from analysis are shown by an orange overlay.
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Fig. 2. Fluorescence intensity distribution within a cell at different stages of the transcription factor
activation process: (A) before activation, (B) during activation, (C) after activation.

3.1. Accurate Identification of Primary Objects

Directed high content analysis starts with the definition and identification of a primary object.
The primary object defines:

* The main object being analyzed, and thus also enables its counting.
* A region(s) in which other objects or targets, associated with the primary object, are analyzed.

Examples of primary objects include the cell’s nucleus, other cellular organelles such as the
Golgi, individual cells, multicellular assemblages such as colonies of tubes, tracks made by cells,
and holes in objects (Fig. 1). An understanding of the biology being studied guides the choice of
the appropriate primary object for the HCS assay. Examples of associated targets could include
the cell cytoplasm or other intracellular targets such as organelles and cytoskeleton (primary
object is either the nucleus or the whole cell), individual cell nuclei in a colony (primary object
is the cell colony) or even individual cells when the primary object is based on an area of the
extracellular space (Fig. 1).

Initial identification of the primary object is usually made based on segmentation and inten-
sity thresholding, followed by application of additional intensity, connectivity, and morphology
criteria to select the correct objects for analysis. Domain knowledge of the biological problem
being solved is critical to the accurate identification and analysis of the primary object; it is
required for appropriate segmentation, definition of the region of interest for analysis, and appli-
cation of correct object rejection and selection criteria relevant to the biology being studied.
Ignorance of the biological context of the problem might lead to misidentification of the primary
objects to analyze, leading to irrelevant results. Figure 1 has examples of different primary
objects identified for different biological situations.

3.2. Measurements of Primary Object Properties

Once the primary objects have been correctly identified, raw measurements are made on them.
The raw measurements could include shape and size measurements, measurements of the label’s
intensity and texture, measurements on any extensions from the primary object such as cellular
processes (e.g., neurites from a neuron), and even measurements on the proximity or spacing of
other objects. Domain knowledge directs that measurements appropriate to the biology being
studied are made. For example, if the primary object was an angiogenic tube, then appropriate
measurements relevant to the biology would include the tube’s length, and the number of branch
nodes (Fig. 1). These measurements do not have relevance in a situation in which the primary
object is a nucleus and the biological problem being studied is the intracellular translocation of a
protein (Figs. 2-6); in this case the nuclear shape, size, and intensity might be the relevant meas-
ured features, so that the cell could simultaneously be monitored for toxicity (seen as nuclear con-
densation or fragmentation) or changes in cell cycle state (changes in nuclear intensity).
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Fig. 3. Translocation of NF-xB from the cytoplasm to nucleus: (A) before activation and (B) after activation.

Fig. 4. Two color fluorescence labeling. Before activation: (A) nucleus channel; (B) target channel.
After activation: (C) nucleus channel; and (D) target channel.
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Fig. 5. Results of an object (nucleus) and target (cytoplasm) identification shown as white overlays on
gray scale images. (A) Nucleus mask and (B) cytoplasm mask.

Fig. 6. Masks used to extract measurements: (A) original nucleus mask; (B) CIRC mask, erosion applied;
(C) outline of CIRC mask projected on the cell image from the target channel; (D) RING mask with inner
distance = 1 pixel and width = 12 pixels; (E) outline of RING mask projected on the cell image from the target
channel; (F) outline of the target confined RING mask projected on the cell image from the target channel.

3.3. Identification and Measurements of Associated Targets

The next step is to make raw measurements of entities associated with the primary object, but
labeled with other fluorophores. This is the basis of HCS’ multiplexing capability, and its “high
content” information. Again, understanding of the biological problem is critical in guiding the
algorithm to correctly identify the entities to be measured, and then to make the appropriate
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types of measurements. For example, with the Morphology Explorer BioApplication one can use
the whole cell as the primary object, and then can identify fluorescently labeled cytoskeletal
fibers (e.g., F-actin or microtubules) inside the cell (Fig. 1). Based on an understanding of typi-
cal cytoskeletal shape, the BioApplication can specifically identify long fiber-like structures
inside the cell amidst background fluorescence noise. Once the fibers are identified, it reports
relevant properties of the fibers for each cell, such as the number of fibers, their area, and various
metrics related to their intracellular alignment.

3.4. Analysis of Raw Measurements Tailored for Specific Biological Problems

Once the raw measurements have been made, additional logic and analysis of raw measure-
ments specific to biology being studied can then also be applied. This additional analysis, which
results in answers relevant to the biology being studied comes from an understanding of the bio-
logical context of the assay and problem. This additional analysis is a critical aspect of directed
algorithms. It is characteristic of Specific Algorithms, but Developer Tools also offer additional
analysis, which results in relevant measurements for particular biological situations.

Ultimately, the questions being asked of the cells in HCS assays are whether they are respon-
ders for a particular situation, and the degree of their response. A knowledge of the specific bio-
logical situation enables proper interpretation and reporting of the response. Thus, the goal of the
additional analysis of the raw cellular measurements is to come up with quantitative features that
both sensitively and robustly report the cellular response.

Some of the additional analysis are simple arithmetic functions of the raw measurements,
which provide a more sensitive quantitative metric for the biological process being studied. For
example, after identifying and measuring the intensity in the cytoplasmic and nuclear regions of
the cells, several algorithms will then also report the difference and ratios of these intensities as
more sensitive measures for the translocation of any protein between these two distinct cellular
regions. Often, “indices” appropriate for the particular biology being studied might be defined,
and characterize the overall response in the image or the well. For example, in Cellomics’ Tube
Formation BioApplication, an “Angiogenic Index” is calculated, which is proportional to the per-
centage of an image’s area that is covered by a connected angiogenic tube; this simple metric indi-
cates the level of angiogenic tube formation within the well. Another example is the “Neurite
Outgrowth Index” in the Cellomics’ Neurite Outgrowth BioApplication, which is the percentage
of neurons in the well whose neurite lengths are greater than a user-defined threshold.

Because HCS involves the measurements of multiple targets, the simultaneous quantitative
monitoring of all these targets gives a more powerful, selective answer whether a cell is a
responder. The challenge then is in defining quantitative metrics that take into account the
individual response of all the measured targets, to better define the cell as a responder. One
method of doing this is to correlate measurements of the different targets. An example is with
the HCS analysis of cell cycle. In addition to fluorescent labeling for the cell’s DNA content,
additional cell-cycle-associated targets can be fluorescently labeled using immunofluores-
cence, and the correlation of their measurements with the DNA content measurement gives a
more informative idea of the cell’s cell cycle state. Cellomics’ Cell Cycle BioApplication reports
the percent of responders for the additional targets with the different ploidy states, as well as
the intensity ratio between different cell cycle targets, enabling their states (e.g., phosphoryla-
tion state) to be monitored.

Cells within the population might have a range of responses. The heterogeneity of responses
provides insight into the nature of the overall response, and rather than being suppressed, should
be quantitatively captured. This is possible with HCS, in which individual cells are identified and
analyzed, and domain knowledge can guide us in the appropriate way of identifying different
subpopulations of cells with their different responses. Some of the ways that we have employed
in identifying cellular subpopulations and their responses are:
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1. Identifying the percent of cells whose particular measured property is higher or lower than a response
threshold (which can either be user defined, or automatically defined from the statistical behavior of a
control population) (1,2).

2. Using Boolean logic to combine several raw cellular measurements to define a response event; we have
had particular success in identifying different forms and stages of cytotoxicity and cell death with this
approach (2).

3. Biology specific responses such as cell cycle phase and cell ploidy (3-5).

4. Categories of HCS Problems

The range of cell biological problems that can be solved using HCS is vast. However, we
believe that they fit into a few specific categories based on either the phenotype of the problem
or labeling pattern, or on a standard biological response behavior of the cells. In other words,
certain types of problems keep reoccurring, even though their biologies might be different. The
ability to recognize these HCS problems as belonging to specific phenotypic or biological cate-
gories means that for most HCS problems, algorithms directed and optimized toward these cat-
egories are all that is needed. The responsibility of an HCS user is that before an analysis strategy
is formulated and a specific algorithmic approach can be attempted, recognition and classifica-
tion of the problem into its biology and phenotypic class has to be done. Only then can the appro-
priate algorithm with its analysis strategy be used.

Table 1 lists some of the Categories of Problems commonly encountered in HCS, and some of
the algorithms designed to solve these problems. These are divided into phenotypic categories in
which a certain phenotype of labeling pattern or response is seen, and biological categories in which
the cell’s biological response is part of a larger general class of cellular responses. The list of cate-
gories or the BioApplications in each category is not exhaustive, and we continue to update this list
as we encounter further ways to categorize HCS problems, or discover new strategies to solve them;
however, this list does represent a large percentage of the HCS problems currently being worked on
today. Descriptions of these categories and strategies to solve them are described below.

4.1. Phenotypic Categories of HCS Problems

The phenotypic categories are defined by the appearance of the fluorescently labeled objects
and targets in the images. Although their biology might be different, similar phenotypes usually
mean similar questions are being asked. Thus, identification and classification of a problem into
its phenotypic category in which the analysis has been worked out, facilitates the solving of
many HCS assay problems.

4.1.1. Intracellular Intensity Changes

A very common type of problem encountered in HCS is one of measuring a fluorescence
intensity change in cells (2,6). In this category of problems the presence (or absence) of a fluo-
rescent dye in a cell reflects a particular cell state. The fluorescent dye can either be an indicator
of the cellular environment (e.g., Ca*t, pH, membrane potential), or can represent the concentra-
tion or amount of a cellular target. A change in the cell’s state will cause an increase or decrease
in the intensity of the dye in the cell, and in extreme cases might result in a total decrease of flu-
orescence. An example of an assay, which involves quantitation of intracellular intensity
changes, is the monitoring of cell viability. In this particular case, all the cells are identified by
their nuclei being labeled with a DNA binding dye (primary object), and the presence of a mem-
brane-impermeant dye colocalized with the nucleus identifies cells that are dead (2,6,7).
Quantifying which cells are alive or dead requires measuring the fluorescence intensity of the
membrane-impermeant dye in the cells, and if the intensity is above a particular threshold, the
cell is identified as being dead. The HCS assay strategy to solve this type of problem is to first
identify the primary object, and then quantify the target’s intensity in the primary object.
Sometimes, this can be run as a one-color assay in which after the primary object has been identified,
its intensity is measured; a lack of intensity means that the primary object is not detected.
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Table 1
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Categories of Problems Encountered for HCS Analysis, and Some of the BioApplications

Designed to Solve Them

Phenotypic classifications

Biological classifications

Intracellular intensity changes
¢ All BioApplications
Counting number of objects

¢ All BioApplications

Spot analysis

* Target Activation, Compartmental Analysis,
Spot Detector, Morphology Explorer, Cell
Health Profiling, Multiparameter
Cytotoxicity, Micronucleus, GPCR Signaling,
Multiparameter Apoptosis, Mitotic Index

Colocalization

 Target Activation, Compartmental Analysis,
Cytoplasm to Nucleus Translocation,
Molecular Translocation, Cytoplasm to
Membrane Translocation, Cell Viability

Cell size and/or shape changes

» Target Activation, Compartmental Analysis,
Morphology Explorer, Cell Spreading,
Cell Motility, Cell Health Profiling, Extended
Neurite Outgrowth, Tube Formation

Analysis of interconnected tubular objects

* Morphology Explorer, Tube Formation

Cell movement (fixed end-point assay)

 Cell Motility

and more...

Intracellular translocation (movement of intracellular

objects)

» Target Activation, Compartmental Analysis,
Cytoplasm to Nucleus Translocation, Molecular
Translocation, GPCR Signaling, Cytoplasm to
Membrane Translocation

Internalization and receptor activation

» Target Activation, Compartmental Analysis, Spot
Detector, Morphology Explorer, GPCR Signaling,
Receptor Internalization

Cell cycle
» Compartmental Analysis, Cell Cycle, Mitotic Index

Neurite outgrowth
* Morphology Explorer, Neurite Outgrowth, Extended
Neurite Outgrowth, Tube Formation

Monitoring cell health and toxicity

» All BioApplications can be used to monitor cell
health, but especially: Target Activation,
Compartmental Analysis, Spot Detector, Morphology
Explorer, Cell Health Profiling, Multiparameter
Cytotoxicity, Micronucleus, Cell Cycle, Cytoplasm
to Nucleus Translocation, Molecular Translocation,
Cell Spreading, Cell Motility, Cell Viability,
Multiparameter Apoptosis, Mitotic Index

Measurement of such intracellular intensity changes does not require the spatial information
obtained from a microscopy-based approach, and the analysis could be done using non-
microscopy-based instruments such as a flow cytometer, in which the fluorescence intensity of
each cell is recorded, or even a fluorescence plate reader, in which the intensity of the entire
detected field is measured. In HCS assays in which more than one color is used and the target
fluorophore has different spectra from the primary object, then the microscope’s spatial resolv-
ing power is used to first identify and resolve the primary object before detecting the target inten-
sity in it. This approach also enables a subpopulation analysis where one can see the distribution
of the target intensity among the primary objects (i.e., cells).

4.1.2. Counting Number of Objects

Another category of problems that arises frequently in HCS involves counting individual objects.
The primary objects are typically individual cells or their nuclei, and for this category of problems,
the spatial resolving power of microscopy is needed to identify and resolve the individual objects.
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The types of biology that fall in this category include cell proliferation assays, migration assays
through Boyden chambers, to the simple quantitation of cells containing a particular fluorescent
stain (8-10). The key issue here is to identify the primary object, and knowledge of the underly-
ing biology helps in this identification. For example, consider the different types of primary
objects involved in the examples shown in Fig. 1: cell nucleus, whole cell, cell colony, and
angiogenic tube respectively. Biological situations exist in which knowing the number of these
primary objects in an image are of interest. However, different strategies (and different algo-
rithms) would be required to identify and count these different types of objects.

4.1.3. Spot Analysis

Another standard type of problem encountered in HCS is one of analyzing spots. In this type
of problem, the fluorescent label is sequestered into discreet, punctate objects in the cell (i.e.,
spots), and the changes in spot properties are what are needed to be quantified. Spot Analysis
requires the additional spatial information obtained from a microscopy-based imaging approach.
Properties of spots that are of interest include the number of spots, spot intensity, spot size, spot
shape, and spot locations inside the cell. One extreme of a spot analysis situation is that a cell
only contains one spot defined by the fluorescently labeled target, and the existence and inten-
sity of the spot is the property of interest; this was the assay strategy in early articles in which
HCS was used to assay for G protein-coupled receptor (GPCR) activation and internalization
(11-13). Another extreme case is that the cell has many spots, and the number of spots and their
intensity are of interest; recent articles in which this was the situation being analyzed include
biological problems consisting of receptor tyrosine kinase (RTK) activation and internalization,
and [B-arrestin redistribution on GPCR activation (1,14). Yet another extreme situation is in
which the existence of a particular type of spot is a rare occasion, and the property of interest is
in identifying and counting the cells which has this spot; this is the basis of micronucleus assays,
in which a micronucleus is a special type of spot labeled by the DNA binding dye and adjacent
to the nucleus, and its occurrence is a rare event.

The typical strategy in spot analysis is to identify the primary object, and then in an area
defined by the primary object (either colocalized with the primary object, or in a region associ-
ated or adjacent to it), the spot(s) are detected, and their properties are measured. Spot detection
is often enhanced by spatial filters applied during the image processing whose dimensions are
tuned to the typical dimensions of the spots in question. For example, in a cell, both the nucleus
and its endosomes can be considered as spots; the difference is that the nucleus is a much larger
“spot” than an endosome. A spatial filter optimized to enhance identification of either the
nucleus or the endosome will enable the algorithm to better analyze the spot under question. The
spatial filter size requires domain knowledge, and is usually controlled by a user specified input
parameter before applying the algorithm.

4.1.4. Colocalization

Another common type of problem requiring spatial information is one of colocalization. In
colocalization problems, a particular region, compartment or organelle of the cell, or a group of
intracellular molecules, are identified by a fluorescent label specific for that entity. Then, the tar-
get of interest, is identified by a fluorescent probe with a different emission wavelength, and the
amount of the target in the cellular region masked by the first probe is measured. A variation on
the colocalization problem is that the target is not in the area defined by the primary object mask,
but in an area associated with or adjacent to it.

A common colocalization type of problem encountered in HCS is the translocation of an acti-
vated transcription factor from the cytoplasm to the nucleus. This type of problem typically
involves a fluorescent-labeled nucleus as the primary object, which identifies individual cells as
well as the cytoplasmic and nuclear areas between which the transcription factor’s translocation
occurs. Various labeling strategies can identify the transcription factor, and immunofluorescence
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is a common labeling option. Unstimulated cells have fluorescent cytoplasm, and nuclei rela-
tively devoid of signal. The translocation event results in the nuclear signal increasing at the
expense of the cytoplasmic signal. The analysis strategy for this problem involves measuring the
transcription factor’s signal colocalized with the nucleus, which has been identified by a nuclear
specific fluorescent dye, and also simultaneously monitoring it in the cell’s cytoplasm (Figs.
1-6) (1,15-17). The cytoplasm is usually defined as an annular region outside the nuclear mask;
even though the nuclear label does not cover the cytoplasmic region, its existence allows defini-
tion of the cytoplasmic region adjacent to it. Understanding that the target has moved from the
cytoplasm to the nucleus, thus causing the opposing intensity changes in these two regions of the
cell, enables a directed analysis strategy in which the two distinct cellular regions (cytoplasm and
nucleus) are first accurately and optimally identified, and then the translocation event is most
sensitively and robustly measured by either the difference or the ratio in intensities between these
two distinct regions (Figs. 1-6). Not understanding the cell biological process being measured
might result in the targeted identification of the cells’ distinct cytoplasmic and nuclear regions
not being made. Thus, although the transcription factor’s intensity would be measured, the actual
translocation event would not be as sensitively captured because the intensity difference or ratio
between the two cellular regions would not be done. Thus, domain knowledge of this biology is
needed to devise the appropriate measurements for the translocation process.

This is an example of a nuclear colocalization problem, but colocalization problems are not
restricted only to nuclei; other compartments, including the whole cell or even a multicellular
assemblage, can also be the primary object. Cellomics’ Compartmental Analysis BioApplication
was designed to identify multiple different regions of a cell based on the area covered by the pri-
mary object, but some of these regions do not necessarily overlap with the primary object, and
might often be adjacent to it (1).

4.1.5. Quantifying Cell Size and Shape Changes

A standard cellular response to stimuli or changing conditions is that either the whole cell, or
cellular components (such as organelles or cytoskeleton) might change in size or shape. Size and
shape changes are subsets of a larger problem of quantifying the spatial rearrangement of the
detected entities. As HCS is based on microscopy, it is well suited to quantifying these sorts of
morphological and size changes, and related changes in spatial arrangement (2,6,7,18). The entity
whose morphology changes are being reported is either the primary object (e.g., the whole cell)
or components of the primary object. The key in this sort of analysis is to again first identify the
primary object, and then to identify the targets and cellular entities associated with the primary
object whose analysis is of interest. Once these have been identified, it is relatively straightfor-
ward to measure their different morphological and size features, and other spatial information.

In a cell biological context, spatial changes resulting from stimuli can really occur over three
different spatial dimensional scales: subcellular morphology, whole cell morphology, and multi-
cellular morphology. Often, responses to stimuli can occur over all three scales and are corre-
lated. We, thus, designed our algorithms in this category to quantitatively report phenomena that
change over the multiple spatial scales. Cellomics’ Morphology Explorer BioApplication reports
spatial rearrangements over all three spatial scales. Features reported for whole cell morphology
include cell shape, dimensions, orientation, and extent, as well as quantitation of cellular out-
growths. Features reported at the subcellular level include the intracellular location and amounts
of macromolecules or discrete objects, their intracellular arrangement including a range of dif-
ferent texture measurements, properties of intracellular spots or fibers, and the shape and dimen-
sions of major intracellular compartments such as the nucleus or Golgi. Multicellular features
reported include the shape and dimensions of multicellular assemblages such as colonies or
multinucleated cells, the proximity and spacing of similar and dissimilar cells or colonies, and
the number of cells in such assemblages.
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An example of a problem in this category is to measure the effects of a drug that affects the
cytoskeleton. Such compounds cause changes both in the whole cell morphology as well as in the
structure and arrangement of the cytoskeleton. Thus, the strategy employed is to use a whole cell
stain to identify the cell as the primary object, measure its morphology, and then to specifically
identify and measure the cytoskeletal fibers amidst any background fluorescence (Fig. 1). In Fig. 1,
several of the cells are touching; so advanced segmentation techniques were employed to identify
the distinct areas covered by the individual cells, even if they were touching. Understanding the
biological situation would allow one to recognize that segmentation to separate and resolve touch-
ing cells was needed in this particular biological situation, but would not be needed in other situ-
ations in which the object being analyzed was a multicellular assemblage. Identification of the
cytoskeletal fibers first required recognition that the fibers, in an associated fluorescent channel,
were contained within the area covered by the individual cell, and then to recognize the fibers
among the fluorescent background. Knowledge that cytoskeletal fibers were the targets that had
to be identified and analyzed directed the algorithm to selectively detect such structures; an undi-
rected approach might not have detected the fibers as optimally as the directed approach.

Another example in this category is the analysis of cell colonies. Figure 1 shows a colony of
embryonic stem cells growing on top of a mouse fibroblast feeder layer; all cells’ nuclei were
labeled with Hoechst 33342, and the stem cell colonies are the primary objects. Directed analy-
sis using Cellomics’ Compartmental Analysis BioApplication was done in which the nuclear
label was used to identify the colony. A size exclusion principle was applied to ignore small
objects (i.e., mouse fibroblast nuclei), and to only analyze large objects, which were the stem cell
colonies. Lack of domain knowledge might cause all cells to be analyzed, thus obscuring the
actual object of interest, the stem cell colonies. Once the colonies were identified, the number of
Hoechst 33342 labeled nuclei, identified as spots within the colony, were counted as a measure
of colony size, and in additional channels, October 4 labeling allowed identification of the num-
ber of pluripotent cells in the colony.

4.1.6. Analysis of Interconnected Tubular Objects

For many of the problems encountered in HCS, the primary objects are self-contained enti-
ties such as cells, nuclei, and colonies. However, the object of interest could be an interconnected
structure with dark areas (i.e., holes) within the fluorescent label. An extreme case of this is a
tubular network, which is made of many cells, and the primary object is the entire multicellular
tube. Examples in this category include angiogenic tube formation (Fig. 1), differentiated
myoblasts forming myotubes, and tangled interconnected webs of neurites (19,20).

In angiogenic tube formation, individual endothelial cells associate with each other to form a
tubular, branched capillary network. These connected tubes are the primary objects. Analysis of
tubes is a specialized case of morphological analysis in which once the primary object (i.e., the tube)
has been identified, questions asked of it include its length, width, area, number of branch nodes,
and spacing between branch nodes. Domain knowledge leads one to recognize that the individual
cells are associated with each other in a linear, interconnected tubular network, so the directed algo-
rithm applied has to trace and connect the cells making up this network in order to identify the entire
primary object. If the domain knowledge of tubulogenesis was not there, the analysis strategy might
miss the association of the cells into tubes, and thus might not report the tube properties of interest.

4.1.7. Cell Movement

Another cellular response that can be quantitatively analyzed by HCS assays is cell motility,
and there are several ways that have been designed to assay this behavior by HCS. Because
motility is a dynamic process, one way of analyzing it is to take a sequence of images over time
of the motile cells, and then using the spatial coordinates over time, compute motility parame-
ters (6). However, HCS assay methods of quantifying cell motility have been developed in which
the cells on the sample plates being imaged are fixed. One assay technique is to use modified
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Boyden chamber inserts for microtiter plates, and to count the number of cells that migrated
through the Boyden chamber membrane; this reduces the analysis problem to one of just count-
ing the number of cells (8,21).

An alternative fixed end-point assay technique for cell motility is based on the method of
Albrecht-Buehler et al. (22). In an adaptation of this method, cells move on a lawn of fluorescent
beads clearing the beads as they move and leaving behind dark tracks; the track areas are propor-
tional to the cells’ mean-squared displacement movement over time, and is the primary object that
is quantified (21). In this case, the primary object is neither the fluorescently labeled entities (the
lawn of fluorescent beads), nor the cells, but the dark tracks that mark the area of the cell’s move-
ment. This is akin to analyzing a structure in a negative image. Once the dark tracks or regions have
been identified, their properties (such as their length and area) can be measured. The cells in the
tracks can be detected by other dyes, and the number of cells per track can also be reported.

4.2. Biological Categories of HCS Problems

HCS problems can also be classified by the broad categories of their biological response. This
classification facilitates identification of particular solution strategies. Many of these solutions
involve recognition of a certain phenotypic response, which fits into one of the categories
described in the previous section, thus, further facilitating the solution of the problem.

4.2.1. Intracellular Translocation

A common response of cells to stimuli in HCS assays is that the fluorescently labeled cellu-
lar target moves from one region of the cell to another. In this category of problem, understand-
ing of the source and destination of the target’s movement is necessary. Then the assay strategy
involves identifying the source and destination regions, and quantifying the target’s presence in
them (e.g., intensity). Arithmetic operations (e.g., differences, ratios) between the amount of tar-
get in the two regions further facilitates quantitative assaying of the translocation event. One of
the earliest, and most common examples of this cellular response subjected to HCS analysis was
the translocation of a protein from the cytoplasm to the nucleus of the cell (1,15-17).

For translocation events between distinct compartments or regions of the cell, algorithms such
as Cellomics’ Compartmental Analysis or Molecular Translocation BioApplications can be used
to identify the regions, and then measure the translocation (as discussed in Subheading 4.1.4.).
If one of the regions where the target needs to be detected is made up of a punctate pattern
(i.e., spots), then a spot analysis approach, as previously discussed, could be used. Sometimes,
the region might involve translocation to or from the plasma membrane, and this requires iden-
tification of the cell surface. One way to do this is to directly label the cell surface in a colocal-
ization type of approach. An alternative is to recognize that the cellular image is a
two-dimensional projection of the entire cell, and that if the label is not present on the cell’s sur-
face, then the area of plasma membrane over the nucleus might not have any label, giving the
cells an area devoid of labeling where the nucleus. When the target translocates to the plasma
membrane, the patch above the nucleus gets filled in and the dark region above the nucleus dis-
appears. Thus, this allows an analysis strategy similar to the cytoplasm to nucleus translocation
approach, because even though the translocation is between the cytoplasm and the cell mem-
brane, the labeling pattern is the same as a cytoplasm to nucleus translocation situation, allow-
ing the same quantitation technique to be used.

4.2.2. Internalization and Receptor Activation

One form of translocation is the internalization of a receptor from the cell surface.
Internalization of signaling receptors, such as GPCRs and RTKSs, occurs after the receptor’s activa-
tion by an agonist. GPCRs internalize and then get recycled back to the plasma membrane as part
of their desensitization and resensitization steps, whereas RTKs often get internalized as a part of
their down-regulation. Nevertheless, the internalization of these signaling receptors indicates
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that their activation by an agonist has occurred, and, thus, can be used as a surrogate assay for
receptor activation (1,11-14). The internalized receptors in endosomes typically have a punctate
appearance, and thus the problem becomes one of spot analysis.

4.2.3. Cell Cycle

As described earlier, HCS can be used for cell cycle analysis. Cell cycle analysis has been done
in several different ways including: (1) analyzing the presence of a specific cell cycle indicator to
determine whether the cell was in a particular cell cycle state (e.g., the presence of phosphory-
lated histone H3, detected by immunofluorescence, indicates that the cell is mitotic); (2) measur-
ing the DNA content of the cells from a DNA binding dye to determine the cell’s ploidy; and (3)
to combine and correlate the cell ploidy measurements with other cell cycle associated proteins
for a better indication of the cell’s particular state (3-5,9,23).

As discussed earlier, identification of nuclei is enabled by labeling with a DNA binding dye,
and the DNA content is obtained from the total intensity of the dye in the nucleus. Population
analysis of these intensities over all the nuclei defines the categories of different ploidy of cell
cycle states (i.e., cells in G1, S, or G2), and then each nucleus can be assigned a state. Identifying
and measuring nuclear intensity is straightforward, but additional analysis in identifying and
assigning cell cycle states is needed. Several directed algorithms, including Cellomics’ Cell
Cycle BioApplication, have been introduced to provide this enhanced analysis. Measurement of
other cell cycle targets usually involves measuring the intensity or spot analysis of the targets,
and their correlations can either be built in to the analysis packages, or can be done offline with
third party software.

4.2.4. Neurite Outgrowth

Often, particular cells such as dendritic cells and neurons have processes. The item of inter-
est are these processes, and the questions asked of them include the number of them per cell,
their length, and their degree of branchedness. We developed several different directed algo-
rithms to quantify neurite outgrowth, and which can be applied to this specific type of morpho-
logical problem (24-28).

We have implemented three approaches for quantifying neurite outgrowth types of problems.
In the approach offered by Cellomics’ Morphology Explorer BioApplication, the neuron is the
primary object. Once the neuron has been identified, the algorithm identifies and traces any
processes emanating from the cell body. It then reports size and shape properties of the cell body,
as well as the number of processes emanating from it, and their lengths.

An alternative cell-based approach is employed by Cellomics’ Extended Neurite
Outgrowth BioApplication. This was designed to be used in mixed cell cultures in which not
all of the cells might be neurons with neurites, or a neuron of the correct type. In this situa-
tion, the primary object label is still a neuronal stain, which also contains a valid nucleus. The
presence of both the neuronal specific stain and a labeled valid nucleus identifies the primary
objects as being valid neurons, and it is only on those that the algorithm specifically identi-
fies and traces neurites.

A third approach is where neurite outgrowth is reported at the field level. This approach is
often used when the situation involves an interconnected mat of overgrown neurites. In this case,
because of the overgrown neurites, it is often difficult to match neurites to their cell bodies. One
way to solve this is by using Cellomics’ Neurite Outgrowth BioApplication, which is a fast,
field-based approach in which accurate identification of the cell body for each neurite is not
needed, and an overall measure of neurite outgrowth for the field suffices. The situation is also
analogous to the phenotypes seen in a tube formation situation, and thus a similar analysis strat-
egy can be applied. The analysis strategy is to treat the entire mat of tangled neurites and cell
bodies as the primary object, and then report the length of the web of neurites, the number of
branch or cross points, and the length of neurite segments between branch and cross points.
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4.2.5. Monitoring Cell Health and Toxicity

An area of growing popularity for HCS is in the monitoring of cell health and cytotoxicity.
Although any HCS assay that reports on the physiological state of cells could be used as a cell
health or cytotoxicity assay, there have been some specific applications of HCS toward monitor-
ing cytotoxicity and apoptosis (2,6,7,18,29). These applications have combined and correlated
measurements several of the phenotypic classes discussed such as nuclear size changes, with cell
intensity changes from a membrane-impermeant dye, to spot analysis monitoring the changes in
mitochondrial transmembrane potential (2,6,7,18,29). Measurement and correlation of multiple
different properties related to cell health measured simultaneously in the cell gives a better under-
standing of the cell’s health, and also enables uncovering the sequence of events leading to a cell’s
death in response to a toxic insult. This class of assays is discussed in other chapters in this book.

5. Practical Utilization of Directed Algorithms to HCS Problems

Cytoplasm to nucleus translocation is one of the earliest HCS problems worked on, and one
of the first directed algorithms released by Cellomics (15). In this section, we describe it in
detail, as a practical example of a directed algorithm. The cytoplasm to nucleus translocation
algorithm measures translocation events by quantifying the relative distribution of target fluo-
rescence intensities between the cytoplasm region and the nuclear region of a cell (Fig. 2).
Measuring the intensity within nucleus and then comparing it with the intensity of cytoplasmic
region provides a simple and very robust way to assess quantitatively the degree of cytoplasm
to nucleus translocation. The issue remaining is how to specifically measure the intensities in
these two regions.

Let’s consider a real life example with the goal to characterize the activation and nuclear
translocation of the transcription factor nuclear factor (NF)-xB in HeLa cells. HeLa cells plated
in 96-well microplates were treated with two concentrations (Min/Max) of IL-1c, fixed and
stained using the reagents and protocol in Cellomics’ NFkB Activation HitKit® HCS Reagent Kit
(Fig. 3). The algorithm takes advantage of two-color fluorescence labeling of the cells (Fig. 4).
The image of the same field is acquired twice using different excitation-registration channels:
one -nucleus channel (blue fluorescence), the other-target channel (green fluorescence). First
the primary objects (nuclei) need to be identified. In a typical case a limited number of image
processing procedures is needed. Those include background correction, smoothing and intensity
thresholding. Figure 5 shows an overlay of the object mask created as a result of applying of
these procedures. In some cases additional steps like object segmentation, border touching object
removal, and so on might be required.

After identification of the primary object, target identification is performed. It might consists
of similar processing steps: background correction, smoothing and intensity thresholding and, if
necessary, segmentation (Fig. 6B). The next step is to create measurement masks corresponding
to the already defined regions of interest: nucleus and cytoplasm. We have found that the best
way to accomplish this is to use the nucleus mask and modify it to derive masks that correspond
to the areas (regions) of interest (Fig. 6). The mask that covers the nuclear region of interest
(called CIRC), can be created by simple erosion of the nucleus mask (Fig. 6A). At the same time
the mask that covers the cytoplasmic region of interest (called RING), can be created by dilation
of the nucleus mask and applying logical XOR operation to the dilated and the original nucleus
mask (Fig. 6B). To move the RING mask further away from the nuclear region, the original
nucleus mask must be also dilated. The size of dilation must correspond to the distance in pix-
els the inner edge of RING to the nuclear region. Thus, the CIRC and RING masks, their size
(width) and location relative to the nucleus edge, can be fully controlled through the combina-
tion of erosion/dilation applied to the nucleus mask. In some cases, when cells are elongated, the
cytoplasmic region might become very narrow and as a result the RING mask can fall (extend)
beyond the target and has to be confined to the target mask (Fig. 6F).
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Table 2
Intensity Measurements (Arbitrary Units) Made From the Target Channel:
Before and After Translocation

Avg. inten Avg. inten Avg. inten diff Avg. inten ratio
CIRC RING CIRC-RING CIRC/RING
Before 760 1200 -440 0.63
After 1840 640 1200 2.85

After CIRC and RING masks are created measurements of intensity can be made from a tar-
get by simply calculating the aggregate intensities of the target image under the CIRC and con-
fined RING masks (Fig. 6C,F) and then computing the average pixel intensity within the CIRC
and confined RING masks. Typically the average pixel intensities under the CIRC and RING
masks, but not the aggregate intensities under the original nucleus mask and target mask is used
to measure the degree of the translocation response.

Visually the process of cytoplasm to nucleus translocation can be described as an increase of
transcription factor concentration within the nuclear region and its decrease with the cytoplas-
mic area around the nucleus. In image analysis terms the concentration of the labeled material
(transcription factors) within a particular region is nothing but the average pixel intensity within
that region. Thus, comparing the average pixel intensity of the cytoplasmic area around the
nucleus (RING) with its average pixel intensity inside the nuclear region (CIRC) provides a sim-
ple way for quantitative description of cytoplasm to nucleus translocation process. As a metric
for the translocation process, typically two measures are used: the difference or the ratio between
average pixel intensity under CIRC and RING masks (Table 2). The use of each has its pros and
cons. The difference is insensitive to the nonspecific background intensity, but produces differ-
ent (inconsistent) results if the intensity of illumination source changes or the excitation illumi-
nation is spatially nonuniform. The ratio, vise versa, is insensitive to the intensity of illumination
source change or to spatial nonuniformity in the excitation illumination but produces poor
(inconsistent) results if nonspecific background intensity is not removed.
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Characteristics and Value of Machine Learning
for Imaging in High Content Screening

Juergen A. Klenk

Summary

Requirements for a flexible image analysis package for high content screening (HCS) are discussed. An
overview of tools and techniques for image analysis and machine learning is given. Machine learning for
classification and segmentation, the two fundamental elements of image analysis, is discussed. Next gen-
eration image analysis packages for HCS are reviewed. Recommendations for the development of image
analysis solutions for advanced assays are given.

Key Words: Classification; computer vision; high content screening (HCS); image analysis; machine
learning; morphology operations; neural networks; segmentation; semantic networks; thresholding; training.

1. Introduction

There is one universal constant in the field of high content screening (HCS): change—rapid
change to be precise! Researchers’ requirements for image quantification change constantly as
new technologies, instruments, fluorophores, and labeling reagents become available. This con-
tinuous change in requirements makes it difficult, if not impossible, for providers of image
analysis packages to keep up with the latest needs of their clients. Combining elements of
machine intelligence with computer vision based algorithms might remove this bottleneck.

Both computer vision and machine learning are huge fields, and more number of researches
has been conducted in refining methods to approach human vision capabilities. The bad news is
that despite all efforts there is still no single generic method, which adequately replicates human
vision. The good news is that acceptable results can be achieved by optimizing methods for
particular domains. Accordingly, we will focus on image analysis methods for biomedical,
specifically cellular images. And because this book serves as a practical guide, we will aim for
practical recommendations over technical breadth and depth.

2. Problem Description
2.1. HCS User Types Requiring Imaging

Image analysis can be viewed as an independent component that is used along the generic
HCS workflow during the three phases as shown in Fig. 1, i.e., assay development, screening,
and assay evaluation. The usage of image analysis packages varies significantly between these
three phases. Assay development users consists of an assay development scientist, a technician,
and possibly an image analysis expert who often doubles as technician. They usually have lower
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Fig. 2. Image analysis workflow.

throughput requirements as they use the image analysis software to validate their assays and to
configure the corresponding image analysis protocol for screening.

Screening users consists of a screening scientist and a screening technician, with high through-
put requirements to analyze the screens on- or near-line. They use the image analysis software for
quality control and might perform minimal fine-tuning of the image analysis protocol.

During the assay evaluation phase a scientist uses data mining and visualization software such
as Spotfire DecisionSite or ID Business Solutions (IDBS) ActivityBase to inspect the run data.
The image analysis software comes into play by supporting simultaneous inspection of data and
corresponding result images. Although image analysis plays a role in all three phases, it is pre-
dominantly during assay development that limited flexibility of existing image analysis packages
presents a problem to the scientists. Thus, for the remainder of this article we will concentrate
on how image analysis can be (and has been, in part) improved using machine learning tech-
niques to optimally support the flexibility needed for rapid development of new assays. But first,
let us review some terminology in image analysis and machine learning.

2.2. Image Analysis 101

Image analysis consists of several steps, starting from image loading to the extraction of the
results. We specifically exclude the image acquisition part, and assume that knowledge about the
camera, illumination, magnification, and so on is provided as metadata and available to the image
analysis system. Figure 2 illustrates the key steps of image analysis.

The processes of loading an image as well as extracting results and writing them to a data-
base require a flexible input/output interface to handle data formats and other specificities of an
existing HCS environment, a feature that every hardware-independent image analysis package
should offer.

Image preprocessing predominantly deals with compensating acquisition artifacts. There is an
abundance of preprocessing strategies. They include pixel brightness transformations (histogram-
based equalization, contrast stretching) and local preprocessing (smoothing, convolution operations,
noise reduction filtering), to name just a few of the more commonly used methods. Every
comprehensive image analysis package should allow for a proper preprocessing of the raw image
as this will dramatically improve analysis results. Preprocessing methods are well described in
the literature (I-5) and can be viewed as independent of the subsequent image analysis—at least
for the purpose of this article. Thus, we will assume throughout this article that images have
already been preprocessed and artifacts have been removed as much as possible for optimal
analysis results.

The two remaining elements of image analysis that we will concentrate on in this article are
segmentation and classification (or recognition). Image segmentation is the process of partition-
ing an image into objects, and image classification is the process of naming these objects. Does
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segmentation lead to classification or classification lead to segmentation? Regardless of one’s
philosophical stand on this question, it is undeniable that a tight connection exists between them,
like the chicken-and-egg problem. How can you segment an image if you do not already know
what is in the image, and how can you classify an object if you do not already know whether you
have got it right? Our research shows that this problem should be solved just as nature solves all
chicken-and-egg-type problems: with an evolutionary strategy. In other words, the best image
analysis results can be achieved with algorithms that rely on an iteration of segmentation and
classification steps. We will discuss segmentation and classification methods in the next section.

2.3. Machine Learning 101

Machine learning is an area of artificial intelligence that deals with finding an optimal algo-
rithm to more or less solve a complex problem. Obviously, our specific problem is analyzing a
set of images. There are two key concepts in machine learning, the “finding” strategy for the
optimal algorithm and the quality of the “approximation.” The “finding” strategy is usually
referred to as the machine learning method, and we will discuss such methods in the next sec-
tion. The quality of the “approximation” is the deviation of the approximate result produced by
the learned algorithm from the ideal result, often produced by a human. It is important to real-
ize that for complex problems, finding an algorithm that provides an exact solution is computa-
tionally intractable, and in many cases such an algorithm does not even exist. Thus, the key of
machine learning is to find an algorithm that consistently solves a problem well enough, accord-
ing to the user. In other words, it should produce results, which deviate only an acceptable
amount from the ideal results in almost all cases.

Learning is achieved by presenting the machine learning method with training data. There are
two fundamental types of learning methods, unsupervised learning, and supervised learning.
Unsupervised learning relies on purely statistical analysis of the training data and does not
require any user input. Simply speaking, the “finding” strategy looks for the algorithm that pro-
duces the “most likely” result, given the training data and its statistics. It is usually employed
when the user has no or very limited a priori knowledge about the problem space. By contrast,
supervised learning relies on user feedback, and learning is achieved by comparing machine-
produced with user-produced results on the training data, and iteratively improving the algorithm
“in the direction” of the desired results until an optimum is reached.

The ultimate challenge in machine learning is that a “learned” algorithm works well on (pre-
viously unseen) test data. Only the comparison against such test data provides an objective meas-
ure of the quality of the “learned” algorithm, and ultimately of the machine learning method. As
intuitive as this might sound, this fact is often overlooked, and quality measures on the training
data are given instead.

2.4. Limitations of Conventional Imaging Systems

The problem of conventional image analysis packages lies in the fact that they were devel-
oped for and hence are limited to specific assays. They rely on specific cell lines, labeling
reagents, phenotypic changes, readouts, and so on. For which specific image analysis algorithms
were developed that can analyze a particular set of parameters and allow some configuration by
the user. Thus, they provide very limited or no flexibility to the assay development scientist, even
if they offer some degree of configuration capability.

For example, a customized algorithm allows measuring the translocation of a green fluorescent
protein (GFP)-labeled protein from the cytoplasm to the nucleus as follows: suppose the nuclei
are stained with Hoechst, then a simple intensity-based thresholding in that channel will segment
the nuclei if they are reasonably well separated. A simple distance-based doughnut around each
nucleus provides a reasonably good approximation for the cytoplasm. Once nucleus and cyto-
plasm are detected, the algorithm then simply needs to compute the GFP-intensities in each com-
partment and their ratio. The user simply chooses the desired parameter (nucleus/cytoplasm),
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and he has three dials to configure the analysis, the nuclear-stain-intensity threshold, the distance,
and the GFP-intensity threshold, to adjust nucleus size, cell size, and labeled proteins, respectively.

Such an approach has some obvious limitations. First, the nucleus segmentation algorithm
does not work for all assays. Even a smart adjustment of the intensity threshold by the user will
not always lead to a desired level of quality for nucleus detection, especially if the nuclei are very
close to one another and are not stained homogeneously.

Second, the assumption that the cytoplasm is located in a doughnut around the nucleus is too
simplistic. It will miss a significant amount of cytoplasm, and worse, it will pick up background
noise. This in turn produces a significant error for the GFP signal in the cytoplasm.

The reason that solutions based on the above algorithm were developed despite their limita-
tions is that it was too hard to develop an algorithm that could correctly detect the structures of
interest—nucleus and cytoplasm—under all circumstances. And this is the biggest drawback of
latest image analysis packages: there is no way for the scientist to reliably detect all structures
of interest with the provided algorithms! In other words, no dial setting; however, smart, will
yield a satisfactory analysis for most new assays.

The reason for the limitations of our example, and for most of latest image analysis packages,
is that one attribute—intensity—to describe our structures of interest simply is not enough, espe-
cially if the restriction to specific assays is removed. Even two or three attributes are not good
enough in most cases. Ask yourself—if you were to describe a nucleus, what attributes would
you come up with? Its size, shape, color, and texture are just a few such intrinsic attributes. But
then there are also extrinsic attributes, or relations, to other structures. A nucleus has a boundary,
the nuclear membrane, it has nucleoli inside, and it is surrounded by cytoplasm. Furthermore,
there is exactly one nucleus per cell (well, simply speaking, but of course we could also dive into
providing phenotypic descriptions and thus distinguish between particular types of nuclei).
Figure 3 provides a sketch of such a description, also referred to as a semantic network. These
are more of things that an algorithm could (should? must?) take into account to help reliably
detect nuclei and other structures of interest in a wide range of situations.



Machine Learning for HCS 87

Select Paint at some Optimize
Load _, - Save
. structures training data \\detection of
training . . learned
. of interest for each training data .
images . algorithm
from a list structure structures

Fig. 4. Workflow of a machine learning based image analysis solution.

But now we have ended up with too many parameters to adjust manually. Imagine a nucleus
detection algorithm with 100 independent dials to adjust. You would not know where to begin.
And the effect of each dial is not always immediately apparent. There even seems to be crosstalk
between the individual dials. A user would be simply overwhelmed by the complexity and we
are only on our first structure, the nucleus.

This is where machine learning comes into play. It can assist the user and find the optimal algo-
rithm for nucleus detection by automatically determining the best settings for all dials. As we now
know, this takes some training data: the user must point to some examples of well-identified
nuclei (and similarly for other structures of interest). From this the machine learning method can
learn the settings, which optimally reproduce the training results. If the training data have been
well selected (we shall come back to this later), then these settings should also work well on pre-
viously unseen test data.

2.5. Features of a Machine Learning-Based Imaging System

More generally, what is needed is a system that can learn to automatically detect structures of
interest such as nuclei, cytoplasm, cell membrane, other subcellular structures, or entire cells or
even cellular structures, independent of the assay type. It should be a relatively simple process
to teach the system how to automatically and reliably detect these structures—ideally much in
the same way, as we would educate a student—by pointing at them and naming them on train-
ing data. Figure 4 provides an illustration of key elements of a machine learning-based image
analysis solution. The key here is that the individual workflow components must be developed
in a generic way so that they will work with (almost) any assay.

3. Tools and Techniques
3.1. Machine Learning for Classification

Using the terminology from the previous section, machine learning methods for classification
must help us find an optimal classification scheme for the provided training data. Probably the
best-known technique for classification is neural networks. This technique uses a supervised
learning algorithm called the backpropagation algorithm. Providing input and output layers and
a network of nodes (neurons) and weighted links (axons) in between, neural networks compute
an output signal by propagating an input signal through the weighted network. The input nodes
are connected to the objects’ attributes, and the output nodes to the class types. The backpropa-
gation algorithm changes the weights in the network until an optimal classification scheme for
the training data is obtained. Usually this classification scheme provides a very good extrapola-
tion to unseen test data. Furthermore, neural networks feature classification likelihood measures,
which yield not just one classification result for each object, but a table with a list of classes it
might belong to and the respective likelihoods.

Another technique for classification is known as nearest neighbor, with a learning algorithm
based on clustering of the training data. There are many clustering strategies, most of which are
geometrically intuitive. Their goal is to group the data points in attribute space which represent
the training data objects into sets or clusters of data points which belong to the same class. This
is achieved by drawing separation hyperplanes (or, more generally, hypersurfaces), and, thus,
partitioning the attribute space in the best possible way so that each partition only contains data
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points (objects) of one class. Methods such as principal component analysis might be employed
to reduce the dimensionality of the problem by weeding out dependent attributes. Classification
of training or test data objects is then achieved by choosing the class type of the nearest parti-
tion. Like neural networks, nearest neighbors also provides classification likelihoods, using a
distance measure from partition centerpoints.

Decision trees are a very old technique for classification. A classification result is obtained by
traversing a tree, with a decision being made at each branch point, until an end point is reached.
Decisions are based on attribute values. The end points of a decision tree are class types.
Algorithms have been described in the literature to optimize the decision points in order to
improve the overall classification result. In practice, decision trees are limited to simply struc-
tured problems and are thus not too useful for our needs.

The last technique we discuss is a knowledge-based approach, also known as semantic net-
works. We touched on semantic networks already when we gave a knowledge-based description
of a nucleus. Semantic networks are not completely independent of the previously discussed
techniques. In fact, one can argue that the selection of input nodes for neural networks as well
as the selection of attribute dimensions in nearest neighbors is best done by employing prior
knowledge about the structures to be identified. However, a knowledge-based approach goes fur-
ther in that it does not only select the relevant attributes, but also provides meaningful ranges for
them. For nuclei, typical ranges for size, shape, color, texture, and so on are given. Mathematically
this can be best expressed in terms of fuzzy logical, which provides a way to link attribute values
to classification likelihoods. Figure 5 shows a sample fuzzy logical expression for nucleus size.
The basic idea of fuzzy logical is that shapes other than a step function are allowed as likelihood
curves.

There are many ways to learn the attribute ranges from the training data. The simplest tech-
nology is the minimum to maximum approach, taking for each attribute the minimum and max-
imum value encountered in the training data and declaring the interval between minimum and
maximum as the allowed range, with a classification probability of 1 (i.e., using a step function).
This special case of a semantic network coincides with the nearest neighbors approach with
mutually orthogonal separation hyperplanes. A more subtle technology employs Gaussian distri-
butions, and yet more subtle technologies vary the shape of the curve using polynomial fitting
strategies. It should also be noted that attributes can be connected with functions other than just
Boolean, and allowing for even more flexibility in class modeling.
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As a rule of thumb, the more prior knowledge a method allows to be used, the more robust it
is across the variety of images. This is especially true for images, which are as complex as the
ones we are trying to analyze. Thus, the best techniques for classification in machine learning
based, robust, generically applicable image analysis solution for HCS are neural or semantic net-
works.

3.2. Machine Learning for Segmentation

Once again, using our terminology, machine learning methods for segmentation must help us
to find an optimal algorithm for segmentation of the provided training data. Before we look at
examples, it is important to realize that there is a fundamental difference between classification
and segmentation. Classification requires computing a classification result from attribute values,
a process, which can be expressed in terms of inserting values into a mathematical function.
Thus, improving the classification result by machine learning can be done by searching for an
optimum for this mathematical function, a mathematical problem known by the name of varia-
tional calculus. Variational calculus is well understood and there are efficient algorithms, which
solve the optimization problem (the backpropagation algorithm for neural networks being such
an example). By contrast, measuring the quality of a segmentation algorithm requires executing
it, and then comparing the produced (predicted) and actual segments. There is usually no closed
expression in terms of a mathematical function by which a segmentation result can be computed.
Thus, the problem of optimizing a segmentation algorithm can in most cases only be solved by
an iterative, trial-and-error approach, which is usually much more computationally expensive.
For this reason, machine learning for segmentation is not nearly as far developed as machine
learning for classification. Nonetheless, there are some techniques, which apply to our problem.

Another important point to realize is that there are two different philosophies about segmen-
tation. The first and conventional approach aims for a good segmentation result in one step, using
a clever algorithm that does not depend on classification results. The second approach uses clas-
sification results to control the segmentation algorithm—this is the iterative strategy of segmen-
tation and classification that we discussed earlier. This iterative approach requires some kind of
bootstrapping: an initial segmentation must be performed to get a starting point. The segments
of this bootstrapping step are often referred to as seed objects. The seeds then undergo an evo-
Iution and eventually some of them become the desired objects, whereas others might become
helper objects (typically structures that are easily identified) that assist in detecting the desired
objects. Because of their classification independence, the one-step segmentation algorithms are
often used for the bootstrapping segmentation in the iterative approach.

The first and simplest one-step technique is segmentation by threshold. This is usually done
on the basis of brightness, color, or texture, with a channel specific selection for color images.
In our example on nucleus detection, all pixels with brightness greater than a given threshold in
the Hoechst channel were grouped into objects, and these objects were then classified as nuclei.
Because this technique depends on one parameter only, there are rather straightforward algo-
rithms to automatically determine the threshold setting that produces the best segmentation
results for the training data. One such algorithm works by lowering the threshold and thus
increasing the object sizes until the average size of the produced (predicted) objects equals the
average size of the actual objects. The resulting threshold is then the optimal threshold. If used
as a bootstrapping algorithm, the threshold is usually set slightly less than the global maximum,
so that for example the brightest 10% of all pixels are grouped into seed objects.

A related technique is searching for local extremes, again for brightness, color, or texture.
This is often referred to as local thresholding. Every pixel that is only surrounded by darker pixels
is a local brightness maximum. Each local maximum gets its own local threshold. All local
thresholds are lowered by a certain percentage until again the average size of the produced
objects equals the average size of the actual objects. Local thresholding can also be used to
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generate seeds for an iterative approach. Apart from outstanding brightness in their centers,
another strategy to detect objects is to look for clearly visible boundaries. This is known as edge
detection. Because edges partition an image into segments, edge detection is also a one-step seg-
mentation technique.

One of the best-known edge detection techniques is called the Watershed Algorithm. The intu-
itive idea underlying this technique comes from geography: it is that of a landscape or topo-
graphic relief which is flooded by water, watersheds being the dividing lines of the domains of
attraction of rain falling over the region. As a result, the landscape is partitioned into domains of
attraction separated by watersheds. If the height of a pixel is given by its intensity, then the
Watershed Algorithm tends to create objects, which are separated by a visible contrast. This tech-
nique usually works reasonably well to separate cells, which in turn can produce good seed
objects for nucleus detection (note that this would involve a shrinking evolutionary strategy for
nucleus detection). Parameters of the Watershed Algorithm that a machine learning method
might adjust are the minimal size of the catchment basins, the stepping height during flooding,
and what to do with plateaus. In addition, there are a number of distance measures that can be
employed which might lead to different results.

The Hough Transform is another method to detect curves through near-extreme values. It is
usually employed for straight lines and circle segments. For straight lines, the idea is to trans-
form the pixel space into a so-called Hough space. Each point in the hough space identifies a
unique line in the original space, and the intensity of that point is the accumulated brightness
along its corresponding line. Extreme points in Hough space then identify visible lines in the
image. The hough transform for circles is sometimes a good method to detect nuclei, especially
if the nuclear membrane is well visible.

The next technique is our first iterative approach, and it is know as region growing. It is
usually guided by additional local and global attributes, such as size, shape, smoothness, com-
pactness, and neighboring relations criteria and so on, all of which can be captured in a knowl-
edge-based description for the desired objects of interest. The algorithm starts out from a set
of seed objects determined by some bootstrapping criterion, for example, finding local max-
ima, and then continues to grow the seeds by adding new objects or pixels for as long as their
classification likelihood improves. During this process the objects and thus their attributes
continuously change, which makes it very complicated to optimize the segmentation algo-
rithm. Because the local stopping criterion for each object is reaching a maximum for its clas-
sification likelihood, the “learning” strategy must first extract optimal class descriptions from
the training data. This can be done using the approach described for semantic networks in the
subsection on machine learning for classification. Then all objects must be grown and contin-
uously reclassified. The growing process for each object is individually stopped when its clas-
sification likelihood starts to decrease. A simple method to avoid stopping in a local maximum
is to continue the growing process a little further it to see if the classification likelihood
increases again.

The opposite of region growing is region shrinking, a process that might be employed when
starting with seed objects which are larger than the desired objects. Region growing and region
shrinking are specific forms of the more general morphology operations dilation and erosion.
There are also boundary optimization techniques, known as opening and closing. Opening is the
sequence of an erosion step followed by a dilation step, whereas closing is the sequence of a dila-
tion step followed by an erosion step. They result in making a boundary rougher or smoother,
respectively. Again, these processes can be guided by knowledge-based descriptions of the
desired objects derived from training data. More generally, all of these morphology operations
can also be combined with one another (e.g., grow first and then smoothen the boundary), and
be tailored for specific needs, such as growing linear structures (for neurite outgrowth), or jump-
ing gaps and building bridges to deal with incomplete structures.
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This most general form of an evolutionary strategy often includes the use of helper classes.
Helper classes might not have anything to do with real structures. Thus, they are not available
from the training data, so that we have no a priori knowledge about their attributes. Optimizing
the iterative algorithm then involves testing it with a variety of attribute settings for the helper
classes. An example would be to determine the maximal bridge length for a linear growth strat-
egy, the bridge being a helper class to close gaps in the linear structure.

Finding the best settings for the helper classes’ attributes can be done in a brute force way by
computing results for a large number of settings, or more intelligently by an interval halving
method (assuming a certain linear relation between the settings and the results). It can also be
done by asking the user to provide a first guess for the settings.

In conclusion, it should be noted that there is no single optimal method for segmentation and
classification to reliably detect all structures. Rather, a good method will be tailored to the struc-
ture of interest it is supposed to detect. A good image analysis package should thus contain such
tailored methods for most structures of interest, and provide an easy to use framework for new
method development to extend it to new structures of interest.

3.3. Training Techniques

A good image analysis package should minimize the user interaction required for training and
make the process as user-friendly as possible. The best results are achieved by wizards or guides,
which help the user to prepare the training data. Let us first review some of the important steps
in preparing the training data, and then look at the art of selecting good training data.

Preparing training data requires manual delineation of the structures of interest. Any drawing
software could be used to do this, but such an approach would be far from practical. A training
set requires a significant amount of images. On each image there are many structures of interest.
The outlines of these structures are very difficult to trace with a drawing tool. All of this would
result in an unacceptable amount of work for the user to prepare the training data. Instead, a
point-and-click strategy should be employed to select objects of interest, with effective and easy-
to-use tools to optimize the outlines. This approach of training data preparation requires prior
segmentation so that objects can be offered for selection. But how can this segmentation are per-
formed without having access to the training data in the first place?

We have, thus, encountered another chicken-and-egg-type problem, which we solve again by
an evolutionary strategy. We start out with a structure of interest that is relatively easy to detect,
such as a nucleus. Then we use some of our one-step segmentation strategies to get a rough out-
line of this structure. We let the user select which strategy worked best, and then provide him with
morphology tools to optimize the outlines. The only morphology tools he needs are dilation, ero-
sion, opening, and closing. This will allow him to fix up most nuclei very quickly. The nuclei,
which do not come out nicely will simply be rejected. This is not a problem, however, because we
do not have to outline all nuclei on every training image. Instead, a good set will suffice. Then we
repeat this process for other structures of interest, using segmentation strategies, which can now
be guided by the structures we already detected in the previous steps. For example, detecting cells
is more easier if the algorithm can use the already detected nuclei as seeds. This process, if nicely
packaged into a wizard, provides a speedy and user-friendly way to prepare training data.

Now we turn to the art of selecting “good” training data. This has a big impact on how well
our “learned” algorithms can extrapolate results from training data to previously unseen test data.
The point is to select a “representative training set.” What does this mean for our case? First, it
refers to the training set size, which depends on the number of classes, or structures of interest
that we want to distinguish. For each class type the system must be presented with an adequate
number of samples. Second, it refers to picking the training data such that the entire range of each
class is covered. This means that all varieties of a particular structure of interest should be pres-
ent in the training data, and ideally more than once. If samples are collected statistically, then both
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Selection criteria for training data

* Pick a set of images which contains all structures of interest
* Ensure that the entire variety of each structure is covered

Fig. 6. Selection criteria for training data.

goals are achieved by just picking a large enough training set. There are statistical tools to com-
pute how big the training set should be given the number of classes and their assumed distribu-
tion. But we are selecting the training data manually. Thus, a simple rule of thumb is that the
training set needs to be characteristic of its usage in the real world. It is a very common mistake
to pick only the best nuclei as training data, and then be surprised that only the best nuclei are
detected, although most others are badly missed (see Note 1). All structures of interest vary sig-
nificantly resulting from staining, biological, or other effects. A good selection includes a few
samples from every variant of every class, thus covering the entire range of all classes reason-
ably well (see Note 2). This is summarized in Fig. 6.

4. Solutions

There are many image analysis packages for HCS on the market. For a good overview see (6).
If you are a user who is just entering the field of HCS, or a user who uses HCS only for existing,
standardized assays, then you are probably best served by existing turnkey solutions. The best
known and most widely used turnkey solution is Cellomics’ (http://www.cellomics.com/)
ArrayScan system (http://www.cellomics.com/content/menu/ArrayScan%AE/). Other frequently
used turnkey systems are offered by GE Healthcare (http://www.gehealthcare.com/), BD Biosciences
(http://www.bdbiosciences.com), Evotec (http://www.evotech-technologies.com/), and Molecular
Devices (http://www.moleculardevices.com/). These systems allow running frequently used
assays, and the corresponding image analysis can be done almost at the push of a button. In partic-
ular, no detailed knowledge about image analysis is needed to operate these systems.

In contrast, if you are a user who is developing new assays, you will need a system with open,
flexible image analysis capabilities. A more flexible approach is to offer a package of modules
instead of prebuilt solutions. A module comprises a configurable algorithm for the detection of a spe-
cific structure of interest, for example, the nucleus or the cytoplasm (see Note 3). Solutions can be
assembled by combining the modules, which detect the desired structures into an image analysis
workflow. Modules can also be configured to fine- tune analysis to specific assay conditions, and
ideally this step is supported by machine learning techniques. GE Healthcare’s IN Cell Developer
Toolbox (http://www.gehealthcare.com/company/pressroom/releases/pr_release_10287.html),
Definiens’ (http://www.definiens.com/) Cellenger HCS (http://www.definiens.com/news/ releases/
19_e_Bioimage.htm) (see Note 4), and Evotec’s Acapella (http://www.evotec-technologies.com/
opencms/export/et/products/life_science_software/software_products/acapella.html) are such
modular systems that have just or will soon become available. Definiens’ Cellenger HCS
includes wizard guided module selection and machine learning supported configuration (see
Note 5). Cellomics, Inc. has also developed a number of its BioApplications in a much more
modular way (http://www.cellomics.com/content/menu/BioApplications/). CellProfiler (http://
groups.csail.mit.edu/vision/cellprofiler/), an effort at Whitehead and the Massachusetts Institute
of Technology (MIT) to develop open-source modules for image analysis, which plug into MAT-
LAB (http://www.mathworks.com/) as well as the open microscopy environment (OME)
(http://www.openmicroscopy.org/), might become a choice for the budget-oriented user. All of
these next generation, modular image analysis packages provide a significant step forward for the
field of HCS. But there will always be structures for which no corresponding module yet exists.
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For this reason some of the above-mentioned providers are making available the very tech-
niques and tools which they use to develop their modules. In most cases, their technique is based
on some scripting language, public or proprietary, and they have a development environment to
assist the programmer. Sometimes additional algorithms for segmentation and classification
developed in C++ or Java can be plugged into the package. This is obviously the most flexible
approach. But it comes at a price: someone will need to invest a significant amount of time to
get acquainted with image analysis in general and with the package and its programing language
in particular. This is actually already true for the next generation, modular packages mentioned
in the previous paragraph, though to a lesser degree.

If you want to be flexible with your assay development, and you need similar flexibility in
image analysis, you will need an image analysis expert in your team. Computer vision is still
miles away from human vision. Compared with cars, we are still in the age in which you needed
to carefully adjust several levers and crank a handle to start the car, and you needed a flag per-
son to walk in front of the car to warn people, all of which required an expert to operate the
machine. Likewise, there is no image analysis push-button solution for the kind of flexibility you
are asking for. You will need an expert to run your image analysis. And it will take him at least
3—6 mo of training until he will have an impact. But if you accept this you will be able to support
your cutting edge research with cutting edge image analysis.

There is no doubt that we will sometime have push-button image analysis modules for
(almost) any cellular or subcellular structure. Getting there will be greatly supported by pack-
ages which provide a comprehensive set of machine learning based algorithms for classification
and segmentation as previously described. Until then the 80/20 rule applies: push-button solu-
tions only for those 80% which run assays that are in widespread use, the remaining 20% which
spearhead the field of HCS will need to pick their package of choice and develop their corre-
sponding image analysis solution themselves (see Note 6).

5. Notes

During his time at Definiens the author observed several projects to develop customized
image analysis solutions for a variety of assays using Definiens’ development environment,
Cellenger Developer Studio (http://www.definiens.com/cellenger/files/cellenger.pdf). Based on
this experience as well as customer feedback, we will now take a look at some effort estimates
which should serve as a guideline for your own lab.

1. Another rule for modules is that absolute numbers are to be avoided, and relative expressions with
respect to some calibration or metadata should be used instead. For instance, using absolute brightness
or size of a structure makes no sense, when fluctuations must be expected between assay types, dur-
ing image acquisition, or during incubation.

2. When developing a solution for a particular assay, it is best to start with a rather small yet reasonably rep-
resentative training set, and to focus on the easiest structures first. For a reasonably difficult cellular assay
this step takes in the order of 1-4 wk. Afterwards it is important to validate and refine the solution using
a larger training set, a process than can take another 1-8 wk, depending on the desired accuracy. Do not
forget to separate your data into training and test data beforehand. Test data must never serve for train-
ing purposes. If it does, it will immediately become training data as well, and new test data must be
obtained. This might sometimes be necessary if the training data is found not to be representative.

3. Developing a module to generically identify a particular structure of interest, for example, the nucleus
or the cell membrane, is significantly harder. Our research has shown that it makes sense to build mod-
ules from submodules, with each submodule being capable of analyzing a particular subgroup of the
structure. For instance, it would be too hard to develop one single strategy to identify nuclei for all
stains, because Hoechst only stains the nucleus, but DRAQS also stains the cytoplasm. Instead, a sub-
module for each stain should be developed, and the metadata, which contains information on the used
stain triggers the appropriate submodule.

4. Cellenger Developer Studio is an integrated development environment, which uses a graphical programing
paradigm to assemble image analysis solutions. It supports Semantic Networks (i.e., a knowledge-based
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description of structures of interest) as well as a list of classification and segmentation algorithms.
Machine learning techniques are not included, although the graphical programing language is flexible
enough to allow users to include machine-learning elements in their programs.

. For Cellenger’s graphical programing language, just as for any other programing language, the aver-

age training time for a new user to become productive was in the order of 3—6 mo, although it would
take an additional 6 mo for the user to really master the system to a degree that he could also crack
hard problems. Training comprises learning the language (theory) as well as working through exam-
ples (practice). Programing experience is quite useful though not a must. A solid theoretical under-
standing is important early on, whereas later building a repertoire of recipes from practical experience
is critical.

. Our last remark returns us to the importance of machine learning for the development of generically

applicable modules. We found that without some form of machine learning assistance, for instance to
adjust values of a region growing segmentation step, or to optimize a classification step, it was not pos-
sible to develop a generically usable module, not even for a structure as simple as a nucleus. The vari-
ation of nuclei in assays is simply too big. We had to include a step in which knowledge, automatically
gathered from the training data, was fed into the module to automatically fine-tune the evolution of
structures to the specific assay in question.
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Tools for Quantitative and Validated Measurements of Cells

Anne L. Plant, John T. Elliott, Alessandro Tona, Dennis McDaniel,
and Kurt J. Langenbach

Summary

In this chapter, we describe the preparation of thin films of collagen that can serve as reference materials
for assuring reproducible and predictable cell responses. Subtle differences in the molecular-scale charac-
teristics of extracellular matrix proteins, including the supramolecular structure of type 1 collagen, can have
tremendous influences on cell state and cell-signaling pathways; therefore the careful control and analysis
of the culture surface is critical to assure a relevant and consistent response in cell-based assays. We also
describe how cell-phenotypic parameters such as morphology, proliferation, and green fluorescent protein
expression can be unambiguously quantified in adherent cells by automated fluorescence microscopy or
high content screening. Careful consideration of protocols, and the use of fluorescent reference materials, are
essential to assure day-to-day and instrument-to-instrument interoperability. The ability to collect quantita-
tive data on large numbers of cells in homogeneous matrix environments allows assessment of the range of
phenotypes that are reproducibly expressed in clonal cell populations. The inherent distribution of responses
in a cell population will determine how many cells must be measured to reach an accurate determination of
cellular response.

Key Words: Alkanethiol self-assembled monolayers; automated fluorescence microscopy; extracellu-
lar matrix protein; green fluorescent protein; type 1 collagen.

1. Introduction

The National Institute of Standards and Technology (NIST) is considered the nation’s
measurement institute. With more than a 100 yr history, NIST technology, measurements, and
standards are geared to help US industry invent and manufacture superior products reliably,
provide critical services, ensure a fair marketplace for consumers and businesses, and pro-
mote acceptance of US products in foreign markets. As industrial and national priorities have
evolved, NIST has responded by expanding its portfolio into new strategical directions, such as
biotechnology. The physical measurement capabilities and approaches that NIST is best known
for are now routinely being applied to biological molecules such as DNA and proteins, and
more recently, to cells (e.g., see http://www.cstl.nist.gov/biotech/Cell&TissueMeasurements/
Main_Page.htm).

A major challenge facing the biotechnology and pharmaceutical industries today is the
ability to quantitatively assess biomarker expression in living cells. Drug screening and tox-
icology relies increasingly on cell-based assays, with the hope that quantitative cell response
will provide a more reliable predictor of clinical outcome than molecular-scale screening

From: Methods in Molecular Biology, vol. 356:
High Content Screening: A Powerful Approach to Systems Cell Biology and Drug Discovery
Edited by: D. L. Taylor, J. R. Haskins, and K. Giuliano © Humana Press, Inc., Totowa, NJ
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approaches. High content screening has permitted a high throughput approach to fluores-
cence-based imaging (see Chapter 1). However, the validity, reproducibility, interoperability,
and interpretation of such data are currently less than perfect. Establishing an in vitro model
system that accurately reflects in vivo response will likely remain a challenge for years to
come. However, the development of improved matrices and quantitative methodologies will
help the community make more reliable, reproducible, interoperable, and meaningful cell-
based measurements.

Our group is developing cell metrology tools that will help minimize sources of variability in
conducting quantitative cell biology measurements and facilitate interlaboratory data comparability.
The components of this toolkit include thin films of extracellular matrix (ECM) proteins, which
are highly reproducible and amenable to analysis by independent methods, and quantitative fluo-
rescence microscopy protocols that allow accurate and reproducible quantification of cell
response; these tools are discussed in this chapter. We are also developing lines of indicator cells
that allow nearly real time, in situ, evaluation of growth conditions such as growth matrices,
serum, and pharmaceuticals. These tools will facilitate applications such as diagnostic assays,
drug screening, pharmaceutical development, development of biomaterials, and determination of
culture conditions for stem cells. In addition, such reference materials and protocols will be essential
for standardizing and validating data on cells and tissues that might be compiled into databases
for use in modeling complex biological networks.

1.1. Thin Films of Collagen as Reference ECM

ECM proteins can induce diverse intracellular signals by providing both mechanical and
chemical stimuli to cells (1). Owing to signal pathway crosstalk, these intracellular signals will
mitigate and be affected by other sources of cell signals. Because of the importance of ECM cues
in poising cell-signaling pathways, careful control of the ECM might be extremely important
when studying cellular response to soluble factors such as pharmaceuticals. In addition, well-
defined matrices provide the opportunity to understand the role of the matrix cues in cell
response, which is difficult with serum protein-coated tissue culture polystyrene in which the
identity and presentation of matrix molecules are difficult to know.

Collagen is the major structural protein in tissues. We have developed a reliable method for
fabricating reproducible thin films of native type-1 and denatured type 1 collagen (2). Thin
films of native collagen are determined by ellipsometry measurements to range from about 6
to 40 nm thick depending on the concentration of collagen in the solution from which they are
assembled. The thin films are formed by allowing collagen in solution to self assemble onto
gold-supported alkanethiol monolayers as depicted in Fig. 1. As shown in Fig. 1, at low con-
centrations of collagen in solution, the surface is primarily covered by a layer of very small
collagen fibrils; and large fibrils grow out of the small fibrils (Fig. 1C). These large fibrils are
about 200 nm in diameter, can be microns in length, and appear to be pinned at one end to
small fibrils at the surface. A thin film made up of exclusively of short fibrils appears to pres-
ent different mechanical signals to cells than do thin films containing large fibrils. This will
be discussed in greater detail later.

Vascular smooth muscle cells (vSMC) and fibroblasts response to thin films of large collagen
fibrils is analogous to their response to collagen gels with respect to cell morphology, prolifera-
tion rate, cytoskeleton organization, expression of the tenascin-C gene, ERK1/2 phosphoryla-
tion, and o, B3, integrin engagement (3,4). Unlike collagen gels, the thin films are rugged, highly
reproducible, and homogeneous. Furthermore, they are optically superior to collagen gels
because they scatter less light, and because they are homogeneous in thickness, cells in different
fields are in approximately the same focal plane. These characteristics make them amenable to
automated microscopy. These thin films provide a matrix environment that is identical from
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Fig. 1. Thin films of type 1 collagen. (A) Hydrophobic alkanethiol monolayers are self-assembled
on translucent layers of gold on glass slides. Thin films of collagen are formed by placing the alka-
nethiol-coated slide into a solution of monomeric type 1 collagen at neutral pH and physiological ionic
strength. After overnight at 37°C, the surfaces are rinsed, dried briefly under a stream of N,, and
replaced into buffer or medium. (B) Ellipsometry measurements indicate that thin films prepared from
300 pug/m collagen solutions have an apparent thickness of approx 23 nm according to an effective
medium model. (C) Atomic force microscopy of collagen films prepared from a low concentration of
collagen shows that a layer of very small fibrils underlay larger fibrils and that larger fibrils appear
to be connected to, and grow out of, the smaller fibrils. The dimensions of the small fibrils are consis-
tent with an aggregate of five collagen triple-helix monomers. (D) Atomic force microscopy (right)
indicates that the large fibrils are on the order of 200 nm in diameter and tens of microns long.
Fluorescence microscopy of fluorophore-labeled collagen thin films (left) indicates that the films are
spatially homogeneous.

field-to-field and from experiment-to-experiment, and cells display a predictable and highly
reproducible response on these films. Because these films can be characterized by a variety of
surface analytical techniques such as ellipsometry, surface plasmon resonance, and scanning
probe microscopies, one can verify the homogeneity and reproducibility of the cell culture sur-
face independently from the cell response.

Thin films of collagen are excellent substrates for observing cell structure and cell-matrix
interactions by light microscopy techniques. The thin film approach also allows us to systemat-
ically modify the ECM environment to observe that subtle differences in ECM protein confor-
mation and supramolecular structure can alter cell response. For example, the surface free energy
of the substrate onto which type 1 collagen adsorbs determines the supramolecular structure of
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Fig. 2. Evidence for mechanical influence on cellular response. Thin films of collagen on alkanethiol
monolayers prepared from higher concentrations of collagen in solution have a denser film of large colla-
gen fibrils, and thin films prepared from low concentrations of collagen consist primarily of the very small
fibrils of collagen that are in very close proximity to the alkanethiol monolayer. The cells that interact with
large fibrils (left) do not spread significantly, and have a poorly organized cytoskeleton compared to the
cells that interact primarily with small collagen fibrils, which are much more spread (left) and have well-
organized stress fibers as seen by staining with phalloidin. Cells on the surfaces prepared from low concen-
trations of collagen also are more proliferative and demonstrate changes in gene expression compared to
the cells on the more physiologically relevant collagen on the left. Other experiments have shown that cells
interact with both surfaces identically through the [3,-integrin receptor.

adsorbed collagen. On hydrophilic surfaces such as glass, collagen adsorbs as a monomer, but
on more hydrophobic surface collagen forms fibrillar structures (5). Cells respond very differ-
ently to monomeric collagen than to collagen fibrils. We have also demonstrated that on
hydrophobic surfaces exposed to different concentrations of collagen in solution, thin films will
result that have different densities of large collagen fibrils. The density of large fibrils has a
remarkable effect on cell morphology, proliferation, and gene expression, even in the absence of
any changes in chemistry or integrin recognition. Figure 2 shows the obvious differences in the
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density of large collagen fibrils that form at alkanethiol surfaces as a function of differences in
concentration of collagen in solution. These differences in collagen fibril density result in obvi-
ous differences in vSMC morphology and cytoskeletal organization. Further analysis has deter-
mined that the cells engage the same integrins on these surfaces, yet show distinct differences in
gene expression and proliferation rate, in addition to differences in morphology. Ongoing work
suggests that cells are responding to differences in the mechanical properties of large and small
collagen fibrils.

1.2. Quantitative and Automated Microscopy

Quantitative measurements are essential for determining the results of a cell-based assay,
and for verifying interoperability of cell-assay data collected on different days and in differ-
ent laboratories (see Note 1). By making quantitative measurements, one can also assess the
effect that time in culture or cryopreservation has on cell phenotype. Ultimately, quantitative
interoperable data will be required for the development of the extensive cell-based bio-
informatics databases and models that will make possible the understanding of signaling
networks.

Figure 3 shows the novel use of Texas Red maleimide to provide a bright fluorescent stain to
discern cell areas from noncell areas, which allows rapid cell identification, counting of cells,
and morphology analysis on a cell-by-cell basis over large numbers of cells using automated
microscopy (6). The use of a nuclear stain allows discrimination of Texas-Red-labeled objects
that are not cells, and determination of how many cells are present as a cluster (2). The bright
cell area defined by Texas Red staining can also be used as a “mask” for quantifying intracellu-
lar green fluorescent protein (GFP) and other intracellular fluorescent indicators. Robust proto-
cols for quantitative automated fluorescence microscopy and imaging analysis facilitate
measurements of statistically relevant numbers of cells in an unbiased fashion (see Note 2). Thin
films of ECM aid automated microscopy because the optical properties of the substrate are
homogeneous across the x—y plane. Thin films also tend to have reduced background scattering,
making discrimination between cells and background greater. By automatically moving the stage
to select fields, the experimenter is not responsible for locating “good” fields of cells. Many
fields can be sampled, allowing for accumulation of data on large numbers of cells. By collect-
ing data on a sufficient number of individual cells, the inherent variability of response within the
population can be discerned.

1.3. Natural Variability Within Cell Populations

Even clonal populations of cells cultured on spatially homogeneous self-assembled matrices
show a range of phenotypic responses. We have quantified the reproducible distributions of cell
size, GFP expression, and phalloidin staining of filamentous actin in vSMC in contact with col-
lagen films. This variability in response within the population is highly reproducible. Figure 4
shows that vSMCs are less spread (i.e., assume a smaller area) on thin films of collagen with a
large density of collagen fibrils, compared to vSMC on tissue culture polystyrene. Although the
average areas for cells on the two surfaces are distinctly different, on each surface there is a
range of cell areas. It is clear that there is overlap in the amount of spreading of cells on the two
different matrices, i.e., for cells of intermediate size it cannot be distinguished based on the
extent of spreading which surface they are growing on. Most cellular phenotypes will appear as
a range of responses, even if the cell population arises from a single clone and the cells are all
in a spatially homogeneous environment such as provided by a thin film of collagen fibrils. The
average response is not necessarily an adequate representation of the cellular response espe-
cially when the distribution of responses is broad or non Gaussian. Analysis of the cumulative
distributions provides a sensitive statistical treatment of the differences between distributions
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Fig. 3. Automated quantitative microscopy. (A) Staining with Texas Red maleimide allows good dis-
crimination of cell edges from noncell background. The user sets a threshold pixel intensity value above
which the pixel is recognized as part of an object. Each object is automatically detected and numbered. (B) Using
another filter set, DAPI staining of cell nuclei is detected, allowing Texas Red-stained objects to be verified
as cells or clusters of cells. (C) Using a third filter set, GFP inside of cells is detected allowing integration
of the intensity of the pixels lying within the area identified by each cell object “mask” delineated in (A).
(D) The presence or absence of nuclei in each object, the number of nuclei, the cell area (as determined
from the number of Texas Red pixels per object), the integrated intensity of GFP (or other fluorophore)
within the object mask, and the background fluorescence are automatically determined by the software routine
along with other parameters.

(7,8). Quantifying and analyzing the statistics associated with the range of responses within the
population also allows calculation of how many cells must be examined in order to achieve an
accurate sampling of the population.

The collection of data from large numbers of cells (hundreds to thousands) provides the sta-
tistical assurance of the reproducibility of the observations. Although flow cytometry also allows
collection of data on large numbers of cells, it does not permit examining cells adhered to matrix,
eliminating the collection of data regarding cell morphology, and it does not provide the possi-
bility of quantifying changes in cell response in real time. High content screening now allows
these measurements in a high-throughput way, whereas human-interactive; imaging microscopy
is still a valuable tool for lower throughput studies.
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Fig. 4. Quantifying distributions of cellular responses. vSMCs (A10) respond to different kinds of col-
lagen thin films in a large number of ways, including morphology. Cells on thin films of collagen with a
high density of large collagen fibrils are minimally spread and assume a stellate morphology (gray lines).
These cells spread to an average area of 2100 um?2. The cells on fibrillar collagen are significantly less
spread than the same cells cultured on tissue culture polystyrene (black, square). These averages, and the
range of the size observed, are highly reproducible and consistent from experiment to experiment. For
example, morphology distributions of A10 cells cultured on the same day on replicate thin films of fibril-
lar collagen are nearly identical (gray lines). These distributions are plotted with the A10 morphology dis-
tribution collected from thin films of fibrillar collagen prepared by identical methods collected 12 mo
earlier (black, diamond).

2. Materials*

2.1. Preparation of Alkanethiol-Coated Supports and Thin Films of Collagen
. Sodium dodecyl sulfate (Bio-Rad, Hercules, CA).

—_

2. HZSO 4 (Mallinckrodt Baker, Paris, KY).
3. Potassium persulfate (Sigma, St. Louis, MO).
4. Deionized H,0, purified through a Milli-Q Academic system (Millipore Corp, Bedford, MA).
5. Particle-free polyester cloth (Texwipe TX1010, Fisher Scientific, Springfield, NJ).
6. Polished Si wafers (Silicon, Inc. Boise, ID).
7. Kimwipes (Kimberly-Clark, Roswell, GA).
8. 1-Hexadecanethiol (Aldrich, Milwaukee, WI), used as 0.5 mM solution in absolute ethanol.
9. Teflon squirt bottles (Nalgene Nunc, Rochester, NY).
10. Vitrogen, a sterile solution of purified, pepsin-solubilized bovine dermal collagen dissolved in 0.012 N

HCI (Cohesion Technologies, Palo Alto, CA).

. 10X Dulbecco’s phosphate-buffered saline (DPBS, Gibco Invitrogen, Carlsbad, CA; when diluted to
1X concentration, contains: 0.1 g/L CaCl,, 0.2 g/L KCl, 0.2 ¢g/L KH,PO,, 0.1 g/L. MgCl,:6H,0, 8 g/L
NaCl, and 2.16 g/L Na,HPO,-7H,0).

12. 0.1 M NaOH (Sigma), sterilized by passing through 0.2-um filter.

—
—

2.2. Cell Culture

1. DPBS, Ca%* and Mg?* free (Gibco Invitrogen).
2. Trypsin-EDTA solution (Sigma).

* Indication of specific manufacturers and products is for clarity only and does not constitute endorse-
ment by NIST.
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. Rat aortic vSMC line, A10 (ATCC, Manassas, VA).
. Dulbecco’s modified Eagle’s medium (DMEM; Mediatech, Herndon, VA).
. L-Glutamine, 100X (Gibco Invitrogen).

MEM nonessential aminoacid solution, 100X (Gibco Invitrogen).

. Penicillin-streptomycin solution, 100X, (Gibco Invitrogen).

. Fetal bovine serum (FBS; Gibco Invitrogen).

. 8-well polystyrene plates (Nalgene Nunc).

. Mouse embryonic fibroblast cells (NIH3T3; ATCC).

. 25 cm?, vented cap tissue culture flasks, for routine culture (Corning, Corning, NY).

2.3. Cell Fixation, Staining, and Fluorescence Microscopy

0NN B WN e~

— b e e
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16.
17.
18.

. Hanks Balanced Salt Solution (HBSS; ICN Biomedicals, Costa Mesa, CA).
. DPBS, without CaCl, (Sigma).

. Texas Red-C,-Maleimide (Molecular Probes Invitrogen).

. Bovine Serum Albumin, (BSA, Fraction V; Sigma).

. Triton X-100 (Sigma).

. Glycerol (Research Organics, Cleveland, OH).

. 16% Paraformaldehyde (Electron Microscopy Sciences, Hatfield, PA).

. Ammonium chloride (Sigma).

. 1,4-Diazabicyclo(2,2,2)octane (DABCO, Sigma).

. 4’,6-Diamidino-2-phenylindole (DAPI, Sigma).

. No. 1 coverglass slides (Nunc, Naperville, IL).

. Fluorescein-isothiocyanate-phalloidin (Sigma).

. 3-Malemido-benzoic acid-NHS ester (MBS), Sigma.

. DMF (dimethylformamide, Sigma).

. Microtubule stabilizing buffer (MTSB): 100 mM PIPES (piperazine-N, N’-bis[2-ethanesulfonic acid,

Sigma), 1 mM ethylene glycol-bis(2-aminoethyl)-N,N,N’, N’-tetraacetic acid (Fluka, Milwaukee, WT),
4% polyethylene glycol 8000 (Fluka), adjusted to pH 6.9.

Long Pass GG475 (Schott) Glass Filters (Edmund Optics, Barrington, NJ).

NIST SRM 1932 fluorescein solution (NIST, Gaithersburg, MD).

Optical filters: emission filters, D460/50, HQ525/50, S630/60, No. 84101 (multi bandpass); excitation
filters, D360/40, HQ470/40, S555/25; Beam Splitters, BS No. 51019 (triple bandpass), No. 84100
(quadruple bandpass); (Chroma Technologies, Brattleboro VT).

3. Methods
3.1. Preparation of Alkanethiol-Coated Supports

1.

Glass cover slips (No. 1, 22 x 22 mm?) were washed in 1% (w/v) sodium dodecyl sulfate/water, rinsed
extensively with deionized H,O, and acid washed in fresh H,SO, containing 10% potassium persulfate
(30 min). The cover slips were rinsed extensively with deionized H,O, transferred to acetone and dried
on a particle free polyester cloth.

. Polished Si wafers were cleaned by wiping them across an ethanol soaked Kimwipe and then a dry

Kimwipe. Residual fiber and dust particles were removed under a stream of particle-filtered N,,.

. Cover slips and wafers were coated with a layer of chromium (approx 1 nm) and a layer of gold (approx

7 nm) by magnetron sputtering using an Edwards (Wilmington, MA) 306 vacuum system equipped with
two (approx 10 cm diameter) magnetron sputtering sources (one for chromium, the other for gold). The
base vacuum level is typically better than 2 x 105 Pa (2 X 107 mbar). The argon pressure, 0.1 Pa (6 X
1073 mbar), is kept constant during the sputtering process using an MKS Instruments (Andover, MA)
Baratron butterfly valve. During sputtering the sample holder and samples are rotated over the gold and
chromium targets (purity 99.99%) using a Superior Electric (Bristol, CT) SLO-SYN stepper motor sys-
tem. A specially shaped mask is placed between the targets and the sample holder to ensure uniformity
of film thickness over the whole sample surface. A DC power source applies 750 W for gold and 440 W
for the chromium depositions. The substrate rotation time required to produce a given film thickness was
determined with the help of X-ray and neutron reflectivity measurements on test samples. Atomic force
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microscopy measurements on freshly prepared samples indicated that the gold surface roughness was <1
nm rms (measured over 25 um?).

4. The gold-coated wafers and cover slips were immersed in 1-hexadecanethiol (0.5 mAM; Aldrich) in ethanol
for at least 8 h before being rinsed with ethanol and dried with filtered N,,. Alkanethiol-coated samples
could be stored under ethanol for at least 7 d without any loss in performance.

3.2. Preparation of Thin Films of Type 1 Collagen

1. To prepare thin films of native collagen, translucent alkanethiol-treated gold-coated cover slips or
Si wafer pieces were placed into neutralized solutions of native type 1 collagen monomer in DPBS
(4°C).

2. To prepare the neutralized collagen solution, the cold solution of Vitrogen (acid extracted collagen
monomer) was mixed with cold concentrated (10X) DPBS, and then with cold 0.1 M NaOH in a ratio
of 8/1/1 (v/v/v) to achieve physiological pH and ionic strength conditions under which collagen
monomer readily polymerizes into fibrils at 37°C.

3. The cover slips were immersed in 3 mL of collagen solution in eight-well polystyrene plates and were
then incubated overnight at 37°C to allow polymerization of the collagen.

4. The collagen-coated samples were removed, rinsed with a stream of DPBS, and then deionized water
from sterile Teflon squirt bottles (Nalgene Nunc).

5. Once all loosely adhered gel was removed, the samples were dried briefly (for approx 30—60 s) under
a stream of filtered N, and immediately placed back into a DPBS solution (see Note 3). The samples
were stored in DPBS at 4°C until they were used.

3.3. Characterization of Thin Films of Type 1 Collagen

1. The thickness of the collagen thin films on Si was determined by spectroscopic ellipsometry (J. A. Woollam,
Lincoln, NE, Model M-44) in air using a two-layer model. The optical constants of the first layer were
determined empirically from ellipsometric data collected for a control sample of alkanethiol-treated,
gold-coated Si wafer. The optical constants of the second layer were fixed to n = 1.45 and k =0 to
approximate the properties of the protein film and the average thickness of the second layer for each
sample was determined using the manufacturer’s fitting routine.

2. The collagen samples were imaged using an atomic force microscopy with a magnetically driven Si tip
in intermittent contact mode (PicoScan; Molecular Imaging, Phoenix, AZ). The thin films of collagen
were imaged in air before they were placed into the fluid cell and imaged under DPBS. The results indi-
cated that rehydrated and dry samples were qualitatively the same topographically. Images were taken
from several areas on each sample to ensure the homogeneity of surface features. Images were flattened
and, in some cases, plane fitted with the PicoScan software to improve visualization, and analysis of
the images.

3.4. Cell Culture and Preparation of Cells for Experiments

1. The rat aortic vSMC line, A10, was maintained in DMEM supplemented with nonessential amino
acids, glutamine, penicillin (100 U/mL), streptomycin (100 pg/mL), and 10% (v/v) FBS, and main-
tained in a humidified 5% (v/v) CO, balanced-air atmosphere at 37°C.

2. Subconfluent cultures were switched to supplemented DMEM containing 2% (v/v) FBS 24 h before an
experiment. The reduced serum concentration maximizes the extent of cell signaling that is because of
the ECM and mimics conditions that have been typically used in characterizing the response of these
cells to native and denatured collagen gels (9).

3. Cells were removed from tissue culture polystyrene flasks by trypsinization, washed with DMEM/2%
FBS and plated in DMEM/2% FBS onto the collagen substrates at a density of 2000 cells/cm? except
where indicated. The cell density was chosen to maximize the number of individual (nonclustered) cells
on the substrate. Care was taken to ensure the seeding density was homogeneous over the surface of
the substrates.

4. Cells were typically incubated at 37°C for 24 h except in the proliferation and integrin blocking exper-
iments. All experimental incubations were performed with the thin films of collagen on gold-coated
glass cover slips on the bottom of eight-well polystyrene plates.
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3.5. Cell Fixation and Staining for Morphology Analysis

1.

After incubation, samples were left in the wells of the polystyrene plates and the adhered cells were
washed with warm HBSS, fixed in 4% (v/v) formaldehyde in DPBS (30 min) at room temperature,
quenched in 0.25% (m/v) NH,Cl in DPBS (15 min), and rinsed with DPBS.

. Cells were permeabilized and stained (1 h) with Texas Red-C,-maleimide (10 mg/mL in dimethylfor-

mamide stock, dissolved in DPBS (0.5 pug/mL) containing 0.1% (v/v) Triton X-100.

. Cells were rinsed once with DPBS, DPBS containing 1% (m/v) BSA and DPBS. DPBS-glycerol (1/1 v/v)

containing 0.25% (m/v) 1,4-DABCO to reduce photobleaching, and 1.5 pg/mL DAPI as a nuclear coun-
terstain, was added to each well.

. Samples were removed from the polystyrene wells and were placed upside down onto a drop of Tris-

buffered saline (10 mM Tris, 140 mM NacCl, pH 8.5) containing 90% (v/v) glycerol, 0.25% DABCO
and 1.5 pg/mL DAPI on No. 1 glass slides.

. The samples were clamped to the slides with small alligator clips, rinsed extensively with distilled

water, dried under a stream of air and sealed at the edges with nail polish. This procedure significantly
reduces the optical artifacts because of the presence of excess glycerol or dried buffer salts on the
cover slips. Throughout the fixation and staining procedure, cell samples were always kept immersed
in solution.

. For filamentous actin staining, cells were permeabilized with 0.1% (v/v) Triton X-100 in DPBS

(5 min), rinsed with DPBS, blocked with DPBS containing 3% (m/v) BSA blocking solution (30 min),
stained with fluorescein-isothiocyanate-phalloidin in blocking solution (200 nM, 1 h), and rinsed with
blocking solution.

. The phalloidin-stained samples were rinsed extensively with DPBS and mounted on slides in Tris

buffered saline containing 90% (v/v) glycerol, 0.25% (m/v) DABCO and 0.05 pg/mL DAPIL

. Cells were imaged with phase and fluorescence microscopy using the appropriate filter sets.

3.6. Cell Fixation and Staining for Quantifying Cellular GFP

1.

Samples were removed from the incubator after 8 h, adhered cells were rinsed with warm HBSS sup-
plemented with 10 mAM HEPES and fixed for 24 h at room temperature in MTSB containing 100 pg/mL
MBS as the crosslinker (10) (see Note 4).

. Cells were permeabilized in 0.05% Triton X-100 in DPBS for 5 min, rinsed in DPBS, and incubated

with DPBS containing Texas Red-C2-maleimide (1 ng/mL) as a general cell membrane stain and
0.05% DAPI as a nuclear counter stain.

. After 2 h at RT, 1% BSA was added to quench the conjugation reaction and the samples were rinsed

with DPBS.

. The samples were mounted onto No. 1 glass slides with 9/1 glycerol/Tris (v:v), pH 8.0 and the cells

were imaged with fluorescence microscopy in an automated mode.

3.7. Automated Microscopy for Quantitative Analysis

1.

4.

The fixed and stained cells were examined by phase contrast and fluorescence microscopy using a 10X
objective on an inverted microscope (Zeiss Axiovert S1I00TV, Thornwood, NJ) with a 100 W mercury
arc lamp for fluorescence excitation, a computer controlled stage (LEP, Hawthorne, NY), an excitation
and an emission filter wheel (LEP, Hawthorne, NY), and a CCD camera (CoolSnap fx, Roper Scientific
Photometrics, Tucson, AZ). Hardware operation, and image digitization and analysis were under software
control (ISee Imaging, Cary, NC).

. A modular software routine controlled automated movement of the stage, autofocusing, and collection

of data from 50 to 100 independent fields (870 x 690 um?) of cells per sample. Autofocusing was per-
formed on the Texas Red fluorescence of stained cells.

. Ateach field cellular fluorescence from Texas Red, and then DAPI, was collected by automated switch-

ing of the appropriate excitation filters (S555/25 and D360/40, respectively) and passing the emitted
light through a multipass beam splitter (No. 84100) and filter (No. 84101).

For measurements of GFP expressing cells, the multipass beamsplitter No. 51019 was used along with
appropriate excitation and emission filters (D360/40 and D460/50 for DAPI, HQ470/40 and HQ525/50
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for GFP, and S555/25 and S630/60 for Texas Red, respectively) (see Note 5). The excitation lamp
intensity was checked every day using a 61 uM fluorescein solution (NIST SRM 1932) to allow for
normalization of intensities with other data from other days.

5. Flat field correction was performed on all images. The flat fields were generated with a 475 nm long
pass glass filter that exhibited broad fluorescence excitation and emission (11), which was placed on a
No. 1 glass slide on the stage.

6. Appropriate thresholding of image data allowed cell areas, as determined by cellular Texas Red fluo-
rescence, to be accurately distinguished from the nonfluorescent-noncell areas (see Notes 6 and 7).

7. For quantitative analysis of intracellular fluorescence such as GFP, the areas of Texas Red fluorescence
that were associated with cells served as a “mask” to delineate the pixels associated with cells in iden-
tical fields of images collected with other filter sets. In this way, even cells that were not producing
much GFP could be quantified even though their low GFP fluorescence might have otherwise pre-
cluded observing them.

8. Non-GFP fluorescence background was determined by eroding the area of the cell (i.e., including pix-
els immediately beyond the area of the cell), and using adjacent but noncell pixels to define the back-
ground intensity (see Note 8). The number of nuclei, and therefore the number of cells, was determined
from the corresponding images collected with the DAPI filter. The requirement for spatial correspon-
dence of DAPI and Texas Red fluorescence ensures that only cell areas with nuclei are used during data
analysis.

9. Each cell area, cell roundness, and intracellular GFP intensity, as well as the number of nuclei in each
field, were determined with image analysis software (ISee Imaging) as previously described (2,6). Data
used to determine these parameters were collected from at least 200 cells on each sample.

4. Notes

1. Intensity reference materials: for standardizing fluorescence intensity measurements, a variety of ref-
erence materials can be used for checking lamp output. Fluorescent glass, solutions of high concen-
tration of fluorophore, and fluorescent beads, for example, can all be used. Some materials prepared
especially for this purpose can be purchased commercially. We have found that inexpensive semicon-
ductor long pass glass filters that exhibit broad fluorescence excitation and emission have been use-
ful for this purpose. (The glass filters in this series are fluorescent in different wavelength regions;
coincidentally, 1 s integration times of GG475 at the wavelength regions of interest for DAPI, GFP,
and Texas Red produced similar intensities.) The requirements for such a reference material include
sufficient photostability, batch or solution reproducibility, appropriate intensity at desired wave-
lengths, and a linear fluorescence response to incident light. The use of this simple kind of intensity
reference is only useful for providing relative information about the light source, and to verify that the
instrument is functioning consistently; determining the transfer function for the collection optics is
much more challenging.

2. Image analysis software: image analysis software packages are available from commercial and open
source suppliers. One open source package is ImagelJ, which is written in JAVA for platform-independ-
ent applications. Although any image analysis software package will have built in segmentation and
data extraction techniques, it is likely that at least some algorithm development or testing will be
required for particular applications. Development of robust algorithms for choosing appropriate thresh-
old values or for reliable edge detection of cellular objects is still a challenge to be overcome. On our
NIST web page we currently provide a set of image data for NIH3T3 cells that express GFP. The image
set contains three fluorophores (Texas Red, DAPI, and GFP), and is provided for comparing edge
detection and GFP quantification algorithms. With contributions from others in the community, we
hope to add additional image sets from assays or staining procedures to create a comprehensive set of
standard images to test algorithms development.

3. Preparation of thin collagen films: the volume, as well as the concentration of collagen monomer solu-
tion from which the thin films are made can effect the resulting structure of the collagen thin films.
Brief drying with a stream of nitrogen or air after rinsing the thin films of collagen is required. If the
films are not dried at all, many cells will remain round and die, possibly because the fibrils are not asso-
ciated sufficiently with the surface. Long drying times (hours) will result in very stiff collagen fibrils
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that appear to adhere to one another. Cells on stiff collagen fibrils respond to this mechanical stimulus
by increased spreading, higher rates of proliferation, and changes in gene expression. Visualization of
the collagen fibrils is possible with phase microscopy.

. Cell fixation and staining for quantifying cellular GFP: we typically examine transfected cells with

constructs of GFP linked to a promoter region of interest. As a result, we are measuring soluble GFP
that is present in the cytoplasm of the reporter cells; the GFP is not fused to another protein. Fixing
these GFP-expressing cells with formaldehyde in PBS results in the attenuation of the GFP signal by
>50%. To prevent GFP signal reduction during fixation, we found that the use of MTSB (10) and the
MBS crosslinker resulted in the preservation of greater than 90% of the initial GFP fluorescence sig-
nal with no loss in cell morphology.

. Bleed-through of fluorescence from other fluorophores: careful control experiments must be per-

formed when developing protocols for the use of more than one dye in quantitative analysis. Control
samples that contain each dye alone, then in combination, must be examined under the conditions that
will be ultimately used for data collection, including lamp intensity, filter sets, integration time, and
so on. The conditions described above were selected for unambiguous quantification of GFP expres-
sion levels.

. Thresholding: potential caveats associated with automated microscopy include assigning the threshold

intensity that will be applied to images to discriminate between cell area and background. If the stain-
ing at the cell periphery is very bright relative to background, a range of threshold values can be applied
that do not significantly affect the data (6). However, under other circumstances, thresholding can be a
source of inconsistency in datasets. Development of robust algorithms for choosing appropriate thresh-
old values will a challenge to be overcome.

. Quantifying GFP: the use of a general cell stain like Texas Red maleimide to provide a cell “mask,”

allows us to easily identify all cells and to quantify GFP even in those cells that do not express much
GFP. In this way, we can quantify the difference between cells in conditions in which the associated
promoter is very active, inactive, or of intermediate activity. It must be noted that we are describing a
procedure for achieving only relative quantitative analysis; determining absolute concentration of a flu-
orophore by microscopy is by far a more challenging issue.

. Background determination using erosion: erosion is a technique that can be used for determining the

background fluorescence that should be subtracted from a cell image. It is particularly useful when
the background varies widely across the field such that an average background value would not be
appropriate for all cells in the field. A large standard deviation in the intensity of the eroded pixels
can be the result of the presence debris or another cell, or an indication that the cell lies partially out-
side of the frame; the standard deviation thus can be a flag that precludes the use of that background
determination.
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Automated Cell Plating and Sample Treatments
for Fixed Cells in High Content Assays

Gillian R. Richards, Julie E. Kerby, Grace K. Y. Chan, and Peter B. Simpson

Summary

Robust and reliable methods for the manipulation of neural cell lines, by passaging, plating, dye label-
ing, imaging, fixation, and immunocytochemistry, are required to enable consistent, reproducible screens
to be performed. We describe herein procedures and processes we have established to maximize the level
of consistency of cell plating, fixation, and dye or antibody labeling, to ensure that assays which we are
running on a routine basis remain consistent across long periods of time. These procedures involve a variety
of fully or semiautomated steps, using high-quality commercially available liquid handling and dispensing
technology.

Key Words: Cell plating; chemokinesis; fluorescence imaging; neurospheres; neurite outgrowth.

1. Introduction

Much attention in the high content screening field has been applied to optimizing the quality
of image analysis to maximize value and information [1,2). Equally important; however, is
ensuring a high standard, and a high level of consistency, in the preparation of cells for analysis.
This is particularly important for screening assays, which run on a week-by-week basis, whereby
variability between plates and across weeks will critically affect the utility of an assay and the
interpretability of the results. We have established procedures and processes to maximize the
level of consistency of cell plating, fixation, and dye or antibody labeling, to ensure that high
content assays which run on a routine basis remain reliable across long periods of time. These
procedures involve fully and semiautomated steps, and we describe the high-quality commer-
cially available liquid handling and dispensing technology we have used to implement these
approaches.

2. Materials
2.1. Automated Cell Plating

. Clonetics human neural progenitor cells.

. Plating media (see Subheading 2.2.1., step 5).
. 50- and 15-mL conical tubes.

. Phosphate-buffered saline (PBS) Ca/Mg free.

. Accutase.

. Hanks’ buffered saline solution (HBSS).

. Trypan blue.

NN R W=
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2.2. Sample Treatments for Fixed Cells
2.2.1. An Automated Chemokinesis Assay

[e BN Ie)Y

13.

14.

15.

. Sterile PBS and PBS pH 7.4.
. Blacksided clear bottomed 96-well plates of cells.
. Cellomics® (Pittsburgh, PA) Cell Motility Hit Kit.

5% Paraformaldehyde in PBS: stored at 4°C.

. Sterile plating medium: Dulbecco’s modified Eagle’s medium (DMEM)/F12 3/1, transferrin 50 pg/mL,

insulin 5 pg/mL, progesterone 20 nM, putrescine 100 uM, T3 30 nM, and selenium 30 nM.

. Positive control and test compounds.

. Bovine serum albumin (BSA).

. Normal goat serum (NGS).

. Triton X-100.

. Monoclonal anti B-tubulin antibody (Sigma, St. Louis, MO).
11.
12.

Alexa-594 goat antimouse secondary antibody (Molecular Probes, Eugene, OR).

2X Blocking buffer prepared freshly and stored at 4°C until required: PBS containing 0.2% Triton X-100,
10% NGS, and 2% BSA.

2X Primary antibody solution prepared freshly and stored at 4°C until required: PBS containing
10% NGS, 2% BSA, and 1/500 primary antibody.

2X Secondary antibody solution prepared freshly and stored at 4°C until required. (This solution is
light sensitive.) PBS containing 10% NGS, 2% BSA, and 1/1000 secondary antibody, and 60 uM
Hoechst 33342.

Cellomics Arrayscan II and Cellomics Cell Motility Algorithm.

2.2.2. Compound Incubation and Plate Processing of a Neurite Outgrowth Assay

NeJ

. Sterile PBS and PBS pH 7.4.
. Black-sided clear-bottomed 96-well plates of cells.
. Positive control and test compounds.

BSA.
NGS.

. Triton X-100.

Ice-cold methanol.

. Primary antibodies as appropriate to assay.

. Secondary antibodies as appropriate to assay.
10.
11.
12.
13.
14.
15.

Hoechst 33342.

2X Blocking bufter.

2X Primary antibody solution.

2X Secondary antibody solution.

Automated liquid handling and plate washing.
High content screening plate imager.

2.2.3. Fully Automated Single Cell Kinetic and Immunocytochemical Assay

N R W~

. KHB (Krebs-Henseleit-bicarbonate buffer) pH 7.4.
. PBS pH 7.4.

. Black-sided clear-bottomed 96-well plates of cells.
. Test compounds.

Fluo 3-AM.

. Pluronic F-127.
. 2X Fluo3-AM dye solution (This solution is light sensitive.) KHB containing 8§ uM Fluo 3-AM

and 0.16% Pluronic F-127.

. BSA.
. NGS.
10.
11.
12.

Triton X-100.
Ice-cold methanol.
Primary antibodies as appropriate to assay.
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13.
14.
15.
16.
17.
18.

Secondary antibodies as appropriate to assay.

Hoechst 33342.

2X Blocking buffer.

2X Primary antibody solution.

2X Secondary antibody solution.

Automated liquid handling, plate processing, and imaging on integrated robotic platform.

3. Methods
3.1. Automated Cell Plating

Clonetics human neural progenitor cells (Cambrex, NJ), growing as neurospheres, were treated

with enzymes to create a single cell suspension, counted, and diluted to a predetermined number,
and plated into 96-well plates using a Multidrop (Thermo Electron Corporation, Waltham, MA).

3.1.1. Generation of a Single Cell Suspension

1.

2.

Spheres were transferred into a 50-mL conical tube with a minimal volume of media, allowed to set-
tle, the liquid removed, and the spheres washed twice with 50 mL PBS (see Note 1).

Following removal of the last wash of PBS, 5 mL of one-fifth dilution of Accutase in HBSS was added
and the tube placed in a vigorously shaking water bath at 30°C for 30 min (see Note 2).

. Cells were triturated using a 1000 uL pipet tip until most clumps were dispersed (10-15 times), 40 mL

PBS added and the cell suspension centrifuged at 150 rcf for 5 min.

. Supernatant was removed, 2 mL plating media added, and the cells triturated again.
. The suspension was then transferred to a 15 mL conical tube, 6 mL plating media added, and cen-

trifuged at 10 rcf for 1 min.

. The supernatant was collected and the pellet discarded (see Note 3).
. The cell suspension was counted using the Trypan blue exclusion method on a Cedex cell counter

(Innovartis) (see Note 4) and diluted appropriately.

3.1.2. Plating (see Note 5)

1.

2.

3.

To ensure sterility of the cultures, a multidrop was located in a biological safety cabinet and sprayed
with 70% ethanol, with the tubing primed with 70% ethanol followed by sterile PBS.

The cell suspension was primed through the tubing until air bubbles were eliminated and then each
plate was processed in turn.

The cell suspension was mixed by swirling between each plate. When the pipeting was complete, the
plates were transferred to a cell culture incubator (humidified at 37°C with 5% CO,) (see Note 6).

3.2. Sample Treatments for Fixed Cells

3.2.1. An Automated Chemokinesis Assay

1.

Cell suspensions for this assay were plated into 96-well plates precoated with blue fluorescent beads
from the Cell Motility HitKit. During incubation, moving cells displace or phagocytose the fluores-
cent beads leaving dark “tracks.”

. At an appropriate time-point, cells were fixed and fluorescently labeled, and the tracks quantified

using a Cellomics Arrayscan II (Pittsburgh, PA). The assay described here was designed to screen for
compounds, which increase the motility of human neural precursor cells (Clonetics®, Cambrex, East
Rutherford, NJ ), but could equally be applied to investigate inhibitors of cell motility, by adding a
known stimulant to the plating medium.

3.2.1.1. AsSAY PLATE PREPARATION

1.

2.

96-well black-sided microtiter poly-D-lysine coated plates (Biocoat™, BD Biosciences, Oxford, UK)
were coated with laminin 1 pg/mL (see Note 7).

For each 96-well plate, one vial of blue fluorescent beads from the Cellomics Cell Motility Hit Kit
was resuspended by vortexing for 30 s then centrifuged for 1 min at 20,000g.

. Supernatant was removed, and 0.5 mL PBS was added, before vortexing and centrifugation. This

washing step was then repeated.
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. The resulting bead suspension was added to 7.5 mL PBS and vortexed for 1 min (see Note 8).
. 75 uL of bead suspension was then added to each well of the laminin-coated 96-well plate using a

multichannel pipetor.

. The plate was incubated for 1 h at 37°C and 5% CO,, then washed very gently five times using ster-

ile PBS and a multichannel pipetor, leaving a residual volume of 100 uL per well.

. Plates were wrapped in foil and stored at 4°C until required.

3.2.1.2. CHEMOKINESIS ASSAY

1.

w

— O O 00 3N

—_ =

12.

Test compounds were prepared at 2X[final] in plating medium containing 0.2% serum, and 50 uL
added to the test wells in the bead-coated plates. 5% serum was used as a positive control.

. Assay plates were prewarmed to 37°C and 2000 cells/well in 50 UL of plating medium were added

using a Multidrop (see Note 9).

. Plates were incubated for 18 h at 37°C with 5% CO,.
. All the following incubations were performed at room temperature, in the dark, to prevent photo-

bleaching of the beads.

. Cells were fixed by adding 100 pL/well of prewarmed 5% paraformaldehyde for 10 min at room tem-

perature without removing the medium. Addition and washing steps were performed with a multichan-
nel pipet and a Thermo Wellwash (Thermo Electron Corporation, Waltham, MA) plate washer.

. Plates were washed three times with 200 pL/well PBS with a residual volume of 50 puL/well.

. 50 uL of 2X blocking buffer was added to each well and incubated for 1 h.

. 100 pL/well of 2X primary antibody solution was added without washing, and incubated for 1 h.

. Plates were washed three times with 200 uL/well PBS with a residual volume of 50 uL/well.

. 50 puL of 2X secondary antibody solution was added and incubated for 1 h.

. Plates were then washed three times with 200 uL/well PBS and a residual volume of 200 pL/well, then

sealed with thin adhesive plate seals (see Note 10).

Chemokinesis was quantified in an automated manner using a Cellomics ArrayScan II and Cellomics
Cell Motility algorithm, acquiring nine fields per well with a X5 objective. The algorithm outputs,
which were found to be most useful for analysis were the average track area and the average number
of tracks per field.

3.2.2. Compound Incubation and Plate Processing of a Neurite Outgrowth Assay

The methods described here detail the procedures used to perform a screen for promoters of

neurite outgrowth in human neural precursor cells, although the general methodology and prin-
ciples could be adapted to a range of fixed endpoint high content screening assays . The
equipment used for processing and reading plates were a Multimek (Beckman Coulter,
Fullerton, CA), a PlateTrak equipped for 96-channel pipeting and plate washing (Perkin Elmer,
Boston, MA) and a Cellomics Arrayscan II; a range of suitable alternatives are available.

3.2.2.1. COMPOUND ADDITION

1.

Test compounds and positive and negative controls were prepared in deep 96-well microplates such
that subsequent addition of 200 UL of sterile PBS on the Multimek would produce a solution with 10X
final concentration. For this assay the positive control was 100 ng/mL platelet-derived growth factor
(PDGEF) final concentration, sterile PBS was used as the negative control and test compounds were
screened at 1 uM.

. 96-well black-sided microtiter poly-D-lysine coated plates (Biocoat) were coated with 1 pg/mL laminin.
. Cells were plated at 17,500 cells/well in 200 pL of plating medium using a Multidrop (see

Subheading 2.2.1. and Note 11).

. Following incubation for 1 h at 37°C with 5% CO,, a Multimek program was used to dilute the com-

pounds in 200 pL of sterile PBS and to immediately add 22 UL to a cell plate to produce the correct
final desired concentrations (see Note 12).

. Cell plates were incubated for 48 h at 37°C with 5% CO,. The assay was typically performed on

batches of 20 cell plates.
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Wash cell plate x 1 in PBS
residual volume <50 uL

|

| Add 200 pL ice-cold methanol l

l

| Incubate for 3 min |

A 4

Wash cell plate x 3 in PBS
residual volume = 50 pL

}

| Add 50 pL 2X blocking buffer |

A4

| Incubate for at least 1 h |

Fig. 1. A flow diagram representing the steps of th

e PlateTrak program used for fixing and blocking cells.

Wash cell plate x 1 in PBS
residual volume 50 uL

Add 50 uL 2X primary antibody solution

A 4

Incubate for 1 h

Y

Wash cell plate x 3 in PBS
residual volume = 50 uL

A 4

Add 50 pL 2X secondary antibody solution

A\ 4

Incubate for 1 h

A 4

Wash cell plate x 3 in PBS
residual volume = 200 uL

Fig. 2. A flow diagram representing the steps of the PlateTrak program used for applying and incubating

primary and secondary antibodies with cells.

3.2.2.2. CELL FIXING AND LABELING

1. Cell plates were fixed and antibody-labeled using a PlateTrak configured with two plate stackers, a
96-well plate washer, a 96-channel dispense head, and an autoreplenish reservoir. The cell washer reser-
voir was filled with PBS. A bottle of methanol standing in a bucket of ice was connected to the autore-
plenish reservoir such that ice-cold methanol was continuously recycled to the reservoir during cell fixing.
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2. For convenience, plate processing utilized two PlateTrak programs: one to fix cell plates and to add
blocking buffer (see m), and another to perform antibody labeling (see m and Note 13).

3. Following this PlateTrak processing, cell plates were sealed using thin adhesive seals, wrapped in foil
and stored at 4°C until they were read.

4. Antibodies were used at 1/1000 final concentration and typically included polyclonal or monoclonal
anti-B-IIT tubulin (Covance), monoclonal antiGFAP (Sigma), Alexa-488 conjugated goat anti-mouse
or anti-rabbit, and Alexa-594 conjugated goat anti-mouse or anti-rabbit anti-bodies (Molecular
Probes) (see Note 14).

3.2.2.3. CELL PLATE IMAGING

1. Neurite outgrowth was quantified using a Cellomics Arrayscan II and Cellomics Neurite Outgrowth
algorithm.

2. A Twister (Caliper Life Sciences, Mountain View, CA) attached to the ArrayScan allowed batched of
up to 20 plates to be read automatically.

3. Satisfactory results were achieved by adapting with the Cellomics neurite outgrowth algorithm using
a x5 objective, with nine fields imaged per well. The algorithm outputs, which were found to be most
useful were Neurite Outgrowth Index, and several indicators of neurite length and branching.

4. Plate data was accepted as valid if the positive control had produced at least a twofold increase in neu-
rite outgrowth, length, and branching.

5. Compound results were normalized to positive control values to allow for inter-experiment variability, with
active compounds defined as those producing increases more than 35% of control in all three parameters.

6. The images from wells with active compounds were viewed to confirm that labeling and image analy-
sis algorithms had been applied correctly.

7. The antibody labeling produced using this automated methodology was consistent to such a degree,
which identical image capture exposure times were used across an approx 8 mo screening period.

3.2.3. Fully Automated Single Cell Kinetic and Immunocytochemical Assay

The methods described here detail the procedures used to perform a kinetic signaling assay to
measure dynamic changes in intracellular free calcium in individual human neural precursor cells
in response to compound treatment. This was combined with posthoc immunocytochemistry to
separately characterize and compare with the kinetic responses from specific subsets of cells, for
example, precursor, glial, and neural cells within a mixed neural cell population . The robotic
platform used to perform this assay consists of a CRS Catalyst 5 robotic arm (Thermo, San Jose,
CA) integrated with an Atto PathwayHT confocal imager (now marketed as BD PathwayHT
Bioimager) fitted with a one channel pipettor head for online compound addition (BD
Biosciences), a PlateTrak equipped for 96-channel pipeting and plate washing as described in
Subheading 3.2.2. and a Heraeus Cytomat CO, incubator (Kendro, Bishop’s Stortford, UK). The
robot protocol is outlined in a flow diagram (see m). This general methodology can be adapted
to a range of combined kinetic and immunocytochemical assays in high-content single cell imaging.

3.2.3.1. CeLL AND COMPOUND PLATES PREPARATION

1. 96-well black-sided microtiter poly-D-lysine coated plates (Biocoat, BD Biosciences) were coated
with 1 pg/mL laminin.

2. Cells were plated at 17,500 cells/well in 200 UL of medium using a Multidrop and incubated at 37°C
with 5% CO,,.

3. A 2.5 pL of test compounds at 2 mM concentration was plated into 96-well microplates such that sub-
sequent addition of 97.5 uL. of KHB buffer on the Multimek (Beckman Coulter) would produce a solu-
tion at 5X final. For this assay, the positive control was 10 uM methacholine, KHB buffer was used as
the negative control and test compounds were assayed at 10 uM (final).

4. Compound plates were lidded after dilution until ready for use.

3.2.3.2. DYE LOADING, CELL FIXING, AND LABELING

1. Cell plates were washed and loaded with Fluo 3-AM for live cell kinetic imaging, then fixed and anti-
body labeled using the PlateTrak component of the integrated system (see Note 15).
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Cell plate H Wash & Fluo 3-AM dye load |

Incubation at 37°C for 1 h

Wash

Disposable

Compound addition, kinetic
imaging

tip box

Methanol-fix and block

Incubation with blocking buffer
atRTfor1h

Wash, add primary antibodies

Incubation at RT for 1 h

Wash, add secondary
antibodies

Incubation at RT for 1 h
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Plate trak (Fig.4)

Heraeus cytomat CO2
incubator

Plate trak (Fig.8)

Atto pathway HT

Plate trak (Fig.5)

Hotel stacker

Plate trak (Fig.6)

Hotel stacker

SEA>

Plate trak (Fig.7)

Hotel stacker

Plate trak (Fig.8)

Atto pathway HT

Fig. 3. Robot protocol for kinetic and endpoint combined assays on PathwayHT.

Wash cell plate x 3 in KHB
residual volume 50 pL

:

Add 50 pL 2X Fluo 3-AM dye solution

Fig. 4. Dye-loading protocol for live cell kinetic imaging on PathwayHT.

2. The PlateTrak was setup with the cell washer reservoir filled with KHB and the tip wash reservoir

filled with dH,0.

3. 2X Fluo 3-AM dye solution was placed in a foil-wrapped bird-feeder bottle connected to an autore-
plenish reservoir (see Note 16).

4. A bottle of methanol standing in a bucket of ice was connected to another autoreplenish reservoir as
described in (Subheading 3.2.2.) such that ice-cold methanol was continuously recycled to the reser-
voir during cell fixing.

5. Separate PlateTrak programs were executed within the robot protocol for dye loading, cell fixing, and
blocking, primary and secondary antibody labeling, and cell washing (see respectively).

3.2.3.3. CoOMPOUND ADDITION AND KINETIC IMAGING

1. Each cell plate was imaged on the BD (formerly Atto) PathwayHT one well at a time.
2. Single cells were automatically identified and marked as an individual region of interest (ROI) by
intensity threshold (see Note 17).
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Wash cell plate x 3 in KHB
residual volume 50 uL

Add 200 (L ice cold methanol

v
Incubate at RT for 3 min

4

Wash cell plate x 3 in KHB
residual volume = 50 uL

Add 50 pL 2X blocking buffer

Fig. 5. Flow diagram representing the steps of the PlateTrak program used for fixing and blocking cells.

Wash cell plate x 3 in KHB
residual volume 50 pL

|

Add 50 pL 2X primary antibody solution

Fig. 6. Primary antibody-labeling procedure.

Wash cell plate x 3 in KHB
residual volume 50 pL

l

Add 50 UL 2X secondary antibody solution

Fig. 7. Secondary antibody-labeling procedure.

Wash cell plate x 3 in KHB
residual volume 100 puL

Fig. 8. Cell washing step.

3. Fluorescence in each ROI was then tracked throughout the experiment. Following 10 s of basal read,
25 uL of compounds from the 5X (final) compound plate was added to the well with 100 UL residual
volume by the Atto PathwayHT one channel pipetor head, after which images were acquired for a fur-
ther 60 s to capture the acute response. To ensure quality of data, the methacholine positive control
peak and plateau response on each plate must fall within the normal expected amplitude range.

3.2.3.4. PostHOC FIXED CELL IMAGING

1. After kinetic imaging on the BD PathwayHT, the cell plate was moved from the imaging system man-
ually or by robotic arm and fixed and antibody labeled on the PlateTrak.

2. Monoclonal antiGFAP (Sigma), monoclonal antiTujl (Covance, Princeton, NJ) and monoclonal
antinestin (Chemicon, Temecula, CA) primary antibodies were used at 1/1000, 1/500 and 1/500
(final), respectively.
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3.

4.

Alexa-488 conjugated goat antimouse (Molecular Probes) secondary antibody was also used at 1/500
(final).

An image was then acquired sequentially in both Hoechst (blue) and Alexa-488 (green) channels of
each well on the BD PathwayHT (see Note 18).

. These two images were then combined to produce a composite image offline, which represented the

group of cells that corresponded to the ROIs initially imaged during the kinetic experiment. This
allowed users to identify, for example, the GFAP+ or Tujl+ or nestin+ cells/ROls, and extract their
kinetic responses from which of the whole population.

. Each well that was imaged resulted in output of a text file containing the raw fluorescence intensity

data for each ROI at each time-point.
For analysis, text files from the kinetic experiment were exported into an inhouse Excel template, which
normalized each data point to fluorescence intensity change over basal (Microsoft, Seattle, WA).

. The normalized data for the ROIs representing GFAP+ or Tujl+ or nestin+ cells were then exported

to Graphpad Prism in which the peak response, time to reach peak response and area under curve were
calculated and compared between each cell type for each compound treatment (Graphpad Software,
San Diego, CA).

With the use of automation, assay steps such as cell washing, dye loading, and antibody labeling were
standardized. This helped to reduce experimental variability and improve consistency of plate handling.
Liquid handling equipment, such as the Multidrop, Multimek, and PlateTrak are tested regularly to
make sure their dispense volume and CVs fall within the manufacturer’s specifications.

4. Notes

1.

w

The contamination of cell cultures by Mycoplasma can remain undetected and yet cause effects on cell
growth, cytokine production, DNA/RNA synthesis and so on. Mycoplasma can be detected using pro-
prietary kits, and infected cell cultures treated with antibiotics or discarded.

. It is preferable, wherever possible, to avoid the used of proteolytic enzymes when generating cells for

an assay. There are a number of nonenzymatic cell dissociation solutions, which are very effective for
cell lines growing as monolayers.

. Sieves of 100 or 70 uM are an alternative to the final centrifugation step (Beckton Dickinson).
. Hemocytometers are the traditional method of cell counting and could be used but may introduce more

variation. Cell counters such as the Cedex provide a viable cell count per mL and a measure of whether
the cell suspension was single cell.

. It is important to minimize well-to-well and plate-to-plate variation. This can be achieved by steps as

simple as using an eight-channel pipet rather than a single channel, and ensuring adequate mixing of
the cell suspension. For larger plate numbers we use a Multidrop or similar liquid handler, these in
turn can be semiautomated with Twister arms, or plate preparation can be performed on fully auto-
mated using systems such as SelecT® (The Automation Partnership, UK). SelecT is a Stdubli arm-
controlled cell culture system, which can generate flasks and assay plates using an integrated Cedex
cell counter to determine viability and seeding density. We use SelecT for the cell culture of robust,
adherent cells, which form the majority of our cell lines: it is able to generate a very consistent, high
quality cell output and, in our hands, has proven to be very reliable and capable of working 24/7. The
advantages of using an automated system include the consistency of product, the ability to plates
cells every day of the week and at specific time points in the day. SelecT is best suited to adherent
cell lines such as 293, CHO, or SHSYS5Y but it can be used for suspension cultures which can be pas-
saged by dilution. Whatever liquid handling equipment is chosen to generate plates it is very impor-
tant to ensure it is calibrated regularly: we check the calibration of our Multidrops weekly and change
the tubing monthly. In addition once a week we clean the tubing by priming, and leaving for 1 h in
a bleach solution to remove protein buildup (trypsin is an acceptable alternative) then washing with
copious water.

. Some cell types tend to settle towards the edges of the plate leading to an uneven density. This is par-

ticularly prevalent if the incubator has a vibration. If this occurs, a simple fix is to leave the plates for
1 h on the lab bench after pipeting before placing in the incubator.

. Laminin was determined to be optimum substrate for this cell type in separate experiments. For alter-

native cell types the appropriate substrate would need to be investigated.
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11.

13.

14.

15.

16.

17.

. Itis possible to prepare the bead suspension at half of the manufacturer’s recommended concentration to

reduce costs; however, this increases the fragility of the bead layer and the likelihood of assay failure.

. Cell viability was assessed in parallel experiments, by preparing identical test compounds in standard

96-well laminin coated plates and plating cells at a variety of densities. Following 18 h incubation at
37°C with 5% CO, a staining solution comprising 30 uM Hoechst 33342, 5 uM calcein-AM, and
2 uM propidium iodide (all from Molecular Probes) was added to the plates, to indicate nuclei, live cells,
and dead cells, respectively. Following a further 30 min incubation cells were imaged and quantified
using a Cellomics Arrayscan II and Cellomics Cell Viability algorithm, acquiring nine fields per well
with a x10 objective. With the human neural precursor cells, 2000 cells/well was determined to be a
suitable density to use for minimizing contact-inhibition of chemokinesis while maintaining cell via-
bility and convenient image-analysis.

. Methanol fixing was found to be unsuitable for this assay, as cells were prone to detaching. PFA fix-

ing times were varied between 10 min and 1 h, with no difference in antibody labeling intensity. All
solution addition and washing steps were performed manually with a multichannel pipet and a Thermo
Wellwash plate washer. These steps could be automated to increase the throughput of the assay, but
for sensitive cell types like neural cells, care is required in defining the pipeting and washing heights
and speeds. Alexa-594 conjugated phalloidin was investigated as a cytoskeletal marker, but the
labelling intensity was much less than using primary, and secondary antibodies as described.

The plating medium and cell density are critical factors, which must be determined empirically before
performing an assay of this nature. The plating medium has to sustain viable cells, which are capable
of responding to neuritogenic stimuli, without itself producing neurite outgrowth. The cell density had
to be sufficient to promote cell viability but sparse enough to allow individual neurites to be delineated
at the image analysis stage of the assay.

. Pipeting heights and speeds need to be determined such that compound plates are thoroughly mixed

and accurately pipeted to the cell plates. Compound addition to the cell plates, and subsequent mix-
ing, needs to be performed very gently at a sufficient height within the well so that cell viability is not
compromised. Cell plate lids were removed for as short a time as possible and sterility during the 48 h
incubation was not found to be an issue.

The cell washer parameters need to be determined such that adequate washing was performed with-
out disturbing the cells. Similarly, reagent addition needs to be performed gently to avoid disturbing
the cells. Suboptimal parameters can sometimes be compensated for when imaging the plates, for
example acquiring images from the edges of the wells if wash-off has occurred at the center. The sec-
ondary antibody solution is light sensitive and so was either added onto the PlateTrak deck just before
it was required, and/or the whole PlateTrak protocol was run in subdued lighting. To reduce evapora-
tion from the top plate in a stacker, and to allow antibody incubations to occur in the dark, an extra
plate with blacked-out wells was added to each stacker but excluded from the number of plates entered
into the software.

Antibody specificity and concentrations were determined in separate experiments. Antibodies which
can be used at low concentrations are more suitable to this methodology, because of the relatively large
volumes of reagents, which have to be prepared for automated liquid handling. Combining mono and
polyclonal antibodies in the same assay allowed the effects of compounds on subpopulations of cells
to be studied simultaneously, although the algorithm employed for analysis in this instance meant that
each plate had to be read twice to achieve this.

The cell washer parameters need to be determined such that adequate washing is performed without
disturbing the cells and the correct residual volumes are left in the wells. Pipeting heights and speeds
also need to be determined for adequate transfer of reagents. Methanol’s liquid property dictates that
it required a substantial postaspirate air gap to avoid leakage during transfer. As the dye and second-
ary antibody solution are light sensitive, the assay was run in subdued lighting.

To save reagents in a small assay with only a few cell plates, the X2 Fluo 3-AM dye and antibody solu-
tions can be added from a 96-well microplate instead of a bird-feeder bottle and reservoirs. Pipeting
heights would need to be changed accordingly.

Cell density need to be determined to allow adequate segmentation of the cells by the BD PathwayHT
software and avoid clusters of cells being identified as one ROI.

. Antibody concentrations were determined in separate experiments. In this assay, each well was only

labeled for one cell type marker, thus three wells received the same compound treatment in the kinetic
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experiment and then proceeded to be labeled with different antibodies. However, one could perform
dual or triple labeling by using a combination of mono and polyclonal antibodies.
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Differentiating Primary Human Cells
in Rapid-Throughput Discovery Applications

Daniel R. Marshak and Dale E. Greenwalt

Summary

Primary cultures of human cells provide an increasingly important alternative to using virally trans-
formed or otherwise immortalized cell lines or to using cloned cell lines derived from human or animal
tumors. Advances in primary cell culture techniques, media formulations, and other reagents have enabled
routine culture of primary cells derived from human tissues for biomedical research and drug discovery
approaches such as high content screening. That primary cells retain the phenotypic characteristics of the
original tissue is one main advantage over immortalized cell lines. However, securing reliable supplies of
primary cells on a large scale has been problematic. Here, two primary differentiating cell types, preadipocytes
and preosteoclasts, are described to illustrate the utility of commercially produced cell systems in discovery
research and rapid-throughput applications.

Key Words: Differentiating cell systems; gene discovery; in vitro toxicology; preadipocytes; preosteo-
clasts; primary cell cultures; target validation.

1. Introduction

Primary cultures of human cells provide an increasingly important alternative to using virally
transformed or otherwise immortalized cell lines or to using cloned cell lines derived from
human or animal tumors. Advances in primary cell culture techniques, media formulations, and
other reagents have enabled routine culture of primary cells derived from human tissues.

The use of primary cell cultures isolated from human tissues has several distinct advantages
over immortalized cell lines. Primary human cell cultures retain many of the phenotypic charac-
teristics of the tissue of origin, including normal physiological functions, and, therefore, can be
highly relevant models for gene discovery, target validation, drug testing, and in vitro toxicology.
The biological relevance is a key advantage in functional and toxicological studies, because
immortalized cell lines might have compromised mechanisms of apoptosis, cell cycle checkpoint
controls, or altered proliferative responses (1—4).

The availability of primary cells of consistent viability and performance allows the wide-
spread use of cell systems in research. Key to this is the acquisition of human tissues under
proper legal and ethical oversight. It is often difficult and time-consuming for researchers to
build the relationships and infrastructure necessary to have tissues available routinely. Access to
human tissues is typically sporadic, and the expense of shipping, processing and characterizing
the tissues, and ensuing cells can be prohibitive. In addition, primary cells have limited life span,
reaching senescence within a finite number of cell divisions (5-7). Therefore, reliable supplies
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of primary cells serve an important research need. In addition, utilizing multiple donors for sam-
ples of tissue to generate independent isolates of primary cells allows researchers to demonstrate
consistent responses among individuals (8).

Among the most useful primary cell types are progenitors that are not terminally differenti-
ated in function or morphology (4,9). Such differentiating cell systems often allow for signifi-
cant expansion of the numbers of cells under mitogenic conditions, followed by functional
differentiation under controlled conditions. This process adds another dimension to discovery
research using primary cell cultures, allowing researchers to study factors that promote or inhibit
differentiation of particular cell types. Two particular primary differentiating human cell types,
preadipocytes (8—11) and preosteoclasts (12,13), will be described to illustrate the utility of such
cell systems in discovery research and rapid-throughput applications.

2. Materials

1. Laminar flow hood.
2. Tissue culture incubator, 5% CO,, w vacuum aspiration.
3. Cryopreserved primary human preadipocytes (see Note 1).
4. Cryopreserved primary human osteoclast precursors (see Note 2).
5. Sterile pipets.
6. Sterile 50-mL polypropylene conical tubes with caps.
7. Cell culture media (see Notes 3-5).
8. Fetal bovine serum (FBS) (see Note 6).
9. Insulin (E. Lilly, Indianapolis; IN).
10. Macrophage colony-stimulating factor (M-CSF) (R&D Systems, Minneapolis; MN).
11. Soluble receptor activator of nuclear factor-kf§ (RANK) ligand (Chemicon International; Temecula, CA).
12. Dexamethasone (Sigma; St. Louis, MO).
13. 3-Isobutyl-1-methylxanthine (IBMX [Sigmal]).
14. Indomethacin (Sigma).
15. Trypan blue.
16. Glutamine.
17. Penicillin.
18. Streptomycin.
19. Adipored (Cambrex; Walkersville, MD; see Note 7).
20. Time-resolved fluorescence-capable plate reader with injector.
21. 96-well cell culture plates (black walls with clear bottoms).
22. OsteoLyse-collagen assay kit (Cambrex; see Note 8).
23. Phosphate-buffered saline (PBS).

3. Methods
The methods outlined in this section describe:

1. The culture and differentiation of primary human preadipocytes and their use in an assay of intracel-
lular triglyceride accumulation.

2. The culture and differentiation of primary human osteoclast precursors and their use in an assay of in
vitro bone resorption.

3.1. Culture of Primary Human Preadipocytes

1. Prepare Preadipocyte growth medium by adding FBS, L-glutamine, penicillin and streptomycin to
Preadipocyte basal medium (The final concentrations of the supplements will be 10%, 2 mM, 100 U/mL,
and 100 pg/mL, respectively). The medium should be warmed to 37°C before use.

2. Remove a cryovial of cells from liquid nitrogen storage and thaw rapidly in a 37°C water bath.
Decontaminate the external surfaces of the cryovial of cells with 70% v/v ethanol or isopropanol.

3. Using a micropipet, gently add the thawed cell suspension to 50 mL of Preadipocyte growth medium.
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13.

14.

3.1.

. Rinse the cryovial with medium and add the rinse to the cell suspension.
. Centrifuge at 300g for 10 min at room temperature.
. When washing the cells, do not attempt to remove too much of the wash. Leave a minimum of 1 mL

of wash at the bottom of the tube. If the final cell count is low, some of the pellet might have been
removed with the wash.

. Add 2 or 3 mL of preadipocyte growth medium to the remaining 1 mL of wash and resuspend the pellet

of cells. Dilute 20 pL of the cell suspension in 20 pL of 0.4% Trypan blue, do a cell count and determine
percentage viability. Recovery should be greater than 90%.

. Resuspend the preadipocytes at 100,000/mL in preadipocyte growth medium and plate the

preadipocytes at 10,000 cells/well of a 96-well cell culture plate in 0.1 mL of preadipocyte growth
medium (see Note 9).

. Incubate at 37°C, 5% CO, and 90% humidity for 24 h. At this point, the preadipocytes should be

confluent. Optimal differentiation of preadipocytes is obtained when the cells are confluent before to
treatment with differentiation agents.

Prepare “2X” Adipocyte differentiation medium by the addition of insulin, dexamethasone,
indomethacin, and IBMX to 100 mL of preadipocyte growth medium. After addition of the dif-
ferentiation medium to the cells, the final concentrations of the differentiation agents, having
been diluted 1/1, will be 10 pg/mL insulin, 1 pM dexamethasone, 50 uM indomethacin, and 200 uM
isobutyl-methylxanthine.

Induce the preadipocytes to begin differentiating into adipocytes with the addition of 0.1 mL of “2X”
Adipocyte differentiation medium to each well.

If the cells are to be treated with a series of test samples, set up several 24-well dilution plates with
the appropriate volume of adipocyte differentiation medium/well and make the required serial dilu-
tions of the test samples. Add 0.1 mL of each different concentration of test sample to wells of the pre-
seeded confluent preadipocytes. Each assay should be done in triplicate.

“Control” wells should be setup, which contain (A) no added test sample, (B) “solvent only” treat-
ments if the test samples were dissolved in solvents such as dimethyl sulfoxide (DMSO), ethanol, and
so on and (C) 100 UL of preadipocyte growth medium instead of differentiation medium.

Culture the cells in a tissue culture incubator in 5% CO, and 90% humidity at 37°C. No further addi-
tions or medium changes are required for a period of 10 d (see Note 10).

1. Assay of Intracellular Triglyceride Accumulation

. For maximum throughput, the assay will require a fluorimeter capable of reading multiwell plates. The

fluorimeter should ideally be equipped with an injector capable of delivering 1 or 5 uL of reagent to
each well of 384- and 96-well plates, respectively. The fluorimeter should also have the ability to mix
or shake the plate for 1 s immediately on reagent addition.

. Following the instructions for the fluorimeter to be used, load the injector with Adipored reagent.

Program the instrument to inject 5-uL of Adipored reagent/well (96-well plate) and shake/mix the
plate immediately after each injection.

. Remove the tissue culture plate containing differentiated adipocytes from the incubator and cool to

room temperature.

. The culture supernatant should be removed and each well carefully rinsed with 200 UL of PBS. Be

extremely careful not to remove cells from the wells during this rinse step (see Note 11).

. Fill each well with 200 pL of room temperature PBS.
. Place the assay plate in the fluorimeter and initiate the Adipored reagent addition program. Make sure

that the plate’s lid/cover has been removed (see Note 12).

. On completion of reagent addition, the assay plate should be incubated at room temperature for

10—15 min. The plate can be removed from the fluorimeter or remain in the instrument during the
incubation period.

. After 10 min, place the plate in the fluorimeter and measure the fluorescence with excitation at 485

nm and emission at 572 nm.

. The actual readout in relative fluorescence units will vary with the fluorimeter used. However, after 10 d

of differentiation, the ratio of relative fluorescence units (differentiated cells) to relative fluorescence
units (undifferentiated cells) should exceed 20 (Fig. 1).
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Fig. 1. An Adipored assay of intracellular triglyceride accumulation in differentiated primary human

visceral adipocytes.

10

. The differentiation of primary human adipocytes can also be assayed by measurement of the expres-

sion of a variety of “marker” genes such as those for leptin, AP2 or PPARY (see ref. 11; Note 13).

3.2. Culture of Primary Human Osteoclast Precursors

1.

|95}

Prepare Osteoclast Precursor Culture Medium by adding FBS, L-glutamine, penicillin, and strepto-
mycin to the basal medium (The final concentrations of the supplements will be 10%, 2 mM, 100 U/mL,
and 100 pg/mL, respectively). Warm 100 mL of Osteoclast Precursor growth medium in a 37°C water
bath.

. Quickly but completely thaw the vial of frozen cells in a 37°C water bath. Wipe the outside of the vial

with 70% ethanol and aseptically transfer the cell suspension to a 50 mL conical tube. Rinse the cry-
ovial with 1 mL of Osteoclast precursor culture medium. Add the rinse dropwise to the cells while
gently swirling the tube (approx 1 min). Slowly add additional medium dropwise to the cells until the
total volume is 5 mL, while gently swirling after each addition of several drops of medium (approx
3 min). Slowly bring the volume up to 40 mL by adding 1-2 mL volumes of medium drop wise, while
gently swirling after each addition of medium (approx 10 min).

. Centrifuge the cell suspension at 200g at room temperature for 15 min.
. Carefully remove by pipet all but 1 mL of the wash. Gently resuspend the cell pellet in the remaining

medium and count. When washing the cells, do not attempt to remove too much of the wash.

. Dilute 20 puL of the cell suspension in 20 UL of 0.4% Trypan blue, do a cell count and determine

percentage viability. Recovery should be greater than 90%.

. Prepare the osteoclast precursor differentiation medium by the addition of 60 ng/mL M-CSF and

125 ng/mL soluble RANK ligand (see Note 14). This medium will be “2X” relative to the two
cytokine concentrations; the cytokines will be diluted 1/1 on addition of the test samples (0.1 mL) to
the seeded cells. Resuspend the precursors in the differentiation medium at 100,000 cells/mL and
seed the cells at 0.1 mL/well of a 96-well OsteoAssay plate.

. If the cells are to be treated with a series of test samples, set up several 24-well dilution plates with

the appropriate volumes of osteoclast precursor Culture medium (without M-CSF or RANK
ligand)/well and make the required serial dilutions of the test samples. Add 0.1 mL of each different
concentration of test sample to wells of the precursors. “Control” wells should be set up, which con-
tain (A) no added test sample (i.e., osteoclast precursor culture medium, without cytokines, only), (B)
“solvent only” treatments if the test samples were dissolved in solvents such as DMSO, ethanol, and
so on, and (C) culture medium with M-CSF but no soluble RANK ligand instead of complete differ-
entiation medium; these wells will serve as “undifferentiated” controls. Each assay should be done in
triplicate.

. Incubate the cells at 37°C, in a humidified atmosphere of 5% CO, for 7 d (see Note 15).
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Fig. 2. Primary human osteoclast precursors were seeded onto an OsteoLyse-Collagen plate at 10,000

cells/well and differentiated with M-CSF and soluble RANK ligand for 6 d. At d 7-10 of culture, 10 uL of
supernatant was removed and counted. The black bars represent counts obtained when the precursors were
cultured with M-CSF only.

3.2.1. Resorption Assay

1.

Supplement the Osteoclast Resorption Medium with 10% FBS, glutamine, penicillin, and strepto-
mycin and the same concentrations of M-CSF and soluble RANK ligand as in the original d 0
medium (see Note 16).

. Replace the culture medium with fully supplemented resorption medium after 7 d and incubate for an

additional 1-3 d at 37°C, 5% CO,, and 90% humidity (see Note 17).

. Before to sampling the cell culture supernatant, remove the Fluorophore releasing reagent from 4°C

storage and let it warm to room temperature—do not warm this reagent in a water bath. Place 200 uL.
of Fluorophore releasing reagent in each well of a black-wall 96-well assay plate.

. Transfer 10 puL of cell culture supernatant to the wells of the assay plate containing Fluorophore

releasing reagent. Note that it is essential to change pipet tips each time a new cell culture supernatant
is sampled (see Note 18).

. Briefly mix the samples in the assay plate. Determine the fluorescence of each well of the assay plate

in a time-resolved fluorescence fluorimeter (e.g., a Wallac Victor, with excitation at 340 nm and emis-
sion at 615 nm) over a 400 us time period after an initial delay of 400 us.

. If the amount of collagen degraded, as a percentage of the total available collagen, is to be calculated,

determine the total amount of intact collagen/well by placing 200 uL of Fluorophore releasing
reagent in each of three unused wells of the OsteoLyse-Collagen plate. Mix the contents of the wells
and then transfer 1 puL/well to corresponding wells in an assay plate containing 200 uL of
Fluorophore releasing reagent/well. Determine the fluorescence of each well of the assay plate in a
time-resolved fluorescence fluorimeter and multiply the result by 200 to calculate the total amount
of intact collagen/well.

. The fluorescence of the supernatant samples diluted in the wells of Fluorophore releasing reagent is

directly proportional to the resorptive activity of the mature osteoclast. The fluorescent read-out of the
OsteoLyse-Collagen assay is proportional to cell number, the degree of osteoclast differentiation and
the duration of the assay (Fig. 2).

4. Notes

1.

Primary human preadipocytes are available commercially from several sources including Cambrex
Bio Science Walkersville, Walkersville, MD and ZenBio; Research Triangle Park, NC). Preadipocytes
can also be isolated using published protocols (e.g., see ref. 14).
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Fig. 3. The release of fluorescent collagen peptides by differentiating primary human osteoclasts
requires 4 d of culture. Primary human osteoclast precursors were seeded onto an OsteoLyse-Collagen plate
at 10,000 cells/well and cultured in medium containing M-CSF and soluble RANK ligand. Samples of cul-
ture supernatant (10 pL) were removed every 24 h and counted in 200 uL Fluorophore releasing reagent in
a time-resolved fluorescence-capable plate reader.

2. Primary human osteoclast precursors are available commercially from Cambrex Bio Science
Walkersville, Walkersville, MD). Alternatively, different types of precursors, of varying purity, may be
obtained from either bone marrow or peripheral blood mononuclear cell fractions (15,16).

3. Commercial media for the proliferation and differentiation of preadipocytes are available from several
sources including Cambrex Bio Science and ZenBio (Research Triangle Park, NC). Current literature
also provides suggestions for basal media (e.g., Dulbecco’s modified Eagle’s medium containing 10%
FBS) and the agents used to differentiate preadipocytes into adipocytes (17). Most protocols for the
differentiation of preadipocytes use insulin, dexamthasone and IBMX. Glitazones are often used but,
given that much research specifically addresses new types of glitazones, use of these agents may inter-
fere with the assays. The Cambrex medium used in the current study, contains insulin (10 pg/mL),
1 uM dexamthasone, 50 pM indomethacin, and 200 uM IBMX.

4. Commercial media for the proliferation and differentiation of osteoclast precursors is available from
Cambrex Bio Science and was used in the current study. Current literature also provides suggestions
for basal media (e.g., minimal essential medium o. [aMEM] containing 10% FBS) and the agents used
to differentiate osteoclast precursors into osteoclasts (18). The Cambrex medium used in the current
study, contains both M-CSF (33 ng/mL) and soluble RANK ligand (66 ng/mL).

5. A Resorption Medium (Cambrex), formulated for maximal osteoclast resorptive activity through opti-
mization of pH, calcium, and other parameters, is used for the actual bone resorption assay. Other media
can be used (e.g., -MEM containing 10% FBS) but the amount of resorptive activity may be substan-
tially less because of excessive alkalinity (19).

6. The ability of FBS to support the optimal differentiation of both primary human preadipocytes and osteo-
clast precursors, varies widely from source-to-source and lot-to-lot. The FBS used in these studies was
identified through extensive screening of multiple lots of serum from several commercial sources.

7. Adipored is an optimized formulation of the lipophilic dye Nile red (see ref. 20).

8. The OsteoLyse-Collagen plate is a sterile 96-well tissue culture plate to which human type I collagen
has been covalently bound. The collagen is labeled with a Europium ion chelate; osteoclast-derived
matrix metalloproteinases, secreted into the resorption bay of the cell, degrade the collagen and release
europium chelate-labeled collagen peptides into the cell culture supernatant.

9. The primary human preadipocytes can also be cultured and assayed for intracellular lipid accumu-
lation in 384-well plates. Seed wells of a black-wall, clear-bottom 384-well tissue culture plate with
3000 cells/40 UL preadipocyte growth medium. Note that as few as 1000 cells/well can be seeded but
a longer period of culture will be required before the cells become confluent (i.e., before differentiation
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14.
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16.

18.

medium can be added). Initiate differentiation of the cells by the addition of 40 UL of “2X” differ-
entiation medium/well.

The extent of adipocyte differentiation may be noted by microscopic observation of lipid vacuoles in
the induced cells. The intracellular lipid vacuoles will begin to appear 4-5 d after induction and will
continue to increase in number and size for the duration of the culture. Noninduced cells will have few,
if any, lipid vacuoles.

. Differentiated adipocytes are delicate and care should be used to avoid disrupting the cells. In some

cases, the cells might “peel” from the well surface when subjected to excessively vigorous aspiration.
It is possible to forego the PBS rinse step and add the Adipored directly to the cell culture supernatant.
Background readings will be slightly higher because of a very low level of fluorescence induced by
the binding of the Adipored reagent to albumin (20).

If the fluorimeter is not equipped with an injector, the Adipored reagent can be added with a multi-
channel pipet if the following protocol is used: Add the Adipored reagent with a multichannel pipet
that can accurately deliver 5 UL of reagent/well. Mix the plate by rapping the edge of the plate against
the lab bench several times immediately on addition of reagent to each row of wells—do not wait until
the reagent has been added to all wells of the plate before mixing the plate’s contents.

The gene expression profiles for over 47,000 transcripts, in both undifferentiated and differentiated
adipocytes and osteoclasts, as determined with Affymetrix Human Genome U133 Plus 2.0 arrays, can
be accessed at the following website: www.cambrex.com/content/bioscience/article.class.19.id.1706.
Primary human osteoclast precursors cannot be “passaged.” They can be differentiated, but in the
absence of specific differentiation signals, the cells will senesce.

Differentiated osteoclasts can be identified by phase microscopy as unusually large multinucleate
cells. These cells will begin to form after approx 4-5 d of culture; the cells can be used in assays of
resorption after 5 d of culture (Fig. 3). To document osteoclast differentiation, cultures may be stained
for the OLVB3 integrin complex or for tartrate-resistant acid phosphatase (21,22) (see Note 13).

If the OsteoLyse-Collagen assay is to be used to screen or otherwise assay test samples, there are two
different protocols that might be used. If the assay is used to measure differentiation of the osteoclast
precursor, the test sample should be added at d 0 and removed at d 7. However, if the assay is to meas-
ure mature osteoclast function, the test sample should be added only at d 7, with the new Resorption
medium addition.

. The cell culture supernatant can be sampled at any time after the medium change. Because a very

small volume (5-10 pL) of supernatant is sampled, it is very easy to do time-course studies by sam-
pling the supernatant on sequential days. Note that supernatant volumes greater than 10 uL are unnec-
essary and may lead to inefficient counting of the fluorophore as the ratio of Fluorophore releasing
reagent to sample decreases.

Note that the europium fluorophore is extremely sensitive. All pipet tips and other materials that come
into contact with the probe must be discarded in appropriate waste containers. Probe that is spilled on
a counter top and allowed to dry will give rise to dust and high background levels in the laboratory.
Fluorimeters that are contaminated with the probe must be cleaned.
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Use of the CellCard™ System for Analyzing Multiple Cell Types
in Parallel

Oren Beske, Daniel Bassoni, and Simon Goldbard

Summary

The CellCard™ system enables the analysis of multiple cell types within a single microtiter well. In
doing so, the CellCard system not only determines the effect of an experimental condition on a cell type
of interest, but also the relative selectivity of that response across nine other cell types. In addition, this
approach of cellular multiplexing is a means of miniaturization without the necessity of microfluidic
devices. The standard 96-well plate generates ten 96-well plates of data (or, the equivalent of a 960-well
plate). Taken together, the CellCard technology enables multiple cell types to be assayed within a single
microtiter well allowing for the simultaneous determination of cellular activity and compound selectivity.
This chapter will describe a method by which multiple cell types can be simultaneously assayed for bio-
logical parameters of interest.

Key Words: Cell-based assay; CellCard carrier; selectivity.

1. Introduction

The introduction and adoption of “high content” assays has spurred a desire for technologies
and assays that provide increasing amounts of biologically relevant data from a single assay reac-
tion, typically from a microtiter well (I-3). Automated high-resolution microscopy combined with
sophisticated image analysis algorithms have gone a long way in providing the tools enabling this
data to be accessible to the drug discovery industry. For example, the ability of cells to reduce a
tetrazolium salt (e.g., MTT) has widely been used as a surrogate for cellular health (4). However,
there are many phenotypes and/or mechanisms of toxicity that can be missed or underestimated by
this type of an assay. An ability to quantitatively assess the multiple cellular responses associated
with toxicity enables the measurement of unique and/or subtle phenotypes. One high content
approach in measuring cellular toxicity is to stain cells with a nuclear dye, a mitochondrial dye, and
a lysosomal dye. When imaged and quantified these dyes can provide information regarding cell
number, nuclear condensation and/or fragmentation, mitochondrial mass, mitochondrial function,
lysosomal mass, and lysosomal pH and other relevant parameters. Clearly this approach provides
a more comprehensive understanding of the nature of the cellular response to a potential toxin.

This assay strategy has enabled drug discovery scientists to better understand the effects of a
potential therapeutic on cells (5-8). Indeed, the main goal of these assay strategies and technolo-
gies is to make the drug discovery process more efficient (and informative) thereby reduce the
large failure rate currently being experienced with investigational new drugs. It has been postu-
lated that a reason for this high failure rate is the lack of compound selectivity. This selectivity
can be viewed as cross reactivity with similar targets, unrelated targets, or other cell types. These

From: Methods in Molecular Biology, vol. 356:
High Content Screening: A Powerful Approach to Systems Cell Biology and Drug Discovery
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off-target effects can lead to a lack of efficacy and/or undesired side effects. The CellCard™
System (9-11) was developed to provide a means by which the selectivity of an experimental
condition (e.g., treatment with a small molecule) can be robustly and routinely determined by
assaying multiple targets and/or cell types within a single microtiter well.

The CellCard System is a microparticle-based technology optimized for cell-based assays (8).
These particles, termed CellCard carriers, are designed to incorporate a colored barcode that
allows different classes of carriers to be uniquely identified. Therefore, when different cell types
are associated (e.g., grown on) with the CellCard carriers, the cell types become uniquely identi-
fiable by virtue of the carrier code. Once the assay is performed and read with the CellCard reader,
the cellular data is extracted, associated with the code, and returned to the researcher. It then fol-
lows that if multiple cell types are associated with uniquely coded carriers, then the data retrieved
will provide insight into the cell type selectivity of the treatment. In addition, because the data is
obtained from a single well the cellular data is unequivocally comparable. The selectivity observed
is not subject to common sources of assay variation that is experienced with sequential approaches
to selectivity determination. When multiple cell types are assayed sequentially, well-to-well or,
more importantly, week-to-week variation in reagent stability and/or cellular physiology can lead
to a false representation of the selectivity observed. However, obtaining these data points from a
single reaction in a single microtiter well will remove these sources of variation.

In this chapter, we describe how the CellCard System can be used to profile the cell type
selectivity of antiproliferative compounds. This is illustrated with an example in which 10 cell
types were treated with antiproliferative compounds in an eight-point dose-response of in tripli-
cate. A simple fluorescent assay designed to quantify the confluence of the cells (a marker of
general cellular toxicity) was performed. In doing so, 40 triplicate dose-response curves were
generated in a single 96-well microtiter plate.

2. Materials

1. CellCard System: the CellCard System (Vitra Bioscience Inc., Mountain View, CA) is a multi-compo-
nent, commercially available platform. The system consists of tissue culture consumables, CellCard
Carriers, CellCard Dispenser, CellCard Reader, and associated software.

2. Cells: all cells were provided by a development partner under confidentiality and are herein anonymized.
The cells were grown adherently in 10-cm dishes using standard tissue culture techniques. Briefly, the
cells were split using trypsin-EDTA (Invitrogen, Carlsbad, CA) and maintained in RPMI 1640
(Invitrogen) supplemented with 10% fetal bovine serum (Invitrogen), and an antibiotic/antimycotic
(Invitrogen) in a humidified 5% CO, incubator at 37°C.

3. Assay reagents: the cells were stained with 2 pg/mL Hoechst (Invitrogen) in phenol red free, serum
free RPMI. The potentially tested anticancer therapeutics was provided by a development partner
under confidentiality and is herein anonymized.

3. Methods
3.1. Experiment Design and Plate Layout

A core software component of the CellCard system is the Experiment Manager application. This
application provides an interface to design and manage all aspects of the multiplexed experiment
to be performed. It stores information (i.e., fluorochromes, analysis parameters, number of plates,
and so on) about the assay being run in order to appropriately configure the CellCard Dispenser
and Reader. In addition, the software allows the user to log cellular and compound information (i.e.,
lot number, concentration), that are useful for downstream data analysis can also be managed with
this software tool.

3.2. CellCard Preparation

Preparation of a CellCard CellPlex experiment requires standard tissue culture steps in which
cells are seeded into wells previously loaded with CellCard carriers (see Note 1). The carriers
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are laid onto CellCard ladles, preinserted into wells of standard six-well tissue culture plates,
which are designed to facilitate the subsequent mixing of CellCard carrier codes.

Users of the System must first determine an appropriate number of six well plates and
CellCard ladles needed for an experiment during the initial experiment design. The Experiment
Manager software contains a “ladle calculator” function to determine the total number of ladles,
thus determining the number of CellCard carriers that will be required for the experiment. By
inference, the number of ladles needed for the experiment will determine the amount of CellCard
carriers that will be needed; carriers are packaged in vials containing a measured amount of one
class (code) of carriers that will be transferred to a ladle. However, as a rule of thumb, 10 vials
of CellCard carriers and 10 CellCard ladles are required for each 96-well assay plate. Therefore,
if 10 cell types are to be assayed, a single vial of 10 separate carrier codes is sufficient; if five
cell types are used in the CellPlex experiment, then two vials each of five carrier codes are
required per 96-well plate.

Once the CellCard carrier and ladle requirements are established, the user is ready to begin
the experiment. The disposable CellCard ladles are first placed in the wells of dry six-well tissue
culture plates. Then 2.5 mL of complete media is added to each ladle-containing well. The ladles
are now ready for the deposition of the carriers.

One vial of carriers will be deposited onto each ladle (see Note 2). It is impractical to trans-
fer dry carriers to the ladles. Therefore, carrier transfer is facilitated by adding 1 mL of the
complete media to the CellCard carrier vials. A sterile, disposable transfer pipet is used to
aspirate the carriers out of the vial and then deposit them onto the ladles by simply touching
the tip of the transfer pipette to the media above the ladles. Slight positive pressure and capil-
lary action will result in the majority of the carriers falling out of the pipet and onto the ladle.
Gentle “washing” of media through the pipet will remove carriers remaining in the pipette tip.
The carriers are dispersed into a monolayer on the ladles by mounting the six-well plates on
the CellCard Disperser and shaking for 45 s at 110 rpm. Dispersing the carriers is a critical
step to ensure that a maximum number of carriers will be exposed to the cells that will be
added to the wells.

3.3. Tissue Culture

The cell lines to be multiplexed are maintained using standard tissue culture protocols in the
appropriate media. Cells are removed from plates; pellet in conical centrifuge tubes, resus-
pended and accurately counted before plating them on the CellCard carriers. Typically, 1-5 x 103
cells are seeded into the wells containing the carriers. The actual number is dependent on cell
doubling time, total incubation time of cells on carriers, and desired final cell confluence. A
range of seeding densities should be tested to ensure the proper confluence of cells for the par-
ticular assay that is to be performed. The cells should be allowed to adhere (under standard
incubation conditions) for an appropriate amount of time to ensure robust adhesion to the
particles. The rate of adhesion and cell spreading is cell-type specific and can range from 5 to
18 h. We recommend allowing the cells to adhere, spread, and initiate their cell cycle during an
overnight incubation.

3.4. CellCard Carrier Mixing and Dispensing Into 96-Well Format

After the cells have adhered to the carriers, they are ready for mixing (see Note 3). This
is a simple process that is started by attaching a purpose-built funnel to a standard 15-mL
conical tube. The funnel-tube apparatus is filled with approx 55 mL media and the carriers
are transferred to the funnel by simply gripping the peg-shaped handles of the CellCard ladles
with forceps, lifting the ladles out of their wells, submerging the ladles in the funnel and
allowing the CellCard carriers to fall off the ladle into the conical tube. Up to 40 ladles (or
vials) worth of carriers, enough for four 96-well assay plates can be transferred to one coni-
cal tube.
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After all carriers are transferred to the 15 mL tube, the excess media from the funnel is aspi-
rated leaving the 15 mL tube full to its brim. The funnel is detached from the tube and capped.
The carriers are then thoroughly mixed with a single 360° inversion of the conical tube. After
mixing, the media is then aspirated from the tube down to the top of the stack of carriers to
remove cells that might have been loosened from the carriers by the mixing process. The tube is
refilled with fresh complete media to the 6 mL mark. The CellCard carriers are now ready for
dispensing into assay plates.

CellCard carrier dispensing is accomplished by a liquid handling robot, called the CellCard
Dispenser, designed to transfer CellCard carriers to 96-well assay plates. The Dispenser includes
custom built pipet tips that are specially designed to aspirate a metered amount of carriers to be
deposited into the 96-well assay plates. A dispense run is set up by mounting the 15-mL tube
containing the CellCard carriers and the appropriate number of 96-well plates onto the Dispenser.
A 50-mL tube containing a reservoir of media is also mounted on the Dispenser. The start cycle
of the Dispenser requires the user to adjust the starting height of the dispensing tips through the
software controller interface. From there, the Dispenser will automatically transfer carriers from
the 15-mL conical tube to the assay plates. On completion of carrier dispensing, the carriers are
then dispersed into a monolayer via the CellCard Disperser.

3.5. Compound Addition

Excess media is removed from each assay well with a wand aspirator or a plate washer to
ensure that the same residual volume is present in all wells. We recommend leaving 50 uL of
residual media in each well to minimize disturbance of the CellCard carriers while adding com-
pound. The compound to be added is made up at 2X (twice the desired final) concentration,
using the appropriate media, and an equal volume (50 UL in this case) of the 2X solution to each
well to create a 1X final assay concentration. After the compounds have been added to each of
the wells return the plates to the cell culture incubator for the appropriate incubation time. This
incubation time is assay dependent and can range from 30 min for a signaling (i.e., nuclear
translocation) assay to multiple days for a proliferation assay.

3.6. Assay Staining Protocols

In general, only minor alterations in standard assay protocols needs to be made when using
the CellCard System. Generally, staining reagent concentrations and incubation times will be the
same for assays run with or without CellCard carriers. For the Calcein AM/Hoechst assay pre-
sented here, the assay plate wells are first aspirated to 30 pL. The staining solution is made by
mixing 4.5 uL of Calcein AM (4 mM stock) and 8 uL. Hoechst (1 mg/mL stock) in 8 mL phenol
red-free RPMI 1640. Add 75 pL of the staining solution to each assay well. Incubate the plate
for 30 min at 37°C, 5% CO,. At the completion of incubation, aspirate the wells to 50 uL. Top
off the wells with approx 300 pL phenol red-free RPMI 1640 (see Note 4).

3.7. CellCard Reading

Before scanning the plates with the CellCard Reader, the appropriate plate description file
(generated in the Experiment Manager application) must be loaded. This will configure the
Reader to address the appropriate wells and acquire images with the appropriate assay specific
fluorochromes.

Some preparation of the assay plates will also be necessary. The nature of the carrier recog-
nition algorithm in the Image Analyzer software necessitates a noncolored solution in the
assay wells. Any colored solutions must be washed out of the wells with solution such as
1X PBS (for fixed assays) or phenol red-free media (for live assays). In order to eliminate any
shadowing within the bright field images, which can affect carrier code recognition, the wells
must be completely topped off with the appropriate solution such that any meniscus is eliminated
from each well.
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After the microtiter plate has been placed in the Reader (either manually or through a
robot) the image acquisition parameters must be set. The parameters for acquiring the bright
field images are automatically set by the reader without user intervention. This will ensure
that the colored bands of the CellCard codes will have the hues required by the Image
Analysis software for robust code recognition. The parameters for fluorescent image acqui-
sition are adjusted by the user. A detailed protocol for this is provided in the User’s Guide.
Briefly, exposure, gain, and offset parameters are set to produce high signal, low background
images that can be robustly processed by the System’s image analysis algorithms to provide
the biological data. Once the acquisition parameters are set, the plate is scanned by the
Reader and the images are saved to an appropriate file directory designated during the design
of the experiment in Experiment Manager. Acquisition parameters are saved by the Reader
software to alleviate any need to set exposure parameters for the remaining assay plates of
the experiment.

3.8. Image Analysis and Data Visualization

To extract the cell type specific data, the images acquired by the CellCard Reader must be
processed by a series of image analysis algorithms. The software will read in assay specific
default image analysis parameters, including minimum pixel intensity thresholds, before pro-
ceeding with the analysis. The Image Analyzer software will allow the user to examine the effect
of the threshold parameters on the analysis of the images. If necessary, the user can adjust these
thresholds to ensure that the image analysis algorithms accurately extract biologically relevant
data apparent in the images. We recommend that this threshold analysis be run on positive and/or
negative control wells, with known and/or expected biological responses, before analyzing the
entire experiment. The CellCard System User’s Guide provides a detailed description of how to
set proper image analysis parameters. Once appropriate analysis parameters are set, the image
analysis of the entire experiment, typically a set of plates with the same assay, can be performed.
The Image Analyzer will automatically analyze every well of every plate in the experiment and
generate a fully annotated data table.

The data tables generated by the Image Analyzer software are saved as tab-delimited flat files.
The files contain data generated from a variety of measures, including measures of stained area,
spots, intensity of stains, and the like. These data files can then be opened and visualized in the
Vitra Bioscience Data Analyzer software or other standard data visualization applications (i.e.,
Spotfire). The flat file structure also allows the data to be parsed and uploaded into an enterprise
database for further analysis and storage.

3.9. Example Data

In this example 10 cell types were maintained using standard tissue culture protocols and
seeded onto CellCard carriers as described earlier. The cells were then exposed to a dose—response
of a small molecule compound, a known toxin and potential anti-cancer therapeutic, for 2 h. The
compound was subsequently removed. The wells were then washed and fresh media (without the
compound) was added to the wells for a 48 h chase period. At the end of this period the cells
were stained with the nuclear dye and subsequently scanned and analyzed using the CellCard
System (Fig. 1).

Compound A is known to be toxic and, therefore, was predicted to induce a dose-dependent
decrease in the signal generated by the nuclear dye. Indeed that was the case. As shown in Fig. 3B,
the relative number of cells decreased as the dose of the compound was increased. Interestingly,
the 10 cell types partitioned into three classes of response profiles. The class-1 response is
described as a gradual dose-response curve wherein cells begin to respond to the compound at
a relatively low dose. This response gradually increases as a function of dose but does not reach
a maximal response within the dose range tested (no right side plateau). The classes-2 and -3
responses, characterizing three and five cell types, respectively, result in sigmoid shaped curves
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Fig. 1. System overview. (A) Image of CellCard carriers showing the coding bands (small arrow) and
optically clear data read-out (big arrow) sections. (B) An image of a single well from a 96-well microtiter
showing approx 100 CellCard carriers dispersed throughout the well. (C) The CellCard dispenser. It is
designed to transfer approx 100 CellCards from a 15-mL conical tube into the wells of the microtiter assay
plate. (D) The CellCard Reader. A CCD camera based reading device that acquires all the requisite bright
field and fluorescent images to both decode the carrier codes as well as extract biological data. (E) A sub-
set of the CellCard System suite of software. This figure shows screen shots from the Experiment Manager,
CellCard Reader, and Data Analyzer software applications.

with plateaus on the low high dose ranges connected by a steep transition area. That is, at low
doses there is no response of these cells to the compound, but, once a critical concentration is
used, it does not require a large dose increase of the compound to elicit a maximal response
(the high dose plateau). Although the mechanisms behind these different responses are not
understood, by using the CellCard System multiple sources of assay artifact can be removed as
potential explanations. For example, if the 10 cell types were assayed sequentially over a period
of days to weeks, compound stability issues with multiple freeze-thaw cycles may result in the
different cellular responses observed. By implementing the CellCard System, each of the cell

Fig. 2. (Opposite page) Schematic of the CellPlex assay workflow. CellCard carriers are first placed into
6-well format and cell types seeded onto the carriers. After mixing the carriers and attached cells they are dis-
pensed into the 96-well microtiter plate, subjected to the experimental treatment of interest, and stained for
the biological parameters of interest. Finally, the plates are imaged, analyzed, and the data plotted.
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Fig. 3. Case study data example. (A) Outline of the protocol used. Ten cell types were introduced into
the CellPlex experiment as described in the methods. They were treated with compound for 2 h, washed,
then incubated in for another 48 h with standard growth media. (B) Dose-response of 10 cell types to a
cytotoxic compound. These 10 cell types tended to separate into three distinct classes. The class-1 response
in left shifted and shallow. The classes-2 and -3 responses are much more steep with the class-2 response
being more potent.

Table 1
A Table Showing Examples of Cell Types Used and Assays Performed on the Cellcard System
Example cell types assayed on CellCard carriers Example assays performed on CellCard carriers
A549, A431, MCF7, COLO205, SKMEL28, * B-lactamase reporter gene
SW620, OVCAR3, OVCARS, HCT116, * Proliferation—cell count, BrdU incorporation,
HT29, T47D, LOVOS, HEK-293, CHO, mitotic index
HELA, COS, primary HUVEC, primary ¢ Toxicity—TUNEL, Caspase-3 activation,
preadipocytes, primary renal tubule, propidium iodide, C alcein-AM
and others * Adipocyte differentiation—lipid accumulation
and others

types were assayed simultaneously within a single well. Therefore, even if there were assay
errors introduced by reagent stability issues, these cell types, in this assay, on this day, experi-
enced identical assay conditions. The relative responses between the cell types within the
well is unequivocal; at the low doses in which the class-1 group of cells show a slight but
significant response and the classes-2 and -3 cells show no response, this result must be cell-
type dependent.

The CellCard System provides a means by which ten unique cellular conditions can be
assayed simultaneously. These conditions are typically represented by 10 different cell types
(Table 1) but could also represent seeding densities, extra-cellular matrix coatings, and the like.
When performing CellPlex assays, significant miniaturization is realized within the 96-well
plate. That is, when assaying 10 cell types, the plate effectively becomes a 960-well plate.
Finally, the number of cells analyzed per data point is significantly reduced. Moving forward, we
have been exploring assays in which it is desirable to increase the number of data points derived
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from rare and/or valuable cells (i.e., human primary cells) (12). We believe that this will result
in a very powerful application of the CellCard System wherein patient samples could be assayed
along side a clinical trial (13,14) leading to the development of in-vitro surrogate markers of
compound efficacy and potential theranostic indicators.

4. Notes

1.

The determination of which cell lines to be used in a CellPlex assay should follow a few guidelines.
First of all, because the assay will be performed simultaneously across multiple cell types, the kinetics
of the response to be measured should be similar. For example, if measuring activity across ten G protein-
coupled receptors (GPCRs) simultaneously using a reporter gene assay, one should choose GPCRs with
similar activation kinetics to be included in the same well (10). An incubation time of 3 h could be cho-
sen because the primary receptor for which the compound was identified showed a robust response
within that time. However, if the maximal reporter gene expression for some of the cell lines in the
CellPlexed experiment is 6 h, a lack of activity on that cell line would be interpreted as compound inac-
tivity although the compound could be active albeit with slower kinetics. Similarly, when assessing
experimental effects on the cell cycle the cells to be included in the same well should have similar dou-
bling times. This will ensure that within the experimental incubation time, on average, the cell types
will have experienced comparable cell cycle passage.

It is recommended only to dispense a single vial of carriers onto each ladle. However, with large exper-
iments, it is advantageous to limit the total number of ladles and six-well plates that need to be han-
dled. When placing more than a single vial of carriers onto a single ladle the probability of the carriers
overlapping increases. If the carriers are overlapped when the cells are seeded, those on the underside
will not be available for the cells to adhere to. When taken through to the assay output, for assay meas-
ures that depend on the overall cellular density, the data from CellCard carriers that were never seeded
with cells often are identified as outliers. For those ratiometric assay measures that are not dependent
on cellular density, it is worth noting that CellPlex assays derive data from very few cells (about
500/data point) and any process that decreases the size of the cellular population to be analyzed is more
likely to increase the variance of the assay.

The generation of the array of cell types to be assayed requires that the cells (and CellCard carriers) be
mixed. If this step is omitted, the carriers will be layered in the conical tube from which the dispensing
into the 96-microtiter plate performed. Therefore, the last code put into the conical tube (the resulting
top layer) will be the only carrier type dispensed in to the first few wells and the first code transferred
to the conical tube (the bottom layer) will be the only code in the last few wells. Assuming that the exper-
iment contains ten cell types, nine of these 10 cell types will be absent from a majority of the wells. The
mixing procedure is simple requiring a single inversion of the conical tube (see Subheading 3.4.). If
insufficient mixing is suspected, it is recommended that a second inversion of the tube be performed.
All cell washes must be done as gently as possible to limit CellCard carrier agitation or loss. In addi-
tion, wells should not be aspirated dry as carriers might be aspirated into the aspiration device result-
ing in a potential clog. The carriers also have a tendency to float when liquid is reintroduced to a well
that has been aspirated dry. We recommend leaving 50 pL in each well between wash steps to mini-
mize carrier disturbance or loss. For postwash aspiration steps, we recommend leaving more than
20 uL in each well; live assays (e.g., cells are not fixed) may require more than 30 uL. A 96-well plate
washers can be used routinely, provided that they dispense gently enough to minimize carrier agitation;
we recommend using a Tecan PW384 or a BioTek ELX405 Select CW for this purpose.
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Reagents to Measure and Manipulate Cell Functions

Kenneth A. Giuliano, D. Lansing Taylor, and Alan S. Waggoner

Summary

Reagents that are used as part of a discovery platform for the measurement and manipulation of cell
functions are at the heart of single and multiplexed high content screening assays. Measurement reagents
include physiological indicators, immunoreagents, fluorescent analogs of macromolecules, positional
biosensors, and fluorescent protein biosensors. Recent developments in reagents that manipulate specific
cell functions including small inhibitory RNAs, caged peptides, proteins, and RNAs, and gene switches
complement measurement reagents, especially when both classes of reagents are used in the same living
cells. The use measurement and manipulation reagents in multiplexed high content screening assays prom-
ises to enable a systems cell biology approach to drug discovery and biomedical research.

Key Words: Biosensors; cell-based assays; compound screening; fluorescent probes; photochemistry; RNAI.

1. Introduction

The cell is the first level of biological organization that exhibits life. A major challenge in the
postgenomic era is to fully understand the functional dynamics of living cells. Detailed cellular
knowledge is essential for understanding the normal development and function of organisms, the
engineering of therapeutics for disease and the creation of novel diagnostics tools. With the human
genome mostly in hand and strong activity in identifying and characterizing the proteome, there
is a new wave of effort for mapping all the regulatory pathways in a cell, sorting out the mecha-
nisms of regulation, and defining their roles in cell functions. This requires an understanding of
the activities of organelles, metabolites, protein—protein interactions, protein modification, protein
translocation, conformational changes, lipids, nucleic acids, and carbohydrates, as well as feed-
back, feedforward mechanisms. Activity is intense in the pharmaceutical industry because these
regulatory pathways are obvious targets for drug discovery and a systems biology knowledge
base is desired. There are many approaches in use for trying to figure out how cells work. This
chapter will focus on the cellular reagent tools that fluorescence detection technologies offer for
measurement, as well as some of the technologies that can be used for manipulations.

Fluorescent and luminescent labels have significantly replaced radioactive isotopes for
screening of drug candidates and basic biomedical research. Many of these assays still require
isolation of cell membranes or intracellular components that can be used to quantify binding of
luminescent ligands. In recent years, intact cell-based assays have grown in importance.
Although many cell-based assays require simple quantification of the amount or location of
labeled macromolecules in cells, many other fluorescent cell-based assays are very sophisticated
and require measurement of energy transfer changes, total internal reflectance excitation, confocal,
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Fig. 1. Reagents to measure and manipulate cell functions. A large and growing repertoire of reagents
is being used to measure temporal and spatial processes in living cells that involve ions, metabolites, macro-
molecules, and organelles. Moreover, new reagents continue to be developed that manipulate specific
processes in living cells. A systems cell biology approach combines multiple measurement and manipula-
tion reagents into multiplexed assays that can be used to build new cellular knowledge.

two-photon, or fluorescence correlation spectroscopy. The application of these methods has been
widely reviewed (1-8).

Our emphasis here is the evolution and latest developments for assays with fixed and living
cells. Reagents that are used to measure and manipulate one or more specific cellular processes
in the same living cells have become important tools in a systems cell biology approach to drug
discovery and biomedical research (Fig. 1). Besides discussing the principles and applications of
the fluorescent probes to measure and reagents to manipulate living cells, we will also point out
technologies that remain weak and need improvement. This sets the stage for contemplation
about what the future might hold.

2. The Evolution of Fluorescent Labels and Probes in Biomedical Research and HCS

More than a half century has passed as the intrinsic fluorescence of proteins and artificially
attached fluorescent groups were initially used to measure the conformational dynamics associ-
ated with protein activity in vitro; early reviews have covered these accomplishments (9,10).
It is from these pioneering studies that a wide range of protein as well as small molecule-based
physiological indicator fluorescent reagents evolved to measure cellular processes in living cells.
The major developments in fluorescent labels and probes for cell-based assays are briefly
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Table 1
Evolution of Reagents for the Measurement of Cell Functions
Year Fluorescent reagent(s) Cell function References
1953  Intrinsic protein fluorescence and Conformation dynamics 9,154,155
artificially attached fluorescent associated with protein activity
labels
1962  Fluorescently labeled immunoreagents Antigen localization in tissue 10,19
sections and tissue culture
preparations
1970  Fluorescent membrane analogs Conformational changes in 156
biological membranes
1974  Small molecule probes of cellular Changes in cell and organelle 69,70,157
physiology: fluorescent potential membrane potentials
sensitive probes
1978  FRET-based probes Protein conformational changes 158-160
associated with activity
1980 Fluorescent analogs of intracellular Structural and functional dynamics 56,76,161,162
proteins of the cytoskeleton and other
constituents
1982  Multicolor immunoreagents for Two-color analysis of lymphocytes 20
flow cytometry with a single color laser
1982  Fluorescent probes of intracellular Intracelluar free calcium, 163-165
ion concentration magnesium, and pH
1987  Five-parameter labeling for live Nuclei, mitochondria, endosomes, 166
cell kinetic multimode microscopy actin-cytoskeleton, and cell volume
1989  Introduction of bright water-soluble Multicolor analysis of cellular 21-24
fluorescent labeling reagents constituents
1990  Fluorescent protein biosensors Temporal and spatial measurements 74,80
of calmodulin activity in living cells
1994  Applications of autofluorescent Temporal and spatial measurements 102,167,168
proteins as tags of endogenously synthesized
fluorescent protein analogs in
living cells
1997  Multiplexed HCS High content measurements of 13

multiple apoptosis events and kinetic

analysis of glucocorticoid receptor
translocation after drug treatments

summarized in Table 1 and further discussed below. It is essential to understand that fluorescent
reagents coevolved with advances in optical detection systems, including microscopy.
Semiautomated microscopes with powerful software, multicolor filter sets, and environment
controls have been essential for progress (11,12). The development of high content screening
(HCS) allowed the application of a high throughput approach to cell biology (13). Reagents and
imaging systems are interdependent and progress is optimized by a systems approach to design.

2.1. There are Essentially Three Groups of Fluorescent Reagents

First, covalent labels that allow localization and quantification of biomolecules. This class
includes organic dyes with reactive groups. Fluorescein and rhodamine were developed early
and became long-time standards, but the cyanine dye labels and then the Alexa dyes brought sig-
nificant improvements in water solubility, spectral selection, photostability, and brightness. New
labels seem to be reported monthly. The fluorescent proteins, such as green fluorescent protein
(GFP), and other genetic labeling techniques like FIAsH (see Table 2 and Chapters 14-16)
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would also have to be in this category because covalent bonds are formed between the fluores-
cent species and the labeled protein.

Second, noncovalent labeling reagents include membrane-associating dyes, like dil, and the
DNA content probes like DAPI, Hoechst, and the intercalating dyes like propidium idodide.
Their specificity depends on a noncovalent but high affinity for the target site. Nevertheless,
these have found many applications and some are very widely used in cell biology, drug discov-
ery assays, and diagnostics. Third, the fluorescent indicator dyes are designed to be sensitive to
some local environment property such as pH, calcium level, membrane potential, protein confor-
mation, or molecular proximity. These are often much more complicated in their use. They must
be delivered to the cytoplasm, membrane, or specific compartment within the cell. Sometimes
the indicator dye can also be intentionally localized to a target region of the cell by covalent label-
ing or by designing a specific noncovalent affinity for the site.

We will elaborate on the uses of these dyes in cell based assays below, but it is worth a brief
discussion of the important properties a fluorescent dye must have to have utility in such assays.
The chemists who create new fluorescent probes must be intimately aware of following principles
and properties in order to synthesize useful probes (11).

First, fluorescence brightness that results from high absorbancy and high quantum yield.
Molar extinction coefficients above 80,000 are characteristic of the best fluorescent labels. There
are many mechanisms by which a molecule might have low quantum yield and as a result most
light absorbing dyes are not fluorescent. However, most useful labels have quantum yields
greater than 0.1 and most are in the 0.3 to 0.8 range (one is the maximum possible). The quan-
tum yields of many longer wavelength fluorophores are substantially lower than those of the best
dyes in the visible and near UV region of the spectrum, but during detection this is compensated
by reduced background interference at longer wavelengths.

Second, photodegradation (or photobleaching). Currently available fluorophores are all subject
to photodegradation. This susceptibility increases at longer absorption wavelengths. Photobleaching
is one of the most serious limitations of conventional fluorescent probes in quantitative imaging
systems. High efficiency (numerical aperture) collection objectives and high sensitivity cameras
in imaging systems are essential so that fluorescence signals can be acquired quickly before
bleaching affects quantification. Photobleaching is more pronounced for dyes having longer
wavelengths.

Third, chemical stability. On the whole, ultraviolet (UV) and visible dyes (coumarins, xan-
thenes, and cyanines) are relatively stable to acidic and basic conditions and to a range of redox
environments. This simplifies the use of these fluorescent probes under many experimental con-
ditions. These fluorophores can be incorporated by synthetic modification into useful reagents
such as amidites, nucleotides, lipid analogs, protein analogs, drug analogs, and so on. However,
the chemical stability of longer wavelength emitting fluorophores is lower. Instability of fluo-
rophores in storage, stock solutions in room light or during sample handling can limit the utility
and must be controlled.

Fourth, phototoxicity. Dye-sensitized phototoxicity to cells and tissues remains a significant
problem in some assays, in which cells are under continuous illumination for more than a few
seconds. For example, when forming image stacks either by stepping through a specimen fol-
lowed by deconvolution or by confocal methods (single or multiphoton), or excessive illumina-
tion in live cell HCS studies, toxicity is frequently observed as indicated by the inability of cells
to initiate or complete mitosis, membrane blebbing, and nuclear degradation. Production of sin-
glet oxygen and its products is the main cause of phototoxicity. Care must be exercised in using
the minimal dose of irradiation to generate the data.

Fifth, nonspecific binding. The more hydrophobic fluorophores are notorious for nonspecifically
sticking to plastics and nonspecific cellular structures. Much progress has been made with the cya-
nine and Alexa dyes that contain sulfonic acid groups on the rings that reduce this complication.
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Sixth, perturbation of the reaction to be analyzed. Attachment of an organic dye to a ligand,
protein or nucleic acid adds a molecular weight of 500—1000 and bulk 0.5-1.2 nm long. A fluo-
rescent protein has a molecular weight of 70-100 times the mass of an organic label that could
produce significant steric interference with function and target binding. In either case, it has been
emphasized that functional analysis of the labeled protein or other analog of cellular constituents
must be defined before attempting physiological interpretations of results (14-17). This has not
been done as a rule, especially with the advent of rapidly produced analogs of proteins using
fluorescent protein gene-target protein gene fusions. Related problems can also occur when
fluorescent probes are used at high concentrations, in which they can impact the function of the
organelles or constituents that they attach to in the cell. Fluorescent probes must be used at min-
imally perturbing concentrations. This might preclude the use of some probes in specific cells.
With knowledge of these probe requirements and limitations we can move to a discussion of
application of the fluorophores for labeling and use as physiological indicators.

3. Fluorescent Reagents for Fixed End Point HCS

3.1. Fluorescent Inmunoreagents Have Become Important Tools for Fixed
End Point HCS

Sixty-five years ago, an amino-reactive anthracene derivative was used to prepare the original
antibody conjugate (18). These authors found that B-anthryl-carbamido derivative of antipneu-
mococcus III antibody retained its original immunological properties although labeling type-III
pneumococci specifically fluorescent in UV light. As these early studies, fluorescein and rho-
damine, whose fluorescence spectra were removed from the UV region, in which fixed human
tissues exhibit substantial autofluorescence, became the most widely used labeling reagents to
create the fluorescent antibodies that allowed microscope visualization of macromolecules in
fixed cells (10,19). In the early 1980s, the advent of monoclonal antibody technology led to the
appearance of a wide range of monospecific antibodies and with them interest in developing new
colors of fluorescent labels for multicolor detection (originally by flow cytometry) and localiza-
tion (with microscopes) of different proteins in the same sample. The development of phyco-
biliprotein reagents in 1982 allowed for the first two-color analysis of lymphocytes with a single
laser flow cytometers (20).

In the late 1980s a range of multicolor cyanine dye reagents (21-23) (Table 1) with excellent
water solubility and labeling properties became available and soon after that Molecular Probes
Inc. (Eugene, OR) evolved alternative multicolor fluorescent labels called the Alexa dyes (24,25).
Although not yet perfect, the CyDyes and Alexa dyes do well in most of the properties that are
essential for a good labeling reagent as described earlier, plus relative insensitivity to molecular
environment, availability in multiple colors, and excitation wavelengths compatible with available
lasers and white light sources (26). However, there is room for improvement. Although the bright-
ness of many fluorophores is within a factor of two to three of the theoretical limit for visible
absorbing single chromophore organic molecules, they have application-dependent limitations.
For example, when detecting more that four or five fluorescent dyes in a sample, the investigator
must be concerned about the breadth of the absorption and emission peaks of the dyes that lead
to spread of the fluorescence signal of each dye into the detection channels for the other dyes (see
Chapter 17). Quantum dot labeling reagents have much narrower emission peaks and might help
with this problem, but quantum dot reagents offer different challenges (see Subheading 3.2.1.).

There are now many hundreds of direct and secondary antibodies commercially available that
are optimally labeled either directly or indirectly with the fluorescent dyes. They are integral
components of staining kits for research and diagnostic applications in flow and image cytometry.
They are also now extensively used with nucleic acid probes for chromosome analysis, gene
expression and SNP analysis and DNA sequencing. Fluorescent labels are truly the heart of a
multibillion-dollar industry based on fluorescence detection.
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Antibodies that detect specific protein posttranslational modifications have been in use for
about 15 yr (27), and are finding increased use in both multiparameter flow cytometry and multi-
plexed HCS. For example, the use of fluorescent antiphospho-peptide antibodies to sort out pro-
tein phosphorylation and dephosphorylation is an important area, in which drug targets are likely
to be found. Nolan and his colleagues have demonstrated the power of flow cytometry with these
reagents for sorting out kinase-phosphatase regulated pathways in cancer (28) and blood cells
(29). This is an exciting area for the application of HCS to correlate phosphorylation status with
other cellular activities.

Flow cytometry is another fluorescence readout technology that has the strength of rapid
analysis of total cellular fluorescence in heterogeneous populations. This technology combines
nicely with the multicolor fluorescent labels and physiological indicators that have been devel-
oped. During the past few years, several research groups have employed custom-built flow
cytometers with the capacity to quantify as many as 12 fluorescent signals from individual
cells. Roederer and his colleagues (30) have shown how this multicolor cytometric technology
is substantially advancing measurement capabilities and aiding new experimental designs. They
are using this technology, for example, to provide a completely new view of the immune sys-
tem that encompasses a far greater heterogeneity of cell type and function than previously
imagined. This capability is being combined with rapid sampling technologies such as those
being developed by Larry Sklar at the University of New Mexico (31). A commercial version
of this innovative approach called The HyperCyt® is a high-throughput flow cytometry platform
that interfaces a flow cytometer and microplate autosampler. Quantitative measurements have
been demonstrated in end-point assays at rates of 20—40 samples/min over a four-decade range
of fluorescence intensity (32).

3.2. Additional Fluorescent Reagents for Use Mainly in Fixed End-Point HCS Assays

Clearly, immunoreagents have become and will long remain the major reagents for fixed end-
point HCS assays. Nonetheless, other types of reagents also exhibit the specificity and sensitiv-
ity required to perform HCS assays. These include additional immunoreagents like single chain
antibodies, and other labeling approaches such as quantum dots, aptamers, fluorescence signal
amplification reagents, molecular beacons, and the highly “avid” noncovalent complex formed
between the vitamin biotin and the protein avidin or its analogs (see ref. 33 for review of histo-
chemical uses of biotin—avidin). Although these reagents have yet to find widespread use in
HCS, we envision that the growth in fixed end-point, multiplexed HCS assay development will
require these and other new reagent technologies.

3.2.1. Quantum Dots

Quantum dots, semiconductor nanocrystals, have found many applications in imaging, label-
ing, and sensing. The favorable characteristics of quantum dots, which include size tunable light
emission, bright fluorescence signals, resistance against photobleaching, and simultaneous exci-
tation of multiple fluorescence colors have been widely reviewed (see refs. 34-37 and Chapter 17).
Some applications of quantum dots that hold promise for use in HCS include:

1. Encoding cells with mixtures of quantum dots such that individual responses within mixed cell popu-
lations can be deconvoluted (37,38).

2. A cell motility assay, in which locomoting cells engulf quantum dots spread on a substrate leaving
a fluorescence free area that acts as a record of their migration (37).

3. A fluorescence resonance energy transfer (FRET)-based assay of protein activity, in which quantum
dots act as energy donors (35).

4. Multiplexed assays, in which five colors of quantum dots are used to label nuclear, cytoskeletal, mito-
chondrial, and cytoplasmic constituents in the same cells (35). However, the large size of the quantum
dots requires less crosslinking of the cytoplasm during fixation, to allow penetration of the quantum dot
reagents. Undoubtedly, the limitations of quantum dots and similar, but distinct classes of silica-based
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(39,40) and gold-based fluorescence tags (41) are being addressed and the future prospects for these
unique labeling reagents in HCS are encouraging.

3.2.2. Aptamers and Molecular Beacons

The term aptamer has generally come to define short, single stranded oligonucleotides that
fold into distinct three-dimensional structures capable of binding their targets with high affinity
and specificity (42). On the other hand, large libraries of peptides with the same properties have
also been termed aptamers (43), but the discussion here is focused on nucleic acid aptamers. An
aptamer database designed to contain comprehensive sequence information on nucleic acid
aptamers and their binding targets is publicly available at http://aptamer.icmb.utexas.edu (44).
Aptamers are also considered to be an emerging class of therapeutics and comparisons of their
properties with those of antibody-based drugs have been made (45). It is the favorable charac-
teristics of aptamers that we believe will make them important reagents for HCS in the future.
These characteristics have been recently reviewed (45) and include:

. Binding affinities in low nanomolar to picomolar range.

. Candidate selection is a chemical process carried out in vitro and can therefore target any protein.
. Uniform activity regardless of batch synthesis.

. A wide variety of chemical modifications for diverse functions is available.

. Aptamers have a virtually unlimited shelf life.

N AW -

In addition to their potential use as replacements or complements to existing immunoreagents,
aptamers are also being developed as sensors of the activity of cellular constituents. Modular
allosteric fluorescent sensors with and without covalently attached fluorophores have been con-
structed to report the binding of metabolites such as ATP, theophylline, and flavin mononucleotide
(46,47) as well as protein activity (42).

Molecular beacons and molecular beacon aptamers are a class of DNA probes that act as switches.
Target binding induces conformational changes that usually result in the loss of fluorescence quench-
ing (48). Molecular beacons have been used to monitor gene expression in living systems and are
being developed as sensors of protein activity (48) and DNA—protein interactions (49,50).

3.2.3. Catalyzed Reporter Enzyme Deposition

Catalyzed reporter deposition (CARD), which has also come to be known as tyramide signal
amplification is a powerful technique used to detect antigens that are not detectable by ordinary
immunochemistry (51). In the immunofluorescence-based version of CARD, a horseradish per-
oxidase conjugated immunoreagent catalyzes the deposition of a fluorescently labeled phenolic
compound in the immediate area of the enzyme (52). The enzymatic amplification obtained by
the system results in a one to two orders of magnitude increase in the fluorescence signal (51,52).
New modifications to the original procedure have increased its sensitivity (i.e., see ref. 53).
CARD has also found application in flow cytometry (54) and has even been combined with
quantum dots for sensitive and photostable immunofluorescence detection (55). Thus, CARD
has the potential to greatly increase the number of targets that can be detected by HCS through
amplification of the signal strength of low copy number cellular constituents.

4. Fluorescent Reagents For Live Cell and Kinetic HCS Analysis

Measurement of the structure and dynamics of living cells is a great challenge in the era of
systems biology. Below we will discuss the types of probes, how they are delivered into cells,
and how the fluorescence readout is accomplishes with imaging systems. We will then give
examples of applications in HCS.

4.1. Physiological Indicator Dyes

Much of the early research as been reviewed extensively (11,56—-63). Some of the earliest uses
of probes with living cells are listed in Table 1. Britton Chance was a pioneer in the measurement
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of fluorescence from living cells. He was able, for example, to detect NADH fluorescence oscil-
lations from mitochondria in intact cells as early as 1964 (64). Another of the early measure-
ments of an important property of living cells was carried out by Tasaki who used an extrinsic
probe, anilinonapthalene sulfonate, to detect faint fluorescence changes that occur when stained
squid axons conducted an action potential (65). Significant improvements were obtained in a
collaboration of a chemist, Alan Waggoner, and a physiologist, Larry Cohen, and his collabora-
tors (66—68). The strategy was to screen a large number of commercially available dyes, synthet-
ically vary the structures of the best candidates to produce improvements, discover the molecular
mechanisms of voltage sensitivity of the best of these dyes, and, finally, use knowledge of the
molecular mechanisms to create better dyes (69-71). Eventually, probes that showed large sig-
nal changes in small cells during single action potentials were obtained (72).

These early studies on membrane potential sensitive fluorescent probes opened the way to
designing, developing and applying fluorescent indicators for a wide range of cellular properties
ranging from organelle function, pH, free Ca?* ion concentration, Na*, K*, and more. This area has
been extensively reviewed (73-75). The “Molecular Probes”—Invitrogen website and Handbook
describe many valuable fluorescent probes, their properties and their referenced work (see
http://probes.invitrogen.com as well as Chapter 17).

4.2. Fluorescent Analog Cytochemistry

Fluorescent analog cytochemistry (initially called molecular cytochemistry) was developed to
define the dynamic distribution and activity of specific proteins in living cells (14,76). The name
“fluorescent analog” was chosen for this method, as any modification of the protein would yield
an analog, not a native protein. However, the technologies and methods were developed to pre-
pare analogs that maintained a majority of the biochemical and molecular properties and activi-
ties exhibited by the native molecules. The original methods were quite involved and included
purifying a targeted protein, covalently labeling the protein with a reactive fluorescent probe and
then characterizing the “analog” in vitro to determine if the covalent modification altered the
native activity of the protein (e.g., enzyme activity, ligand binding, binding affinities with other
proteins, and so on). Subsequently, the fluorescent analogs were loaded into cells, usually by
microinjection and then analyzed by a variety of fluorescence microscopic methods (14,15).
These early studies led to the application of this method to a wide range of intracellular proteins
(11,77). Some fundamental rules concerning labeling approaches, characterization of function-
ality and limits on the concentrations of analogs in cells were developed (16,17,56).

A variety of quantitative fluorescence microscope methods evolved in parallel with the devel-
opment of fluorescent analogs of proteins and other macromolecules with the goal of making
quantitative measurements of cell activities using spectroscopic methods and imaging technol-
ogy (8,77,78) One of the key methods was ratio imaging, originally demonstrated as a quantita-
tive method to measure cytoplasmic pH, but also shown as a critical method to normalize the
variable pathlengths in cells (17,79), and to measure either spectral changes from environmental
changes or energy transfer in proteins engineered as protein-based biosensors ([80-83]; see also
Subheading 4.4.).

Cells are not optimal “cuvets” for fluorescence quantitation. Using the average attached and
spread mammalian cell in culture, as an example, the pathlength through the peripheral regions
of the cell is usually much less than that through the nuclear region. In addition, the presence of
membrane-bound organelles can exclude fluorescent analogs, thus decreasing the “accessible
volume” in some cellular regions. Therefore, a simple measurement of fluorescence intensity
cannot be directly interpreted as a relative local concentration of the fluorescent analog. Two
color ratios in which one channel of fluorescence is the fluorescent analog and the second chan-
nel of fluorescence is a soluble control molecule such as a crosslinked, nonfunctional analog or
a dextran or ficoll, can be applied (84). The image of the fluorescent analog is divided by the
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image of the soluble control molecule to yield a “normalized” map of the relative concentration
of the analog. This approach identified local cellular domains of concentration and activity in
cells (82,85). Many unnormalized fluorescence images from cells have led to misinterpretations
of the biology. This issue will become critical as more investigators use live cell dynamic HCS
as a profiling tool.

The preparation and utilization of these first generation fluorescent analogs was very difficult
and time-consuming. Experimental preparations could take more than a week to complete with
major efforts in protein purification, labeling, and characterization, even before applying the
analogs to cells. In addition, the use of biochemical methods to label the proteins required the
loading of the labeled proteins into the living cells. A combination of physical microinjection
and mechanical shock loading methods were the main approaches, both being time-consuming.
A simpler and more elegant approach was required to label and incorporate specific proteins so
that the method would grow beyond the use by a relatively small number of biophysically oriented
cell biologists. However, these early methods opened the door to quantitative analyses of protein
functions in cells, using the cell itself as a “living microcuvet.”

4.2.1. Recent Applications of Fluorescent Analogs Relevant to HCS

Translocations between the cytoplasmic and nuclear compartments provide robust HCS assay
measurements and have been used as the basis of several HCS assays. For example, fluorescent
analogs of the transcription factor NF-xB and its regulatory kinase Ix-Bo. were used to obtain
kinetic live cell measurements of cytoplasm-nuclear translocation oscillations that were also corre-
lated with measurements of gene expression mediated by NF-xB (86). In another high-content assay
based on cytoplasm-nuclear translocation, nuclear export inhibitor and kinase inhibitor panels were
screened using primary and secondary translocation assays (87). The primary screen was used to
assay for inhibitors of the activation-dependent nuclear export of the p38 kinase substrate mitogen-
activated protein kinase (MAPK) activated protein kinase 2 (MK2) using a GFP-MK?2 fusion pro-
tein as an analog. The hits from the primary screen were categorized in secondary assays either as
direct inhibitors of MK2 nuclear transport or as inhibitors of upstream p38 MAPK pathway activi-
ties (e.g., nuclear export assays or other signaling proteins and in vitro kinase activity assays).

4.2.2. Methods for Loading Macromolecules Into Living Cells for HCS

Although fluorescent analogs and fluorescent protein biosensors produced in vitro for meas-
urements in living cells have played a major role in understanding the temporal and spatial
orchestration of cellular processes, loading protein-based biosensors into cells on a large enough
scale for HCS has been problematic. For many academic researchers, cell-loading techniques
such as microinjection have provided enough capacity for routine investigations. Most protein
loading techniques rely on the reversible perturbation of the plasma membrane (88,89) and the
mechanism of this type of cell injury and subsequent repair have been well defined (90).
Progress has been made in scaling up physical perturbation methods for cell loading. For exam-
ple, electroporation mediated loading of mammalian cells attached to substrates have been
described (i.e., see ref. 91). Several updated electroporation products are now available commer-
cially. Microfabrication of microneedle arrays have been used to simultaneously microinject
large populations of cells and even local regions of tissue (92,93). Finally, optoinjection, which
uses light energy to reversibly perturb cellular membranes, is a promising new technology that
has the potential for large-scale bulk loading of living cells (94).

In addition to plasma membrane perturbation, other approaches to large-scale cell loading
have been developed. Examples include delivery systems taking advantage of the endocytic
pathway (95,96) as well as direct translocation of specific proteins across the plasma membrane
(97). However, the clinical need for methods capable of delivering macromolecules to cells and
tissues has led to the development of peptide-based transduction systems. These methods have
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been extensively reviewed (98—100) and are mainly based on cationic peptides fused to cargo
macromolecules to enable cargo uptake by the cells. Cargo molecules traverse the Golgi and
endoplasmic reticulum before being released into the cytoplasm (101). Thus, with progress
being made on several technical fronts, we believe that bulk-loading methodology on the scale
necessary to support HCS campaigns will soon become a reality. These developments will
enable the integration of several classes of in vitro prepared fluorescent analogs and fluorescent
protein biosensors into multiplexed HCS assays.

4.2.3. Fluorescent Protein Gene Fusions With Targeted Genes (GFP-Based Fluorescent
Analogs)

A simpler and more elegant approach to labeling proteins was made possible by the discov-
ery that the gene for the GFP from the jelly fish Aequoria could be fused to a specific gene in a
cell, producing a fluorescent fusion protein (102). Tsien and his colleagues subsequently opti-
mized the GFP through mutagenesis, including making multiple colors (103). This led to an
explosion of the production of fluorescent analogs, as the development of this method coincided
with the rapid identification of genes (104,105) (see also Chapter 12 [106]).

4.2.4. Fluorescent Analogs Labeled at Specific Sites Using Fluorescent Probe
Capture in Living Cells

The production of fluorescent analogs through ectopic expression of autofluorescent fusion
proteins is simple, specific, and sensitive, but it has its limitations (107). Several new approaches
for labeling fluorescent protein biosensors through the capture of fluorescent probes, which are
often added exogenously and taken up by cells in which they are specifically bound the endoge-
nously expressed proteins, have been described and extensively reviewed (59,108-110). These
probes fall into four classes (107):

1. Intein-based labels.

2. Proteins that are specifically modified with fluorescent probes by a separate protein.

3. Proteins that reversibly and specifically bind fluorescent probes.

4. Proteins that irreversibly and specifically bind fluorescent probes through covalent bond formation.

A summary of several methods for labeling cellular proteins at specific sites using fluorescent
probe capture is presented in Table 2. Two of the now commercially available reagents, Lumio
Tags and Halo Tags are described and demonstrated in detail elsewhere in this volume (see
Chapters 14 and 15). The number and breadth of these new labeling approaches means that flu-
orescent analogs and fluorescent protein biosensors can potentially be multiplexed with other
fluorescent probes in the same cells to provide new systems cell biology information.

4.3. Positional Biosensors

Positional biosensors are fluorescent protein biosensors that report on the regulation of
intracellular molecular processes through their artificial (engineered) intracellular localization
(111). Because HCS platforms are able to measure the translocation of molecules between cel-
lular compartments, positional biosensors have great potential as reagents in both fixed end-
point and live cell kinetic HCS assays. Many proteins naturally exhibit changes in the
distribution from one cellular compartment to another because their localization within the
cell often determines their functional activity (e.g., transcription factors, B-arrestin, and so on).
Fluorescent analogs of these proteins are not considered “positional biosensors.” Using an
HCS application that quantifies fluorescent aggregates within the cytoplasm of living cells, a
library of compounds was screened for specific GPCR agonists with GFP-based sensors of
receptor aggregation within stimulated cells (112). Similarly, the aggregation state of a sensor
made up of a fusion protein containing the catalytic subunit of protein kinase (PKA) and GFP
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Table 2

Methods to Label Cellular Proteins at Specific Sites Using Fluorescent Probe Capture

Method Mechanism of fluorescent probe capture References

Formation of covalent bonds

“FIAsH” or “Lumio” tags Biarsenical-tetracysteine covalent complex formation 169; see also
Chapter 15

“Halo” tags Engineered hydrolase enzyme that covalently traps a Chapter 14

fluorescently labeled substrate after hydrolysis of
carbon-halogen bond

“SNAP” tags Autoalkylation of O%-alkylguanine-DNA alkyltransferase 170
(AGT) with fluorescently labeled substrates

Biotinylation Biotin-ligase-mediated transfer of labeled biotin analogs 171
to membrane-bound extracellular acceptor peptides

“Cystope” tagging Sulfhydryl reactive probes that react with a cysteine 172
residue genetically fused to the C-terminus of target
proteins

Ligation to modified Staudinger ligation of fluorescent phosphines with 173,174

sugars in glycoproteins azido-modified sugars on the extracellular face of

membrane glycoproteins
Noncovalent ligand binding

Enzyme substrate binding Dihydrofolate reductase from E. coli binding of 175
fluorescent trimethoprim analogs
Puromycin conjugation Labeling of newly synthesized proteins with 176

fluorescent puromycin analogs

was used to quantify changes in intracellular cAMP concentration in stimulated cells
(113,114).

Positional biosensors are designed and genetically engineered to respond to specific molecu-
lar events and to report these activities through translocations between predetermined intracellu-
lar compartments using target signals engineered into the biosensors. Hence, this class of
biosensor uses the normal targeting sequences, but engineers them into proteins that would not
normally translocate. Several positional biosensors are synthetically engineered using modular
designs to optimize the specificity and sensitivity with which cellular process measurements can
be incorporated into multiplexed HCS assays (111). A critical component common to all synthetic
positional biosensors is the reporting domain, a fluorescent probe whose localization is quantified
with HCS. The reporting domain can be an autofluorescent protein such as GFP or it can be
labeled with most any of the biosensor labeling methods described here. Positional biosensors
also contain a dominant localization domain that maintains the biosensor in a particular cellular
compartment until it is modified by a specific biological activity such as protease or kinase activ-
ity. Once modified, the dominant localization domain no longer has the capability to maintain the
biosensor in a specific cellular compartment. The biosensor is therefore free to diffuse into other
compartments or to be possibly actively translocated into a particular compartment by a second-
ary localization domain that becomes dominant after the biosensor has been modified. The third
component of the synthetic positional biosensor is the sensing domain. This domain confers speci-
ficity to the positional biosensor. It is the modification of the sensing domain by a specific biolog-
ical activity that leads to the eventual translocation of the biosensor in to a different compartment.

Positional biosensors of protease activity have been produced and used in HCS assays
(111,115). These biosensors, which were used to detect cytoplasmic protease activities, con-
tained a specific protease cleavage site as their specificity domain. Flanking the specificity
domain were localization domains that caused the biosensors to be predominately partitioned in
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the cytoplasm until an active protease cleaved the specificity domain, which led to a net translo-
cation of the reporter domain, GFP in this case, into the nucleus. Thus, changes in the cytoplasm-
nucleus distribution ratio of the reporter domain provided and HCS readout of protease activity
in living cells.

In addition to protease activity, positional biosensor has been used to make HCS measurements
of kinase activity in cells (111). A biosensor of PKA was designed to have GFP as the reporter
domain and localization domains were chosen to ensure the cycling of the biosensor between the
nucleus and cytoplasm. In this example, a dominant nuclear localization signal caused the biosen-
sor to be predominately partitioned in the nucleus in unstimulated cells. The specificity domain
of the biosensor contained the protein-binding domain of the cAMP response-element binding
(CREB) protein that provided a specific binding site for activated PKA. This binding event hin-
dered the activity of the dominant nuclear localization signal resulting in the predominant repar-
titioning of the biosensor in the cytoplasm, a translocation easily measured with HCS.

Positional biosensors have the potential to provide high quality measurements of several spe-
cific cellular activities in both fixed end point and kinetic modes of HCS. Furthermore, positional
biosensors can be incorporated into multiplexed HCS assays to make correlated measurements
within the same cells. In a recent example, positional biosensors were designed by fusing com-
partmental localization domains to GFP to measure agonist-mediated inositol 1,4,5-trisphosphate,
diacylglycerol, and protein kinase c signaling in the same cells along with kinetic free calcium
measurements (116). Positional biosensors exhibit large (approx > 0.6) Z’ factors and should play
an important role in HCS. Cellumen, Inc. (Pittsburgh, PA) is developing families of positional
biosensors.

4.4. Fluorescent Protein Biosensors of Temporal and Spatial Biological Activities

When converted to sensors of cellular processes, proteins have the potential to report not only
the dynamic distribution of specific reactions, but also provide information on reaction kinetics,
protein interactions, and post-translational modifications. Thus, in addition to positional biosen-
sors, other classes of fluorescent protein biosensors have been developed to sense and report bio-
logical activities through the environmental changes that occur either internally or on their
surface, including binding to other proteins (57,58,73,74,117,118). The original fluorescent pro-
tein biosensor produced in vitro was used to measure the reversible activation of the calcium-
binding protein calmodulin in living cells (80,119). The biosensor, based on an environmentally
sensitive merocyanine dye covalently linked to calmodulin before introduction into cells, was
used to make temporal and spatial measurements of calcium and calmodulin activation maps in
living cells undergoing stimulation and locomotion (119). This biosensor was soon followed by
fluorescent protein biosensors of myosin II phosphorylation (82,83,120) and cAMP dynamics
(121). Nevertheless, there has been recent progress in the development of new fluorescent pro-
tein biosensors produced in vitro as well as fluorescent protein biosensors based on autofluores-
cent proteins such as GFP.

4.4.1. Fluorescent Protein Biosensors Produced In Vitro

The original class of fluorescent protein biosensors were constructed outside of living
cells using synthetic fluorescent probes for labeling followed by loading into living cells, in
which temporal and spatial measurements were made (reviewed in ref. 74). Recently, a syn-
thetic biosensor of intracellular Cdc42 activation was developed and its performance was
compared to a FRET-based endogenously produced biosensor (122,123). Instead of FRET,
the new biosensor relied on a solvent-sensitive fluorescent merocyanine dye to report
changes in the interaction of the WASP protein with activated Cdc42. Addition of GFP to the
biosensor for ratio imaging based pathlength correction enabled spatially resolved measure-
ments to be made in all compartments of the cell.
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In another example, mRNA molecules encoding a mutant glutamate receptor with an engi-
neered reactive cysteine were microinjected in to oocytes (124). After protein synthesis off of the
microinjected mRNA was allowed to occur, the newly synthesized transmembrane glutamate
receptors were labeled in a site-specific manner by reaction of the oocytes with a cysteine-reactive
Alexa 546 fluorescent dye. Once labeling was complete, changes in the total fluorescence signal
emanating from the biosensor was used to measure the kinetic conformational changes in the
receptor on glutamate binding. Thus, these two recent examples of the many synthetic fluores-
cent protein biosensors produced over the last several years indicate how important it will be to
rapidly solve issues of bulk loading of fluorescent protein biosensors into large populations of
target cells for large scale HCS.

4.4.2. FRET-Based Fluorescent Protein Biosensors Constructed
With Pairs of Autofluorescent Proteins

In the class of fluorescent protein biosensors of autofluorescent proteins, those that use FRET
as the basis of their sensing and reporting capabilities are the most common (125). These biosen-
sors generally contain two complementary autofluorescent proteins whose FRET efficiency
depends on the conformational state of the biosensor within living cells. In a study in which the
quantification of FRET efficiency was carefully measured, it was reported that an optimal pair of
autofluorescent proteins for FRET-based biosensors was the cyan fluorescent protein (CFP) cou-
pled with a variant of the yellow fluorescent protein (YFP) call citrine (126). The authors found
that the CFP-citrine pair had a FRET efficiency twice that of a CFP-YFP pair at neutral pH.
However, results from the same study point out at least two caveats to be considered when incor-
porating FRET-based fluorescent protein biosensors into demanding cell-based assays: (1) the
optimal protein pair had a maximal FRET efficiency of 40%; and (2) fluorescent protein biosen-
sors containing linked autofluorescent proteins exhibit some measure of FRET at all times owing
to the relatively close proximity of the two fluorophores. Thus, one must consider the photophys-
ical characteristics of FRET-based fluorescent protein biosensors that might limit the FRET assay
response window. Nevertheless, FRET-based fluorescent protein biosensors have been designed
to measure a wide range of biological activities and recent developments merit discussion.

A FRET-based biosensor was designed to measure changes in cAMP concentration in living
cells (127). The cAMP binding protein Epac was used as the basis of the endogenously expressed
biosensor. The Epac domain, sandwiched between CFP and YFP, exhibited a conformational
change on cAMP binding that induced a measurable change in the CFP/YFP fluorescence ratio.
The biosensor was used to measure the rapid disappearance of cAMP in aldosterone-producing
adrenal cells resulting from the activation of the phosphodiesterase PDE2. A similar approach was
used to build a biosensor of histone H3 phosphorylation (128). In this case, CFP and YFP coding
sequences flanked the histone H3 phosphorylation site peptide and a phosphoserine-binding
domain from the 14-3-3 protein. On phosphorylation of histone H3, which reversibly occurs during
the early phases of mitosis, the biosensor exhibited a 15-25% change in the YFP/CFP emission
ratio.

Several FRET-based biosensors have recently been used to study the dynamics of the cytoskele-
ton in living cells. In one example, a CFP-Citrine FRET pair was fused to the N- and C-terminal
of the myosin II regulatory light chain (129). When expressed in primary vascular smooth muscle
cells, the biosensor was used to report the temporal and spatial kinetics of the calcium induced
changes in myosin II phosphorylation that were associated with smooth muscle contraction. A 10%
change in the CFP-Citrine fluorescence ratio was observed in cells stimulated with 80 mM potas-
sium ion solution. In another example, the temporal and spatial regulation of neuronal Wiskott-
Aldrich syndrome protein activity was measured in living cells using a CFP-YFP based FRET
biosensor (130). The authors showed that neuronal Wiskott-Aldrich syndrome protein was acti-
vated in filopodia and therefore played a role in regulating the cytoskeletal dynamics involved in
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membrane ruffling. Similarly, a CFP-YFP based FRET biosensor was used to determine that the
Rho GTPases Racl and Cdc42 were differentially localized during NGF-induced neurite out-
growth (131). A major challenge for FRET-based biosensor use in HCS is the relatively low Z’
factor that is generally possible resulting from the small changes measured.

4.4.3. Fluorescent Protein Biosensors Based on a Single Species
of Autofluorescent Protein

Autofluorescent proteins such as GFP have been engineered to detect and report biological
activities through changes in their spectral properties (111,118,132). In one recent application,
EYFP was first engineered to have a fluorophore whose fluorescence signal was pH dependent
(133). Further modification of the protein through fusion with an amino acid sequence encoding
a mitochondrial intermembrane targeting signal was used to direct the biosensor to a particular
cellular compartment. The biosensor shows promise in providing temporal measurements of pH
in the intermembrane space, which is key to the regulation of cellular energy metabolism, after
activation of cell surface receptors or during the onset of apoptosis. Another fluorescent protein
biosensor based on a single autofluorescent protein involved engineering a pair of redox sensitive
cysteine residues into a GFP molecule at a site, in which their oxidation state would reversibly
alter the protonation state, and therefore the fluorescence intensity of the protein-based fluo-
rophore (134). The signals from the biosensor, which were measured in living cells in a fluores-
cence ratio mode to correct for pathlength artifacts, were used to measure redox changes including
during superoxide bursts in macrophage cells, hyper- and hypoxic-conditions, and in response to
peroxide stimulating agents such as epidermal growth factor and lysophosphatidic acid.

4.4.4. Other Applications of Fluorescent Biosensors and Analogs

Recent applications of fluorescent biosensors and analogs involve the innovative use of cell-
based reagents. In one case, insulin mediated translocation of an EGFP-Akt1 kinase fusion pro-
tein to the plasma membrane was measured by adding a fluorescence quencher to the cellular
bathing solution (135). When the EGFP-Aktl analog translocated to the membrane, it was in
close enough proximity to the extracellular quenching molecules to reduce the total fluorescence
intensity of the entire population of cells expressing the biosensor, thus providing information
on a cellular translocation, which could be measured in a high-throughput screening mode. In a
second example, a biosensor of the phosphorylation dynamics of the EGF receptor was designed
to report the translocation from the cytoplasm to the plasma membrane as a change in fluores-
cence intensity (136). The biosensor contained the EGF receptor fused to both ECFP and EYFP
with a phosphotyrosine-binding domain positioned between the ECFP and the EYFP. When the
EGF receptor translocated to the membrane, in which the phosphotyrosine domain was phospho-
rylated, a conformational change in the biosensor occurred and induced fluorescence energy
transfer between the ECFP and EYFP, providing a measurable fluorescence signal change.

In a final example, the EGF-induced nucleocytoplasmic shuttling of the stress kinase ERK
was measured using a GFP derived from coral that had unusual photochromic properties (137).
The fluorescence intensity of the coral GFP-ERK fusion protein could be reversibly highlighted
(photoactivated) or erased (photobleached) depending on the wavelength of light used to irradi-
ate the cells. Irradiating only part of the cells allowed investigators to measure the relatively fast
nucleocytoplasmic shuttling of the kinase on cell activation.

4.4.5. Future Potential of Protein-Based Biosensors

Technologies for the creation of new fluorescent protein biosensors plus the development of new
applications for existing sensors, many of which will involve multiplexing, will ensure that this class
of biosensors will continue to grow in both number and complexity. One of the most promising
developments in the technology are new systems cell biology approaches that will be addressed with
multiplexed live cell kinetic assays that incorporate two or more biosensors within the same cells.
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5. Reagents to Combine Cellular Manipulation With HCS Assay Measurements

Reagents that manipulate the temporal and spatial regulation of specific cellular processes are
essential tools for the use of HCS platforms as an approach to systems biology. Earlier reviews
described several types of reagents for cellular manipulation (57,58,138), but new technologies
are also having a large impact. Recently, the use of photoremovable protecting groups have been
used to “cage” phosphopeptides (139) and phosphoproteins (140). It was shown that caged phos-
phopeptides, which were designed to target the 14-3-3 proteins involved in cell cycle regulation,
could displace endogenous proteins from the complexes with 14-3-3 in living cells when irradi-
ated with light. The uncaging of the phosphopeptides caused premature cell cycle entry, release
of G1 cells from interphase arrest and loss of the S-phase checkpoint after DNA damage, accom-
panied by high levels of cell death (139).

The use of RNA inhibition to modulate expression levels of key proteins in cells has escalated
in recent years ([141,142]; see also Chapter 18). Furthermore, the activity of small inhibitory
RNAs (siRNAs) can be controlled in time and space within living cells using photoremovable
protecting groups (see Chapter 19).

Manipulation of gene expression in living cells also involves the upregulation of RNAs that
encode proteins or other gene products including siRNAs and other noncoding RNAs. Systems
based on tetracycline-based (143) activation of gene regulatory proteins have been used to mod-
ulate protein and siRNA levels in cells (144,145). Thus, the coupling of RNA inhibition and
gene switching reagents with HCS is an ideal combination for the manipulation and measure-
ment the myriad integrated molecular processes that comprise living cells (146—149). Recently,
Cellumen, Inc. has created some switched molecules using an improved ecdysone receptor
technology.

A discussion on reagents for the manipulation of cellular processes would not be complete
without mention of the enormous collection of drugs that posses a multitude of biological activ-
ities. Strategies for drug discovery often include compound designs that modulate the activity of
specific targets whether the compounds are synthetic (150) or derived from natural products
(151). 1t is specificity of action that makes many therapeutic drugs valuable as cellular manipu-
lation reagents. For example, panels of drugs have been used to build phenotypic profiles of
cellular responses using them as perturbagens (152) or in combination with other drugs (153) or
in combination with other manipulation reagents such as siRNAs (146).

6. Prospectus

Reagents to measure and manipulate cell functions are the foundation of cell-based high-
throughput as well as high content assays. There are many areas in which technological advances
in reagent development would significantly benefit drug discovery and biomedical research.
New reagents with which to construct labels and probes are needed. Particularly useful would be
low molecular weight, probably organic, dyes with narrow and limited excitation and emission
spectra assembled into protective “sleeves.” This would enable the development of multiplexed
assays with much less crosstalk and would be extremely valuable for constructing FRET pairs
to go along with multiplexed measurements. Photostable fluorophores in the near IR would
extend the range of multiplexed reagents and would allow reduction of the interference from aut-
ofluorescence that is because of native cellular chromophores or to fluorescent candidate drugs.
Probes with emission lifetimes longer than autofluorescent fluorophores but short enough for
rapid emission photon acquisition would be valuable for reducing background fluorescence by
time resolve imaging. The 10-100 ns time-scale for emission would be especially attractive.
Dyes with larger two-photon absorption cross-sections, in addition to the properties above, would
be useful for research in which optical sectioning is required.

The upcoming decades would greatly benefit from new ways to create fluorescent protein
biosensors, and, therefore, the creation of systems biology knowledge, for all the regulatory
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events that take place in the networks and pathways of living cells. Development of these
reagents and new technologies to simultaneously load multiple reagents into the same cells will
require a lot of creativity.

We are in need of instrumentation advances to rapidly and cleanly readout the signals from
fluorescent probes. More efficient photon capture, brighter excitation at many wavelengths,
further improvements in optical filters to separate the excitation and crosstalk of the “new
fluorophores” that will hopefully be developed (see Chapters 1 and 4).
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Fluorescent Proteins and Engineered Cell Lines

Nick Thomas

Summary

Green fluorescent protein and other fluorescent proteins provide powerful tools for high content analy-
sis of cellular processes. Engineering fluorescent protein sensors for expression in cellular assays requires
consideration of a wide range of design factors to produce fusion proteins capable of generating informa-
tive and biologically relevant data while meeting the rigorous demands of high content screening. The tar-
get protein, fluorescent protein, host cell line, construct components and orientation, expression level, and
other factors all contribute to the performance of the sensor. This chapter reviews the process of selecting
an optimum combination of these design elements for engineering cells for high content analysis.

Key Words: Automated microscopy; cellular sensors; fluorescent protein; GFP; high content analysis;
high content screening.

1. Evolution and Engineering of Fluorescent Proteins

Since the cloning of Aequorea victoria green fluorescent protein (GFP) (1), and the sub-
sequent first use of GFP as a biological reporter (2,3), 10 or more years ago fluorescent
proteins have become one of the most powerful and versatile tools in the cell biologist’s
armory. For an early historical perspective of the potential of fluorescent proteins as viewed
at this time see refs. 4-7.

Mutations of GFP were rapidly introduced yielding color variants and importantly, increased
brightness and improved compatibility with fluorescence excitation sources commonly used for
microscopy and flow-cytometry, including the key spectral S65T mutation (8) used in virtually
all GFP variants today. Early work with GFP in mammalian cells was hindered by inefficient
chromophore formation of the poikilothermic protein at 37°C. Introduction of the F64L mutation
(9) resulted in improved folding of GFP at elevated temperatures and, when used in conjunction
with the improved spectral characteristics provided by the S65T mutation and optimization of
codon usage (10) yielded an enhanced GFP (EGFP) (11) that is 100-fold brighter in mammalian
cells than wild-type GFP. The application of these and other mutations to A. victoria GFP and to
fluorescent proteins and chromoproteins from other species (12—17) has produced the rainbow
of fluorescent proteins now available for investigating biological systems. Key characteristics of
fluorescent proteins are summarized in Table 1 and three-dimensional structures for GFP and
tetrameric DsRed are shown in Fig. 1. For reviews of the diversity of the fluorescent proteins
available today see refs. 18-22.

The engineering of novel variants of fluorescent proteins continues apace with the recent
development of proteins and mutants, which have switchable (23,24) and temporal (25)
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Table 1
Characteristics of Fluorescent Proteins

Excitation Emission Structure in Brightness
Protein max (nm) max (nm) cells? (% EGFP)
Blue
EBFP 383 445 A 27
Sapphire 399 511 A 55
T-Sapphire 399 511 A 79
Cyan
AmCyanl 458 489 AAAL 31
ECFP 439 476 A 39
Cerulean 433 475 A 79
CoralHue Cyan 472 495 AL 73
Green
GFP 395/475 509 A 48
EGFP 484 510 A 100
Emerald 487 509 A 116
Azami Green 492 505 A 121
AcGFP 480 505 A 82
ZsGreen 493 505 AMAA 117
Yellow
EYFP 514 527 A 151
PhiYFP 525 537 A 155
Citrine 516 529 A 174
Venus 515 528 A 156
ZsYellow1 529 539 AMAA 25
Orange
CoralH Orange 548 559 A 92
mOrange 548 562 A 146
Red
DsRed 558 583 AMAN 176
DsRed?2 563 582 AMAA 72
DsRed-Express 555 584 AL 58
mTangerine 568 585 A 34
mStrawberry 574 596 A 78
AsRed2 576 592 AMAN 10
mRFP1 584 607 A 37
JRed 584 610 A 27
mCherry 587 610 A 47
HcRed1 588 618 AL 1
mRaspberry 598 625 A 38
HcRed-Tandem 590 637 A 19
mPlum 590 649 A 12

4Monomer, A; dimer, AX; tetramerAAAA.

properties, which further extend the capabilities of protein sensors for monitoring the
dynamics of cellular processes. The range and diversity of fluorescent proteins available
today allow complex investigations to be applied to isolated cells and whole organisms right
across the biological spectrum from viruses (26) and bacteria (27) through yeast (28), inver-
tebrates (29), insects (30), fish (31), reptiles (32), mice (33), pigs (34), and cattle (35) to
primates (36).
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Fig. 1. Fluorescent protein structures. 3D models of (A) A. victoria GFP, (B) DsRed, and (C) GFP-p38
MAPK were visualized using Deepview/Swiss PdbViewer (www.expasy.org/spdbv) from coordinates
obtained from the RSCB protein data bank (122) (www.rscb.org/pdb).

2. Evolution of High Content Screening Using Engineered Cells

The development of GFP and other fluorescent proteins suitable for expression in mam-
malian cells occurred in parallel with the emergence of the high throughput automated imaging
and image analysis techniques (37,38), which came to be known as high content screening
(HCS). Although to a certain extent this was a chance coincidence in the emergence of two
technologies, it was a very fortuitous alignment. The development of fluorescent proteins pro-
vided the means to tag proteins in living cells to directly and dynamically visualize biological
processes that previously could only inferred from other techniques such as reporter gene
assays. HCS instrumentation and analysis software provided the means to perform such experi-
ments in sufficient number to make them applicable to the increasingly industrialized environ-
ment of drug discovery.
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Initial HCS efforts focused on fixed cell assays using antibodies (39,40) but it was only a very
short time between the first reports of cytoplasmic to nuclear protein translocation being visual-
ized using glucocorticoid receptor-GFP fusion proteins (41,42) that HCS data were reported for
HeLa cells transiently expressing glucocorticoid receptor-GFP fusion proteins (43). Shortly
thereafter use of a stable HEK293 cell line expressing a PTHR-GFP for HCS of G protein cou-
pled receptor (GPCR) activation was reported (44). From this point on engineered cell lines
expressing GFP fusion proteins were rapidly adopted as a key tool for imaging gene expression
and protein localization and redistribution (45,46) in drug development. This increase in the use
of GFP fusion proteins continues to be accompanied by the mutually beneficial development of
increasingly sophisticated high throughput fluorescence instrumentation capable of imaging and
analyzing cellular events in live cells in real time (47-49).

Since the development of optimum techniques for tagging proteins in mammalian cells with
fluorescent proteins stable cells expressing GFP fusion proteins have been applied in studying a
wide range of cellular molecules and processes including GPCR signaling (50,51), cytoskeletal
dynamics (52), second messenger signaling (53), protein kinase activity and localization (54,55),
chromatin structuring (56), and protein trafficking (57).

Although a number of publications present proof of principle data from HCS experiments
for drug development (58-63), for proprietary and other reasons publications describing the
use of fluorescent proteins in full-scale screening are limited. One disclosed screen of 950,000
compounds (64) run on a GE Healthcare (Giles, UK) IN Cell Analyzer 3000 examined GPCR
desensitization and internalization in a U20S cell line stably expressing GFP-B-arrestin.
Monitoring of GPCR activation through internalization of B-arrestin was initially reported
(65) early in the development of fluorescent protein tagging, and was subsequently developed
and industrialized for drug screening by Norak Biosciences (now Xsira Pharmaceuticals,
Morrisville, NC) (66). Recent developments in methods for gene knockdown with RNAi have
combined with engineered cell lines expressing sophisticated fluorescent protein sensors and
HCS to provide extremely powerful tools for elucidating gene function using RNAIi screens
(Fig. 2).

3. Designing Engineered Cells

Building a stable cell line that will withstand the rigors of HCS is a complex and often time-
consuming business. In an ideal world all stable cell lines for HCS would be easy to engineer,
select and maintain, brightly fluorescent and easy to image, free from any regulatory and
patent constraints, an accurate model of a biological process, and provide robust and statisti-
cally valid data. In the real world this is rarely the case, and for most cell lines some compro-
mises between opposing design factors inevitably have to be made to arrive at a cell line fit
for the purpose for which it is intended. Some of the key design considerations involved in
designing and engineering cells to express fluorescent fusion proteins are listed in Table 2.
These elements are discussed in detail later with the aim of highlighting some of the key deci-
sion (or compromise) points involved in cell line design. Although many of the required engi-
neering decisions can be made based on logic, preceding knowledge, or published data, it is
inevitable, given the complex interrelationships between design options, that in many cases it
is impossible to arrive at a single complete definitive design for a cell line. In these situations
there is no alternative to empirical optimization; you have to get in the lab and figure out what
works and what does not.

3.1. Target Protein Selection

The first choice to be made in designing a cell line to report on a cellular signaling pathway or
process is to identify a suitable protein for fusion to a fluorescent protein. In some cases this will be
a simple choice; if a signaling pathway of interest has been well characterized and reported in the
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Fig. 2. HCS of siRNA gene knockdown screen in an engineered cell line. A stable U20S cell line
expressing an EGFP-helicase PSLD G1/S transition sensor was screened against a library of siRNAs for
effects on G1/S transition. In G1 cells the EGFP-helicase PSLD is retained in the nucleus by a nuclear
localization sequence. On transition to S-phase phosphorylation within the PSLD by Cyclin E/CDK2
unmasks a dominant nuclear export sequence leading to export of the sensor into the cytoplasm. Imaging
and analysis of the nuclear/cytoplasmic distribution of the fusion protein allows quantitation of the G1/S
block induced by siRNA knockdown of retinol binding protein 1 (RPB1) (B) relative to cells treated with
a control siRNA (A). RBP1 controls cellular levels of retinol and retinol and its metabolites, including
retinoic acid, are known to affect levels and activities of cell cycle control proteins. Retinoic acid reduces
transcription of cyclins D and E and increases the activity of the CDK2 inhibitors p21 and p27. We hypoth-
esize that in cells with reduced RBP1 these combined effects significantly reduce the ability of CyclinE-
CDK2 and CyclinD-CDK4 to phosphorylate retinoblastoma protein and progress cells past the G1/S
checkpoint.
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Table 2

Design Elements for Engineered Cell Lines

Design element Factors influencing choice
Target protein Relevance to signaling pathway or process

Reporting mechanism
Timing of readout
Specificity of readout
Method of data abstraction
Host cell line Ease of transfection
Imaging quality
Expression of pathway components
Biological relevance
Growth rate
Biological containment category
Tolerance and stability of fusion protein expression
Fluorescent protein Suitable excitation and emission wavelengths for
imaging instrumentation
Compatibility with fusion partner folding and activity
Sufficient brightness for imaging
Color compatibility with cell staining
Color compatibility with multiplexing
Construct order (FP-protein or protein-FP) Protein terminus required for localization
Exposed domain required for fusion protein
function, interaction or processing
Whole protein or domain
Folding requirements of FP and fusion partner
Linker Folding requirements of FP and fusion partner
Expression vector Ease of cloning
GMO containment category
Selection marker
Promoter Homologous or heterologous
Level of expression compatible with biological
relevance
Level of expression required for imaging
Expression level Interference or toxicity from over-expressed fusion
protein
Level of expression compatible with biological
relevance
Level of expression required for imaging

literature, perhaps with data from antibody staining showing changes in the localization of a key pro-
tein, engineering can proceed based on a fairly sound foundation. If on the other hand no imaging-
based data is available for the pathway then it will be necessary to make some informed choices
regarding one or more target proteins based on whatever background information is available.

At this stage in the design process a target can be any protein that undergoes a change in some
characteristic, which is detectable by subcellular imaging, for example, the protein appears, or
disappears or moves. The specificity of the readouts from candidate target proteins now has to
be considered and weighed against the ease of obtaining quantitative data. In some cases a trade-
off between specificity and analysis complexity might be required in order to arrive at a robust
HCS assay. For example, choosing a target protein that undergoes a dramatic cytoplasmic to
nuclear translocation on stimulation, such as nuclear factor (NF)-xB p65 (67), will simplify the
task of acquiring data by image analysis over the choice of a more subtle redistribution of
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fluorescence such as Rac movement to membrane ruffles (68). However, this approach might not
yield data of sufficient specificity if, like NF-xB p65, the target protein is involved in several cel-
lular responses to external stimuli.

Similar considerations might have to be taken into account in choosing a target protein that
undergoes a detectable change in intensity or location in a time-scale compatible with imaging.
A protein that responds to a stimulus very quickly, for example, the rapid internalization of a
membrane receptor (69), might not allow sequential imaging of large numbers of tests and
require more complex assay protocols requiring rapid imaging following stimulus.

In summary, the task at this point i