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For God's sake, I beseech you, give it up. Fear it no less than sensual passions because it too may take all your time and deprive you of your health, peace of mind and happiness in life...

Letter of Farkas Bolyai to his son, April 4, 1820.

I created a new, different world out of nothing...

Letter of János Bolyai to his father, November 2, 1823.

## Preface

This textbook contains the lecture notes of three one-semester courses given by the author to third year students at the University of Strasbourg. We assume that the reader is familiar with the calculus of one real variable. The first part on Topology is used everywhere in the sequel. The following two parts on Differential calculus and Approximation methods are logically independent.

We have made much effort to select the material covered by the lectures, to formulate aesthetical and general statements, to seek short and elegant proofs, and to illustrate the results with simple but pertinent examples. (See also the remarks on p. 369.) Our work is strongly influenced by the beautiful lectures of Professors Ákos Császár and László Czách during the 1970s at the Eötvös Loránd University in Budapest, and more generally by the mathematical tradition created by Leopold Fejér, Frédéric Riesz, Paul Turán, Paul Erdős and others.

On p. 337 we cite many papers of historical importance, indicating the origin of most of the notions and theorems treated here. They often contain different versions of the theorems we treat, illustrating the genesis of mathematical interest.

We suggest that, on the first reading, the reader should skip the material marked by $*$. At the end of each chapter we give some exercises. However, the most important exercises are incorporated into the text as examples and remarks, and the reader is expected to fill in the missing details.

We list on p. ix some books of general mathematical interest.
We thank Á. Besenyei, C. Baud, L. Czách, C. Disdier, D. Dumont, J. Gerner, P. Loreti, C.-M. Marle, P. Martinez, M. Mehrenberger, P.P. Pálfy, M. Pedicini, P. Pilibossian, J. Saint Jean Paulin, Z. Sebestyén, A. Simonovits, L. Simon, Mrs. B. Szénássy, G. Szigeti, J. Vancostenoble, Zs. Votisky and the editors of Springer for their precious help.

This book is dedicated to the memory of Paul Erdős.
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## Part I Topology

Topology is the science of continuity. Following the polyhedron formula of Descartes [127] ${ }^{1}$ in 1639 and Euler [153] in 1750, Euler's paper [149] in 1736 on the bridges of Königsberg, and the works of Bolzano [53] (in 1817) and Cauchy [87] (in 1821), J. Bolyai [50] (in 1831) and Lobachevsky [337] (in 1829) stepped out of the two thousand year-old framework of Euclidean geometry. Their work was extended by Riemann [409, 410] (in 1854 and 1857).

Weierstrass [507-509] (1841-1874) and his students completed and clarified the earlier results. Most of today's basic notions (cluster points, interior and boundary points, density, closed sets, neighborhoods, ...) are due to Cantor [75-79] (18721884).

Grassmann [202] introduced the spaces $\mathbb{R}^{n}$ in 1862; after Jordan [263] and Peano [380, 382] (1882-1890), they were thoroughly studied by Poincaré [392] in 1895.

In order to overcome various difficulties occurring in the calculus of variations and in the study of Fourier series and partial differential equations, Ascoli [20] (1883), Arzelà [18, 19] (1889-1895), Volterra [500, 501] (1896-1897), Fredholm $[179,180]$ (1900-1903), Hilbert [238, 239] (1904-1906) and others started to study infinite-dimensional spaces.

Fréchet [174] introduced in 1906 metric spaces and the notions of completeness, compactness and separability.

Riesz [412] introduced topological spaces in 1906. The general theory of topological and metric spaces was developed and greatly enriched by Hausdorff in his influential monograph [225] in 1914. It already contains almost all the results of the first two chapters of this book.

Riesz [416] also introduced normed spaces in 1917, which are very useful in Differential Calculus and Functional Analysis. ${ }^{2}$

[^0]Readers interested in historical aspects of the subject may find much more information in the following works: $[21,31,60,62,72,81,131,137,139,217,225$, 277, 341, 429, 485].

The following books contain many interesting exercises and additional results: [22, 102, 106, 118, 131, 273, 278, 297, 431].

Most of the definitions and notations of this book are traditional; a few exceptions will be stated explicitly. The notation $\left(x_{n}\right) \subset A$ means that $\left(x_{n}\right)$ is a sequence of elements of the set $A$.

The domain and the range of a function $f$ will be denoted by $D(f)$ and $R(f)$, respectively. When it is not necessary to indicate the domain of $f$ explicitly, we sometimes write $f: X \hookrightarrow Y$ instead of $f: D \rightarrow Y, D \subset X$.

## Chapter 1 <br> Metric Spaces

Metric spaces are very convenient in the study of continuity and uniform continuity. In this chapter we generalize a number of results on real sequences and functions of a real variable to sequences and functions defined on arbitrary metric spaces.

The reader may notice, however, the absence of monotone sequences: metric spaces are not suited to this notion.

Bounded sets may be defined easily in metric spaces, but they play a less important role than in $\mathbb{R}$. The related notion of totally (or completely) bounded sets proves to be more useful.

### 1.1 Definitions and Examples

## Definitions

- By a distance or metric on a non-empty set $X$ we mean a function $d: X \times X \rightarrow \mathbb{R}$ satisfying the following four properties for all $x, y, z \in X$ :
- $\quad d(x, y) \geq 0$,
- $\quad d(x, y)=0 \Longleftrightarrow x=y$,
- $d(x, y)=d(y, x)$,
- $d(x, y) \leq d(x, z)+d(z, y)$.

The last property is called the triangle inequality (see Fig. 1.1).

- If $d$ is a metric on $X$, then $(X, d)$ is called a metric space. When there is no risk of confusion, we write $X$ instead of $(X, d)$. The elements of $X$ are also called points.

Fig. 1.1 The triangle inequality


## Examples

- $X=\mathbb{R}, d(x, y)=|x-y|$. This is the usual metric of $\mathbb{R}$. Unless stated otherwise, we always consider this metric on $\mathbb{R}$.
- Given a non-empty set $X$, the formula

$$
d(x, y):= \begin{cases}0 & \text { if } x=y \\ 1 & \text { if } x \neq y\end{cases}
$$

defines the discrete metric, and $(X, d)$ is called a discrete metric space.

- Given a non-empty set $K$, the set of bounded functions $f: K \rightarrow \mathbb{R}$ is denoted by $\mathcal{B}(K)$.

The formula

$$
d_{\infty}(f, g):=\sup _{t \in K}|f(t)-g(t)|
$$

defines a metric on $\mathcal{B}(K)$. Henceforth $\mathcal{B}(K)$ will be endowed with this metric.

- We generalize the previous example. Given a metric space $(X, d)$, the diameter of a set $A \subset X$ is defined by the formula ${ }^{1}$

$$
\operatorname{diam} A:=\sup \{d(x, y): x, y \in A\}
$$

$A$ is bounded if $\operatorname{diam} A<\infty$, and a function $f: K \rightarrow X$ is bounded if its range is a bounded set in $X$.

The formula

$$
d_{\infty}(f, g):=\sup \{d(f(t), g(t)): t \in K\}
$$

defines a metric on $\mathcal{B}(K, X)$. Henceforth $\mathcal{B}(K, X)$ will be endowed with this metric.

[^1]Definition Let $(X, d)$ be a metric space, $y \in X$ and $r>0$. The set

$$
B_{r}(y):=\{x \in X: d(x, y)<r\}
$$

is called the (open) ball of radius $r$, centered at $y$.

## Remarks

- If $r<s$, then $B_{r}(y) \subset B_{s}(y)$. But we may have equality! For example, in a discrete metric space $X$ we have $B_{r}(y)=\{y\}$ for all $r \leq 1$ and $B_{r}(y)=X$ for all $r>1$.
- The preceding example also shows that the radius and the center of a ball are not always uniquely defined.
- The diameter of a ball of radius $r$ is at most $2 r$ by the triangle inequality.
- A set is bounded if and only if it is contained in some ball.

Definition In a metric space a set $U$ is open if for each $y \in U$ there exists an $r>0$ such that $B_{r}(y) \subset U$.

Let us collect the basic properties of open sets:
Proposition 1.1 Let $(X, d)$ be a metric space.
(a) The sets $\varnothing$ and $X$ are open.
(b) The intersection of finitely many open sets is open.
(c) Any union of open sets is open.
(d) The open balls are open sets.
(e) Any two points $x, y \in X$ may be separated by open sets $U$ and $V$ :

$$
x \in U, \quad y \in V \quad \text { and } \quad U \cap V=\varnothing .
$$

Proof
(a) $X$ is open because $x \in B_{1}(x) \subset X$ for each $x \in X$. The empty set is open because no condition has to be verified.
(b) If $y \in U_{1} \cap \cdots \cap U_{n}$, where $U_{1}, \ldots, U_{n}$ are open sets, then for each $i$ there exists an $r_{i}>0$ such that $B_{r_{i}}(y) \subset U_{i}$. Then $r:=\min \left\{r_{1}, \ldots, r_{n}\right\}>0$, and $B_{r}(y) \subset U_{1} \cap \cdots \cap U_{n}$.
(c) If $y$ belongs to the union $U$ of a family $\left\{U_{i}\right\}$ of open sets, then $y \in U_{i}$ for a suitable index $i$. Since $U_{i}$ open, there exists an $r>0$ such that $B_{r}(y) \subset U_{i}$, and then $B_{r}(y) \subset U$.
(d) Given $y \in B_{r}(x)$, we seek $s>0$ such that $B_{s}(y) \subset B_{r}(x)$. We may choose $s:=r-d(x, y)$ (see Fig. 1.2). Indeed, then $s>0$ by the definition of $B_{r}(x)$. Furthermore, if $z \in B_{s}(y)$, then

$$
d(x, z) \leq d(x, y)+d(y, z)<d(x, y)+s=r
$$

so that $z \in B_{r}(x)$.


Fig. 1.2 The openness of balls


Fig. 1.3 Separation of points
(e) We may choose, for example, $U=B_{r}(x)$ and $V=B_{r}(y)$ with $r:=d(x, y) / 2>$ 0 . Indeed, if $z \in U$, then $d(y, z) \geq d(x, y)-d(x, z)>r$ by the triangle inequality (see Fig. 1.3), and hence $z \notin V$.

Example The open intervals of $\mathbb{R}$ are indeed open sets. First, the (non-empty) bounded open intervals are open balls: $(a, b)=B_{r}(y)$ with

$$
y=\frac{a+b}{2} \quad \text { and } \quad r=\frac{b-a}{2} .
$$

Next, every unbounded open interval is the union of (countably many) bounded open intervals: for any $a \in \mathbb{R}$ we have

$$
(a, \infty)=\bigcup_{n=1}^{\infty}(a, a+n), \quad(-\infty, a)=\bigcup_{n=1}^{\infty}(a-n, a) \quad \text { and } \quad \mathbb{R}=\bigcup_{n=1}^{\infty}(-n, n)
$$

We introduce two common constructions of new metric spaces.

## Definitions

- By a subspace of a metric space $(X, d)$ we mean a non-empty subset $Y$ of $X$ endowed with the restriction of the metric $d$ to $Y \times Y$.
- By the product of finitely many metric spaces $\left(X_{1}, d_{1}\right), \ldots,\left(X_{m}, d_{m}\right)$ we mean the product set $X=X_{1} \times \cdots \times X_{m}$ endowed with the metric

$$
d(x, y):=d_{1}\left(x_{1}, y_{1}\right)+\cdots+d_{m}\left(x_{m}, y_{m}\right), \quad x, y \in X
$$

where we use the notations

$$
x=\left(x_{1}, \ldots, x_{m}\right) \quad \text { and } \quad y=\left(y_{1}, \ldots, y_{m}\right)
$$

One may readily verify that both definitions do indeed yield metric spaces.
Applying these constructions to $\mathbb{R}, \mathbb{R}^{m}$ becomes a metric space for the metric

$$
d(x, y):=\left|x_{1}-y_{1}\right|+\cdots+\left|x_{m}-y_{m}\right|,
$$

and all non-empty subsets of $\mathbb{R}^{m}$ also become metric spaces.
Finally, we generalize the closed intervals:
Definition A set in a metric space is closed if its complement is open.

## Examples

- A closed interval of $\mathbb{R}$ is indeed a closed set: the complement of an unbounded closed interval is either empty or an open interval:

$$
\mathbb{R} \backslash \mathbb{R}=\varnothing, \quad \mathbb{R} \backslash(-\infty, b]=(b, \infty), \quad \mathbb{R} \backslash[a, \infty)=(-\infty, a)
$$

while the complement of a bounded closed interval is the union of two open intervals:

$$
\mathbb{R} \backslash[a, b]=(-\infty, a) \cup(b, \infty)
$$

hence is again an open set.

- The bounded half-closed intervals $[a, b)$ and $(a, b]$ are neither open, nor closed.


### 1.2 Convergence, Limits and Continuity

The convergence of a sequence in a metric space is defined by using the convergence of number sequences:

Definition A sequence $\left(x_{n}\right)$ in a metric space $(X, d)$ is convergent if there exists a point $x \in X$ satisfying $d\left(x_{n}, x\right) \rightarrow 0$. The point $x$ is called the limit of the sequence. We also say that $x_{n}$ converges or tends to $x$, and we write $x_{n} \rightarrow x$ or $\lim x_{n}=x$.

## Examples

- In $X=\mathbb{R}$ the definition reduces to the usual convergence.
- If $x_{n}=x$ for all sufficiently large indices $n$, then $x_{n} \rightarrow x .^{2}$ In discrete metric spaces there are no other convergent sequences.
- If $Y$ is a subspace of a metric space $X, y \in Y$ and $\left(x_{n}\right) \subset Y$, then

$$
x_{n} \rightarrow y \quad \text { in } \quad Y \Longleftrightarrow x_{n} \rightarrow y \text { in } X .
$$

- In $\mathcal{B}(K)$ we have $f_{n} \rightarrow f$ if and only if the function sequence $\left(f_{n}\right)$ converges uniformly to $f$ on $K$, i.e., for each $\varepsilon>0$ there exists an index $N$ such that

$$
\left|f_{n}(t)-f(t)\right|<\varepsilon
$$

for all $n \geq N$ and $t \in K$.

- More generally, in $\mathcal{B}(K, X)$ we have $f_{n} \rightarrow f$ if and only if for each $\varepsilon>0$ there exists an index $N$ such that

$$
d\left(f_{n}(t), f(t)\right)<\varepsilon
$$

for all $n \geq N$ and $t \in K$.

- For the product $(X, d)$ of the metric spaces $\left(X_{1}, d_{1}\right), \ldots,\left(X_{m}, d_{m}\right)$ we have

$$
x_{n} \rightarrow a \quad \text { in } \quad X \Longleftrightarrow x_{n j} \rightarrow a_{j} \quad \text { in } \quad X_{j} \quad \text { for each } j=1, \ldots, m,
$$

where we use the notation

$$
x_{n}=\left(x_{n 1}, \ldots, x_{n m}\right) \quad \text { and } \quad a=\left(a_{1}, \ldots, a_{m}\right)
$$

(component-wise convergence). An important case is $X=\mathbb{R}^{m}$.

[^2]The usual properties of convergent number sequences (except those related to monotonicity) remain valid in metric spaces:

## Proposition 1.2

(a) The limit of a convergent sequence is unique.
(b) If $x_{n} \rightarrow x$ and $y_{n} \rightarrow y$, then $d\left(x_{n}, y_{n}\right) \rightarrow d(x, y)$.
(c) If $x_{n} \rightarrow x$, then $x_{n_{k}} \rightarrow x$ for each subsequence $\left(x_{n_{k}}\right)$ of $\left(x_{n}\right)$.
(d) (Cantor) If $x_{n} \nrightarrow x$, then there exists a subsequence $\left(x_{n_{k}}\right)$ such that $x_{n_{k_{l}}} \nrightarrow x$ for every further subsequence $\left(x_{n_{k_{l}}}\right)$ of $\left(x_{n_{k}}\right)$.

Proof
(a) If $x_{n} \rightarrow x$ and $x_{n} \rightarrow y$, then

$$
d(x, y) \leq d\left(x, x_{n}\right)+d\left(x_{n}, y\right) \rightarrow 0
$$

by the triangle inequality. Hence $d(x, y) \leq 0$, so that $x=y$.
(b) By the triangle inequality, we have

$$
d\left(x_{n}, y_{n}\right) \leq d\left(x_{n}, x\right)+d(x, y)+d\left(y, y_{n}\right)
$$

and

$$
d(x, y) \leq d\left(x, x_{n}\right)+d\left(x_{n}, y_{n}\right)+d\left(y_{n}, y\right),
$$

so that

$$
\left|d\left(x_{n}, y_{n}\right)-d(x, y)\right| \leq d\left(x_{n}, x\right)+d\left(y_{n}, y\right) .
$$

We conclude by observing that the right-hand side tends to zero.
(c) If $d\left(x_{n}, x\right) \rightarrow 0$, then $d\left(x_{n_{k}}, x\right) \rightarrow 0$, because the number sequence $\left(d\left(x_{n_{k}}, x\right)\right)$ is a subsequence of $\left(d\left(x_{n}, x\right)\right)$.
(d) If $x_{n} \nrightarrow x$, then there exists an $\varepsilon>0$ and a subsequence $\left(x_{n_{k}}\right)$ such that $d\left(x_{n_{k}}, x\right)>\varepsilon$ for all $k$. Then no subsequence $\left(x_{n_{k}}\right)$ of $\left(x_{n_{k}}\right)$ converges to $x$, because $d\left(x_{n_{l}}, x\right)>\varepsilon$ for all $l$.

There is a sequential characterization of closed sets (see Fig. 1.4). First we prove a lemma:

Lemma 1.3 Given a set $D \subset X$ and a point $a \in X$ in a metric space $X$, the following properties are equivalent:
(a) every open set containing a meets $D$;
(b) every ball $B_{r}(a)$ meets $D$;
(c) there exists a sequence $\left(x_{n}\right)$ in $D$, converging to $a$.

Proof
(a) $\Rightarrow$ (b) because the balls $B_{r}(a)$ are open.
(b) $\Rightarrow$ (c) Choose a point $x_{n} \in B_{1 / n}(a) \cap D$ for each $n$, then $\left(x_{n}\right) \subset D$, and $x_{n} \rightarrow a$ because $0 \leq d\left(x_{n}, a\right)<1 / n \rightarrow 0$.

Fig. 1.4 A sequence in a closed set

(c) $\Rightarrow$ (a) Choose a sequence $\left(x_{n}\right)$ in $D$, converging to $a$. For each open set $U$ containing $a$, choose a ball $B_{r}(a) \subset U$. If $n$ is sufficiently large, then $x_{n} \in B_{r}(a) \cap$ $D \subset U \cap D$.

Proposition 1.4 A set $F$ in a metric space $X$ is closed if and only if

$$
x_{n} \rightarrow a \quad \text { in } \quad X \quad \text { and } \quad\left(x_{n}\right) \subset F \quad \Longrightarrow \quad a \in F .
$$

Proof $F$ is not closed if and only if $X \backslash F$ is not open, i.e., there exists an $a \in X \backslash F$ such that all balls $B_{r}(a)$ meet $F$. By Lemma 1.3 this is equivalent to the existence of a sequence $\left(x_{n}\right) \subset F$ converging to $a$.

Next we investigate the limit of a function:
Definition Let $(X, d)$ and ( $X^{\prime}, d^{\prime}$ ) be metric spaces, $a \in X$ and $a^{\prime} \in X^{\prime}$. A function $f: X \rightarrow X^{\prime}$ has the limit $a^{\prime}$ at $a$ if for each $\varepsilon>0$ there exists a $\delta>0$ such that

$$
x \in X \quad \text { and } \quad 0<d(x, a)<\delta \quad \Longrightarrow \quad d^{\prime}\left(f(x), a^{\prime}\right)<\varepsilon
$$

In this case we write $\lim _{a} f=a^{\prime}$ or $\lim _{x \rightarrow a} f(x)=a^{\prime}$.

## Remarks

- Even if $f$ is defined at $a$, neither the existence, nor the value of the limit depends on $f(a)$.
- We say that $a$ is an accumulation point (or a cluster point) of $X$ if every ball $B_{r}(a)$ contains at least one point, other than $a$. In this case $f$ has at most one limit in $a$. Indeed, by Lemma 1.3 there exists a sequence $\left(x_{n}\right) \subset X \backslash\{a\}$ converging to $a$. If $\lim _{a} f=a^{\prime}$, then $f\left(x_{n}\right) \rightarrow a^{\prime}$ by the definition of the limit of a sequence. We conclude by recalling that a sequence has at most one limit.
- We say that $a$ is an isolated point of $X$ if it is not an accumulation point, i.e., if there exists an $r>0$ such that $B_{r}(a)=\{a\}$. In this case we have $\lim _{a} f=a^{\prime}$ for all $a^{\prime} \in X^{\prime}$. In order to avoid this pathological case the limit is usually defined only at accumulation points.

Our broader definition avoids the notion of accumulation points. More importantly, it leads to some simplifications in the sequel. ${ }^{3}$

Now we study continuity.
Lemma 1.5 Let $(X, d)$ and $\left(X^{\prime}, d^{\prime}\right)$ be metric spaces, $a \in X$ and $f: X \rightarrow X^{\prime}$. The following three properties are equivalent:
(a) $\lim _{a} f=f(a)$.
(b) For each $\varepsilon>0$ there exists a $\delta>0$ such that

$$
x \in X \quad \text { and } \quad d(x, a)<\delta \quad \Longrightarrow \quad d^{\prime}(f(x), f(a))<\varepsilon
$$

Equivalently, each ball $B_{\varepsilon}(f(a))$ contains the image $f\left(B_{\delta}(a)\right)$ of some ball $B_{\delta}(a)$.
(c) If $x_{n} \rightarrow a$ in $X$, then $f\left(x_{n}\right) \rightarrow f(a)$ in $X^{\prime}$.

## Proof

$(a) \Rightarrow(b)$. For any fixed $\varepsilon>0$ we choose $\delta>0$ according to the definition of $\lim _{a} f=f(a)$. Thus $x \neq a$ and $d(x, a)<\delta$ imply $d^{\prime}(f(x), f(a))<\varepsilon$. The last inequality holds for $x=a$, too.
$(b) \Rightarrow(c)$. For any fixed $\varepsilon>0$ we have to find $N$ such that

$$
d^{\prime}\left(f\left(x_{n}\right), f(a)\right)<\varepsilon
$$

for all $n \geq N$. Choose $\delta>0$ according to (b). Since $x_{n} \rightarrow 1$, there exists an $N$ such that $d\left(x_{n}, a\right)<\delta$ for all $n \geq N$. Then $d^{\prime}\left(f\left(x_{n}\right), f(a)\right)<\varepsilon$ for all $n \geq N$.
$(c) \Rightarrow(a)$. If (a) is not satisfied, then we may fix $\varepsilon>0$ such that for each $\delta>0$ there exists an $x \in X$ satisfying

$$
0<d(x, a)<\delta \quad \text { and } \quad d^{\prime}(f(x), f(a)) \geq \varepsilon
$$

Applying this with $\delta=1 / n$ we obtain a sequence $x_{1}, x_{2}, \ldots$ such that

$$
0<d\left(x_{n}, a\right)<1 / n \quad \text { and } \quad d^{\prime}\left(f\left(x_{n}\right), f(a)\right) \geq \varepsilon
$$

for all $n$. Then $d\left(x_{n}, a\right) \rightarrow 0$, but $d^{\prime}\left(f\left(x_{n}\right), f(a)\right) \nrightarrow 0$, so that (c) is not satisfied either.

Definition Let $(X, d),\left(X^{\prime}, d^{\prime}\right)$ be metric spaces and $a \in X$. A function $f: X \rightarrow X^{\prime}$ is continuous at $a$ if the equivalent conditions of the preceding lemma are satisfied.

Proposition 1.6 Consider two functions $g: X \rightarrow X^{\prime}$ and $f: X^{\prime} \rightarrow X^{\prime \prime}$, where $X, X^{\prime}$, $X^{\prime \prime}$ are metric spaces. If $g$ is continuous at $a \in X$ and $f$ is continuous at $g(a) \in X^{\prime}$, then the composite function $f \circ g: X \rightarrow X^{\prime \prime}$ is continuous at $a$.

[^3]Proof We use definition (c) of Lemma 1.5. We have to show that if $x_{n} \rightarrow a$ in $X$, then $(f \circ g)\left(x_{n}\right) \rightarrow(f \circ g)(a)$ in $X^{\prime \prime}$.

Since $g$ is continuous at $a, g\left(x_{n}\right) \rightarrow g(a)$ in $X^{\prime}$. Therefore, since $f$ is continuous at $g(a), f\left(g\left(x_{n}\right)\right) \rightarrow f(g(a))$ in $X^{\prime \prime}$.

There are several useful notions of global continuity:
Definitions Let $(X, d)$ and $\left(X^{\prime}, d^{\prime}\right)$ be metric spaces. A function $f: X \rightarrow X^{\prime}$ is

- continuous if it is continuous at each point $a \in X$;
- uniformly continuous if for each $\varepsilon>0$ there exists a $\delta>0$ such that

$$
x, y \in X \quad \text { and } \quad d(x, y)<\delta \quad \Longrightarrow \quad d^{\prime}(f(x), f(y))<\varepsilon ;
$$

- Lipschitz continuous if there exists a constant $L \geq 0$ such that

$$
d^{\prime}(f(x), f(y)) \leq L d(x, y)
$$

for all $x, y \in X$.
Remark Every Lipschitz continuous function is uniformly continuous (choose $\delta=$ $\varepsilon / L$ ), and every uniformly continuous function is continuous (choose the same $\delta$ for each $a \in X$ ). The converse implications may fail:

Examples (See Fig. 1.5)

- The function $f: \mathbb{R} \rightarrow \mathbb{R}, f(x)=x^{2}$ is continuous, but not uniformly continuous.
- The function $f: \mathbb{R} \rightarrow \mathbb{R}, f(x)=|x|^{1 / 2}$ is uniformly continuous, but not Lipschitz continuous.
- The function $f: \mathbb{R} \rightarrow \mathbb{R}, f(x)=x$ is Lipschitz continuous.
- If $(X, d)$ is a metric space, then the distance function $d: X \times X \rightarrow \mathbb{R}$ is Lipschitz continuous. Indeed, applying the triangle inequality as in the proof of Proposition 1.2 (b) (p. 9), we obtain that

$$
\left|d\left(x_{1}, x_{2}\right)-d\left(y_{1}, y_{2}\right)\right| \leq d\left(x_{1}, y_{1}\right)+d\left(x_{2}, y_{2}\right)
$$

for all pairs $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right) \in X \times X$. Since the right-hand side is the distance between these pairs in the product metric of $X \times X$ by definition, this estimate shows the Lipschitz continuity of $d$ with $L=1$.

Proposition 1.7 Consider two functions $g: X \rightarrow X^{\prime}$ and $f: X^{\prime} \rightarrow X^{\prime \prime}$ where $(X, d)$, ( $\left.X^{\prime}, d^{\prime}\right),\left(X^{\prime \prime}, d^{\prime \prime}\right)$ are metric spaces.
(a) Iff and $g$ are continuous, then $f \circ g$ is continuous.
(b) Iff and $g$ are uniformly continuous, then $f \circ g$ is uniformly continuous.
(c) Iff and $g$ are Lipschitz continuous, then $f \circ g$ is Lipschitz continuous.

Fig. 1.5 Different versions of continuity


Proof
(a) Apply the preceding proposition for each $a \in X$.
(b) For any fixed $\varepsilon>0$ we seek $\delta>0$ such that

$$
\text { if } \quad x, y \in X \quad \text { and } \quad d(x, y)<\delta, \quad \text { then } \quad d^{\prime \prime}(f(g(x)), f(g(y)))<\varepsilon .
$$

Since $f$ is uniformly continuous, there exists a $\sigma>0$ such that

$$
\text { if } \quad x^{\prime}, y^{\prime} \in X^{\prime} \quad \text { and } \quad d^{\prime}\left(x^{\prime}, y^{\prime}\right)<\sigma, \quad \text { then } \quad d^{\prime \prime}\left(f\left(x^{\prime}\right), f\left(y^{\prime}\right)\right)<\varepsilon .
$$

Furthermore, since $g$ is uniformly continuous, there exists a $\delta>0$ such that

$$
\text { if } \quad x, y \in X \quad \text { and } \quad d(x, y)<\delta, \quad \text { then } \quad d^{\prime}(g(x), g(y))<\sigma
$$

Applying the definition of $\sigma$ with $x^{\prime}=g(x)$ and $y^{\prime}=g(y)$ we get the desired result.
(c) If $f$ and $g$ are Lipschitz continuous with constants $L_{1}$ and $L_{2}$, then $f \circ g$ is Lipschitz continuous with constant $L_{1} L_{2}$ because

$$
d^{\prime \prime}(f(g(x)), f(g(y))) \leq L_{1} d^{\prime}(g(x), g(y)) \leq L_{1} L_{2} d(x, y)
$$

for all $x, y \in X$.

### 1.3 Completeness: A Fixed Point Theorem

The classical Cauchy criterion often allows us to prove the convergence of a numerical sequence without knowing its limit. In this section we study the metric spaces where this useful property still holds.

Definition A sequence $\left(x_{n}\right)$ in a metric space $(X, d)$ is a Cauchy sequence if

$$
\operatorname{diam}\left\{x_{n}: n \geq N\right\} \rightarrow 0 \quad \text { as } \quad N \rightarrow \infty .
$$

In other words, for each $\varepsilon>0$ there exists an $N$ such that $d\left(x_{m}, x_{n}\right)<\varepsilon$ for all $m, n \geq N$. We express this property by writing

$$
d\left(x_{m}, x_{n}\right) \rightarrow 0 \quad \text { as } \quad m, n \rightarrow \infty .
$$

Example Every convergent sequence is a Cauchy sequence. Indeed, if $x_{n} \rightarrow x$, then letting $m, n \rightarrow \infty$ we have

$$
0 \leq d\left(x_{m}, x_{n}\right) \leq d\left(x_{m}, x\right)+d\left(x, x_{n}\right) \rightarrow 0 .
$$

Definition A metric space is complete if every Cauchy sequence is convergent.

## Examples

- $\mathbb{R}$ is complete by Cauchy's classical theorem.
- The discrete metric spaces are complete because every Cauchy sequence is eventually constant.
- The spaces $\mathcal{B}(K)$ are complete. More generally:

Proposition 1.8 If $(X, d)$ is a complete metric space, then the metric spaces $\mathcal{B}(K, X)$ are also complete.

Proof Let $\left(f_{n}\right)$ be a Cauchy sequence in $\mathcal{B}(K, X)$ : for each fixed $\varepsilon>0$ there exists an $N$ such that

$$
\begin{equation*}
d\left(f_{n}(t), f_{m}(t)\right)<\varepsilon \tag{1.1}
\end{equation*}
$$

for all $t \in K$ and $m, n \geq N$. We have to find a bounded function $f: K \rightarrow X$ such that $f_{n}$ converges uniformly to $f$ on $K$.

It follows from our assumptions that for each fixed $t \in K,\left(f_{n}(t)\right)$ is a Cauchy sequence in $X$. Since $X$ is complete, this sequence converges to some $\operatorname{limit} f(t) \in X$. We thus obtain a function $f: K \rightarrow X$ such that

$$
f_{n}(t) \rightarrow f(t)
$$

for each $t \in K$.

Letting $m \rightarrow \infty$ in (1.1), and using the continuity of the metric we obtain that

$$
\begin{equation*}
d\left(f_{n}(t), f(t)\right) \leq \varepsilon \tag{1.2}
\end{equation*}
$$

for all $t \in K$ and $n \geq N$. Hence $f$ is bounded, i.e., $f \in \mathcal{B}(K, X)$. Indeed, since $f_{N}$ is bounded, there exists a constant $M$ such that

$$
d\left(f_{N}(s), f_{N}(t)\right) \leq M
$$

for all $s, t \in K$. Applying (1.2) with $n=N$ and using the triangle inequality we obtain the boundedness of $f$ :

$$
d(f(s), f(t)) \leq M+2 \varepsilon \quad \text { for all } \quad s, t \in K
$$

Finally, (1.2) shows that $f_{n}$ converges to $f$ in $\mathcal{B}(K, X)$.
The following proposition often enables us to prove the completeness of metric spaces:

## Proposition 1.9

(a) The product of finitely many complete metric spaces is complete.
(b) The closed subspaces of complete metric spaces are complete.

Proof
(a) Let $\left(x_{n}\right)$ be a Cauchy sequence in the product $(X, d)$ of the complete metric spaces

$$
\left(X_{1}, d_{1}\right), \ldots,\left(X_{m}, d_{m}\right)
$$

Writing $x_{n}=\left(x_{n 1}, \ldots, x_{n m}\right)$, we deduce from the equality

$$
d\left(x_{n}, x_{k}\right)=d_{1}\left(x_{n 1}, x_{k 1}\right)+\cdots+d_{m}\left(x_{n m}, x_{k m}\right)
$$

that $\left(x_{n j}\right)$ is a Cauchy sequence in $\left(X_{j}, d_{j}\right)$ for each $j=1, \ldots, m$. These spaces being complete, there exist points $a_{j} \in X_{j}$ satisfying $d_{j}\left(x_{n j}, a_{j}\right) \rightarrow 0$. Setting $a:=\left(a_{1}, \ldots, a_{m}\right) \in X$, we deduce from the equality

$$
d\left(x_{n}, a\right)=d_{1}\left(x_{n 1}, a_{1}\right)+\cdots+d_{m}\left(x_{n m}, a_{m}\right)
$$

that $d\left(x_{n}, a\right) \rightarrow 0$, i.e., $x_{n} \rightarrow a$ in $(X, d)$.
(b) If $\left(x_{n}\right)$ is a Cauchy sequence in $Y$, then it is also a Cauchy sequence in $X$. Since $X$ is complete, $\left(x_{n}\right)$ converges to some point $x \in X$. Since $Y$ is a closed set, $x \in Y$, and hence $x_{n} \rightarrow x$ in $Y$.

Example $\mathbb{R}^{m}$ (with the product metric) and more generally every non-empty closed subset of $\mathbb{R}^{m}$ (with the subspace metric) is a complete metric space.

The following existence theorem is often used to solve equations. ${ }^{4}$
Definitions Consider a function $f: X \rightarrow X$ on a metric space $(X, d)$.

- $f$ is a contraction if it is Lipschitz continuous with some constant $L<1$ :

$$
d(f(x), f(y)) \leq L d(x, y)
$$

for all $x, y \in X$.

- $x \in X$ is a fixed point of $f$ if $f(x)=x$.

Theorem 1.10 (Banach-Cacciopoli Fixed Point Theorem) In a complete metric space $X$ every contraction $f$ has a unique fixed point $x$.
Moreover, starting from an arbitrary point $x_{0} \in X$, the formula $x_{n}:=f\left(x_{n-1}\right)$ defines a sequence converging to $x$, and

$$
d\left(x, x_{n}\right) \leq L^{n}(1-L)^{-1} d\left(x_{1}, x_{0}\right)
$$

for all $n=0,1, \ldots$.

## Remarks

- The function $f(x):=x+1$ on $\mathbb{R}$ shows the necessity of the hypothesis $L<1$.
- The function $f(x):=x / 2$ on $\mathbb{R}^{*}:=\mathbb{R} \backslash\{0\}$ shows the necessity of the hypothesis of completeness.
- A more general result will be given in Proposition 12.4, p. 292.
- There is another important fixed point theorem, due to Brouwer; see also the comments on p. 338.

Proof Let $f$ be a contraction on a complete metric space $X$. Fix an arbitrary point $x_{0} \in X$ and define a sequence by the recursive formula $x_{n}:=f\left(x_{n-1}\right)$. This is a Cauchy sequence because for any $m>n \geq 0$ we have

$$
\begin{aligned}
d\left(x_{m}, x_{n}\right) & \leq d\left(x_{m}, x_{m-1}\right)+\cdots+d\left(x_{n+1}, x_{n}\right) \\
& \leq\left(L^{m-1}+\cdots+L^{n}\right) d\left(x_{1}, x_{0}\right) \\
& \leq L^{n}(1-L)^{-1} d\left(x_{1}, x_{0}\right),
\end{aligned}
$$

and $L^{n} \rightarrow 0$ as $n \rightarrow \infty$. Since $X$ is complete, the sequence converges to some point $x \in X$. Letting $n \rightarrow \infty$ in the equation $x_{n}=f\left(x_{n-1}\right)$ and using the continuity of $f$ at $x$ we obtain that $x=f(x)$.

If $y$ is an arbitrary fixed point of $f$, then

$$
d(x, y)=d(f(x), f(y)) \leq L d(x, y)
$$

[^4]Since $L<1$, we have $d(x, y) \leq 0$ and therefore $x=y$. The fixed point is thus unique.

Finally, the estimate of $d\left(x, x_{n}\right)$ is obtained by letting $m \rightarrow \infty$ in the inequality at the beginning of the proof.

Example The function $f:[1, \infty) \rightarrow[1, \infty)$ defined by the formula

$$
f(x):=\frac{1}{2}\left(x+\frac{2}{x}\right), \quad x \geq 1
$$

is a contraction because

$$
|f(x)-f(y)|=\frac{|x y-2|}{2 x y}|x-y| \leq \frac{x y}{2 x y}|x-y|=\frac{1}{2}|x-y|
$$

for all $x, y \geq 1 .{ }^{5}$ Since the interval $[1, \infty)$ is closed in $\mathbb{R}$, it is a complete metric space. Therefore $f$ has a unique fixed point by the theorem, and starting from an arbitrary number $x_{0} \geq 1$, the sequence

$$
x_{n+1}:=\frac{1}{2}\left(x_{n}+\frac{2}{x_{n}}\right), \quad n=0,1, \ldots
$$

converges to this unique fixed point (equal to $\sqrt{2}$ ). ${ }^{6}$
Definition A non-empty set $F$ in a metric space is complete if the corresponding metric subspace is complete, i.e., if every Cauchy sequence in $F$ converges to some element of $F$.

The empty set is also considered to be complete.

## Proposition 1.11 The complete subsets of a metric space are closed.

Proof Let $F$ be a complete set in a metric space $X$, and consider a sequence $\left(x_{n}\right)$ in $F$, converging to some point $x \in X$. We have to show that $x \in F$.

Being convergent, $\left(x_{n}\right)$ is a Cauchy sequence. Since $F$ is complete, it converges to some $y \in F$. By the uniqueness of the limit of a sequence we conclude that $y=x$, and therefore $x \in F$.

Proposition 1.12 (Cantor's Intersection Theorem) Let $\left(F_{n}\right)$ be a non-increasing sequence of non-empty closed sets in a complete metric space. If the diameters $\operatorname{diam} F_{n}$ tend to zero, then the sets $F_{n}$ have at least one common point. (See Fig. 1.6.)

[^5]Fig. 1.6 Cantor's intersection theorem


## Remarks

- Since $\operatorname{diam}\left(\cap F_{n}\right)=0$, there is a unique common point.
- The sets $F_{n}=[n, \infty)$ in $\mathbb{R}$ show the necessity of the assumption diam $F_{n} \rightarrow 0$.
- The sets $F_{n}=(0,1 / n]$ in $\mathbb{R}$ show the necessity of the closedness of the sets $F_{n}$.
- Cantor used this result to prove the uncountability of $\mathbb{R}$ as follows. We have to show that no sequence $\left(x_{n}\right)$ of real numbers contains all elements of $\mathbb{R}$. For this we construct by induction a non-increasing sequence of closed intervals $F_{n}$ satisfying ${ }^{7} 0<\operatorname{diam} F_{n}<1 / n$ and $x_{n} \notin F_{n}$ for each $n$. There exists a common point $x$ of these intervals, and $x \neq x_{n}$ for all $n$ by construction.

Proof Choose for each $n$ a point $x_{n} \in F_{n}$. Then $\left(x_{n}\right)$ is a Cauchy sequence. Indeed, if $m>n$, then $x_{m} \in F_{m} \subset F_{n}$ and $x_{n} \in F_{n}$, so that

$$
d\left(x_{m}, x_{n}\right) \leq \operatorname{diam} F_{n},
$$

and the right-hand side tends to zero as $n \rightarrow \infty$.
Since $X$ is complete, $\left(x_{n}\right)$ converges to some point $x$. It remains to show that $x \in F_{m}$ for each $m$.

This follows by observing that the subsequence $x_{m}, x_{m+1}, \ldots$ belongs to the closed set $F_{m}$, and converges to $x$.

The remainder of this section is related to the notion of density. Given a set $D$ in a metric space $X$, by Lemma 1.3 the following three conditions are equivalent:

- every non-empty open set meets $D$;
- every ball meets $D$;
- for each $a \in X$ there exists a sequence $\left(x_{n}\right)$ in $D$, converging to $a$.

Definition A set $D$ in a metric space $X$ is dense if the above equivalent conditions are satisfied.

The next result is often applied in Functional Analysis. ${ }^{8}$

[^6]*Proposition 1.13 (Baire) Let ( $X, d$ ) be a complete metric space.
(a) If $\left(G_{k}\right)$ is a sequence of open dense sets, then their intersection is also dense.
(b) If $X$ is the union of countably many closed sets, then at least one of them contains a non-empty open set.

Remark The completeness assumption is essential: consider in $X=\mathbb{Q}$ (with the usual distance) the (closed) one-point sets and their open complements.

Proof
(a) We define the closed balls

$$
\bar{B}_{r}(x):=\{y \in X: d(x, y) \leq r\}, \quad r>0, x \in X
$$

Their complements are open, ${ }^{9}$ so that the closed balls are indeed closed sets. Let $\left(G_{n}\right)$ be a sequence of open dense sets and $B_{r_{0}}\left(x_{0}\right)$ an arbitrary (open) ball in $X$. We have to show that $\cap G_{n}$ meets $B_{r_{0}}\left(x_{0}\right)$.

Since $G_{1}$ is dense, there exists a point $x_{1} \in G_{1} \cap B_{r_{0}}\left(x_{0}\right)$. Since the latter set is open, there exists $0<r_{1}<1$ such that

$$
\bar{B}_{r_{1}}\left(x_{1}\right) \subset G_{1} \cap B_{r_{0}}\left(x_{0}\right) .
$$

Since $G_{2}$ is dense, there exists a point $x_{2} \in G_{2} \cap B_{r_{1}}\left(x_{1}\right)$. Since the latter set is open, there exists $0<r_{2}<\frac{1}{2}$ such that

$$
\bar{B}_{r_{2}}\left(x_{2}\right) \subset G_{2} \cap B_{r_{1}}\left(x_{1}\right) .
$$

Continuing by induction we obtain a non-increasing sequence of closed balls such that

$$
0<r_{k}<\frac{1}{k} \quad \text { and } \quad \bar{B}_{r_{k}}\left(x_{k}\right) \subset G_{k} \cap B_{r_{k-1}}\left(x_{k-1}\right)
$$

for all $k$. We may apply Proposition 1.12 with $F_{k}:=\bar{B}_{r_{k}}\left(x_{k}\right)$ to find a point $x \in \cap \bar{B}_{r_{k}}\left(x_{k}\right)$. Then $x \in \cap G_{n}$ and $x \in B_{r_{0}}\left(x_{0}\right)$ by construction.
(b) If none of the closed sets $F_{k}$ contains a non-empty open set, then their complements $G_{k}$ are dense open sets, and hence they have a common point $x$ by (a). Then $x$ does not belong to any $F_{k}$, so that $X \neq \cup F_{k}$.

Let $(X, d),\left(X^{\prime}, d^{\prime}\right)$ be two metric spaces, $D \subset X$ a non-empty set, and $f: D \rightarrow X^{\prime}$ a continuous function (for the subspace metric of $D$ ). It is natural to ask whether $f$ may be extended continuously to the whole space $X$. The example of the function

$$
f(x)=1 / x, \quad X=X^{\prime}=\mathbb{R}, \quad D=\mathbb{R} \backslash\{0\}
$$

[^7]shows that some extra hypotheses are needed. Here we study only the simpler case of uniformly continuous functions. ${ }^{10}$

Proposition 1.14 Let $(X, d),\left(X^{\prime}, d^{\prime}\right)$ be two metric spaces, $D \subset X$ a dense set, and $f: D \rightarrow X^{\prime}$ a uniformly continuous function.

If $\left(X^{\prime}, d^{\prime}\right)$ is complete, then $f$ may be uniquely extended to a continuous function $F: X \rightarrow X^{\prime}$. Moreover, $F$ is also uniformly continuous.

If $f$ is Lipschitz continuous, then $F$ is also Lipschitz continuous with the same constant.

Finally, iff is an isometry, i.e., $d^{\prime}(f(x), f(y))=d(x, y)$ for all $x, y \in D$, then $F$ is also an isometry: $d^{\prime}(F(x), F(y))=d(x, y)$ for all $x, y \in X$.

Proof If there is a continuous extension $F$, then for every sequence $\left(x_{n}\right) \subset D$ converging to some point $a \in X$ the relation $f\left(x_{n}\right) \rightarrow F(a)$ holds. (Since $D$ is dense, there exists such a sequence for each $a \in X$.) This proves the uniqueness of $F$.

For the existence we show that the formula $F(a):=\lim f\left(x_{n}\right)$, where $\left(x_{n}\right) \subset D$ is an arbitrary sequence converging to $a$, defines a uniformly continuous extension $F: X \rightarrow X^{\prime}$ of $f$.

The limit always exists because $X^{\prime}$ is complete, and $\left(f\left(x_{n}\right)\right)$ is a Cauchy sequence. To show the latter we have to find for each fixed $\varepsilon>0$ an index $N$ such that

$$
\begin{equation*}
d^{\prime}\left(f\left(x_{n}\right), f\left(x_{k}\right)\right)<\varepsilon \tag{1.3}
\end{equation*}
$$

for all $n, k \geq N$. Choose a $\delta>0$ for $\varepsilon$ by the uniform continuity of $f$, and then choose a sufficiently large $N$ such that $d\left(x_{n}, x_{k}\right)<\delta$ for all $n, k \geq N$. Then (1.3) is satisfied.

The limit does not depend on the special choice of the sequence $\left(x_{n}\right)$. Indeed, if $\left(y_{n}\right) \subset D$ is another sequence converging to $a$, then the combined sequence $x_{1}, y_{1}, x_{2}, y_{2}, \ldots$ also has this property. By the preceding assertion the sequence $f\left(x_{1}\right), f\left(y_{1}\right), f\left(x_{2}\right), f\left(y_{2}\right), \ldots$ converges in $X^{\prime}$. We conclude that its subsequences $\left(f\left(x_{n}\right)\right)$ and $\left(f\left(y_{n}\right)\right)$ converge to the same limit.

If $a \in D$, then choosing the constant sequence $x_{n}:=a$ we get $F(a)=f(a)$, i.e., $F$ is an extension of $f$.

We claim that $F$ is uniformly continuous. Given $\varepsilon>0$, choose $\delta>0$ by the uniform continuity of $f$. It suffices to show that

$$
\text { if } \quad a, b \in X \quad \text { and } \quad d(a, b)<\delta, \quad \text { then } \quad d^{\prime}(F(a), F(b)) \leq \varepsilon .
$$

Choose two sequences $\left(x_{n}\right)$ and $\left(y_{n}\right)$ in $X$ with $x_{n} \rightarrow a$ and $y_{n} \rightarrow b$, and then choose $N$ such that $d\left(x_{n}, y_{n}\right)<\delta$ for all $n \geq N$. Then

$$
d^{\prime}\left(f\left(x_{n}\right), f\left(y_{n}\right)\right)<\varepsilon
$$

[^8]for all $n \geq N$. Letting $n \rightarrow \infty$, and using the continuity of the metric $d^{\prime}$, we obtain the inequality $d^{\prime}(F(a), F(b)) \leq \varepsilon$.

If $f$ is Lipschitz continuous with some constant $L$, then consider two arbitrary points $a, b \in X$. Choosing again two sequences $\left(x_{n}\right)$ and $\left(y_{n}\right)$ in $X$ with $x_{n} \rightarrow a$ and $y_{n} \rightarrow b$, letting $n \rightarrow \infty$ in the inequality

$$
d^{\prime}\left(f\left(x_{n}\right), f\left(y_{n}\right)\right) \leq L d\left(x_{n}, y_{n}\right)
$$

we obtain

$$
d^{\prime}(F(a), F(b)) \leq L d(a, b)
$$

as desired.
Finally, if $f$ is an isometry, then using the above notations, letting $n \rightarrow \infty$ in the identity

$$
d^{\prime}\left(f\left(x_{n}\right), f\left(y_{n}\right)\right)=d\left(x_{n}, y_{n}\right)
$$

we obtain that

$$
d^{\prime}(F(a), F(b))=d(a, b)
$$

for all $a, b \in X$.
The following important property was essentially established at the beginning of the above proof:

Proposition 1.15 Let $X, X^{\prime}$ be two metric spaces and $F, G: X \rightarrow X^{\prime}$ two continuous functions. If $F=G$ on a dense set $D$ of $X$, then $F=G$ on $X$.

Proof Given any $a \in X$, by the density of $D$ there exists a sequence $\left(x_{n}\right) \subset D$ converging to $a$. Letting $n \rightarrow \infty$ in the equality $F\left(x_{n}\right)=G\left(x_{n}\right)$ and using the continuity of $F$ and $G$ in $a$ we conclude that $F(a)=G(a)$.

In view of the usefulness of completeness it is important to know that every metric space may be completed. More precisely, we have the following

Proposition 1.16 (Hausdorff) Given a non-complete metric space $(X, d)$, there exists a complete metric space $\left(X^{\prime}, d^{\prime}\right)$ and an isometry $h: X \rightarrow X^{\prime}$.

Remark Using the isometry $h$ we may identify $(X, d)$ with the subspace $h(X)$ of $\left(X^{\prime}, d^{\prime}\right)$.

Proof Consider the complete metric space $\left(X^{\prime}, d^{\prime}\right)=\mathcal{B}(X, \mathbb{R})$ and fix an arbitrary point $a \in X$. For each $x \in X$ we define a function $h(x)=h_{x}: X \rightarrow \mathbb{R}$ by setting

$$
h_{x}(y):=d(x, y)-d(a, y), \quad y \in X .
$$

Then $h_{x} \in \mathcal{B}(X, \mathbb{R})$ because

$$
\left|h_{x}(y)-h_{x}(z)\right| \leq\left|h_{x}(y)\right|+\left|h_{x}(z)\right| \leq 2 d(x, a)
$$

for all $y, z \in X$ by the triangle inequality.
Since

$$
\left|h_{x}(z)-h_{y}(z)\right|=|d(x, z)-d(y, z)| \leq d(x, y)
$$

for all $z \in X$, we have

$$
\begin{equation*}
d^{\prime}\left(h_{x}, h_{y}\right) \leq d(x, y) \tag{1.4}
\end{equation*}
$$

for all $x, y \in X$. The converse inequality also holds because

$$
d^{\prime}\left(h_{x}, h_{y}\right) \geq\left|h_{x}(y)-h_{y}(y)\right|=d(x, y) .
$$

Remark If the metric $d$ is bounded, then the proof may be simplified by setting $h_{x}(y):=d(x, y)$.

If $\left(X^{\prime}, d^{\prime}\right)$ is replaced by the set of limits of the convergent sequences in $h(X),{ }^{11}$ then we may also assume in the preceding proposition that the range of $h$ is dense in $\left(X^{\prime}, d^{\prime}\right)$. Then ( $X^{\prime}, d^{\prime}$ ) is essentially unique:
*Proposition 1.17 Let $X$ be a metric space and $X_{1}, X_{2}$ two complete metric spaces. Assume that there exist two isometries $h_{i}: X \rightarrow X_{i}$ such that $h_{i}(X)$ is dense in $X_{i}$ ( $i=1,2$ ). Then there exists an isometric bijectionf: $X_{1} \rightarrow X_{2}$ such that $f \circ h_{1}=h_{2}$.

Proof Applying Proposition 1.14 the isometries

$$
h_{2} \circ\left(h_{1}\right)^{-1}: h_{1}(X) \rightarrow h_{2}(X) \quad \text { and } \quad h_{1} \circ\left(h_{2}\right)^{-1}: h_{2}(X) \rightarrow h_{1}(X)
$$

may be extended to two isometries $f: X_{1} \rightarrow X_{2}$ and $g: X_{2} \rightarrow X_{1}$. Since

$$
\begin{aligned}
& (g \circ f)(x)=x \text { for all } x \in h_{1}(X), \text { and } h_{1}(X) \text { is dense in } X_{1}, \\
& (f \circ g)(x)=x \text { for all } x \in h_{2}(X), \text { and } h_{2}(X) \text { is dense in } X_{2},
\end{aligned}
$$

applying Proposition 1.15 we have

$$
g \circ f=\mathrm{i} d_{X_{1}} \quad \text { and } \quad f \circ g=\mathrm{i} d_{X_{2}} .
$$

This shows that $f$ is a bijection between $X_{1}$ and $X_{2}$.

[^9]
### 1.4 Compactness

We start by recalling a basic theorem of classical analysis:
Proposition 1.18 (Bolzano-Weierstrass) Every bounded real sequence has a convergent subsequence.

Proof It follows from the usual axioms of real numbers that every bounded and monotone sequence is convergent. Therefore the theorem follows from the next proposition.

Proposition 1.19 (Kürschák) Every real sequence has a monotone subsequence.
Proof An element $x_{n}$ of the sequence $\left(x_{n}\right)$ is called a peak if $x_{n}>x_{m}$ for all $m>n .{ }^{12}$ If there are infinitely many peaks, then they form a decreasing subsequence.

Otherwise there are no peaks after some index $N$. Starting with $x_{N+1}$ we may therefore define by induction a non-decreasing subsequence.

It follows from Proposition 1.18 that in a bounded closed set of real numbers every sequence has a convergent subsequence. This may fail even in complete metric spaces:

Example Let $K$ be an infinite set in a discrete (and hence complete) metric space, and $\left(x_{n}\right)$ a sequence formed by distinct elements of $K$. Then $K$ is bounded and closed, but $\left(x_{n}\right)$ has no convergent subsequence.

A more useful generalization of bounded closed number sets is provided by the compact sets:

Definitions Let $X$ be a metric space.

- $a \in X$ is a cluster point of a sequence $\left(x_{n}\right) \subset X$ if $\left(x_{n}\right)$ has a subsequence converging to $a$.
- $X$ is compact if every sequence in $X$ has at least one cluster point.
- More generally, a set $K \subset X$ is compact if every sequence in $K$ has at least one cluster point belonging to $K$. ${ }^{13}$


## Examples

- By the Bolzano-Weierstrass theorem the compact sets of $\mathbb{R}$ are the bounded closed sets.
- In discrete metric spaces the compact sets are the finite sets.

[^10]
## Remarks

- The limit of a convergent sequence is also a cluster point. Moreover, by Proposition 1.2 (c) it is its unique cluster point.
- In compact metric spaces the converse of the preceding property also holds. For if $a$ is a cluster point, but not a limit of a sequence $\left(x_{n}\right)$, then by Proposition 1.2 (d) there exists a subsequence $\left(x_{n_{k}}\right)$ of $\left(x_{n}\right)$ for which $a$ is no longer a cluster point. By compactness this sequence has a cluster point $b$ that is necessarily different from $a$, and $b$ is also a cluster point of the original sequence $\left(x_{n}\right)$.
- For Cauchy sequences the two notions coincide. Indeed, let $a$ be a cluster point of a Cauchy sequence $\left(x_{n}\right)$, and consider a subsequence $x_{n_{k}} \rightarrow a$. For any given $\varepsilon>0$ choose $N$ such that $d\left(x_{n}, x_{m}\right)<\varepsilon / 2$ for all $n, m \geq N$, and then choose a large index $n_{k} \geq N$ such that $d\left(x_{n_{k}}, a\right)<\varepsilon / 2$. Then

$$
d\left(x_{n}, a\right) \leq d\left(x_{n}, x_{n_{k}}\right)+d\left(x_{n_{k}}, a\right)<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
$$

for all $n \geq N$. This shows that $x_{n} \rightarrow a$.
The following result is analogous to Lemma 1.3, p. 9:
Lemma 1.20 Given a sequence $\left(x_{n}\right)$ and a point a in a metric space, the following conditions are equivalent:
(a) every open set $U$ containing a contains infinitely many elements of $\left(x_{n}\right)$;
(b) every ball $B_{r}(a)$ contains infinitely many elements of $\left(x_{n}\right)$;
(c) a is a cluster point of $\left(x_{n}\right)$, i.e., there exists a subsequence $x_{n_{k}} \rightarrow a$.

Proof
(a) $\Rightarrow$ (b) because the balls $B_{r}(a)$ are open.
(b) $\Rightarrow$ (c) We may define by induction a strictly increasing sequence $\left(n_{k}\right)$ of positive integers such that $x_{n_{k}} \in B_{1 / k}(a)$ for all $k$.
(c) $\Rightarrow$ (a) Choose a ball $B_{r}(a) \subset U$. There exists an index $k_{0}$ such that $d\left(a, x_{n_{k}}\right)<r$ for all $k \geq k_{0}$, and then $x_{n_{k}} \in U$ for all $k \geq k_{0}$.

There is a variant of Proposition 1.9 (p. 15):

## Proposition 1.21

(a) The product of finitely many compact metric spaces is compact.
(b) The closed subspaces of compact metric spaces are compact.

## Proof

(a) Consider a sequence $\left(x_{n}\right)$ in the product $(X, d)$ of the compact metric spaces $\left(X_{1}, d_{1}\right), \ldots,\left(X_{m}, d_{m}\right)$, and write $x_{n}=\left(x_{n 1}, \ldots, x_{n m}\right)$.

Since ( $X_{1}, d_{1}$ ) is compact, there exists a point $a_{1} \in X_{1}$ and a subsequence $\left(x_{n}^{1}\right)$ of $\left(x_{n}\right)$ such that $d_{1}\left(x_{n 1}^{1}, a_{1}\right) \rightarrow 0$.

Next, since $\left(X_{2}, d_{2}\right)$ is compact, there exists a point $a_{2} \in X_{2}$ and a subsequence $\left(x_{n}^{2}\right)$ of $\left(x_{n}^{1}\right)$ such that $d_{2}\left(x_{n 2}^{2}, a_{2}\right) \rightarrow 0$.

Since $\left(x_{n 1}^{2}\right)$ is a subsequence of $\left(x_{n 1}^{1}\right)$, we also have $d_{1}\left(x_{n 1}^{2}, a_{1}\right) \rightarrow 0$.

Continuing, after $m$ steps we obtain a subsequence $\left(x_{n}^{m}\right)$ of $\left(x_{n}\right)$ and suitable points $a_{j} \in X_{j}$ such that

$$
d_{j}\left(x_{n j}^{m}, a_{j}\right) \rightarrow 0, \quad j=1, \ldots, m
$$

Setting $a:=\left(a_{1}, \ldots, a_{m}\right) \in X$ we conclude that

$$
d\left(x_{n}^{m}, a\right)=d_{1}\left(x_{n 1}^{m}, a_{1}\right)+\cdots+d_{m}\left(x_{n m}^{m}, a_{m}\right) \rightarrow 0,
$$

i.e., $x_{n}^{m} \rightarrow a$ in ( $X, d$ ).
(b) Let $F$ be a closed subspace of a compact metric space $(X, d)$, and $\left(x_{n}\right)$ a sequence in $F$. Since $X$ is compact, $\left(x_{n}\right)$ has a subsequence $\left(x_{n_{k}}\right)$ converging to some point $x \in X$. Since $F$ is closed, $x \in F$.

Proposition 1.22 The compact sets of metric spaces are closed.
Proof Consider a convergent sequence $x_{n} \rightarrow x$ in a metric space $X$, and assume that the elements $x_{n}$ belong to some compact set $K$. We have to show that $x \in K$.

Since $K$ is compact, there exists a convergent subsequence, say $x_{n_{k}} \rightarrow y \in K$. Since we also have $x_{n_{k}} \rightarrow x$, by the uniqueness of the limit we conclude that $x=y$. Therefore $x=y \in K$.

Next we establish the following version of Proposition 1.12 (p. 17):
Proposition 1.23 (Cantor's Intersection Theorem) Let $\left(F_{n}\right)$ be a non-increasing sequence of non-empty compact sets in a metric space $X$. Then the sets $F_{n}$ have at least one common point. ${ }^{14}$

Proof We select a point $x_{n}$ in each set $F_{n}$. Since $\left(x_{n}\right) \subset F_{1}$ and $F_{1}$ is compact, there exists a point $x \in F_{1}$ and a subsequence $x_{n_{k}} \rightarrow x \in X$. Since $F_{m}$ is closed and $\left(x_{n_{k}}\right)_{k \geq m} \subset F_{m}$ for each $m, x$ belongs to each $F_{m}$.

Next we study the continuous functions defined on compact sets.
Theorem 1.24 (Weierstrass) If $f: X \rightarrow \mathbb{R}$ is a continuous function on a compact metric space $X$, then $f$ is bounded; moreover, it has maximal and minimal values.

Proof Choose a minimizing sequence, i.e., a sequence $\left(x_{n}\right) \subset X$ satisfying

$$
f\left(x_{n}\right) \rightarrow \inf _{x \in X} f(x)=: m
$$

Since $X$ is compact, there exists a convergent subsequence $x_{n_{k}} \rightarrow a$. We clearly have $f\left(x_{n_{k}}\right) \rightarrow m$.

[^11]Fig. 1.7 Weierstrass'
theorem


Since $f$ is continuous at $a$, we also have $f\left(x_{n_{k}}\right) \rightarrow f(a)$, and hence $f(a)=m$ by the uniqueness of the limit (Fig. 1.7).

The proof for the maximum is analogous.
We illustrate the usefulness of this theorem by studying the diameter

$$
\operatorname{diam} K:=\sup \{d(x, y): x, y \in K\}
$$

of a set and the distance

$$
\operatorname{dist}(K, L):=\inf \{d(x, y): x \in K, y \in L\}
$$

of two sets in a metric space $(X, d) .{ }^{15}$
For non-empty compact sets these upper and lower bounds are attained:
*Proposition 1.25 Let $K$ and $L$ be non-empty compact sets in a metric space ( $X, d$ ).
(a) There exist points $a, b \in K$ such that $\operatorname{diam} K=d(a, b)$.
(b) There exist points $a \in K$ and $b \in L$ such that $\operatorname{dist}(K, L)=d(a, b)$.

## Proof

(a) The restriction of the metric $d$ to the product set $K \times K$ is continuous. Since $K \times K$ is compact, this function has a maximal value.
(b) The restriction of the metric $d$ to the product set $K \times L$ is continuous. Since $K \times L$ is compact, this function has a minimal value.

[^12]The following important generalization of Theorem 1.24 states that the continuous image of a compact set is compact:

Theorem 1.26 (Hausdorff) Let $X, Y$ be metric spaces and $f: X \rightarrow Y a$ continuous function. If $K$ is a compact set in $X$, then $f(K)$ is a compact set in $Y$.

Proof Given an arbitrary sequence $\left(x_{n}\right)$ in $K$, we have to find a subsequence $\left(x_{n_{k}}\right)$ and a point $a \in K$ such that $f\left(x_{n_{k}}\right) \rightarrow f(a)$.

Since $K$ is compact, there exists a subsequence ( $x_{n_{k}}$ ) and a point $a \in K$ such that $x_{n_{k}} \rightarrow a$. Since $f$ is continuous at $a$, this implies that $f\left(x_{n_{k}}\right) \rightarrow f(a)$.

Another important property is that in compact spaces the notions of continuity and uniform continuity coincide:

Theorem 1.27 (Heine) Let $X, X^{\prime}$ be metric spaces and $f: X \rightarrow X^{\prime}$ a continuous function. If $X$ is compact, then $f$ is uniformly continuous.

Proof We denote by $d$ and $d^{\prime}$ the metrics of $X$ and $X^{\prime}$. Assume on the contrary that $f$ is not uniformly continuous. Then there exist $\varepsilon>0$ and two sequences $\left(x_{n}\right),\left(y_{n}\right)$ in $X$ such that $d\left(x_{n}, y_{n}\right) \rightarrow 0$, but $d^{\prime}\left(f\left(x_{n}\right), f\left(y_{n}\right)\right) \geq \varepsilon$ for all $n$. Since $X$ is compact, $\left(x_{n}\right)$ has a convergent subsequence $x_{n_{k}} \rightarrow a$. Since $d\left(x_{n_{k}}, y_{n_{k}}\right) \rightarrow 0$, using the triangle inequality we also have $y_{n_{k}} \rightarrow a$ :

$$
d\left(a, y_{n_{k}}\right) \leq d\left(a, x_{n_{k}}\right)+d\left(x_{n_{k}}, y_{n_{k}}\right) \rightarrow 0 .
$$

Since $f$ is continuous at $a$, we have $f\left(x_{n_{k}}\right) \rightarrow f(a)$ and $f\left(y_{n_{k}}\right) \rightarrow f(a)$, so that $d^{\prime}\left(f\left(x_{n_{k}}\right), f\left(y_{n_{k}}\right)\right) \rightarrow 0$ by the triangle inequality in $X^{\prime}$. This contradicts the choice of the sequences $\left(x_{n}\right)$ and $\left(y_{n}\right)$.

Next we give two important characterizations of compactness.
Definition A set $K$ in a metric space is totally bounded (or completely bounded or precompact $)^{16}$ if for any given $r>0$ it has a finite cover by balls of radius $r$.

Since a ball of radius $r$ has a diameter $\leq 2 r$ and since every set of diameter $<r$ is contained in a ball of radius $r$, an equivalent definition is obtained by replacing the words "balls of radius $r$ " by "sets of diameter $<r$ ".

## Examples

- The implications

$$
\text { finite } \Longrightarrow \text { totally bounded } \Longrightarrow \text { bounded }
$$

[^13]always hold. The first one is obvious. To prove the second we fix $\varepsilon>0$ arbitrarily and we cover $K$ by the balls $B_{r}\left(x_{1}\right), \ldots, B_{r}\left(x_{n}\right)$. Then
$$
\operatorname{diam} K \leq 2 r+\max \left\{d\left(x_{i}, x_{j}\right): i, j=1, \ldots, n\right\}<\infty
$$

- In discrete metric spaces we have the equivalence

$$
\text { finite } \Longleftrightarrow \text { totally bounded. }
$$

- In $\mathbb{R}^{N}$ we have the equivalence

$$
\text { totally bounded } \Longleftrightarrow \text { bounded; }
$$

see Theorem 3.10 (c) below (p. 79) for a more general result.

Theorem 1.28 Given a set $K$ in a metric space $(X, d)$, the following properties are equivalent:
(a) every open cover of $K$ has a finite subcover;
(b) $K$ is compact, i.e., every sequence in $K$ has a subsequence converging to some element of $K$;
(c) $K$ is totally bounded and complete.

Property (a) means that if $K \subset \cup U_{\alpha}$ for an arbitrary family $\left\{U_{\alpha}\right\}$ of open sets, then

$$
K \subset U_{\alpha_{1}} \cup \cdots \cup U_{\alpha_{n}}
$$

for a suitable finite subfamily.

## Proof

(a) $\Rightarrow$ (b). If $K$ is not compact, then there exists a sequence $\left(x_{n}\right) \subset K$ having no cluster point in $K$. Using Lemma 1.20, p. 24, we may fix for each $x \in K$ an open ball $U_{x}$ centered at $x$ that contains at most finitely many elements of the sequence $\left(x_{n}\right)$. These balls form an open cover of $K$ without any finite subcover, because any finite union of sets $U_{x}$ contains at most finitely many elements of the sequence $\left(x_{n}\right) \subset K$. Hence $K$ does not have property (a) either.
(b) $\Rightarrow$ (c). First we show that $K$ is complete. If $\left(x_{n}\right)$ is a Cauchy sequence in $K$, then it has a cluster point in $K$ by (b). Since $\left(x_{n}\right)$ is a Cauchy sequence, this cluster point is also its limit by the last remark on p. 24.
Now assume that $K$ is not totally bounded, and fix $r>0$ such that $K$ cannot be covered by finitely many balls of radius $r$. Fix an arbitrary point $x_{1} \in K$, and construct by recursion a sequence $\left(x_{n}\right)$ satisfying

$$
x_{n} \in K \backslash \bigcup_{i=1}^{n-1} B_{r}\left(x_{i}\right)
$$

for all $n=2,3, \ldots$ Then $d\left(x_{n}, x_{m}\right) \geq r$ whenever $m \neq n$, so that the sequence $\left(x_{n}\right) \subset K$ cannot have cluster points, contradicting the compactness of $K$.
(c) $\Rightarrow$ (a). Assume on the contrary that $K$ has an open cover $\left\{U_{\alpha}\right\}$ without any finite subcover. We say that a closed subset of $K$ is bad if it cannot be covered by finitely many sets $U_{\alpha}$. For example, $K$ itself is a bad set.
Each bad set $F$ has arbitrarily small bad subsets. Indeed, since $K$ is totally bounded, for each $r>0$ it has a finite cover by closed balls $B_{j}$ of diameter $<r$. At least one of the sets $B_{j} \cap F$ is bad, for otherwise each of them and hence also $F$ would have a finite cover by sets $U_{\alpha}$, contradicting our assumption.
Using this property, starting with $F_{1}:=K$ we may construct a non-increasing sequence $\left(F_{n}\right)$ of bad sets, satisfying $\operatorname{diam} F_{n} \rightarrow 0$. By Proposition 1.12 (p. 17) they have a common point $x$. Since $x \in F_{1}=K$, it belongs to some set $U_{\beta}$. Since $U_{\beta}$ is open and $\operatorname{diam} F_{n} \rightarrow 0$, we have $F_{n} \subset U_{\beta}$ if $n$ is sufficiently large, contradicting the badness of $F_{n}$.

Now we generalize the Bolzano-Weierstrass theorem:
Corollary 1.29 In a complete metric space a set is compact if and only if it is totally bounded and closed. ${ }^{17}$

Proof If $K$ is totally bounded and closed, then it is complete by Proposition 1.9 (b) (p. 15), and hence compact by the preceding theorem.

If $K$ is compact, then it is closed by Proposition 1.22 (p. 25) and totally bounded by the preceding theorem.

We end this section by proving that compact metric spaces are not "too big".
Definition A metric space is separable if it contains a countable dense set.
Example $\mathbb{R}$ is separable because the rational numbers are dense in $\mathbb{R}$.

## Proposition 1.30

(a) Every compact metric space is separable.
(b) All subspaces of a separable metric space are separable.
(c) Let $X, Y$ be metric spaces and $f: X \rightarrow Y$ a continuous function. If $A$ is a dense set in $X$, then $f(A)$ is a dense set in the subspace $f(X)$ of $Y$.
(d) The continuous image of a separable metric space is separable.

Proof
(a) If $X$ is a compact metric space, then for each positive integer $n$ it has a finite cover by balls of radius $1 / n$ :

$$
X=B_{1 / n}\left(a_{n 1}\right) \cup \cdots \cup B_{1 / n}\left(a_{n k_{n}}\right), \quad n=1,2, \ldots
$$

[^14]Then the countable set

$$
A:=\left\{a_{n j}: n=1,2, \ldots, \quad j=1, \ldots, k_{n}\right\}
$$

is dense in $X$ because each ball $B_{r}(a) \subset X$ meets $A$.
Indeed, fix an integer $n>1 / r$ and then choose an index $j$ such that $a \in$ $B_{1 / n}\left(a_{n j}\right)$. Then $a_{n j} \in B_{r}(a)$.
(b) Let $A$ be a countable dense set in a separable metric space $X$, and consider a subspace $Y$. If the ball $B_{1 / n}(a)$ meets $Y$ for some $a \in A$ and $n \geq 1$, then choose a point $y_{a n} \in Y \cap B_{1 / n}(a)$. We claim that the countable set $\left\{y_{a n}\right\} \subset Y$ meets each ball $B_{r}(y) \subset Y$.

Fix an integer $n>2 / r$, and then choose a point $a \in A \cap B_{1 / n}(y)$. Then $y \in Y \cap B_{1 / n}(a)$, so that we have chosen earlier a point $y_{a n} \in Y \cap B_{1 / n}(a)$. Since

$$
d\left(y, y_{a n}\right) \leq d(y, a)+d\left(a, y_{a n}\right)<2 / n<r,
$$

we conclude that $y_{a n} \in B_{r}(y)$.
(c) It suffices to show that if $A$ is dense in $X$, then $f(A)$ is dense in $f(X)$. Given $f(x) \in f(X)$ arbitrarily we choose a sequence $\left(a_{n}\right) \subset A$ converging to $x$. Then $\left(f\left(a_{n}\right)\right) \subset f(A)$, and $f\left(a_{n}\right) \rightarrow f(x)$ by the continuity of $f$.
(d) Apply (c) with a countable dense set $A$ in $X$.

### 1.5 Exercises

Exercise 1.1 If a function $d: X \times X \rightarrow \mathbb{R}$ satisfies the conditions

$$
d(x, y)=0 \Longleftrightarrow x=y
$$

and

$$
d(x, y) \leq d(z, x)+d(z, y)
$$

for all $x, y, z \in X$, then $d$ is a metric on $X$.
Exercise 1.2 An ultrametric is a metric satisfying the following strengthening of the triangle inequality:

$$
d(x, y) \leq \max \{d(x, z), d(z, y)\} .
$$

If $d$ is an ultrametric on $X$, then $(X, d)$ is called an ultrametric space. Prove that the following metrics are ultrametrics:
(i) The discrete metrics.
(ii) We define the distance between two sequences of real numbers to be equal to $2^{-n}$ if they first differ at their $n$th elements.
(iii) Fix a prime number $p$, and define the distance between two rational numbers $x \neq y$ to be $p^{-n}$ if $x-y=a p^{n} / b$ with integers $a, b$, neither of which is a multiple of $p .{ }^{18}$

Henceforth, let $(X, d)$ be an ultrametric space. Prove the following:
(iv) All triangles are either equilateral, or isosceles with the unequal side being the shortest.
(v) Every point in a given ball is a center of that ball, with the same radius.
(vi) If two balls intersect, then one of them contains the other.
(vii) All open balls are closed and all closed balls are open.

Exercise 1.3 Prove the following results concerning the fixed point Theorem 1.10, p. 16.
(i) We cannot take $L=1$ in the theorem, even if $X$ is compact.
(ii) We cannot weaken the contraction assumption to

$$
d(f(x), f(y))<d(x, y) \quad \text { whenever } \quad x \neq y
$$

(iii) However, the weaker assumption of (ii) implies the existence of a unique fixed point in compact metric spaces.
(iv) The function $f(x):=x^{2}$ on the compact interval $[0,1]$ has a unique fixed point, although the above assumption is not satisfied.
(v) Every monotone and continuous function $f: I \rightarrow I$, where $I$ is a non-empty compact interval, has at least one fixed point.

Exercise 1.4 Let $X$ be a metric space.
(i) The accumulation points of a set in $X$ form a closed set.
(ii) The cluster points of a sequence in $X$ form a separable closed set.
(iii) Conversely, every non-empty separable closed subset of $X$ is the set of cluster points of a suitable sequence in $X$.
(iv) $X$ is compact if and only if every infinite subset of $X$ has an accumulation point in $X$.
(v) If a sequence $\left(x_{n}\right)$ of real numbers satisfies $x_{n+1}-x_{n} \rightarrow 0$, then its cluster points form a closed interval.

Exercise 1.5 Let $f:[0, \infty) \rightarrow[0, \infty)$ be a non-decreasing, continuous function satisfying $f(a)=0 \Longleftrightarrow a=0$, and $f(a+b) \leq f(a)+f(b)$ for all $a, b .{ }^{19}$ Prove that if $d$ is a metric on $X$, then $f \circ d$ is also a metric on $X$.

Furthermore, the convergent or Cauchy sequences, and the closed, open, complete and compact sets are the same for the two metrics.

Exercise 1.6 (Lebesgue) Let $\left(U_{i}\right)$ be an open cover of a compact set $K$ in a metric space $(X, d)$. Prove that there exists a $\delta>0$ such that if $x, y \in K$ and $d(x, y)<\delta$, then there exists an index $i$ satisfying $x, y \in U_{i}$.

[^15]Exercise 1.7 Prove that we may define the product of countably many metric spaces by the formula

$$
d(x, y):=\sum_{i=1}^{\infty} \frac{d_{i}\left(x_{i}, y_{i}\right)}{1+2^{i} d_{i}\left(x_{i}, y_{i}\right)} .
$$

Prove that the metric convergence in the product space is equivalent to the component-wise convergence.

Exercise 1.8 (Cantor's Ternary Set) Starting with $C_{1}:=[0,1]$, we define a decreasing family ( $C_{n}$ ) of compact sets as follows. First we remove from $C_{1}$ its open middle third $\left(\frac{1}{3}, \frac{2}{3}\right)$ to get $C_{2}=\left[0, \frac{1}{3}\right] \cup^{*}\left[\frac{2}{3}, 1\right]$ : the union of two disjoint closed intervals.

Next we remove the open middle third $\left(\frac{1}{9}, \frac{2}{9}\right)$ and $\left(\frac{7}{9}, \frac{8}{9}\right)$ from the latter two closed intervals to get $C_{3}$ : the union of four disjoint closed intervals.

Continuing by induction, in the $n$th step we remove $2^{n-1}$ open middle thirds to get $C_{n+1}$ : the union of $2^{n}$ disjoint closed intervals.

The intersection $C:=\cap C_{n}$ is called Cantor's ternary set. Prove the following:
(i) $C$ consists of those points $t \in[0,1]$ that can be written in the form

$$
\begin{equation*}
t=2\left(\frac{t_{1}}{3}+\frac{t_{2}}{3^{2}}+\cdots+\frac{t_{n}}{3^{n}}+\cdots\right) \tag{1.5}
\end{equation*}
$$

for suitable integers $t_{n} \in\{0,1\}$.
(ii) $C$ is closed, and has no isolated points.
(iii) $C$ has the power of the continuum.

Exercise 1.9 A set $A \subset \mathbb{R}$ is called perfect if it is closed and has no isolated points. For example, every non-degenerate ${ }^{20}$ closed interval is perfect, and Cantor's ternary set in the preceding exercise is perfect. Prove the following:
(i) A set is perfect if and only if it is equal to the set of its accumulation points.
(ii) Every open set $U \subset \mathbb{R}$ is the union of countably many disjoint open intervals.
(iii) Every closed set $F \subset \mathbb{R}$ has the form

$$
\begin{equation*}
F=\mathbb{R} \backslash \cup_{i \in I}^{*}\left(a_{i}, b_{i}\right) \tag{1.6}
\end{equation*}
$$

with countably many disjoint open intervals $\left(a_{i}, b_{i}\right) .{ }^{21}$
(iv) A closed set $F \subset \mathbb{R}$ is perfect if and only if the closed intervals $\left[a_{i}, b_{i}\right]$ in (1.6) are also pairwise disjoint.
(v) (Cantor-Bendixson theorem) Every closed set $F \subset \mathbb{R}$ is the union of a perfect set and a countable (maybe finite or empty) set.

[^16]Exercise 1.10 A set $A \subset \mathbb{R}^{n}$ is called perfect if it is closed, and has no isolated points. For example, every closed ball is perfect. We say that $x \in \mathbb{R}^{n}$ is a condensation point of $A \subset \mathbb{R}^{n}$ if each neighborhood of $x$ contains uncountably many points of $A$. Prove the following:
(i) A set is perfect if and only if it is equal to the set of its accumulation points.
(ii) (Lindelöf) Every uncountable set $A \subset \mathbb{R}^{n}$ has at least one condensation point.
(iii) The condensation points of a set $A \subset \mathbb{R}^{n}$ form a perfect set $P$, and $P \backslash A$ is countable (maybe finite or empty).
(iv) (Cantor-Bendixson theorem) Every closed set $F \subset \mathbb{R}^{n}$ is the union of a perfect set and a countable set.

Exercise 1.11 (Alexandroff's Theorem) Let $(X, d)$ be a complete metric space. Prove the following:
(i) If $G$ is a non-empty proper open subset of $X$, then the formula

$$
D(x, y):=d(x, y)+\left|\frac{1}{\operatorname{dist}(x, X \backslash G)}-\frac{1}{\operatorname{dist}(y, X \backslash G)}\right|
$$

defines a complete metric on $G$.
Furthermore, $(G, D)$ and the metric subspace $(G, d)$ have the same convergent sequences, and the same open, closed and compact sets. We say that the metrics $d$ and $D$ are equivalent on $G$.
(ii) More generally, if $Y=\cap_{i=1}^{\infty} G_{i}$ where $G_{1}, G_{2}, \ldots$ is a sequence of open sets in $X$ (such sets are called $G_{\delta}$ sets), then the formula

$$
D(x, y):=d(x, y)+\sum_{i=1}^{\infty} 2^{-i} \min \left\{1,\left|\frac{1}{\operatorname{dist}\left(x, X \backslash G_{i}\right)}-\frac{1}{\operatorname{dist}\left(y, X \backslash G_{i}\right)}\right|\right\}
$$

defines a complete metric on $Y$ that is equivalent to $d$ on $Y$. In other words, every non-empty $G_{\delta}$ subset of a complete metric space is completely metrizable.
(iii) Every closed set in a metric space is also a $G_{\delta}$ set.
(iv) Only the non-empty $G_{\delta}$ subsets of complete metric spaces are completely metrizable.

Exercise 1.12 (Hausdorff Distance) Consider the family $\mathcal{A}$ of bounded closed sets in a metric space. For $A \in \mathcal{A}$ and $r>0$ we set $V_{r}(A)=\{x: \operatorname{dist}(x, A)<r\}$. Prove that the formula

$$
d(A, B):=\inf \left\{r: A \subset V_{r}(B) \quad \text { and } \quad B \subset V_{r}(A)\right\}
$$

defines a metric on $\mathcal{A}$.

Exercise 1.13 The null set $f^{-1}(0)$ of a continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$ is closed. Conversely, every closed set of real numbers is the null-set of a suitable continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$.

Exercise 1.14 We define the oscillation function $\omega_{f}: \mathbb{R} \rightarrow \mathbb{R}$ of a function $f$ : $\mathbb{R} \rightarrow \mathbb{R}$ by the formula

$$
\omega_{f}(x):=\lim _{r \rightarrow 0}\left(\sup _{B_{r}(x)} f-\inf _{B_{r}(x)} f\right)
$$

Prove the following:
(i) $\omega_{f}$ is well-defined, nonnegative, upper semi-continuous, ${ }^{22}$ and

$$
f \text { is continuous in } x \Longleftrightarrow \omega_{f}(x)=0
$$

(ii) $f$ is continuous in $x$ if and only if

$$
x \in \bigcap_{n=1}^{\infty}\left\{y \in \mathbb{R}: \omega_{f}(y)<\frac{1}{n}\right\}
$$

Hence the set of continuity of $f$ is a $G_{\delta}$ set.
(iii) There is no function $f: \mathbb{R} \rightarrow \mathbb{R}$ that is continuous exactly at the rational points.
(iv) There exists a function $f: \mathbb{R} \rightarrow \mathbb{R}$ that is continuous exactly at the irrational points.
(v) Every $G_{\delta}$ set of real numbers is the set of continuity of a suitable function $f: \mathbb{R} \rightarrow \mathbb{R}$.

Exercise 1.15 Let $X$ be a metric space.
(i) (Urysohn) If $A$ and $B$ are non-empty disjoint closed sets in $X$, then the formula

$$
f(x):=\frac{\operatorname{dist}(x, A)-\operatorname{dist}(x, B)}{\operatorname{dist}(x, A)+\operatorname{dist}(x, B)}
$$

defines a continuous function $f: X \rightarrow \mathbb{R}$ satisfying $f=-1$ on $A$ and $f=1$ on $B$.
(ii) Given a closed set $F \subset X$ and a continuous function $g: F \rightarrow[-M, M]$, there exists a continuous function

$$
f_{1}: X \rightarrow\left[-\frac{M}{3}, \frac{M}{3}\right] \quad \text { satisfying } \quad\left|g-f_{1}\right| \leq \frac{2 M}{3} \quad \text { on } \quad F .
$$

[^17](iii) Given a closed set $F \subset X$ and a continuous function $g: F \rightarrow[-M, M]$, there exists a continuous function $f: X \rightarrow[-M, M]$ satisfying $f=g$ on $F$.
(iv) (Tietze) Given a closed set $F \subset X$, every continuous function $g: F \rightarrow \mathbb{R}$ may be extended continuously to $X$.

## Chapter 2 <br> Topological Spaces

Metric spaces are convenient for many applications in geometry and physics, but sometimes we need a broader framework: that of topological spaces. In this chapter we give a short introduction to this theory.

The results of the preceding chapter on continuous functions remain valid. On the other hand, the reader may observe the absence of sequences: they retain their usefulness only in special topological spaces. ${ }^{1}$

Topological spaces are not suitable for the study of uniform continuity either. ${ }^{2}$

### 2.1 Definitions and Examples

Definitions By a topology on a non-empty set $X$ we mean a family $\mathcal{T}$ of subsets of $X$ satisfying the following conditions:
(a) $\varnothing \in \mathcal{T}$ and $X \in \mathcal{T}$;
(b) the intersection of finitely many sets of $\mathcal{T}$ still belongs to $\mathcal{T}$;
(c) the union of an arbitrary subfamily of $\mathcal{T}$ still belongs to $\mathcal{T}$.

If $\mathcal{T}$ is a topology on $X$, then the pair $(X, \mathcal{T})$ is called a topological space, and the elements of $\mathcal{T}$ are called the open sets of $(X, \mathcal{T})$. When the topology is evident from the context, we speak simply of the open sets of $X$. The elements of $X$ are also called points.

[^18]If $\mathcal{T}, \mathcal{S}$ are two topologies on the same set $X$ and $\mathcal{T} \subset \mathcal{S}$, then we say that $\mathcal{T}$ is coarser or weaker than $\mathcal{S}$, or that $\mathcal{S}$ is finer or stronger than $\mathcal{T}$. ${ }^{3}$

Examples Let $X$ be a non-empty set.

- The family of all subsets of $X$ is called the discrete topology on $X$ : every subset of $X$ is open. This is the finest topology on $X$.
- The family $\mathcal{T}=\{\varnothing, X\}$ is called the antidiscrete topology on $X$ : there are only two open sets. This is the coarsest topology on $X$.

We introduce an important special class of topological spaces:
Definition A topological space $X$ is separated or is a Hausdorff space if any two points $x, y \in X$ may be separated by disjoint open sets $U$ and $V$ :

$$
x \in U, \quad y \in V \quad \text { and } \quad U \cap V=\varnothing .
$$

## Examples

- Every discrete topological space is a Hausdorff space.
- The antidiscrete topology on a set of at least two points is not separated.

Proposition 1.1 (p. 5) shows that the open sets of a metric space form a separated topology. Henceforth we associate this topology with the metric. Then we have the

## Proposition 2.1 Every metric space is a Hausdorff space.

## *Remarks

- The topology associated with a discrete metric is the discrete topology, so that our terminology is consistent.
- Two metrics $d_{1}$ and $d_{2}$ on the same set $X$ are called equivalent if they are associated with the same topology. This is the case, for example, if there exist two positive constants $c_{1}, c_{2}$ such that

$$
\begin{equation*}
c_{1} d_{1}(x, y) \leq d_{2}(x, y) \leq c_{2} d_{1}(x, y) \tag{2.1}
\end{equation*}
$$

for all $x, y \in X$.

- The condition (2.1) is sufficient, but not necessary for the equivalence. For example, on the set of positive integers the two metrics

$$
d_{1}(x, y)=|x-y| \quad \text { and } \quad d_{2}(x, y)=\left|x^{-1}-y^{-1}\right|
$$

define the same (discrete) topology, although (2.1) is not satisfied.

- Although the above two metrics define the same topology, $d_{1}$ is complete, while $d_{2}$ is not. This shows that completeness is not a topological property.

[^19]- Not all Hausdorff spaces are metrizable ${ }^{4}$ : see, e.g., the second example on p. 45 and the examples on p. 58. Other, natural examples appear in the study of weak topologies in Functional Analysis.

Next we define products and subspaces of topological spaces.
Proposition 2.2 If $\mathcal{T}$ is a topology on $X$ and $Y \subset X$ is a non-empty set, then

$$
\mathcal{T}_{Y}:=\{U \cap Y: U \in \mathcal{T}\}
$$

is a topology on $Y$.
Proof We check the three properties of topologies.
(a) $\varnothing=\varnothing \cap Y \in \mathcal{T}_{Y}$ and $Y=X \cap Y \in \mathcal{T}_{Y}$.
(b) If $U_{i} \in \mathcal{T}$ for $i=1, \ldots, n$, then

$$
\cap_{i=1}^{n}\left(U_{i} \cap Y\right)=\left(\cap_{i=1}^{n} U_{i}\right) \cap Y \in \mathcal{T}_{Y} .
$$

(c) If $\left\{U_{i}\right\}_{i \in I}$ is an arbitrary subfamily of $\mathcal{T}$, then

$$
\cup_{i \in I}\left(U_{i} \cap Y\right)=\left(\cup_{i \in I} U_{i}\right) \cap Y \in \mathcal{T}_{Y} .
$$

Definition By a (topological) subspace of a topological space $X$ we mean a nonempty subset $Y \subset X$ endowed with the topology $\mathcal{T}_{Y}$. ${ }^{5}$

If $\mathcal{T}_{i}$ is a topology on $X_{i}$ for $i=1, \ldots, m$, then we denote by $\mathcal{B}$ the family of base sets

$$
B=U_{1} \times \cdots \times U_{m}
$$

in $X:=X_{1} \times \cdots \times X_{m}$, where $U_{i}$ runs over $\mathcal{T}_{i}$ for each $i$.
Furthermore, we denote by $\mathcal{T}$ the family of arbitrary (finite or infinite) unions of base sets:

$$
\mathcal{T}=\left\{\cup_{\alpha \in A} B^{\alpha}: B^{\alpha} \in \mathcal{B} \quad \text { for all } \quad \alpha \in A\right\}
$$

Proposition 2.3 $\mathcal{T}$ is a topology on $X$.
Proof We check again the three properties of topologies.
(a) $\varnothing=\varnothing \times \cdots \times \varnothing \in \mathcal{T}$ and $X=X_{1} \times \cdots \times X_{m} \in \mathcal{T}$.

[^20](b) If $U_{1}^{i} \times \cdots \times U_{m}^{i} \in \mathcal{B}$ for $i=1, \ldots, n$, then
$$
\bigcap_{i=1}^{n}\left(U_{1}^{i} \times \cdots \times U_{m}^{i}\right)=\left(\bigcap_{i=1}^{n} U_{1}^{i}\right) \times \cdots \times\left(\bigcap_{i=1}^{n} U_{m}^{i}\right) \in \mathcal{B} .
$$

Next, if $U^{1}, \ldots, U^{n} \in \mathcal{T}$, then each $U^{i}$ has the form

$$
U^{i}=\bigcup_{\alpha_{i} \in A_{i}} B^{\alpha_{i}}
$$

with suitable sets $B^{\alpha_{i}} \in \mathcal{B}$. Hence

$$
\bigcap_{i=1}^{n} U^{i}=\bigcup_{\alpha_{1} \in A_{1}} \cdots \bigcup_{\alpha_{n} \in A_{n}}\left(B^{\alpha_{1}} \cap \cdots \cap B^{\alpha_{n}}\right) \in \mathcal{T}
$$

(c) Each $U^{i}$ again has the form

$$
U^{i}=\bigcup_{\alpha_{i} \in A_{i}} B^{\alpha_{i}}
$$

with suitable sets $B^{\alpha_{i}} \in \mathcal{B}$. Hence

$$
\bigcup_{i \in I} U^{i}=\bigcup_{i \in I} \bigcup_{\alpha_{i} \in A_{i}} B^{\alpha_{i}} \in \mathcal{T} .
$$

Definition The pair $(X, \mathcal{T})$ is called the (topological) product of $\left(X_{1}, \mathcal{T}_{1}\right), \ldots$, $\left(X_{m}, \mathcal{T}_{m}\right) .{ }^{6}$

Different topological spaces may have the same structure:
Definition $X$ and $Y$ are homeomorphic if there exists a bijection $f$ between $X$ and $Y$ such that

$$
U \text { is open in } X \Longleftrightarrow f(U) \text { is open in } Y .
$$

The map $f$ is then called a homeomorphism.
It is clear that homeomorphism is an equivalence relation between topological spaces. Homeomorphic topological spaces have the same topological properties. For example, if $X$ is compact, separable or separated, then every homeomorphic topological space is also compact, separable or separated.

[^21]The following result asserts that the topological product is essentially commutative, associative, and the projections are homeomorphisms.

Proposition 2.4 Let $X_{1}, X_{2}, X_{3}$ be topological spaces.
(a) $X_{1} \times X_{2}$ is homeomorphic to $X_{2} \times X_{1}$.
(b) $\left(X_{1} \times X_{2}\right) \times X_{3}$ is homeomorphic to $X_{1} \times X_{2} \times X_{3}$.
(c) $X_{1} \times\left\{a_{2}\right\}$ is homeomorphic to $X_{1}$ for each fixed $a_{2} \in X_{2}$.

Proof It follows from the definition of the product topology that the maps $\left(x_{1}, x_{2}\right) \mapsto\left(x_{2}, x_{1}\right),\left(\left(x_{1}, x_{2}\right), x_{3}\right):=\left(x_{1}, x_{2}, x_{3}\right)$ and $\left(x_{1}, a_{2}\right) \mapsto x_{1}$ are suitable homeomorphisms.

## *Proposition 2.5

(a) All subspaces of Hausdorff spaces are Hausdorff spaces.
(b) The products of Hausdorff spaces are Hausdorff spaces.

Proof
(a) Let $Y$ be a subspace of $X$, and $a, b \in Y$ two distinct points. Since $X$ is separated, there exist two disjoint open sets $U, V$ in $X$ satisfying $a \in U$ and $b \in V$. Then $U \cap Y$ and $V \cap Y$ are disjoint open sets in $Y$, and $a \in U \cap Y, b \in V \cap Y$.
(b) Let $(X, \mathcal{T})$ be the product of the Hausdorff spaces

$$
\left(X_{1}, \mathcal{T}_{1}\right), \ldots,\left(X_{m}, \mathcal{T}_{m}\right)
$$

and $a=\left(a_{1}, \ldots, a_{m}\right), b=\left(b_{1}, \ldots, b_{m}\right)$ be two distinct points in $X$. There exists an index $j$ such that $a_{j} \neq b_{j}$, and then there exist two disjoint open sets $U_{j}, V_{j}$ in $X_{j}$ such that $a_{j} \in U_{j}$ and $b_{j} \in V_{j}$. Then

$$
U:=\left\{\left(x_{1}, \ldots, x_{m}\right) \in X: x_{j} \in U_{j}\right\}
$$

and

$$
V:=\left\{\left(x_{1}, \ldots, x_{m}\right) \in X: x_{j} \in V_{j}\right\}
$$

are disjoint open sets in $X$ with $a \in U$ and $b \in V$.
We define the closed sets in the same way as in metric spaces:
Definition A set in a topological space is closed if its complement is open.
The definition yields at once the following
Proposition 2.6 Let $X$ be a topological space.
(a) $\varnothing$ and $X$ are closed sets.
(b) The union of finitely many closed sets is closed.
(c) The intersection of any (finite or infinite) family of closed sets is closed.

The closed sets of (topological) subspaces are easily characterized:
Proposition 2.7 Let $Y$ be a subspace of a topological space $X$. The closed sets of $Y$ are the sets $F \cap Y$ where $F$ runs over the closed sets of $X$.

Proof The closed sets of $Y$ are the complements of the open sets of $Y$, i.e. the sets $Y \backslash(Y \cap U)$, where $U$ runs over the open sets of $X$. Since

$$
Y \backslash(Y \cap U)=Y \cap(X \backslash U)
$$

we conclude by observing that $X \backslash U$ runs over the closed sets of $X$.
Definitions Let $A$ be a set in a topological space $X$.

- The union of all open subsets $A \subset X$ is the largest open subset of $A$. It is called the interior of $A$, and is denoted by int $A$. Its elements are called the interior points of $A$.
- The intersection of all closed sets $F \supset A$ is the smallest closed set containing $A$ as a subset. It is called the closure of $A$, and is denoted by $\bar{A}$.
- We have

$$
\operatorname{int} A \subset A \subset \bar{A}
$$

by definition. The set $\partial A:=\bar{A} \backslash \operatorname{int} A$ is called the boundary of $A$. Its elements are called the boundary points of $A$.

- The union of all open sets disjoint from $A$ is the largest open set disjoint from $A$. It is called the exterior of $A$, and is denoted by $\operatorname{ext} A$. Its elements are called the exterior points of $A$.


## Remarks

- It follows from the definitions that the sets ext $A, \operatorname{int} A, \partial A$ form a (disjoint) partition of $X$.
- Since $\bar{A}=X \backslash \operatorname{ext} A$,

$$
a \in \bar{A} \Longleftrightarrow \quad \text { each ball } B_{r}(a) \text { meets } A .
$$

By Lemma 1.3 there is a sequential characterization of $\bar{A}$ in metric spaces:

$$
a \in \bar{A} \Longleftrightarrow A \quad \text { contains a sequence converging to } \quad a .
$$

- Since $\partial A=\bar{A} \cap(X \backslash \operatorname{int} A)$ is the intersection of two closed sets, the boundary of a set is always closed.

In the rest of this chapter the letters $X, Y, Z$ will always denote topological spaces.

### 2.2 Neighborhoods: Continuous Functions

In order to define continuity we introduce the neighborhoods of a point.
Definition Let $a \in X$ and $V \subset X$. We say that $V$ is a neighborhood of $a$ if there is an open set $U$ in $X$ satisfying $a \in U \subset V$.

Lemma 2.8 Let $(X, d)$ and $\left(Y, d^{\prime}\right)$ be two metric spaces, $f: X \rightarrow Y$ and $a \in X$. The following two properties are equivalent:
(a) for every $\varepsilon>0$ there exists $a \delta>0$ such that $f\left(B_{\delta}(a)\right) \subset B_{\varepsilon}(f(a))$, i.e.,

$$
x \in X \quad \text { and } \quad d(x, a)<\delta \quad \Longrightarrow \quad d^{\prime}(f(x), f(a))<\varepsilon ;
$$

(b) for each neighborhood $V$ off $(a), f^{-1}(V)$ is a neighborhood of a.

Proof
(a) $\Rightarrow$ (b). Since $V$ is a neighborhood of $f(a)$, there exists an open set $U$ in $Y$ such that $f(a) \in U \subset V$. By the definition of open sets in a metric space there exists an $\varepsilon>0$ such that $B_{\varepsilon}(f(a)) \subset U$. Choose $\delta$ according to property (a), then $f\left(B_{\delta}(a)\right) \subset B_{\varepsilon}(f(a))$, so that

$$
a \in B_{\delta}(a) \subset f^{-1}\left(B_{\varepsilon}(f(a))\right) \subset f^{-1}(U) \subset f^{-1}(V)
$$

Since the ball $B_{\delta}(a)$ is open, $f^{-1}(V)$ is a neighborhood of $a$ in $X$ by definition.
(b) $\Rightarrow$ (a). For any fixed $\varepsilon>0$ the open ball $B_{\varepsilon}(f(a))$ is a neighborhood of $f(a)$ in $Y$ by definition. Then $f^{-1}\left(B_{\varepsilon}(f(a))\right)$ is a neighborhood of $a$ in $X$ by property (b). There exists therefore an open set $U$ satisfying $a \in U \subset f^{-1}\left(B_{\varepsilon}(f(a))\right)$. Using the definition of open sets in a metric space, there exists a $\delta>0$ such that $B_{\delta}(a) \subset U$. Then $B_{\delta}(a) \subset f^{-1}\left(B_{\varepsilon}(f(a))\right)$, whence $f\left(B_{\delta}(a)\right) \subset B_{\varepsilon}(f(a))$.

Comparing Lemmas 1.5 and 2.8 we see that the following definitions are consistent with those given earlier for metric spaces:

Definitions A function $f: X \rightarrow Y$ is continuous at $a \in X$ if for each neighborhood $V$ of $f(a)$ (in $Y$ ), its inverse image $f^{-1}(V)$ is a neighborhood of $a$ (in $X$ ).

The function $f$ is continuous if it is continuous at every $a \in X$.
The earlier results on the continuity of composite functions remain valid:
Proposition 2.9 Consider two functions $g: X \rightarrow Y$ and $f: Y \rightarrow Z$.
(a) If $g$ is continuous at a and $f$ is continuous at $g(a)$, then $f \circ g$ is continuous at a.
(b) Iff and $g$ are continuous, then $f \circ g$ is continuous.

## Proof

(a) If $V$ is a neighborhood of $(f \circ g)(a)=f(g(a))$ in $Z$, then $f^{-1}(V)$ is a neighborhood of $g(a)$ in $Y$ because $f$ is continuous at $g(a)$, and then $g^{-1}\left(f^{-1}(V)\right)$ is a neighborhood of $a$ in $X$ because $g$ is continuous at $a$. This proves our claim because

$$
(f \circ g)^{-1}(V)=g^{-1}\left(f^{-1}(V)\right) .
$$

(b) Apply (a) to each $a \in X$.

There is an elegant characterization of continuity in terms of open or closed sets:
Proposition 2.10 (Hausdorff) Given a function $f: X \rightarrow Y$, the following properties are equivalent:
(a) $f$ is continuous;
(b) the inverse image $f^{-1}(U) \subset X$ of each open set $U \subset Y$ is open;
(c) the inverse image $f^{-1}(F) \subset X$ of each closed set $F \subset Y$ is closed.

As a consequence, a bijection $f$ between $X$ and $Y$ is a homeomorphism if and only if both $f$ and $f^{-1}$ are continuous.

Proof
(a) $\Rightarrow$ (b). Let $U$ be an open set in $Y$. We have to show that $f^{-1}(U)$ is open in $X$, i.e., it is a neighborhood of each $a \in f^{-1}(U)$. Since $U$ is open and $f(a) \in$ $f\left(f^{-1}(U)\right) \subset U, U$ is a neighborhood of $f(a)$. Using our assumption we conclude that $f^{-1}(U)$ is a neighborhood of $a$.
(b) $\Rightarrow$ (a). If $V$ is a neighborhood of some point $f(a) \in Y$, then there exists an open set $U$ in $Y$ such that $f(a) \in U \subset V$. It follows that $a \in f^{-1}(U) \subset f^{-1}(V)$. Since $f^{-1}(U)$ is open in $X$ by (b), $f^{-1}(V)$ is a neighborhood of $a$ in $X$.
(b) $\Rightarrow$ (c). If $F$ is closed in $Y$, then $Y \backslash F$ is open in $Y$, and therefore $f^{-1}(Y \backslash F)$ is open in $X$ by assumption. Using the equality

$$
f^{-1}(F)=X \backslash f^{-1}(Y \backslash F)
$$

we conclude that $f^{-1}(F)$ is closed.
(c) $\Rightarrow$ (b). If $U$ is open in $Y$, then $Y \backslash U$ is closed in $Y$, and therefore $f^{-1}(Y \backslash U)$ is closed in $X$ by assumption. But then its complement

$$
f^{-1}(U)=X \backslash f^{-1}(Y \backslash U)
$$

is open.
The last assertion follows from the equivalence (a) $\Longleftrightarrow$ (b).
Next we generalize two more notions from the theory of metric spaces.

Definitions Let $X$ be a topological space.

- A set $D \subset X$ is dense if it meets every non-empty open set, i.e., if $\bar{D}=X$. ${ }^{7}$
- $X$ is separable if it contains a countable dense set.

Two properties in Proposition 1.30 (p. 29) remain valid:
Corollary 2.11 Let $X, Y$ be topological spaces and $f: X \rightarrow Y$ a continuous map onto $Y$.
(a) If $D$ is dense in $X$, then $f(D)$ is dense in $Y$.
(b) If $X$ is separable, then $Y$ is also separable.

## Proof

(a) Given any non-empty open set $V$ in $Y$, its preimage $f^{-1}(V)$ is a non-empty open set in $X$. By our assumption $f^{-1}(V) \cap D$ contains at least one point $x$, and then $f(x) \in V \cap f(D)$.
(b) If $D$ is a countable dense set in $X$, then $f(D)$ is a countable dense set in $Y$ by (a).

The two other properties in Proposition 1.30 may fail in topological spaces:

## Examples

- The empty set and the sets containing 0 form a separable topology on $\mathbb{R}$ because the one-point set $\{0\}$ is dense. But its subspace $\mathbb{R} \backslash\{0\}$ is not separable because it is an uncountable set endowed with the discrete topology, so that no countable set is dense. ${ }^{8}$
- A compact Hausdorff topology is defined on $\mathbb{R}$ by the complements of the finite sets and the subsets of $\mathbb{R} \backslash\{0\}$. Then the closed sets are the finite sets and the sets containing 0 . Hence $\bar{D} \subset D \cup\{0\}$ for all sets, and therefore the closure of any countable set is also countable. Since $\mathbb{R}$ is uncountable, no countable set is dense.

Corollary 2.12 Let $f: X \rightarrow \mathbb{R}$ be a continuous function and $c \in \mathbb{R}$.
(a) If $U$ is an open set in $X$, then the sets

$$
\{x \in U: f(x)<c\}, \quad\{x \in U: f(x)>c\}, \quad\{x \in U: f(x) \neq c\}
$$

are open in $X$.
(b) If $F$ is a closed set in $X$, then the sets

$$
\{x \in F: f(x) \leq c\}, \quad\{x \in F: f(x) \geq c\}, \quad\{x \in F: f(x)=c\}
$$

are closed in $X$.

[^22]Proof Introducing the open interval $I:=(-\infty, c)$, the set

$$
\{x \in U: f(x)<c\}
$$

is the intersection of the open sets $f^{-1}(I)$ and $U$, hence it is also open.
The other proofs are similar.
Before giving an important example we generalize a classical theorem stating that the uniform limit of a sequence of continuous functions is also continuous:

Proposition 2.13 Let $K$ be a topological space, $(X, d)$ a metric space, and $\left(f_{n}\right)$ a sequence of functions $f_{n}: K \rightarrow X$. Assume that $\left(f_{n}\right)$ converges uniformly to some function $f: K \rightarrow X$.

If each $f_{n}$ is continuous at some point $a \in K$, then $f$ is also continuous at $a$.
Proof For any given $\varepsilon>0$ we choose $n$ such that

$$
d\left(f(t), f_{n}(t)\right)<\varepsilon / 3 \quad \text { for all } \quad t \in K
$$

and then we choose a small neighborhood $U$ of $a$ such that

$$
d\left(f_{n}(t), f_{n}(a)\right)<\varepsilon / 3 \quad \text { for all } \quad t \in U
$$

Then

$$
\begin{aligned}
d(f(t), f(a)) & \leq d\left(f(t), f_{n}(t)\right)+d\left(f_{n}(t), f_{n}(a)\right)+d\left(f_{n}(a), f(a)\right) \\
& <\frac{\varepsilon}{3}+\frac{\varepsilon}{3}+\frac{\varepsilon}{3}=\varepsilon
\end{aligned}
$$

for every point $t \in U$.
Example Let $K$ be a topological space and $X$ a metric space. By the preceding proposition the continuous and bounded functions $f: K \rightarrow X$ form a closed subspace $C_{b}(K, X)$ of the metric space $\mathcal{B}(K, X)$. Consequently, if $X$ is complete, then $C_{b}(K, X)$ is also complete.

When $X=\mathbb{R}$ we often write $C_{b}(K)$ instead of $C_{b}(K, X)$ for brevity.

### 2.3 Connectedness

The intervals $C$ of the real line are connected in the sense that whenever $x, z \in C$ and $x<y<z$, we also have $y \in C$. There is also a topological characterization:

Proposition 2.14 A non-empty set $A \subset \mathbb{R}$ is an interval if and only if in its subspace topology only $A$ and $\varnothing$ are both open and closed.

Proof If $A$ is not an interval, then there exist points $x<y<z$ such that $x, z \in A$, but $y \notin A$. Then $B:=\{a \in A: a<y\}$ is a non-empty proper subset of $A$. Since the relation $y \notin A$ implies that

$$
B=A \cap(-\infty, y)=A \cap(-\infty, y],
$$

$B$ is both open and closed by the definition of the subspace topology and by Proposition 2.7 (p. 42).

Now let $B$ be a non-empty proper subset of an interval $A$. Fix two points $x \in B$ and $z \in A \backslash B$. Assume that $x<z$ (the other case is similar), and consider the point $y=\sup \{a \in B: a<z\}$. Then $x \leq y \leq z$, so that $y \in A$. If $y \notin B$, then $B$ is not closed. If $y \in B$, then $y<z$ and $(y, z] \cap B=\varnothing$, so that $B$ is not open.

The preceding proposition suggests the following
Definition A topological space $X$ (and its topology) is connected if only $X$ and $\varnothing$ are both open and closed.

Equivalently, $X$ is connected if every non-empty proper subset of $X$ has a boundary point.

A subset of $X$ is connected if it is empty, or if its subspace topology is connected.

## Examples

- Every antidiscrete topological space is connected.
- The discrete topological spaces having at least two points are not connected.

A well-known theorem of Bolzano states that continuous images of intervals are also intervals: see Fig. 2.1. More generally, continuous images of connected sets are also connected:

Theorem 2.15 Let $f: X \rightarrow Y$ be a continuous function. If $X$ is connected, then $f(X)$ is also connected.

Fig. 2.1 Bolzano's theorem


Proof We have to show that if $B$ is a non-empty, open and closed subset of the subspace $f(X)$, then $B=f(X)$. Since $f$ is continuous, $f^{-1}(B)$ is a non-empty, open and closed subset of $X$. Since $X$ is connected, this implies that $f^{-1}(B)=X$. We conclude by using the relations

$$
f(X)=f\left(f^{-1}(B)\right) \subset B \subset f(X)
$$

Let us prove some basic properties of connected sets:

## Proposition 2.16

(a) Let $\left\{A_{\alpha}\right\}_{\alpha \in I}$ be a (finite or infinite) family of connected sets in a topological space. If $\cap A_{\alpha} \neq \varnothing$, then $\cup A_{\alpha}$ is connected.
(b) The product of finitely many connected topological spaces is connected.
(c) The closure of a connected set is connected.

## Proof

(a) Let $C$ be a non-empty, open and closed set in $\cup A_{\alpha}$. We have to show that $A_{\alpha} \subset C$ for each $\alpha$.

If $C$ meets one of the sets $A_{\alpha}$, then $A_{\alpha} \subset C$. Indeed, $C \cap A_{\alpha}$ is a non-empty, open and closed set in the subspace topology of $A_{\alpha}$. Since $A_{\alpha}$ is connected, $C \cap A_{\alpha}=A_{\alpha}$, i.e., $A_{\alpha} \subset C$.

Since $C$ is non-empty, it meets at least one of the sets $A_{\beta}$. Then it contains this set, and hence it contains $\cap A_{\alpha} \neq \varnothing$ as well. Therefore $C$ meets each $A_{\alpha}$, and thus $A_{\alpha} \subset C$ for each $\alpha$.
(b) Using induction on the number of factors, by Proposition 2.4 (b) (p. 41) it suffices to prove that the product $Z$ of two connected sets $X$ and $Y$ is connected.

Fix $a \in X$ arbitrarily, and consider the sets

$$
Z_{b}=(\{a\} \times Y) \cup(X \times\{b\}), b \in Y ;
$$

see Fig. 2.2.

Fig. 2.2 A product of connected spaces


By Proposition 2.4 (c) the subspaces $\{a\} \times Y$ and $X \times\{b\}$ of $Z$ are homeomorphic to $Y$ and $X$, respectively, and hence connected. Since they have a common point $(a, b), Z_{b}$ is connected for all $b$ by (a).

The intersection of the sets $Z_{b}$ contains $\{a\} \times Y$, hence it is non-empty. Applying (a) again we conclude that $Z=\cup_{b \in Y} Z_{b}$ is connected.
(c) Let $C$ be a non-empty, open and closed set in $\bar{A}$. We have to show that $C=\bar{A}$. Since $\bar{A}$ is the smallest closed set containing $A$ as a subset, it suffices to show that $A \subset C$.
$C$ is a non-empty open set in $\bar{A}$, hence it meets $A$ by the definition of the closure. Therefore $C \cap A$ is non-empty, open and closed in $A$. Since $A$ is connected, we conclude that $C \cap A=A$, i.e., $A \subset C$.

## Remarks

- We say that two points of a topological space $X$ may be connected if they belong to some connected set. By the preceding proposition this is an equivalence relation, and the corresponding equivalence classes are connected and closed. They are the maximal connected sets of $X$, called its connected components.
- Each open and closed subset $A$ of $X$ is a union of connected components. Indeed, if $A$ meets a component $C$, then $A \cap C$ is a non-empty open and closed subset of the subspace $C$, and hence equal to $C$ by its connectedness. Equivalently, $C \subset A$.
- A connected component is not necessarily open. To see this we consider the subspace of $\mathbb{R}$ formed by 0 and the numbers $1 / n, n=1,2, \ldots$. The onepoint sets $\{1 / n\}$ are both open and closed, hence connected components by our preceding remark. Then the remaining set $\{0\}$ is also a connected component, and it is not open.

We end this section by giving a useful and intuitive sufficient condition for connectedness.

## Definition

- Two points $a$ and $b$ in a topological space $X$ may be connected by a path if there exists a continuous function $f:[0,1] \rightarrow X$ satisfying $f(0)=a$ and $f(1)=b$. The function $f$ is also called a path.
- $X$ is pathwise connected if any two points of $X$ may be connected by a path.


## Proposition 2.17 Every pathwise connected space is connected.

Proof Fix $a \in X$ arbitrarily, and choose for each $x \in X$ a path $f_{x}$ connecting $a$ and $x$. Their ranges have a common point $a$, hence their union, i.e., the space $X$, is connected by Theorem 2.15 and Proposition 2.16 (a).

## 2.4 * Compactness

Compactness may be defined in every topological space. Moreover, all results of Sect. 1.4 remain valid except those using the notions of metric, completeness, boundedness or complete boundedness. However, new proofs are needed that avoid the use of sequences.

Definition A set $K$ in a topological space $X$ is compact if every open cover of $K$ has a finite subcover.

If $X$ itself is compact, then $X$ is called a compact topological space.
Remark Theorem 1.28 (p.28) shows that the above definition is consistent with the earlier one for metric spaces. The other two properties of Theorem 1.28 cannot be used here. Indeed, as we observed on page 38, completeness is not a topological property. Furthermore, we should modify the definition of cluster points to avoid the countable nature of sequences. ${ }^{9}$

## Proposition 2.18

(a) In a compact topological space all closed subsets are compact.
(b) The product of finitely many compact topological spaces is compact.

## Proof

(a) Let $F$ be a closed subset of a compact topological space $X$, and $\left\{U_{i}\right\}$ an open cover of $F$. Then adding $X \backslash F$ we obtain an open cover of $X$. By assumption the latter has a finite subcover:

$$
X=U_{i_{1}} \cup \cdots \cup U_{i_{n}}
$$

or

$$
X=(X \backslash F) \cup U_{i_{1}} \cup \cdots \cup U_{i_{n}} .
$$

In both cases we have

$$
F \subset U_{i_{1}} \cup \cdots \cup U_{i_{n}}
$$

so that $\left\{U_{i}\right\}$ has a finite subcover of $F$.
(b) Using induction on the number of factors, by Proposition 2.4 (b) (p. 41) it suffices to consider the product $Z=X \times Y$ of two compact topological spaces. Let $\left\{W_{\alpha}\right\}$ be an open cover of $Z$.

[^23]By the definition of the product topology each point $z=(x, y) \in Z$ has a neighborhood $W_{z}^{\prime}=U_{z} \times V_{z}$ such that $W_{z}^{\prime} \subset W_{\alpha}$ for some $\alpha=\alpha(z)$. Then $\left\{W_{z}^{\prime}: z \in Z\right\}$ is an open cover of $Z$. It suffices to find a finite subcover

$$
Z=W_{z_{1}}^{\prime} \cup \cdots \cup W_{z_{n}}^{\prime}
$$

of the latter because then we will also have

$$
Z=W_{\alpha\left(z_{1}\right)} \cup \cdots \cup W_{\alpha\left(z_{n}\right)} .
$$

Fix $a \in X$ arbitrarily and consider the sets $W_{z}^{\prime}=U_{z} \times V_{z}$ meeting $\{a\} \times Y$. The corresponding open sets $V_{z}$ cover the compact set $Y$, hence there exists a finite subcover: $Y=\cup_{i=1}^{k(a)} V_{a, z i}$. Setting $U_{a}^{\prime}:=\cap_{i=1}^{k(a)} U_{a, z i}$, we also have $U_{a}^{\prime} \times Y \subset$ $\cup_{i=1}^{k(a)} W_{a, z i}^{\prime}$.

The sets $U_{a}^{\prime}$ form an open cover of the compact set $X$, hence there exists a finite subcover $X=\cup_{j=1}^{m} U_{a_{j}}$. Then

$$
Z=\cup_{j=1}^{m} \cup_{i=1}^{k\left(a_{j}\right)} W_{a_{j}, z_{i}}^{\prime}
$$

as required.
Proposition 2.19 In Hausdorff spaces every compact set is closed.
Example The Hausdorff property cannot be omitted: for example, in an antidiscrete topological space $X$ all sets are compact, but only $\varnothing$ and $X$ are closed.

Proof Let $K$ be a compact set in a Hausdorff space $X$. For any fixed point $a \in X \backslash K$ we have to find an open set $U$ satisfying $a \in U \subset X \backslash K$ : this will prove that $X \backslash K$ is open, i.e., $K$ is closed.

By the separation hypothesis, for each point $b \in K$ there exist open sets $U_{b}$ and $V_{b}$ satisfying $a \in U_{b}, b \in V_{b}$ and $U_{b} \cap V_{b}=\varnothing$. Since $K$ is compact, the open cover $K \subset \cup_{b \in K} V_{b}$ has a finite subcover, say

$$
K \subset V_{b_{1}} \cup \cdots \cup V_{b_{n}} .
$$

Then $U:=U_{b_{1}} \cap \cdots \cap U_{b_{n}}$ is an open neighborhood of $a$, and $U \cap K=\varnothing$ because $U$ does not meet any of the sets $V_{b_{i}}$.

Proposition 2.20 (Cantor's Intersection Theorem) Let $\left(F_{n}\right)$ be a non-increasing sequence of non-empty compact sets in a topological space $X$. Then the sets $F_{n}$ have at least one common point. ${ }^{10}$

[^24]Proof Assume on the contrary that $\cap F_{n}=\varnothing$. Then their complements form an open cover of $X$, and hence also of $F_{1}$. Since $F_{1}$ is compact, it has a finite subcover. Furthermore, since the complements form a non-decreasing sequence, we have $F_{1} \subset$ $X \backslash F_{m}$ for a sufficiently large index $m$. Since $F_{m} \subset F_{1}$, this implies that $F_{m}$ is empty, contradicting our assumption.

Theorem 2.21 (Hausdorff) Let $f: X \rightarrow Y$ be a continuous function. If $K$ is a compact set in $X$, then $f(K)$ is compact in $Y$.

Proof If $\left\{U_{i}\right\}$ is an open cover of $f(K)$ in $Y$, then $\left\{f^{-1}\left(U_{i}\right)\right\}$ is an open cover of $K$ in $X$ by the continuity of $f$. Since $K$ is compact, there exists a finite subcover:

$$
K \subset f^{-1}\left(U_{i_{1}}\right) \cup \cdots \cup f^{-1}\left(U_{i_{n}}\right) .
$$

Hence

$$
f(K) \subset U_{i_{1}} \cup \cdots \cup U_{i_{n}},
$$

i.e., $\left\{U_{i}\right\}$ contains a finite subcover of $f(K)$.

Theorem 2.22 (Weierstrass) If $f: K \rightarrow \mathbb{R}$ is a continuous function on a compact topological space $K$, then $f$ is bounded; moreover, it has maximal and minimal values.

The result may be deduced from the preceding theorem: the set $f(K) \subset \mathbb{R}$ is compact, hence bounded and closed. Since $K$ and hence $f(K)$ is non-empty, it has a maximal and a minimal element.

Let us also give a direct proof:
Proof Assume on the contrary that $\alpha:=\inf _{K} f$ is not attained (the proof for $\sup _{K} f$ is similar).

Then the open sets

$$
U_{n}:=\left\{x \in K: f(x)>\alpha+\frac{1}{n}\right\}, \quad n=1,2, \ldots
$$

cover $K$. By the compactness of $K$ there exists a finite subcover. Since $\left(U_{n}\right)$ is a non-decreasing set sequence, we have $K=U_{N}$ for some $N$. This implies that $f(x)>$ $\alpha+N^{-1}$ for all $x \in K$, contradicting the definition of $\alpha$.

Remark Consider the spaces $C_{b}(K, X)$ (p. 46) where $K$ is compact. Then every continuous function $f: K \rightarrow X$ is bounded, so that we often write $C(K, X)$ and $C(K)$ instead of $C_{b}(K, X)$ and $C_{b}(K)$. Furthermore, we may write

$$
d_{\infty}(f, g)=\max _{t \in K} d_{\infty}(f(t), g(t))
$$

instead of sup for all $f, g \in C(K, X)$.

The following sufficient condition is often used to check that a given map is a homeomorphism:

Proposition 2.23 (Hausdorff) Let $f: X \rightarrow Y$ be a continuous bijection of a compact topological space onto a Hausdorff space. Then $f$ is a homeomorphism.

Proof We have to prove that the inverse map $f^{-1}: Y \rightarrow X$ is continuous. Equivalently, we prove that if $A$ is a closed set in $X$, then $f(A)$ is closed in $Y$.

If $A$ is closed in $X$, then it is also compact because $X$ is compact. Then the continuous image $f(A)$ of $A$ is also compact. Finally, since $Y$ is a Hausdorff space, $f(A)$ is closed in $Y$.

Example By a simple plane curve we mean the range of a continuous one-to-one function $f:[0,1] \rightarrow \mathbb{R}^{2}$. Such curves are homeomorphic to the interval $[0,1]$. Indeed, $[0,1]$ is compact, and a simple plane curve, as a subspace of the Hausdorff space $\mathbb{R}^{2}$ is also a Hausdorff space.

Remark In view of the importance of compactness we remark that every topological space may be considered as a dense subspace of a compact topological space. There are usually many ways to do this. ${ }^{11}$

We may also define infinite products of topological spaces:
Definition Let $\left(X_{i}\right)_{i \in I}$ be an arbitrary family of topological spaces. Let us denote by $X$ the set of points of the form $x=\left(x_{i}\right)_{i \in I}$ where $x_{i} \in X_{i}$ for each $i \in I .{ }^{12}$ We endow $X$ with the following topology: a set $U \subset X$ belongs to $\mathcal{T}$ if for each $a \in U$ there exists a finite index set $J \subset I$ and for each $j \in J$ an open set $U_{j}$ in $X_{j}$ such that

$$
a \in\left\{x \in X: x_{j} \in U_{j} \quad \text { for all } \quad j \in J\right\} \subset U .
$$

One can readily check that $\mathcal{T}$ is indeed a topology on $X$, and that for finite index sets $I$ this definition is equivalent to the earlier one.

This notion is justified by the following important theorem:

Theorem 2.24 (Tychonoff) An arbitrary product of compact topological spaces is compact.

For the proof we need two lemmas on a generalization of the method of induction to the uncountable case and on the verification of compactness by considering only special open covers.

[^25]Definitions Let $\mathcal{A}$ be a family of sets and $\mathcal{B} \subset \mathcal{A}$ a subfamily. We say that

- $A \in \mathcal{A}$ is a maximal element if it is not a proper subset of another element of $\mathcal{A}$;
- $\mathcal{B}$ is monotone if for any two sets $B_{1}, B_{2} \in \mathcal{B}$ we have either $B_{1} \subset B_{2}$ or $B_{2} \subset B_{1}$;
- $A \in \mathcal{A}$ is an upper bound of $\mathcal{B}$ if $B \subset A$ for all $B \in \mathcal{B}$.
- We similarly define the lower bounds and the minimal elements.

The following lemma is equivalent to the axiom of choice in set theory:
Lemma 2.25 (Zorn) Let $\mathcal{A}$ be a family of sets. If every monotone subfamily has an upper bound, then $\mathcal{A}$ has at least one maximal element.

Similarly, if every monotone subfamily has a lower bound, then $\mathcal{A}$ has at least one minimal element.

Remark Applying the hypotheses of the lemma to the empty subfamily we see that $\mathcal{A}$ has at least one element.

Proof See, e.g., Hajnal and Hamburger [218] or Kelley [273].
Definition A family $\mathcal{S}$ of open sets in a topological space $X$ is a subbase if for each open set $V$ and for each $a \in V$ there exist finitely many sets $S_{1}, \ldots, S_{n} \in \mathcal{S}$ such that

$$
a \in S_{1} \cap \cdots \cap S_{n} \subset V
$$

Example The unbounded open intervals form a subbase in $\mathbb{R}$.
*Proposition 2.26 (Alexander) Let $\mathcal{S}$ be a subbase in a topological space $X$. If every cover $\mathcal{U} \subset \mathcal{S}$ of $X$ has a finite subcover, then $X$ is compact.

Proof Assume on the contrary that every cover $\mathcal{U} \subset \mathcal{S}$ of $X$ has a finite subcover, but $X$ is non-compact. Then it has an open cover without any finite subcover.

The family of such open covers satisfies the hypothesis of Zorn's lemma. Indeed, the union of any monotone subfamily is still an open cover without any finite subcover. For otherwise the finite subcover would already belong to some open cover of the subfamily. Applying Zorn's lemma we obtain the existence of a maximal open cover $\mathcal{V}$ without any finite subcover.

In particular, $\mathcal{V} \cap \mathcal{S}$ has no finite subcover, and therefore it cannot cover $X$ by our assumption on the subbase. We may thus fix a point $a \in X$ not covered by these sets, and then an open set $V \in \mathcal{V}$ containing $a$. Finally, since $\mathcal{S}$ is a subbase, we may choose finitely many sets $S_{1}, \ldots, S_{n} \in \mathcal{S}$ such that

$$
a \in S_{1} \cap \cdots \cap S_{n} \subset V
$$

Since $\mathcal{V} \cap \mathcal{S}$ does not cover $a$, none of the sets $S_{j}$ belong to $\mathcal{V}$. Therefore, using the maximality of $\mathcal{V},\left\{S_{j}\right\} \cup \mathcal{V}$ already has a finite subcover for each $j$. There exists
therefore finitely many sets in $\mathcal{V}$ such that their union $A_{j}$ satisfies the equality $S_{j} \cup$ $A_{j}=X$. Then

$$
X=\left(S_{1} \cap \cdots \cap S_{n}\right) \cup\left(A_{1} \cup \cdots \cup A_{n}\right) \subset V \cup A_{1} \cup \cdots \cup A_{n},
$$

contradicting our hypothesis that $\mathcal{V}$ has no finite subcover.
*Proof of Theorem 2.24 Introducing the projections $\pi_{i}: X \rightarrow X_{i}, \pi_{i}(x):=x_{i}$, by the definition of the product topology the family

$$
\mathcal{S}:=\left\{\pi_{i}^{-1}\left(U_{i}\right): U_{i} \quad \text { is open in } \quad X_{i}, \quad i \in I\right\}
$$

is a subbase of $X$. Therefore it suffices to prove that every $\operatorname{cover} \mathcal{U} \subset \mathcal{S}$ has a finite subcover.

For each $i \in I$ we denote by $\mathcal{U}_{i}$ the family of open sets $U_{i}$ in $X_{i}$ satisfying $\pi_{i}^{-1}\left(U_{i}\right) \in \mathcal{U}$. There exists an index $k \in I$ such that $\mathcal{U}_{k}$ covers $X_{k}$. For otherwise there would exist a point $x \in X$ such that $\pi_{i}(x)$ is not covered by $\mathcal{U}_{i}$ for any $i$. Then $\mathcal{U}$ would not cover $x$, although it covers the whole space $X$ by assumption.

If $\mathcal{U}_{k}$ covers $X_{k}$, then the compactness of the latter implies the existence of a finite subcover

$$
X_{k}=U_{1} \cup \cdots \cup U_{n} .
$$

This implies the equality

$$
X=\pi_{k}^{-1}\left(U_{1}\right) \cup \cdots \cup \pi_{k}^{-1}\left(U_{n}\right) ;
$$

we have thus found a finite subcover of $\mathcal{U}$.

## 2.5 * Convergence of Nets

Due to their countable character, sequences are less useful in topological spaces than in metric spaces.

Example Let $X$ be an uncountable set (for example $X=\mathbb{R}$ ). The empty set and the complements of the countable sets form a topology on $X$. Although it is different from the discrete topology, the convergent sequences are the same in both of them: the eventually constant sequences.

The following notion may replace sequences in all topological spaces.

## Definitions

- By a net in a set $X^{13}$ we mean a function $x: I \rightarrow X$ defined on a directed set, i.e., a non-empty set $I$ endowed with a partial order having the following properties:
- $i \geq i$ for all $i \in I$;
- if $i \geq j$ and $j \geq k$, then $i \geq k$;
- for all $i, j \in I$ there exists a $k \in I$ such that $k \geq i$ and $k \geq j$.

Usually we write $x_{i}$ instead of $x(i)$, and $\left(x_{i}\right)$ or $\left(x_{i}\right)_{i \in I}$ instead of $x$.

- We say that a net $\left(x_{i}\right)_{i \in I}$ eventually satisfies some condition (or satisfies this condition for all sufficiently large $i$ ) if there exists a $j \in I$ such that $x_{i}$ satisfies this condition for all $i \geq j$.
- A net $\left(x_{i}\right)_{i \in I}$ in $X$ converges to $a \in X$ if for each neighborhood $U$ of $a, x_{i} \in U$ for all sufficiently large $i$. We also say in this case that $a$ is a limit of $\left(x_{i}\right)$, and we write $x_{i} \rightarrow a, \lim x_{i}=a$ or $\lim \left(x_{i}\right)_{i \in I}=a$.
- We say that a net $\left(x_{i}\right)_{i \in I}$ often satisfies some condition if for each $j \in I$ there exists an $i \geq j$ such that $x_{i}$ satisfies this condition.
- A net $\left(x_{i}\right)_{i \in I}$ in a metric space $(X, d)$ is a Cauchy net if

$$
\operatorname{diam}\left\{x_{j}: j \geq i\right\} \rightarrow 0
$$

in $\mathbb{R}$. Equivalently, this means that the net $\left(d\left(x_{i}, x_{j}\right)\right)_{(i, j) \in I \times I}$ converges to 0 , where $I \times I$ is endowed with the following order relation:

$$
(i, j) \geq(k, \ell) \quad \text { if } \quad i \geq k \text { and } j \geq \ell .
$$

## Examples

- Sequences correspond to the case $I=\mathbb{N}$ with the usual ordering.
- Consider the following partial ordering of the set $\mathcal{U}$ of neighborhoods of a point $a$ of a topological space:

$$
U \geq V \Longleftrightarrow U \subset V
$$

If we choose a point $x_{U} \in U$ for each $U \in \mathcal{U}$, then we obtain a net $\left(x_{U}\right)_{U \in \mathcal{U}}$ converging to $a$.

- Every Cauchy sequence is also a Cauchy net.

Now we generalize some results on sequences:
Proposition 2.27 Let $X$ and $Y$ be topological spaces, $a \in X$ and $D, A \subset X$.
(a) $X$ is separated if and only if every net in $X$ has at most one limit.
(b) $a \in \bar{D} \Longleftrightarrow D$ contains a net converging to $a$.

[^26](c) A is closed in $X$ if and only if
$$
\left(x_{i}\right) \subset A \quad \text { and } \quad x_{i} \rightarrow a \Longrightarrow a \in A .
$$
(d) A function $f: X \rightarrow Y$ is continuous at $a \in X$ if and only if
$$
x_{i} \rightarrow a \quad \text { in } \quad X \Longrightarrow f\left(x_{i}\right) \rightarrow f(a) \quad \text { in } \quad Y .
$$
(e) A metric space is complete $\Longleftrightarrow$ every Cauchy net is convergent.

Proof
(a) Let $X$ be separated and $x_{i} \rightarrow a$ in $X$. We show that $x_{i} \nrightarrow b$ if $b \neq a$. For this we separate $a$ and $b$ by two disjoint neighborhoods $U$ and $V$. Since $x_{i} \rightarrow a$, we have $x_{i} \in U$ for all sufficiently large $i$, say $i \geq j$. Then $x_{i} \notin V$ for all $i \geq j$, so that $x_{i} \nrightarrow b$.

On the other hand, if $X$ is not separated, then there exist two points $a$ and $b$ such that each neighborhood $U$ of $a$ meets each neighborhood $V$ of $b$. Let us consider the set $I$ of all such pairs $(U, V)$ of neighborhoods with the following partial ordering:

$$
(U, V) \geq\left(U_{0}, V_{0}\right) \Longleftrightarrow U \subset U_{0} \quad \text { and } \quad V \subset V_{0}
$$

Choosing a point $x_{i} \in U \cap V$ for each $i:=(U, V) \in I$ we have $x_{i} \rightarrow a$ and $x_{i} \rightarrow b$.
(b) If a net $\left(x_{i}\right) \subset D$ converges to $a$, then each neighborhood $U$ of $a$ contains $x_{i}$ if $i$ is sufficiently large, so that $U$ meets $D$. Hence $a \in \bar{D}$ by definition. Conversely, if $a \in \bar{D}$, then choosing for each neighborhood $U$ of $a$ a point $x_{U} \in U \cap D$, we get a net $x_{U} \rightarrow a$.
(c) If $A$ is closed, $\left(x_{i}\right) \subset A$ and $x_{i} \rightarrow a$, then $a \in \bar{A}=A$ by (b). If $A$ is not closed, then there exists a point $a \in \bar{A} \backslash A$, and then by (b) there exists a net $\left(x_{i}\right) \subset A$ satisfying $x_{i} \rightarrow a \notin A$.
(d) Let $f: X \rightarrow Y$ be continuous at $a$, and $x_{i} \rightarrow a$ in $X$. We have to show that $f\left(x_{i}\right) \rightarrow f(a)$ in $Y$. If $V$ is a neighborhood of $f(a)$, then $U:=f^{-1}(V)$ is a neighborhood of $a$ by continuity, hence $x_{i} \in U$ for all sufficiently large $i$. Then $f\left(x_{i}\right) \in V$ for all sufficiently large $i$. This proves that $f\left(x_{i}\right)$ converges to $f(a)$.

If $f$ is not continuous at $a$, then there exists a neighborhood $V$ of $f(a)$ for which $f^{-1}(V)$ is not a neighborhood of $a$. Choose for each neighborhood $U$ of $a$ a point $x_{U} \in U \backslash f^{-1}(V)$. Then $x_{U} \rightarrow a$, but $f\left(x_{U}\right) \nrightarrow f(a)$, because $f\left(x_{U}\right) \notin V$ for all $U$.
(e) If $x_{i} \rightarrow a$ is a convergent net in a metric space ( $X, d$ ), then for each fixed $\varepsilon>0$ there exists an index $k$ such that $d\left(x_{i}, a\right)<\varepsilon / 2$ for all $i \geq k$. Applying the triangle inequality we obtain that $d\left(x_{i}, x_{j}\right)<\varepsilon$ for all $i, j \geq k$, so that $\left(x_{i}\right)$ is a Cauchy net.

If every Cauchy net is convergent in $X$, then in particular every Cauchy sequence is convergent, so that $X$ is complete.

It remains to show that if $X$ is complete, and $\left(x_{i}\right)$ is a Cauchy net in $X$, then $\left(x_{i}\right)$ is convergent. For each positive integer $n$ we may choose an index $i(n)$ such that

$$
d\left(x_{i}, x_{j}\right)<1 / n \quad \text { for all } \quad i, j \geq i(n)
$$

We may assume that $i(1) \leq i(2) \leq \ldots .{ }^{14}$ Then $x_{i(1)}, x_{i(2)}, \ldots$ is a Cauchy sequence, hence it converges to some point $a$.

We prove that $x_{i} \rightarrow a$. For any given $\varepsilon>0$ there exists a positive integer $n$ such that $1 / n<\varepsilon$. Then

$$
d\left(x_{i}, x_{i(m)}\right)<1 / n \quad \text { for all } \quad i \geq i(n) \quad \text { and } \quad m \geq n .
$$

Since $x_{i(m)} \rightarrow a$, letting $m \rightarrow \infty$ and using the continuity of the metric we conclude that

$$
d\left(x_{i}, a\right) \leq 1 / n<\varepsilon \quad \text { for all } \quad i \geq i(n),
$$

i.e., $x_{i} \rightarrow a$.

The following examples show that the existence of convergent subsequences does not characterize the compact topological spaces.

## Examples

- We consider the set $X$ of functions $f: \mathbb{R} \rightarrow[0,1]$ as the product $X:=\prod_{t \in \mathbb{R}} I_{t}$ of the compact intervals $I_{t}=[0,1]$. Convergence in $X$ is pointwise convergence on $\mathbb{R}$. By Tychonoff's theorem (p. 53) $X$ is compact.

Let us denote by $f_{n}(x)$ the $n$th binary digit of $x$; if possible we consider finite expansions. Then the sequence $\left(f_{n}\right)$ has no convergent subsequence. Indeed, for any given subsequence $\left(f_{n_{k}}\right)$ consider a number $x \in[0,1]$ whose $n_{k}$ th binary digit is 0 or 1 according to whether $k$ is even or odd. Then $\left(f_{n_{k}}\right)$ is divergent at $x$.

- The functions $f: \mathbb{R} \rightarrow[0,1]$ vanishing outside a countable set (that may depend on $f$ ) form a proper dense subset $Y$ of $X$, so that $Y$ is not compact. Nevertheless, in $Y$ every sequence $\left(f_{n}\right)$ has a convergent subsequence.

Indeed, since the union of countably many countable sets is still countable, there exists a countable set $A$ outside which all function $f_{n}$ vanish. Hence they belong to the compact subspace $Z:=\prod_{t \in \mathbb{R}} J_{t}$ of $Y$, where $J_{t}=[0,1]$ if $t \in A$, and $J_{t}=\{0\}$ otherwise. One may readily check ${ }^{15}$ that the topology of $Z$ is metrizable with the metric

$$
d(f, g):=\sum 2^{-n}\left|f\left(t_{n}\right)-g\left(t_{n}\right)\right|
$$

[^27]where $\left(t_{n}\right)$ is an arbitrary enumeration of the elements of $A$. Hence $\left(f_{n}\right)$ has a convergent subsequence in the compact metric space $Z$, and then the convergence holds in $X$ as well.

We may eliminate the above pathological situations by generalizing subsequences and cluster points.

Definition By a subnet of a net $\left(x_{i}\right)$ we mean a net of the form $\left(x_{f(j)}\right)_{j \in J}$ where the function $f: J \rightarrow I$ satisfies the following condition: for each $i \in I$ there exists a $j \in J$ such that

$$
k \geq j \Longrightarrow f(k) \geq i .
$$

Remark Subsequences correspond to the special case where $I=J=\mathbb{N}$ and $f$ is an increasing function.

The following variant of Lemma 1.20 (p. 24) holds:
Lemma 2.28 Given a net $\left(x_{i}\right)_{i \in I}$ and a point a in a topological space, the following conditions are equivalent:
(a) $x_{i}$ often belongs to each neighborhood $V$ of $a$;
(b) $x_{i}$ often belongs to each open set $U$ containing $a$;
(c) there exists a subnet $x_{f(j)} \rightarrow a$.

Proof
(a) $\Rightarrow$ (b) because $U$ is a neighborhood of $a$.
(b) $\Rightarrow$ (c) Let us denote by $\mathcal{U}$ the family of open sets containing $a$, and consider the set $E$ of all pairs $(i, U)$ in $I \times \mathcal{U}$ for which $x_{i} \in U$. Then $E$ is a directed set for the partial order

$$
(i, U) \geq(j, V) \Longleftrightarrow i \geq j \quad \text { and } \quad U \subset V
$$

Indeed, the reflexivity and transitivity relations are obvious. Furthermore, if $(i, U),(j, V) \in E$, then by (b) there exists a $k \in I$ satisfying $k \geq i, k \geq j$ and $x_{k} \in U \cap V$ because $U \cap V \in \mathcal{U}$. We conclude that

$$
(k, U \cap V) \geq(i, U), \quad(k, U \cap V) \geq(j, V), \quad \text { and } \quad(k, U \cap V) \in E
$$

Setting $f(i, U):=i$ we obtain a subnet $\left(x_{f(i, U)}\right)_{(i, U) \in E}$ of $\left(x_{i}\right)_{i \in I}$. Indeed, fixing $V \in \mathcal{U}$ arbitrarily, for each $i \in I$ we have the implication

$$
(k, W) \geq(i, V) \Longrightarrow k \geq i \Longrightarrow f(k, W) \geq i
$$

by the definition of $f$.

Finally, for any fixed $U \in \mathcal{U}$ we have to find $(i, V) \in E$ such that $x_{f(k, W)} \in U$ for all $(k, W) \geq(i, V)$. It suffices to choose $V:=U$ and $i \in I$ satisfying $x_{i} \in U$. Indeed, then we have the implication

$$
(k, W) \geq(i, V) \Longrightarrow x_{f(k, W)}=x_{k} \in W \subset U
$$

(c) $\Rightarrow$ (a) There exists a $k_{1} \in I$ such that $x_{f(j)} \in V$ for all $j \geq k_{1}$. Furthermore, there exists a $k_{2} \in I \operatorname{such} f(j) \geq i$ for all $j \geq k_{2}$. Choose $k \in I$ satisfying $k \geq k_{1}$ and $k \geq k_{2}$, then $f(k) \geq i$ and $x_{f(k)} \in V$.
In view of Lemmas 1.20 (p.24) and 2.28 the following definition is consistent with the former one given for metric spaces:

Definition In a topological space $a$ is a cluster point of a net if the equivalent conditions of Lemma 2.28 are satisfied.

Remark Similarly to the last remark on p. 24, the limits and cluster points are the same for Cauchy nets.

Proposition 2.29 Let $X$ be a topological space.
(a) If $x_{i} \rightarrow a$, then every subnet of $\left(x_{i}\right)$ converges to $a$.
(b) If $x_{i} \nrightarrow a$, then ( $x_{i}$ ) has a subnet of which a is not even a cluster point.
(c) A set $K$ in $X$ is compact $\Longleftrightarrow$ every net $\left(x_{i}\right) \subset K$ has a cluster point in $K$.
(d) Let $X$ be a compact Hausdorff space. A net in $X$ is convergent $\Longleftrightarrow$ it has a unique cluster point.

Proof
(a) Let $\left(x_{f(j)}\right)$ be a subnet of $\left(x_{i}\right)$ and $U$ a neighborhood of $a$. Since $x_{i} \rightarrow a$, there exists an index $i_{0}$ such that $x_{i} \in U$ for all $i \geq i_{0}$. By the definition of a subnet there exists an index $j_{0} \in J$ such that $f(j) \geq i_{0}$ for all $j \geq j_{0}$. Then $x_{f(j)} \in U$ for all $j \geq j_{0}$. This proves that $x_{f(j)} \rightarrow a$.
(b) If $x_{i} \nrightarrow a$, then $a$ has a neighborhood $U$ such that for each index $i_{0}$ there exists an $i \geq i_{0}$ satisfying $x_{i} \notin U$. Then considering the identical map $f: J \rightarrow I$ on the subset $J:=\left\{i \in I: x_{i} \notin U\right\}$ of $I$ we obtain a subnet $\left(x_{j}\right)_{j \in J}$ of $\left(x_{i}\right)$. Since no element of this subnet belongs to $U, a$ cannot be its cluster point.
(c) First we assume that $K$ is not compact, and we fix an open cover $\left\{U_{\alpha}: \alpha \in A\right\}$ of $K$ without any finite subcover. Consider the family $I$ of the finite subsets of $A$ with the partial ordering $i \geq j \Longleftrightarrow i \supset j$. By our assumption we may choose a point

$$
x_{i} \in K \backslash\left(U_{\alpha_{1}} \cup \cdots \cup U_{\alpha_{n}}\right)
$$

for each $i:=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\} \in I$. No subnet of $\left(x_{i}\right) \subset K$ converges to any $a \in K$ because $a$ belongs to some $U_{\alpha}$, and then $x_{i} \notin U_{\alpha}$ for all $i \geq\{\alpha\}$.

Now assume that no subnet of the net $\left(x_{i}\right) \subset K$ converges to any point of $K$. Then for each $a \in K$ there is a neighborhood $U_{a}$ of $a$ and an index $i_{a}$ such that
$x_{i} \notin U_{a}$ for all $i \geq i_{a}$. We prove that the open cover

$$
K \subset \bigcup_{a \in K} U_{a}
$$

has no open subcover.
Indeed, choosing arbitrarily a finite number of points $a_{1}, \ldots, a_{n} \in K$, there exists an index $i$ such that $i \geq i_{a_{1}}, \ldots, i \geq i_{a_{n}}$, and then

$$
x_{i} \notin U_{a_{1}} \cup \cdots \cup U_{a_{n}} .
$$

Hence $K$ is not compact.
(d) We already know that every net $\left(x_{i}\right)$ has at least one cluster point $a$. If $\left(x_{i}\right)$ does not converge to $a$, then $\left(x_{i}\right)$ has by (b) a subnet $\left(x_{f(j)}\right)$ of which $a$ is not even a cluster point. By (c) this subnet also has at least one cluster point $b$, necessarily different from $a$. But then $b$ is also a cluster point of $\left(x_{i}\right)$ by (a), so that $\left(x_{i}\right)$ has at least two cluster points.

If $x_{i} \rightarrow a$, then $\left(x_{i}\right)$ cannot have a cluster point different from $a$. Indeed, if $x_{f(j)} \rightarrow b$ for some subnet, then $x_{f(j)} \rightarrow a$ by (a), and therefore $a=b$ by Proposition 2.27 (a).

### 2.6 Exercises

Exercise 2.1 Let $A$ be a set in a topological space $X$. Prove the following equalities:

$$
\begin{aligned}
& \operatorname{int}(X \backslash A)=\operatorname{ext} A \\
& \operatorname{ext}(X \backslash A)=\operatorname{int} A \\
& \partial(X \backslash A)=\partial A \\
& \bar{A}=(\operatorname{int} A) \cup \partial A=A \cup \partial A=X \backslash \operatorname{ext} A .
\end{aligned}
$$

Exercise 2.2 Let $A \subset X$ and $a \in X$. Prove the following:

$$
\begin{aligned}
a \in \operatorname{int} A & \Longleftrightarrow A \text { is a neighborhood of } a ; \\
a \in \operatorname{ext} A & \Longleftrightarrow X \backslash A \text { is a neighborhood of } a ; \\
a \in \bar{A} & \Longleftrightarrow \text { each neighborhood of } a \text { meets } A ; \\
a \in \partial A & \Longleftrightarrow \text { each neighborhood of } a \text { meets both } A \text { and } X \backslash A .
\end{aligned}
$$

Exercise 2.3 Prove the following statements:
(i) any two non-empty open intervals are homeomorphic;
(ii) any two non-degenerate bounded closed intervals are homeomorphic;
(iii) any two non-empty half-closed intervals are homeomorphic;
(iv) $(0,1),[0,1]$ and $[0,1)$ are pairwise non-homeomorphic;
(v) no interval is homeomorphic to a circle of the plane.

Exercise 2.4 (Accumulation Points) Given a point $a$ and a set $D$ in a topological space $X$, prove that the following properties are equivalent:
(i) every neighborhood of $a$ meets $D$;
(ii) every open set containing $a$ meets $D$;
(iii) there exists a net in $D$ that converges to $a$.

We say that $a$ is an accumulation point of a set $A \subset X$ if the above conditions are satisfied with $D:=A \backslash\{a\}$. Show that this definition is compatible with the former one in metric spaces.

Show that in a compact topological space every infinite set has an accumulation point, but the converse statement may fail.

Exercise 2.5 (New Characterization of Compact Sets) We say that a family of sets has the finite intersection property if any finite number of sets of the family has a non-empty intersection.

Given a set $K$ in a topological space, prove that the following properties are equivalent:
(i) $K$ is compact;
(ii) if a family of closed sets in $K$ has the finite intersection property, then the whole family has a non-empty intersection.

## Exercise 2.6 (Initial Topology)

(i) Let $Y$ be a non-empty set in a topological space $X$, and consider the embedding $i: Y \rightarrow X, i(x):=x$. Prove that the subspace topology on $Y$ is the weakest topology on $Y$ for which $i$ is continuous.
(ii) Let $\left(X_{i}\right)_{i \in I}$ be an arbitrary non-empty family of topological spaces, and $X$ the direct product of the sets $X_{i}$. Prove that the product topology on $X$ is the weakest topology on $X$ for which all projections $\pi_{i}: X \rightarrow X_{i}$ are continuous.
(iii) Given a non-empty set $X$, a family $\left(Y_{i}\right)_{i \in I}$ of topological spaces and a corresponding family of functions $f_{i}: X \rightarrow Y_{i}$, prove that there exists a weakest topology on $X$ for which all functions $f_{i}$ are continuous. It is called an initial topology on $X$.

## Exercise 2.7 (Quotient Topology and Final Topology)

(i) Consider a function $f: X \rightarrow Y$ where $X$ is a topological space. Prove that there exists a strongest topology on $Y$ for which $f$ is continuous.

Henceforth we consider this topology on $Y$. A map $f: X \rightarrow Y$ is called open if it sends open sets into open sets, and closed if it sends closed sets into closed sets.
(ii) $f$ is open $\Longleftrightarrow f^{-1}(f(U)) \subset X$ is open for each open set $U \subset X$.
(iii) $f$ is closed $\Longleftrightarrow f^{-1}(f(F)) \subset X$ is closed for each closed set $F \subset X$.

If there is an equivalence relation on $X$ and $f(x)$ denotes the equivalence class of $x$ for each $x \in X$, then it is called the quotient topology on $Y:=f(X)$.
(iv) Given a non-empty set $Y$, a family $\left(X_{i}\right)_{i \in I}$ of topological spaces and a corresponding family of functions $f_{i}: X_{i} \rightarrow Y$, prove that there exists a finest topology on $Y$ for which all functions $f_{i}$ are continuous. It is called a final topology on $Y$.

Exercise 2.8 (Alexandroff's One-Point Compactification) If $X$ is a non-compact topological space, then add the new symbol $\infty$ to $X$, and consider the larger set $\bar{X}:=X \cup\{\infty\}$. Prove the following properties ${ }^{16}$ :
(i) The open subsets of $X$ and the sets $\bar{X} \backslash K$, where $K$ runs over the closed compact subsets of $X$, form a topology $\mathcal{T}$ on $\bar{X}$.
(ii) This topology is compact.
(iii) $X$ is a dense subspace of $\bar{X}$.

Exercise 2.9 Prove that an arbitrary (finite or infinite) product of connected spaces is connected.

Exercise 2.10 (Peano Curve) We recall from Exercise 1.8 (p. 32) that Cantor's ternary set $C$ consists of those points $t \in[0,1]$ which can be written in the form

$$
t=2\left(\frac{t_{1}}{3}+\frac{t_{2}}{3^{2}}+\cdots+\frac{t_{n}}{3^{n}}+\cdots\right)
$$

with suitable integers $t_{n} \in\{0,1\}$.
(i) Prove that the formula

$$
t \mapsto\left(\frac{t_{1}}{2}+\frac{t_{3}}{2^{2}}+\cdots+\frac{t_{2 n-1}}{2^{n}}+\cdots, \frac{t_{2}}{2}+\frac{t_{4}}{2^{2}}+\cdots+\frac{t_{2 n}}{2^{n}}+\cdots\right)
$$

defines a continuous function $f$ of $C$ onto $[0,1] \times[0,1]$.
(ii) Extend $f$ to a continuous function of $[0,1]$ onto $[0,1] \times[0,1]$.
(iii) For each positive integer $N$, construct a continuous function of $[0,1]$ onto $[0,1]^{N}$.

[^28]Exercise 2.11 (Semi-continuity) A function $f: X \rightarrow \mathbb{R}$ on a topological space $X$ is called upper semi-continuous if $\{x \in X: f(x)<\alpha\}$ is an open set for every $\alpha \in \mathbb{R}$, and lower semi-continuous if $\{x \in X: f(x)>\alpha\}$ is an open set for every $\alpha \in \mathbb{R}$. Prove the following results:
(i) $f$ is upper semi-continuous $\Longleftrightarrow-f$ is lower semi-continuous.
(ii) $f$ is continuous $\Longleftrightarrow$ it is both upper and lower semi-continuous.
(iii) Let $\left\{f_{i}: i \in I\right\}$ be a non-empty family of upper semi-continuous functions on $X$. If $f:=\inf _{i \in I} f_{i}$ is finite-valued everywhere, then $f$ is upper semi-continuous.
(iv) If $X$ is compact and $f$ is upper semi-continuous, then $f$ has a maximal value.

## Chapter 3 <br> Normed Spaces

Normed spaces are vector spaces endowed with a special metric that is compatible with its linear structure. They are very useful in Differential Calculus and in Applied Mathematics, among other subjects.

In this chapter we give an introduction to these spaces. For simplicity we consider only real vector spaces. ${ }^{1}$

### 3.1 Definitions and Examples

Definitions Let $X$ be a real vector space.

- By a norm on $X$ we mean a function $\|\cdot\|: X \rightarrow \mathbb{R}$ satisfying the following conditions for all vectors $x, y, z \in X$ and scalars (i.e., real numbers) $\lambda$ :
- $\|x\| \geq 0$,
- $\|x\|=0 \quad \Longleftrightarrow \quad x=0$,
- $\|\lambda x\|=|\lambda| \cdot\|x\|$,
- $\|x+y\| \leq\|x\|+\|y\|$.

The last property is called the triangle inequality.

- By a normed space we mean a vector space $X$ endowed with a norm on $X$.
- A set $A$ is bounded in a normed space if there exists a constant $M$ such that $\|x\| \leq M$ for all $x \in A$.
- A function $f: K \rightarrow X$, where $X$ is a normed space, is bounded if its range is a bounded set in $X$.

[^29]
## Examples

- $X=\mathbb{R},\|x\|=|x|$. Henceforth we always consider this norm on $\mathbb{R}$.
- If $K$ is a non-empty set and $X$ a vector space, then the functions $f: K \rightarrow X$ form a vector space $\mathcal{F}(K, X)$ for the pointwise operations of addition and multiplication by scalars.
- If $K$ is a non-empty set and $(X,\|\cdot\|)$ a normed space, then the bounded functions $f: K \rightarrow X$ form a linear subspace of $\mathcal{F}(K, X)$, denoted by $\mathcal{B}(K, X) .{ }^{2}$ Furthermore, the formula

$$
\|f\|_{\infty}:=\sup _{t \in K}\|f(t)\|_{X}
$$

defines a norm on $\mathcal{B}(K, X)$. Unless stated otherwise, henceforth $\mathcal{B}(K, X)$ will be endowed with this norm.

For $X=\mathbb{R}$ we simply write $\mathcal{B}(K)$ instead of $\mathcal{B}(K, \mathbb{R})$.
We may define subspaces and products of normed spaces:

## Definitions

- By a (normed) subspace of a normed space $(X,\|\cdot\|)$ we mean a linear subspace $Y$ of $X$, endowed with the restriction of the norm $\|\cdot\|$ to $Y$.
- By the product of the normed spaces $\left(X_{1},\|\cdot\|_{1}\right), \ldots,\left(X_{m},\|\cdot\|_{m}\right)$ we mean the vector space $X:=X_{1} \times \cdots \times X_{m}$ with the norm

$$
\|x\|:=\left\|x_{1}\right\|_{1}+\cdots+\left\|x_{m}\right\|_{m}, \quad x=\left(x_{1}, \ldots, x_{m}\right) \in X .
$$

The norm properties are easily verified in both cases.

## Examples

- If $K$ is a topological space, then the bounded continuous functions $f: K \rightarrow \mathbb{R}$ form a linear and hence normed subspace $C_{b}(K)$ of $\mathcal{B}(K)$ for the norm $\|\cdot\|_{\infty}$.
- The formula

$$
\|x\|_{1}=\left|x_{1}\right|+\cdots+\left|x_{m}\right|, \quad x=\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}
$$

defines a norm on $\mathbb{R}^{m}$.
Now we introduce an important class of normed spaces.

[^30]
## Definitions

- By a scalar product on a vector space $X$ we mean a function $(\cdot, \cdot): X \times X \rightarrow \mathbb{R}$ satisfying for all vectors $x, y, z \in X$ and scalars $\alpha, \beta$ the following conditions:
- $(x, x) \geq 0$,
- $(x, x)=0 \quad \Longleftrightarrow \quad x=0$,
- $(\alpha x+\beta y, z)=\alpha(x, z)+\beta(y, z)$,
- $(x, y)=(y, x)$.
- By a Euclidean or prehilbert space ${ }^{3}$ we mean a vector space endowed with a scalar product.


## Examples

- $X=\mathbb{R}^{m},(x, y):=x_{1} y_{1}+x_{2} y_{2}+\cdots+x_{m} y_{m}$.
- $I$ is a compact interval, $X=C(I)$ and $(f, g):=\int_{I} f g d t$.

Every Euclidean space has a natural norm:
Proposition 3.1 If $(\cdot, \cdot): X \times X \rightarrow \mathbb{R}$ is a scalar product, then the formula $\|x\|:=$ $(x, x)^{1 / 2}$ defines a norm on $X$.

This norm satisfies the Cauchy-Schwarz inequality ${ }^{4}$

$$
|(x, y)| \leq\|x\| \cdot\|y\|
$$

and the parallelogram identity

$$
\|x+y\|^{2}+\|x-y\|^{2}=2\|x\|^{2}+2\|y\|^{2}
$$

(see Fig. 3.1) for all $x, y \in X .{ }^{5}$

Proof The parallelogram identity follows by a direct computation:

$$
\begin{aligned}
\|x+y\|^{2}+\|x-y\|^{2}= & (x+y, x+y)+(x-y, x-y) \\
= & (x, x)+(x, y)+(y, x)+(y, y) \\
& \quad+(x, x)-(x, y)-(y, x)+(y, y) \\
= & 2(x, x)+2(y, y) \\
= & 2\|x\|^{2}+2\|y\|^{2} .
\end{aligned}
$$

[^31]Fig. 3.1 The parallelogram identity


Fig. 3.2 The
Cauchy-Schwarz inequality


The norm properties are also easily checked, except for the triangle inequality. For $\|y\|=1$ the Cauchy-Schwarz inequality is obtained by another direct computation ${ }^{6}$ :

$$
\begin{aligned}
0 & \leq\|x-(x, y) y\|^{2}=(x-(x, y) y, x-(x, y) y) \\
& =(x, x)-(x, y)(x, y)-(x, y)(y, x)+(x, y)(x, y)(y, y) \\
& =\|x\|^{2}-|(x, y)|^{2} \\
& =\|x\|^{2}\|y\|^{2}-|(x, y)|^{2} .
\end{aligned}
$$

The general case follows by homogeneity. The case $y=0$ is obvious. For $y \neq 0$ we write $y=t y^{\prime}$ with $t=\|y\|$; then $\left\|y^{\prime}\right\|=1$, and hence

$$
|(x, y)|=t\left|\left(x, y^{\prime}\right)\right| \leq t\|x\|\left\|y^{\prime}\right\|=\|x\| \cdot\|y\|
$$

[^32]Now the triangle inequality follows easily:

$$
\begin{aligned}
\|x+y\|^{2} & =(x+y, x+y)=\|x\|^{2}+\|y\|^{2}+(x, y)+(y, x) \\
& \leq\|x\|^{2}+\|y\|^{2}+2\|x\| \cdot\|y\|=(\|x\|+\|y\|)^{2} .
\end{aligned}
$$

Henceforth every Euclidean space will be automatically endowed with this norm.
Until now we have introduced three different norms on $\mathbb{R}^{m}$ :

$$
\begin{aligned}
& \|x\|_{1}=\left|x_{1}\right|+\cdots+\left|x_{m}\right| \\
& \|x\|_{2}=\left(\left|x_{1}\right|^{2}+\cdots+\left|x_{m}\right|^{2}\right)^{1 / 2} \\
& \|x\|_{\infty}=\max \left\{\left|x_{1}\right|, \ldots,\left|x_{m}\right|\right\}
\end{aligned}
$$

The second norm of $\mathbb{R}^{m}$ comes from the natural scalar product defined above, while the third one is a special case of the norm of $\mathcal{B}(K, \mathbb{R})$ when $K=\{1, \ldots, m\}$. Figure 3.3 shows the "unit balls" of $\mathbb{R}^{2}$ for these norms.

Generalizing the first two examples we will prove that the formula

$$
\|x\|_{p}:=\left(\left|x_{1}\right|^{p}+\cdots+\left|x_{m}\right|^{p}\right)^{1 / p}
$$

defines a norm on $\mathbb{R}^{m}$ for each $1 \leq p<\infty$.
Definition The numbers $p, q \in[1, \infty]$ are called conjugate exponents if $p^{-1}+$ $q^{-1}=1$.

Remark We have $p \in(1, \infty)$ if and only if $q \in(1, \infty)$. In this case the relation $p^{-1}+q^{-1}=1$ is equivalent to each of the following:

$$
q=\frac{p}{p-1}, \quad p=\frac{q}{q-1}, \quad(p-1)(q-1)=1
$$


$p=1$

$p=2$

$p=\infty$

Fig. 3.3 "Unit balls"

Proposition 3.2 Let p and $q$ be conjugate exponents.
(a) (Young's inequality) If $x, y \geq 0$ and $p, q$ are finite, then

$$
x y \leq \frac{x^{p}}{p}+\frac{y^{q}}{q} .
$$

(b) (Hölder's inequality) If $x, y \in \mathbb{R}^{m}$, then

$$
\left|\sum_{i=1}^{m} x_{i} y_{i}\right| \leq\|x\|_{p} \cdot\|y\|_{q} .
$$

(c) (Minkowski's inequality) If $x, y \in \mathbb{R}^{m}$, then

$$
\|x+y\|_{p} \leq\|x\|_{p}+\|y\|_{p} .
$$

(d) $\|\cdot\|_{p}$ is a norm on $\mathbb{R}^{m}$.

Proof
(a) We assume by symmetry that $p \geq 2$, and we consider the graph of the function $y=x^{p-1}$ or $x=y^{q-1}$; see Fig. 3.4. The shaded region contains the rectangle of sides $x, y$, hence its area is at least $x y$. Therefore

$$
x y \leq \int_{0}^{x} s^{p-1} d s+\int_{0}^{y} t^{q-1} d t=\frac{x^{p}}{p}+\frac{y^{q}}{q} .
$$

(b) The cases $x=0$ and $y=0$ being trivial, we assume that they are non-zero. First we assume that $p, q \in(1, \infty)$. If $\|x\|_{p}=\|y\|_{q}=1$, then using Young's inequality we obtain the following estimate:

$$
\left|\sum_{i=1}^{m} x_{i} y_{i}\right| \leq \sum_{i=1}^{m}\left|x_{i}\right| \cdot\left|y_{i}\right| \leq \sum_{i=1}^{m} \frac{x_{i}^{p}}{p}+\frac{y_{i}^{q}}{q}=p^{-1}+q^{-1}=1 .
$$

Fig. 3.4 Young's inequality


In the general case we write $x=s x^{\prime}$ and $y=t y^{\prime}$ with $s:=\|x\|_{p}, t:=\|y\|_{q}$. Then $\left\|x^{\prime}\right\|_{p}=\left\|y^{\prime}\right\|_{q}=1$, and hence

$$
\left|\sum_{i=1}^{m} x_{i} y_{i}\right|=s t\left|\sum_{i=1}^{m} x_{i}^{\prime} y_{i}^{\prime}\right| \leq s t\left\|x^{\prime}\right\|_{p} \cdot\left\|y^{\prime}\right\|_{q}=\|x\|_{p} \cdot\|y\|_{q} .
$$

The case $p=1$ follows from the definition of the norms:

$$
\left|\sum_{i=1}^{m} x_{i} y_{i}\right| \leq \sum_{i=1}^{m}\left|x_{i}\right| \cdot\left|y_{i}\right| \leq \sum_{i=1}^{m}\left|x_{i}\right| \cdot \max _{j}\left|y_{j}\right|=\|x\|_{1} \cdot\|y\|_{\infty}
$$

and then the case $p=\infty$ by exchanging the role of $x$ and $y$.
(c) The cases $p=1, \infty$ are already known, so we assume that $p, q \in(1, \infty)$. The case $x+y=0$ being obvious, we also assume that $x+y \neq 0$. Furthermore, we may also assume by homogeneity that $\|x+y\|_{p}=1 .{ }^{7}$ Then the required relation follows by applying Hölder's inequality and the equality $(p-1) q=p$ :

$$
\begin{aligned}
\|x+y\|_{p} & =\|x+y\|_{p}^{p}=\sum_{i=1}^{m}\left|x_{i}+y_{i}\right|^{p} \\
& \leq \sum_{i=1}^{m}\left|x_{i}\right| \cdot\left|x_{i}+y_{i}\right|^{p-1}+\sum_{i=1}^{m}\left|y_{i}\right| \cdot\left|x_{i}+y_{i}\right|^{p-1} \\
& \leq\|x\|_{p}\left(\sum_{i=1}^{m}\left|x_{i}+y_{i}\right|^{(p-1) q}\right)^{1 / q}+\|y\|_{p}\left(\sum_{i=1}^{m}\left|x_{i}+y_{i}\right|^{(p-1) q}\right)^{1 / q} \\
& =\left(\|x\|_{p}+\|y\|_{p}\right)\|x+y\|_{p}^{p / q} \\
& =\|x\|_{p}+\|y\|_{p} .
\end{aligned}
$$

(d) We have just proved the triangle inequality. The other properties are obvious.

Similarly to the above, if $I$ is a compact interval, then the formula

$$
\|f\|_{p}:=\left(\int_{I}|f(t)|^{p} d t\right)^{1 / p}
$$

defines a norm on $C(I)$ for each $1 \leq p<\infty^{8}$ :

[^33]Proposition 3.3 (Riesz) Let $p$ and $q$ be two conjugate exponents.
(a) Iff, $g \in C(I)$, then

$$
\left|\int_{I} f g d t\right| \leq\|f\|_{p} \cdot\|g\|_{q} .
$$

(b) Iff, $g \in C(I)$, then

$$
\|f+g\|_{p} \leq\|f\|_{p}+\|g\|_{p} .
$$

(c) $\|\cdot\|_{p}$ is a norm on $C(I)$.

Proof (a) The case $p=1$ is obvious:

$$
\left|\int_{I} f g d t\right| \leq \int_{I}|f| \cdot|g| d t \leq \int_{I}|f| \cdot\|g\|_{\infty} d t=\|f\|_{1}\|g\|_{\infty},
$$

and the case $p=\infty$ follows by symmetry.
For $p, q \in(1, \infty)$ it suffices to consider, as before, the case $\|f\|_{p}=\|g\|_{q}=$ 1. Then the desired relation follows by applying Young's inequality:

$$
\left|\int_{I} f g d t\right| \leq \int_{I}|f| \cdot|g| d t \leq \int_{I} \frac{|f|^{p}}{p}+\frac{|g|^{q}}{q} d t=p^{-1}+q^{-1}=1=\|f\|_{p} \cdot\|g\|_{q} .
$$

(b) The case $p=\infty$ is already known, while the case $p=1$ is straightforward:

$$
\|f+g\|_{1}=\int_{I}|f+g| d t \leq \int_{I}|f|+|g| d t=\|f\|_{1}+\|g\|_{1} .
$$

For $p \in(1, \infty)$ it suffices to consider, as in the preceding proposition, the case $\|f+g\|_{p}=1$. Applying Hölder's inequality we get

$$
\begin{aligned}
\|f+g\|_{p} & =\|f+g\|_{p}^{p}=\int_{I}|f+g|^{p} d t \\
& \leq \int_{I}|f| \cdot|f+g|^{p-1} d t+\int_{I}|g| \cdot|f+g|^{p-1} d t \\
& \leq\|f\|_{p} \cdot\left\||f+g|^{p-1}\right\|_{q}+\|g\|_{p} \cdot\left\||f+g|^{p-1}\right\|_{q} \\
& =\|f\|_{p}+\|g\|_{p}
\end{aligned}
$$

because

$$
\left\||f+g|^{p-1}\right\|_{q}=\|f+g\|_{(p-1) q}^{p-1}=\|f+g\|_{p}^{p-1}=1 .
$$

(c) We have just established the triangle inequality. The other properties are straightforward.

### 3.2 Metric and Topological Properties

If $\|\cdot\|$ is a norm on a vector space $X$, then

$$
d(x, y):=\|f-g\|
$$

is a metric on $X$. (Sometimes we write $\|\cdot\|_{X}$ instead of $\|\cdot\|$ to avoid confusion.) We will therefore consider every normed space as a metric, and hence also as a topological space.

Remark Boundedness in the metric and normed sense are equivalent. Indeed, if a set $A$ is bounded for the norm: $\|x\|<r$ for all $x \in A$, then $A \subset B_{r}(0)$. Conversely, if $A \subset B_{r}(y)$ for some ball, then $\|x\|<\|y\|+r$ for all $x \in A$.

In the rest of this chapter the letters $X, Y, Z$ denote normed spaces.

## Proposition 3.4

(a) A sequence $\left(x_{n}\right)$ converges to $x$ in $X$ if and only if $\left\|x_{n}-x\right\| \rightarrow 0$.
(b) A function $f: D \rightarrow Y(D \subset X)$ is continuous at a point $a \in D$ if and only if for each $\varepsilon>0$ there exists a $\delta>0$ such that

$$
x \in D \quad \text { and } \quad\|x-a\|_{X}<\delta \Longrightarrow\|f(x)-f(a)\|_{Y}<\varepsilon .
$$

(c) A function $f: D \rightarrow Y(D \subset X)$ is uniformly continuous if and only if for each $\varepsilon>0$ there exists a $\delta>0$ such that

$$
x_{1}, x_{2} \in D \quad \text { and } \quad\left\|x_{1}-x_{2}\right\|_{X}<\delta \Longrightarrow\left\|f\left(x_{1}\right)-f\left(x_{2}\right)\right\|_{Y}<\varepsilon .
$$

(d) The norm $\|\cdot\|: X \rightarrow \mathbb{R}$ is Lipschitz (and hence uniformly) continuous; more precisely,

$$
|\|x\|-\|y\|| \leq\|x-y\|
$$

for all $x, y \in X$.
(e) Let $\left(x_{n}\right),\left(y_{n}\right) \subset X$ and $\left(\lambda_{n}\right) \subset \mathbb{R}$ be three sequences satisfying $x_{n} \rightarrow x, y_{n} \rightarrow y$ and $\lambda_{n} \rightarrow \lambda$. Then

$$
x_{n}+y_{n} \rightarrow x+y \quad \text { and } \quad \lambda_{n} x_{n} \rightarrow \lambda x .
$$

(f) If the functions $f, g: X \hookrightarrow Y$ are continuous at $a$, then $f+g: X \hookrightarrow Y$ is continuous at a. ${ }^{9}$

[^34](g) If the functions $h: X \hookrightarrow \mathbb{R}$ and $g: X \hookrightarrow Y$ are continuous at $a$, then $h g: X \hookrightarrow$ $Y$ is continuous at $a$.
(h) The scalar product $(\cdot, \cdot): X \times X \rightarrow \mathbb{R}$ is continuous: if $x_{n} \rightarrow x$ and $y_{n} \rightarrow y$, then $\left(x_{n}, y_{n}\right) \rightarrow(x, y)$.

Proof (a), (b) and (c) are just reformulations of the definitions given for metric spaces.
(d) follows from the triangle inequality of the norm.
(e) and (h) are consequences of the following three estimates:

$$
\begin{aligned}
\left\|\left(x_{n}+y_{n}\right)-(x+y)\right\| & \leq\left\|x_{n}-x\right\|+\left\|y_{n}-y\right\| \\
\left\|\lambda_{n} x_{n}-\lambda x\right\| & =\left\|\left(\lambda_{n}-\lambda\right)\left(x_{n}-x\right)+\left(\lambda_{n}-\lambda\right) x+\lambda\left(x_{n}-x\right)\right\| \\
& \leq\left|\lambda_{n}-\lambda\right| \cdot\left\|x_{n}-x\right\|+\left|\lambda_{n}-\lambda\right| \cdot\|x\|+|\lambda| \cdot\left\|x_{n}-x\right\| \\
\left|\left(x_{n}, y_{n}\right)-(x, y)\right| & =\left|\left(x_{n}-x, y_{n}-y\right)+\left(x_{n}-x, y\right)+\left(x, y_{n}-y\right)\right| \\
& \leq\left\|x_{n}-x\right\| \cdot\left\|y_{n}-y\right\|+\left\|x_{n}-x\right\| \cdot\|y\|+\|x\| \cdot\left\|y_{n}-y\right\|,
\end{aligned}
$$

because the expressions on the right-hand sides tend to zero by assumption.
(f) and (g). If $x_{n} \rightarrow a$, then $f\left(x_{n}\right) \rightarrow f(a), g\left(x_{n}\right) \rightarrow g(a)$ and $h\left(x_{n}\right) \rightarrow h(a)$. Using (e) we deduce that

$$
(f+g)\left(x_{n}\right)=f\left(x_{n}\right)+g\left(x_{n}\right) \rightarrow f(a)+g(a)=(f+g)(a)
$$

and

$$
(h g)\left(x_{n}\right)=h\left(x_{n}\right) g\left(x_{n}\right) \rightarrow h(a) g(a)=(h g)(a) .
$$

## Examples

- Let us consider in $X=\mathbb{R}^{m}$ a sequence $\left(x_{n}\right)$ and a point $a$, and write $x_{n}=$ $\left(x_{n 1}, \ldots, x_{n m}\right), a=\left(a_{1}, \ldots, a_{m}\right)$. For each norm $\|\cdot\|_{p}, 1 \leq p \leq \infty$, the norm convergence $x_{n} \rightarrow a$ is equivalent to the component-wise convergence: $x_{n i} \rightarrow a_{i}$ in $\mathbb{R}$ for $i=1, \ldots, m$. In particular, the convergence is the same for each $p$.
- Let us endow $Y=\mathbb{R}^{m}$ with the norm $\|\cdot\|_{p}$ for some $1 \leq p \leq \infty$. Consider a function $f: X \hookrightarrow \mathbb{R}^{m}$, and write $f=\left(f_{1}, \ldots, f_{m}\right)$. Then $f$ is continuous at a point $a$ if and only if each component function $f_{j}: X \hookrightarrow \mathbb{R}$ is continuous at $a$.
- The metrics associated with the norms of $\mathcal{B}(K)$ and $\mathcal{B}(K, X)$ coincide with the metrics introduced in Chap. 1 (p. 4). In particular, the norm convergence is the uniform convergence on $K$.
- We may generalize the normed spaces $C_{b}(K)$ introduced on p. 66. If $K$ is a topological space and $(X,\|\cdot\|)$ a normed space, then the bounded continuous functions $f: K \rightarrow X$ form a linear and hence normed subspace $C_{b}(K, X)$ of
$\mathcal{B}(K, X)$ for the norm $\|\cdot\|_{\infty} .{ }^{10}$ If $K$ is compact, then we may write $C(K, X)$ instead of $C_{b}(K, X)$ by Weierstrass' theorem (p.25) and we may write

$$
\|f\|_{\infty}=\max _{t \in K}\|f(t)\|
$$

instead of using sup for every $f \in C(K, X)$.
Definition A complete normed space is called a Banach space. A complete Euclidean space is called a Hilbert space.

## Examples

- We will prove in Theorem 3.10 below (p. 79) that every finite-dimensional normed space is complete.
- If $X$ is a Banach space, then the spaces $\mathcal{B}(K, X)$ are also Banach spaces by Proposition 1.8, p. 14. In particular, the spaces $\mathcal{B}(K)$ are Banach spaces.
- If $K$ is a topological space and $X$ a Banach space, then $C_{b}(K, X)$ is also a Banach space, because it is a closed subspace of the Banach space $\mathcal{B}(K, X)$ by the example on p. 46. In particular, the spaces $C_{b}(K)$ are Banach spaces.
- If $I$ is a compact interval, then the norms $\|\cdot\|_{p}$ for $p<\infty$ are not complete on the vector space $C(I)$ : see Exercise 3.7, p. 90.

Remark A version of Proposition 1.16 (p. 21) states that every normed space may be considered as a dense subspace of some Banach space, and every Euclidean space may be considered as a dense subspace of some Hilbert space. ${ }^{11}$

There is a transparent characterization of connected open sets in normed spaces.
Definitions By a segment in a vector space $X$ we mean a set of the form

$$
[a, b]:=\{(1-t) a+t b: 0 \leq t \leq 1\}
$$

where $a, b \in X .{ }^{12}$ The points $a, b$ are called the endpoints of the segment.
A set $A$ in a vector space $X$ is convex if $[a, b] \subset A$ whenever $a, b \in A$.
By a broken line in a vector space $X$ we mean a set of the form

$$
\begin{equation*}
L=\left[x_{0}, x_{1}\right] \cup\left[x_{1}, x_{2}\right] \cup \cdots \cup\left[x_{n-1}, x_{n}\right] \tag{3.1}
\end{equation*}
$$

where $x_{0}, \ldots, x_{n} \in X$. (See Fig. 3.5.) We say that $L$ connects the points $x_{0}$ and $x_{n}$.

[^35]Fig. 3.5 A broken line


Lemma 3.5 The balls of normed spaces are convex.
Proof We have to show that if $a, b \in B_{r}(y)$ and $x \in[a, b]$, then $\|x-y\|<r$. Since $x=(1-t) a+t b$ for some $0 \leq t \leq 1$, using the norm axioms we have ${ }^{13}$

$$
\begin{aligned}
\|x-y\| & =\|(1-t)(a-y)+t(b-y)\| \leq(1-t)\|a-y\|+t\|b-y\| \\
& <(1-t) r+t r=r .
\end{aligned}
$$

Proposition 3.6 For an open set $U$ in a normed space the following three properties are equivalent:
(a) any two points of $U$ may be connected by a broken line lying in $U$;
(b) any two points of $U$ may be connected by a path lying in $U$;
(c) $U$ is connected.

## Proof

$(a) \Rightarrow(b)$ It is sufficient to observe that every broken line $L \subset U$ is the range of a suitable path $f$ in $U$. For example, if $L$ is given by (3.1), then the formula

$$
f(t)=(t-k+1) x_{k}+(k-t) x_{k-1}, \quad t \in[k-1, k], \quad k=1, \ldots, n
$$

defines such a path $f:[0, n] \rightarrow U$.
$(b) \Rightarrow(c)$ This is a special case of Proposition 2.17 (p. 49).
$(c) \Rightarrow(a)$ There is nothing to prove if $U$ is empty. Otherwise fix a point $x \in U$, and consider the set $A$ of points that may be connected to $x$ by a broken line lying in $U$. We have to show that $A=U$. Since $U$ is connected and $A$ is non-empty (it contains $x$ ), it suffices to prove that $A$ is both open and closed.

First we prove that $A$ is open. If $y \in A$, then the open set $U$ contains a small ball $B_{r}(y)$. This implies that $B_{r}(y) \subset A$. Indeed, if $L \subset U$ is a broken line connecting $x$ and $y$, and $z \in B_{r}(y)$, then the broken line $L^{\prime}:=L \cup[y, z]$ connects $x$ and $z$.

[^36]Furthermore, this broken line still lies in $U$ because $[y, z] \subset B_{r}(y) \subset U$ by the preceding lemma.

Next we prove that $A$ is closed in $U$, i.e., $U \backslash A$ is open. If $z \in U \backslash A$, then $U$ again contains a small ball $B_{r}(z)$. It suffices to show that $B_{r}(z) \subset U \backslash A$. Assume on the contrary that there exists a point $y \in B_{r}(z) \cap A$, and consider a broken line $L \subset U$ connecting $x$ and $y$. Then $L^{\prime}:=L \cup[y, z]$ is a broken line connecting $x$ and $z$ in $U$, contradicting the choice of $z$.

We say that two norms on a vector space $X$ are equivalent if they define the same topology on $X$.
Proposition 3.7 Two norms $\|\cdot\|,\|\cdot\|^{\prime}$ on a vector space $X$ are equivalent if and only if there exist two positive constants $c_{1}, c_{2}$ such that

$$
\begin{equation*}
c_{1}\|x\|^{\prime} \leq\|x\| \leq c_{2}\|x\|^{\prime} \tag{3.2}
\end{equation*}
$$

for all $x \in X$.
Furthermore, equivalent norms have the same Cauchy sequences, and therefore they are complete or non-complete at the same time.

Proof If the condition (3.2) is satisfied, then the same sequences converge to the same limits for both norms:

$$
\left\|x_{n}-a\right\|^{\prime} \rightarrow 0 \Longleftrightarrow\left\|x_{n}-a\right\| \rightarrow 0 .
$$

Hence the same sets are closed for both induced topologies, and therefore the open sets are also the same.

If the condition (3.2) is satisfied, then the same sequences have the Cauchy property for both induced metrics.

If there is no constant $c_{2}$ satisfying the corresponding inequality in (3.2), then there exists a sequence $\left(x_{n}\right)$ satisfying $\left\|x_{n}\right\|=1$ for all $n$, and $\left\|x_{n}\right\|^{\prime} \rightarrow 0$. Then $x_{n} \rightarrow 0$ for the second norm, but not for the first, so that the induced topologies are different.

If there is no constant $c_{1}$ satisfying the corresponding inequality in (3.2), then we may repeat the preceding proof by exchanging the norms $\|\cdot\|$ and $\|\cdot\|^{\prime}$.

## Remarks

- It is interesting to compare the proposition with our earlier remarks on the equivalence of metrics on p .38 concerning the inequality (2.1).
- It follows from the proposition that changing a norm to an equivalent one the open, closed, compact, separable, dense, bounded or totally bounded sets, and the convergent and Cauchy sequences remain the same. Furthermore, the continuity, uniform continuity or Lipschitz continuity of a function $f: X \rightarrow Y$ is preserved if we change the norm of $X$ and/or $Y$ to equivalent ones.


### 3.3 Finite-Dimensional Normed Spaces

We recall that a set of real numbers is compact if and only if it is bounded and closed. We will extend this useful characterization to all finite-dimensional normed spaces.

We start with a lemma concerning the norm $\|\cdot\|_{\infty}$ on $\mathbb{R}^{m}$.
Lemma 3.8 The normed space $\left(\mathbb{R}^{m},\|\cdot\|_{\infty}\right)$ is complete, separable, and every bounded set is in fact totally bounded.

Proof The space $\left(\mathbb{R}^{m},\|\cdot\|_{\infty}\right)$ is complete because it is isomorphic to the Banach space $\mathcal{B}(\{1, \ldots, m\})$.

It is separable because $\mathbb{Q}^{m}$ is a countable dense subset.
Finally, let $K$ be a bounded set, and fix a number $M$ such that $\|x\|<M$ for all $x \in K$. Given $r>0$ arbitrarily, choose a large integer $N$ such that $N r>M$, and consider the balls $B_{r}\left(a_{k}\right)$ with

$$
a_{k}=\left(k_{1} r, \ldots, k_{m} r\right), \quad k_{1}, \ldots, k_{m} \in\{-N, \ldots, N\}
$$

If $x=\left(x_{1}, \ldots, x_{m}\right) \in K$, then one of these balls satisfies the inequalities $\left|x_{j}-k_{j} r\right| \leq$ $r / 2<r$ for all $j=1, \ldots, m$, i.e., $x \in B_{r}\left(a_{k}\right)$.

A fundamental result of this section is the following

Theorem 3.9 (Tychonoff) On a finite-dimensional vector space $X$ all norms are equivalent.

Proof of Theorem 3.9 Since every finite, say $m$-dimensional, vector space is isomorphic to $\mathbb{R}^{m}$ as a vector space, we may assume that $X=\mathbb{R}^{m}$.

Fix an arbitrary norm $\|\cdot\|$ on $\mathbb{R}^{m}$. It suffices to prove its equivalence with $\|\cdot\|^{\prime}:=$ $\|\cdot\|_{\infty}$.

Consider the function

$$
f: K \rightarrow \mathbb{R}, \quad f(x)=\|x\|
$$

defined on the unit sphere

$$
K:=\left\{x \in \mathbb{R}^{m}:\|x\|_{\infty}=1\right\}
$$

of $\left(\mathbb{R}^{m},\|\cdot\|_{\infty}\right)$. The set $K$ is closed (by the continuity of the norm) and bounded, hence compact by Lemma 3.8 and Corollary 1.29 (p. 29).

The function $f$ is continuous, even Lipschitz continuous. Indeed, introducing the canonical basis

$$
e_{1}=(1,0, \ldots, 0), \ldots, e_{m}=(0, \ldots, 0,1)
$$

of $\mathbb{R}^{m}$ and setting

$$
M=\max \left\{\left\|e_{1}\right\|, \ldots,\left\|e_{m}\right\|\right\}
$$

the obvious inequality

$$
\|x\|=\left\|x_{1} e_{1}+\cdots+x_{m} e_{m}\right\| \leq M\left(\left|x_{1}\right|+\cdots+\left|x_{m}\right|\right) \leq M m\|x\|_{\infty}
$$

yields the estimate

$$
|f(x)-f(y)|=|\|x\|-\|y\|| \leq\|x-y\| \leq M m\|x-y\|_{\infty}
$$

for all $x, y \in \mathbb{R}^{m}$.
Applying Theorem 1.24, p. 25 (or Theorem 2.22, p. 52), there exist two points $a, b \in K$ satisfying

$$
\|a\| \leq\left\|x^{\prime}\right\| \leq\|b\|
$$

for all $x^{\prime} \in K$.
Every $x \in \mathbb{R}^{m}$ may be written in the form $x=t x^{\prime}$ with $t=\|x\|_{\infty}$ and $x^{\prime} \in K$. Multiplying the above inequalities by $t$ we obtain that

$$
\|a\| \cdot\|x\|_{\infty} \leq\|x\| \leq\|b\| \cdot\|x\|_{\infty}
$$

for all $x \in \mathbb{R}^{m}$. We conclude by observing that $a, b \in K$, so that these vectors are non-zero, and therefore $c_{1}:=\|a\|>0$ and $c_{2}:=\|b\|>0$.

The above theorem has important consequences:

Theorem 3.10 Let $(X,\|\cdot\|)$ be a finite-dimensional normed space. Then
(a) $X$ is complete;
(b) $X$ is separable;
(c) a set in $X$ is totally bounded if and only if it is bounded;
(d) a set in $X$ is compact if and only if it is bounded and closed;
(e) every bounded sequence in $X$ has a convergent subsequence.

Proof We may assume again that $X=\mathbb{R}^{m}$ as a vector space. Furthermore, in view of the preceding theorem it suffices to consider the space $\left(\mathbb{R}^{m},\|\cdot\|_{\infty}\right)$.

Properties (a), (b) and (c) have been proved in Lemma 3.8.
Property (d) follows from (a) and (c) by applying Corollary 1.29 (p. 29).
Property (e) follows by observing that a bounded sequence belongs to a sufficiently large closed ball, and that this ball is compact by (d) as a metric space.

Remark We emphasize again that all finite-dimensional normed spaces are Banach spaces, and all finite-dimensional Euclidean spaces are Hilbert spaces.

The following consequence of Theorem 3.10 is of great importance in Approximation theory.

Proposition 3.11 If $Y$ is a finite-dimensional (linear) subspace of a normed space $(X,\|\cdot\|)$, then for each $x \in X$ there exists in $Y$ a closest point a to $x$ :

$$
\begin{equation*}
\|x-a\| \leq\|x-y\| \quad \text { for all } \quad y \in Y \tag{3.3}
\end{equation*}
$$

Proof Choose a minimizing sequence $\left(y_{n}\right) \subset Y$ :

$$
\left\|x-y_{n}\right\| \rightarrow \inf _{y \in Y}\|x-y\|=: M
$$

Then $\left(y_{n}\right)$ is a bounded sequence in a finite-dimensional space $Y$, hence it has a convergent subsequence: $y_{n_{k}} \rightarrow a \in Y$. Then

$$
\left\|x-y_{n_{k}}\right\| \rightarrow M, \quad \text { and } \quad\left\|x-y_{n_{k}}\right\| \rightarrow\|x-a\|
$$

by the continuity of the norm. Hence $\|x-a\|=M$ by the uniqueness of the limit.

The closest point $a$ is not always unique:

## Examples (See Fig. 3.6.)

- Let

$$
Y=\left\{y \in \mathbb{R}^{2}: y_{1}+y_{2}=0\right\} \quad \text { and } \quad x=(1,1)
$$

in $\left(\mathbb{R}^{2},\|\cdot\|_{1}\right)$. Then for $a=(t,-t) \in Y$ we have

$$
\|x-a\|=|1-t|+|1+t|=2
$$

if $|t| \leq 1$, and $\|x-a\|>2$ otherwise, so that $a$ satisfies (3.3) for all $-1 \leq t \leq 1$.

- Considering the same $Y$ and $x$ in $\left(\mathbb{R}^{2},\|\cdot\|_{2}\right)$, now only $a=(0,0)$ satisfies (3.3) because

$$
\|x-a\|_{2}^{2}=(1-t)^{2}+(1+t)^{2}=2+2 t^{2}
$$

has a unique minimum for $t=0$.
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- If

$$
Y=\left\{y \in \mathbb{R}^{2}: y_{2}=0\right\} \quad \text { and } \quad x=(0,1)
$$

in $\left(\mathbb{R}^{2},\|\cdot\|_{\infty}\right)$, then for $a=(t, 0) \in Y$ we have

$$
\|x-a\|_{\infty}=\max \{|t|, 1\}=1
$$

if $|t| \leq 1$, and $\|x-a\|>1$ otherwise, so that $a$ satisfies (3.3) for all $-1 \leq t \leq 1$.
Let us generalize the second example:
Proposition 3.12 (Legendre-Gauss) If $Y$ is a finite-dimensional (linear) subspace of a Euclidean space $(X,(\cdot, \cdot))$, then for each $x \in X$ there exists in $Y$ a unique closest point a to $x$ :

$$
\begin{equation*}
\|x-a\| \leq\|x-y\| \quad \text { for all } \quad y \in Y \tag{3.4}
\end{equation*}
$$

This is the orthogonal projection of $x$ onto $Y$ in the following sense ${ }^{14}$ :

$$
\begin{equation*}
a \in Y, \quad \text { and } \quad(x-a, z)=0 \quad \text { for all } \quad z \in Y \tag{3.5}
\end{equation*}
$$

Finally, the map $x \mapsto a$ is linear, and $\|a\| \leq\|x\|$ for all $x \in X$.
Remark The method of least squares in Approximation theory is based on the above proposition.

Proof By the preceding proposition there exists at least one point $a \in Y$ satisfying (3.4). This point satisfies (3.5). Indeed, for each $t>0$ we deduce from (3.4) that

$$
0 \geq t^{-1}\left(\|x-a\|^{2}-\|x-(a+t z)\|^{2}\right)=2(x-a, z)-t\|z\|^{2} .
$$

Letting $t \rightarrow 0$ we get $(x-a, z) \leq 0$. Applying the result to $-z$ instead of $z$ we get the converse inequality, so that in fact $(x-a, z)=0$.

In order to complete the proof of the uniqueness and the characterization it remains to show that if a point $a \in Y$ satisfies (3.5), then $\|x-y\|>\|x-a\|$ for each $y \in Y \backslash\{a\}$. Since $z=a-y \in Y \backslash\{0\}$, this may be shown as follows:

$$
\begin{aligned}
\|x-y\|^{2} & =\|(x-a)+(a-y)\|^{2} \\
& =\|x-a\|^{2}+\|a-y\|^{2}+2(x-a, a-y) \\
& =\|x-a\|^{2}+\|a-y\|^{2}>\|x-a\|^{2} .
\end{aligned}
$$

[^37]If $a$ and $b$ are the orthogonal projections of $x$ and $y$ onto $Y$, then for any scalars $\alpha, \beta$ we deduce from (3.5) by linearity that

$$
((\alpha x+\beta y)-(\alpha a+\beta b), z)=0
$$

for all $z \in Y$. Hence $\alpha a+\beta b$ is the orthogonal projection of $\alpha x+\beta y$ onto $Y$. This proves the linearity of the orthogonal projection.

Finally, applying (3.5) with $z=a$ and using the Cauchy-Schwarz inequality we obtain

$$
\|a\|^{2}=(a, a)=(x, a) \leq\|x\| \cdot\|a\| ;
$$

hence $\|a\| \leq\|x\|$.

### 3.4 Continuous Linear Maps

Motivated by matrix theory, the values $A(x)$ of a linear map $A: X \rightarrow Y$ are usually denoted by $A x$. As before, the letters $X, Y, Z$ stand for normed spaces.

For a linear map continuity at merely one point implies uniform and even Lipschitz continuity:

Lemma 3.13 If a linear map $A: X \rightarrow Y$ is continuous at some point $a$, then there exists a number $L \geq 0$ such that

$$
\begin{equation*}
\|A x\| \leq L\|x\| \quad \text { for all } \quad x \in X \tag{3.6}
\end{equation*}
$$

Hence A is Lipschitz continuous with the constant $L$.
Proof If $A$ is continuous at $a$, then there exists a $\delta>0$ such that

$$
z \in X \quad \text { and } \quad\|z-a\| \leq \delta \Longrightarrow\|A(z-a)\|=\|A z-A a\| \leq 1
$$

Applying this with $z:=a+x$ we obtain (3.6) with $L=1 / \delta$ for all $x \in X$ satisfying $\|x\| \leq \delta$, and then by homogeneity for all $x \in X$.

Furthermore, (3.6) implies Lipschitz continuity:

$$
\|A x-A y\|=\|A(x-y)\| \leq L\|x-y\|
$$

for all $x, y \in X$.
We denote by $L(X, Y)$ the set of continuous linear maps $A: X \rightarrow Y$. If $A \in$ $L(X, Y)$, then

$$
\|A\|:=\sup _{\|x\| \leq 1}\|A x\|<\infty
$$

by the lemma.

Remark Excluding the trivial case $X=\{0\},\|A\|$ is the smallest constant $L$ satisfying (3.6), and the equalities

$$
\|A\|=\sup _{x \neq 0} \frac{\|A x\|}{\|x\|} \quad \text { and } \quad\|A\|=\sup _{\|x\|=1}\|A x\|
$$

also hold.
The notation $\|A\|$ is justified:
Proposition $3.14(L(X, Y),\|\cdot\|)$ is a normed space.
Proof As a linear subspace of the vector space $\mathcal{F}(X, Y)$ of all functions $f: X \rightarrow Y$, $L(X, Y)$ is a vector space.

Among the norm axioms only the triangle inequality is not obvious. Using the triangle inequality in $Y$ we have for each $x \in X$ the estimate

$$
\|(A+B) x\| \leq\|A x\|+\|B x\| \leq\|A\| \cdot\|x\|+\|B\| \cdot\|x\|=(\|A\|+\|B\|) \cdot\|x\|,
$$

and hence $\|A+B\| \leq\|A\|+\|B\|$ by the definition of $\|A+B\|$.
Example We recall that every matrix $\left(a_{i k}\right)$ of size $n \times m$ defines a linear map $A$ : $\mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ by matrix multiplication if we represent the elements of $\mathbb{R}^{m}$ and $\mathbb{R}^{n}$ as column vectors. If we endow $\mathbb{R}^{m}$ with the $\|\cdot\|_{1}$ norm and $\mathbb{R}^{n}$ with the $\|\cdot\|_{\infty}$ norm, then

$$
\|A\|=\max _{i, k}\left|a_{i k}\right|
$$

by a simple computation.
The following result greatly simplifies the study of finite-dimensional linear maps.

Theorem 3.15 If $X$ is finite-dimensional, then every linear map $A: X \rightarrow Y$ is continuous.

Proof By Theorem 3.9 (p.78) we may assume that $X=\left(\mathbb{R}^{m},\|\cdot\|_{1}\right)$. Introducing the canonical basis $e_{1}, \ldots, e_{m}$ of $\mathbb{R}^{m}$ again, setting

$$
L:=\max \left\{\left\|A e_{1}\right\|, \ldots,\left\|A e_{m}\right\|\right\}
$$

we have

$$
\begin{aligned}
\|A x\| & =\left\|x_{1} A e_{1}+\cdots+x_{m} A e_{m}\right\| \\
& \leq\left|x_{1}\right| \cdot\left\|A e_{1}\right\|+\cdots+\left|x_{m}\right| \cdot\left\|A e_{m}\right\| \\
& \leq L\|x\|_{1}
\end{aligned}
$$

for all $x \in X$.

## Proposition 3.16

(a) If $B \in L(X, Y)$ and $A \in L(Y, Z)$, then

$$
A B \in L(X, Z) \quad \text { and } \quad\|A B\| \leq\|A\| \cdot\|B\| .
$$

(b) The formula $\varphi(A, B):=A B$ defines a continuous bilinear map

$$
\varphi: L(Y, Z) \times L(X, Y) \rightarrow L(X, Z)
$$

## Proof

(a) The linearity of $A B$ is obvious. It remains to observe that

$$
\|A B x\| \leq\|A\| \cdot\|B x\| \leq\|A\| \cdot\|B\| \cdot\|x\|
$$

for all $x \in X$.
(b) Only the continuity is not obvious. Consider the following estimate:

$$
\begin{aligned}
& \left\|\varphi\left(A^{\prime}, B^{\prime}\right)-\varphi(A, B)\right\| \\
& \quad=\left\|A^{\prime} B^{\prime}-A B\right\| \\
& \quad=\left\|\left(A^{\prime}-A\right)\left(B^{\prime}-B\right)+A\left(B^{\prime}-B\right)+\left(A^{\prime}-A\right) B\right\| \\
& \quad \leq\left\|A^{\prime}-A\right\| \cdot\left\|B^{\prime}-B\right\|+\|A\| \cdot\left\|B^{\prime}-B\right\|+\left\|A^{\prime}-A\right\| \cdot\|B\| .
\end{aligned}
$$

If $A^{\prime} \rightarrow A$ and $B^{\prime} \rightarrow B$, then each term on the right-hand side tends to zero.
*Remark If $X=Y$, then $L(X, X)$ is not only a normed space, but also a normed algebra. This means that the product of the operators is also defined, and it is compatible with the normed space structure. ${ }^{15}$ More precisely, if $A, B, C \in L(X, X)$ and $\alpha \in \mathbb{R}$, then

- $\alpha(A B)=(\alpha A) B=A(\alpha B)$,
- $(A+B) C=A C+B C$,
- $A(B+C)=A B+A C$,
- $\|A B\| \leq\|A\| \cdot\|B\|$.

The product is not commutative in general: $A B \neq B A$. See, e.g., Neumark [365] or Rudin [431] for an introduction to this theory.

Different normed spaces may have the same structure.

[^38]Definition $X$ and $Y$ are isometrically isomorphic if there exists a linear bijection $g: X \rightarrow Y$ such that

$$
\|g(x)\|=\|x\|
$$

for all $x \in X$.
It is often useful to identify isometrically isomorphic spaces. For example, every linear map $A: \mathbb{R} \rightarrow \mathbb{R}$ has the form $A x=a x$ for a suitable real number $a$. This enables us to identify $A$ with $a$. More generally, we have the following

Proposition 3.17 The normed space $L(\mathbb{R}, X)$ is isometrically isomorphic with $X$ via the function

$$
g: L(\mathbb{R}, X) \rightarrow X, \quad g(\varphi):=\varphi(1) .
$$

Proof The map $g$ is clearly linear, and is invertible with inverse

$$
f: X \rightarrow L(\mathbb{R}, X), \quad f(a) t:=t a, \quad t \in \mathbb{R},
$$

because $g(f(a))=a$ for all $a \in X$, and $f(g(\varphi))=\varphi$ for all $\varphi \in L(\mathbb{R}, X)$.
Finally, $\|\varphi\|=|\varphi(1)|=|g(\varphi)|$, so that $g$ is an isometry.
We end this section by proving a simple extension theorem that is widely applied in classical analysis. ${ }^{16}$

Proposition 3.18 Let $f: M \rightarrow Y$ be a continuous linear map defined on a (linear) subspace $M$ of a normed space $X$. If $Y$ is a Banach space, then $f$ may be uniquely extended to a continuous linear map $F: \bar{M} \rightarrow Y$ defined on the closure of $M$. Furthermore, $\|F\|=\|f\|$.

Proof Changing $X$ to $\bar{M}$ we may assume that $M$ is dense in $X$. Then one may readily verify that the unique continuous extension $F: X \rightarrow Y$ of $f$, given by Proposition 1.14 (p.20), is linear and satisfies the equality $\|F\|=\|f\|$.

### 3.5 Continuous Linear Functionals

## Definitions

- A real-valued linear map is also called a linear functional.
- The Banach space $L(X, \mathbb{R})$ of continuous linear functionals is called the dual space of the normed space $X$, and is often denoted by $X^{\prime}$.

[^39]Normed spaces have "many" continuous linear functionals:
Proposition 3.19 Let $(X,\|\cdot\|)$ be a normed space.
(a) For each $c \in X$ there exists $a \varphi \in X^{\prime}$ such that $\|\varphi\|=\|c\|$ and $\varphi(c)=\|c\|^{2}$.
(b) For any two distinct $x_{1}, x_{2} \in X$ there exists a $\varphi \in X^{\prime}$ such that $\varphi\left(x_{1}\right) \neq \varphi\left(x_{2}\right)$ : the continuous linear functionals separate the points of $X$.
Proof for Euclidean spaces $(X,(\cdot, \cdot))$
(a) The formula $\varphi(x):=(c, x)$ defines a linear functional satisfying the equality $\varphi(c)=\|c\|^{2}$. This implies that $\|\varphi\| \geq\|c\|$. The continuity of $\varphi$ and the converse inequality $\|\varphi\| \leq\|c\|$ follow from the Cauchy-Schwarz inequality:

$$
|\varphi(x)|=|(c, x)| \leq\|c\| \cdot\|x\|
$$

for all $x \in X$.
(b) Apply (a) with $c:=x_{1}-x_{2}$.

Part (a) of the proposition for arbitrary normed spaces is deeper. Let us assume temporarily the following very important result:

> *Theorem 3.20 (Helly-Hahn-Banach ${ }^{17}$ ) If $f: M \rightarrow \mathbb{R}$ is a continuous linear functional on a (linear) subspace $M \subset X$, then $f$ may be extended, preserving the norm, to a continuous linear functional $\varphi: X \rightarrow \mathbb{R}$.

Remark Let us compare this theorem with Proposition 3.18. The theorem allows us to extend the linear map $f$ to the whole space $X$, but only if $Y=\mathbb{R}$, and without ensuring the uniqueness of the extension. ${ }^{18}$
*Proof of Proposition 3.19 (a) in the general case The formula

$$
f(t c):=t\|c\|^{2}, \quad t \in \mathbb{R}
$$

defines a linear functional of norm $\|c\|$ on the linear subspace $M$ generated by the vector $c$. Since $f(c)=\|c\|^{2}$, the preceding theorem yields a suitable extension $\varphi$.

The crucial step in the proof of Theorem 3.20 is the following
Lemma 3.21 (Helly) Under the assumptions of Theorem 3.20, if $a \in X \backslash M$, then $f$ may be extended, preserving its norm, to a continuous linear functional $\psi$ defined on the linear subspace $Y$ generated by $M$ and $a$.

[^40]Proof If $f=0$, then we may choose $\varphi:=0$. Otherwise multiplying $f$ by some constant we may assume that $\|f\|=1$.

Fix a real number $\alpha$ (to be chosen later), and extend $f$ linearly to a functional $\psi: Y \rightarrow \mathbb{R}$ by the formula ${ }^{19}$

$$
\psi(x+t a):=f(x)+t \alpha, \quad x \in M, \quad t \in \mathbb{R} .
$$

Since $\psi$ is an extension of $f$, we have obviously $\|\psi\| \geq 1$. It remains to show that $\alpha$ may be chosen so as to satisfy the converse inequality $\|\psi\| \leq 1$.

Since $\psi(-y)=-\psi(y)$, it suffices to find $\alpha$ satisfying

$$
\psi(x \pm t a) \leq\|x \pm t a\|
$$

for all $x \in M$ and $t \geq 0$. Since $\psi$ is an extension of $f$, the inequality is satisfied for $t=0$. In the remaining cases dividing by $t>0$ we obtain the equivalent condition

$$
\psi\left(x^{\prime} \pm a\right) \leq\left\|x^{\prime} \pm a\right\| \quad \text { for all } \quad x^{\prime} \in M ;
$$

this may be rewritten in the form

$$
f\left(x^{\prime}\right)-\alpha \leq\left\|x^{\prime}-a\right\| \quad \text { and } \quad f\left(x^{\prime}\right)+\alpha \leq\left\|x^{\prime}+a\right\|,
$$

or equivalently

$$
f\left(x^{\prime}\right)-\left\|x^{\prime}-a\right\| \leq \alpha \leq\left\|x^{\prime}+a\right\|-f\left(x^{\prime}\right)
$$

for all $x^{\prime} \in M$.
Hence a suitable $\alpha$ exists if and only if

$$
f\left(x^{\prime}\right)-\left\|x^{\prime}-a\right\| \leq\left\|x^{\prime \prime}+a\right\|-f\left(x^{\prime \prime}\right)
$$

for all $x^{\prime}, x^{\prime \prime} \in M$. This inequality may be proved as follows:

$$
\begin{aligned}
f\left(x^{\prime}\right)+f\left(x^{\prime \prime}\right) & =f\left(x^{\prime}+x^{\prime \prime}\right) \leq\left\|x^{\prime}+x^{\prime \prime}\right\| \\
& =\left\|\left(x^{\prime}-a\right)+\left(x^{\prime \prime}+a\right)\right\| \leq\left\|x^{\prime}-a\right\|+\left\|x^{\prime \prime}+a\right\| .
\end{aligned}
$$

*Proof of Theorem 3.20 If $M$ has finite co-dimension $m,{ }^{20}$ then the theorem follows by $m$ successive applications of Helly's lemma.

[^41]In the general case we consider the family of all linear, norm-preserving extensions of $f$. If we identify the linear functionals with their graphs, then this family satisfies the hypotheses of Zorn's lemma (p. 54), so that $f$ has at least one maximal linear, norm-preserving extension $\varphi$. By Helly's lemma $\varphi$ is defined on the whole space $X$.

Remark The application of Zorn's lemma may be avoided if $X$ is separable: first we extend $f$ to a dense subspace of $X$ by repeating the first step countably many times, and then we apply Proposition 3.18 (p. 85). This was exactly the procedure used by Helly for $X=C(I)$ where $I$ is a compact interval.

### 3.6 Complex Normed Spaces

Most results of this chapter may be easily adapted to the complex case. Let us briefly indicate the necessary modifications. We recall that every complex vector space may also be considered as a real vector space, by allowing only multiplication by real numbers. For example, $\mathbb{C}^{m}$ is isomorphic to $\mathbb{R}^{2 m}$ as a real vector space.

Let $X$ and $Y$ be complex vector spaces. We say that the map $A: X \rightarrow Y$ is linear if

$$
A(x+y)=A(x)+A(y) \quad \text { and } \quad A(\lambda x)=\lambda A(x)
$$

for all $x, y \in X$ and $\lambda \in \mathbb{C}$, and antilinear if

$$
A(x+y)=A(x)+A(y) \quad \text { and } \quad A(\lambda x)=\bar{\lambda} A(x)
$$

for all $x, y \in X$ and $\lambda \in \mathbb{C}$.
By a norm defined on a complex vector space $X$ we mean a real-valued function $\|\cdot\|$ satisfying the same axioms as in the real case for all $x, y, z \in X$ and for all $\lambda \in \mathbb{C}$ (instead of $\lambda \in \mathbb{R}$ ). A normed space is a vector space endowed with a norm. A norm induces a metric in the usual way, and the norm function is continuous for the corresponding topology.

A complex-valued function $(\cdot, \cdot): X \times X \rightarrow \mathbb{C}$ defined on a complex vector space $X$ is called a scalar product if it satisfies for all $x, y, z \in X$ and $\alpha, \beta \in \mathbb{C}$ (instead of $\alpha, \beta \in \mathbb{R}$ ) the same axioms as in the real case, with one modification: we change the symmetry relation $(x, y)=(y, x)$ to $(x, y)=\overline{(y, x)}$.

A Euclidean space is a vector space endowed with a scalar product. Since ( $x, x$ ) is still real for all $x \in X$, the scalar product induces a norm in the usual way, which satisfies the Cauchy-Schwarz inequality and the parallelogram identity. The scalar product is continuous with respect to the norm topology.

A complete Euclidean space is called a Hilbert space. For example, $\mathbb{C}^{m}$ is a Hilbert space for the scalar product

$$
(x, y):=x_{1} \overline{y_{1}}+x_{2} \overline{y_{2}}+\cdots+x_{m} \overline{y_{m}} .
$$

Since a complex normed space induces the same metric as the associated real normed space (of double dimension), all metric and topological results of Sects. 3.13.4 remain valid with slight changes in some proofs. In condition (3.5) we have to replace the relation $(x-a, z)=0$ by $\Re(x-a, z)=0,{ }^{21}$ and in the proof we have to write

$$
(x-a, z)+(z, x-a)=2 \Re(x-a, z)
$$

instead of $2(x-a, z)$, and

$$
(x-a, a-y)+(a-y, x-a)=2 \mathfrak{R}(x-a, a-y)
$$

instead of 2( $x-a, a-y$ ).
The only delicate problem is the extension of the Helly-Hahn-Banach theorem 3.20 to the complex case. In its statement we change $\mathbb{R}$ to $\mathbb{C}$. For the proof we first extend the real part of $f$ by using the real case theorem, and then we complexify the extended functional $\psi: X \rightarrow \mathbb{R}$ by setting

$$
\varphi(x):=\psi(x)-i \psi(i x)
$$

Then $\mathfrak{R} \varphi=\psi,\|f\|=\|\psi\| \leq\|\varphi\|$, and $\varphi$ is a complex linear functional because

$$
\varphi(i x):=\psi(i x)-i \psi(-x)=i \psi(x)+\psi(i x)=i \varphi(x)
$$

It remains to show the converse inequality $\|\varphi\| \leq\|\psi\|$. For each $x \in X$ there exists a $\lambda \in \mathbb{C}$ such that $|\lambda|=1$ and $\lambda \varphi(x)=|\varphi(x)|$. Then

$$
|\varphi(x)|=\varphi(\lambda x)=\psi(\lambda x) \leq\|\psi\| \cdot|\lambda x|=\|\psi\| \cdot|x|,
$$

i.e., $\|\varphi\| \leq\|\psi\|$ indeed.

### 3.7 Exercises

Exercise 3.1 Prove that $\|x\|_{p} \rightarrow\|x\|_{\infty}$ for each $x \in \mathbb{R}^{m}$ as $p \rightarrow \infty$.
Exercise 3.2 Let $A, B$ be two sets in a normed space and set

$$
A+B:=\{x+y: x \in A, \quad y \in B\} .
$$

Prove the following:
(i) If $A$ is open, then $A+B$ is open.
(ii) If $A$ is compact and $B$ is closed, then $A+B$ is closed.
(iii) If $A$ and $B$ are compact, then $A+B$ is compact.
(iv) If $A$ and $B$ are closed, then $A+B$ is not necessarily closed.

[^42]Exercise 3.3 Consider the vector space of matrices of order $n$ endowed with an arbitrary norm. Prove the following:
(i) The orthogonal matrices form a compact set.
(ii) The invertible matrices form an open set.
(iii) The symmetric matrices form a closed set.

Are these sets connected?
Exercise 3.4 Let $X, Y$ be normed spaces, $K \subset X$ a convex compact set, and $f$ : $K \rightarrow Y$ a locally Lipschitz continuous function: for each point $a \in K$ there exist a neighborhood $V_{a}$ of $a$ in $K$ and a constant $L_{a}$ such that

$$
\left\|f\left(x_{1}\right)-f\left(x_{2}\right)\right\| \leq L_{a}\left\|x_{1}-x_{2}\right\|
$$

for all $x_{1}, x_{2} \in V_{a}$.
Prove that $f$ is (globally) Lipschitz continuous.
Exercise 3.5 (Dini's Theorem) Let $K$ be compact topological space and $\left(f_{n}\right) \subset$ $C(K)$ a monotone sequence of continuous functions, converging pointwise to some $f \in C(K)$. Then the convergence is in fact uniform.

Exercise 3.6 (Integral of Continuous Functions) Given a Banach space $X$, we consider the Banach space $C([a, b], X)$ of the continuous functions $f:[a, b] \rightarrow X$ with the supremum norm.

A function $f \in C([a, b], X)$ is called piecewise linear if there exists a finite subdivision

$$
a=x_{0}<\cdots<x_{n}=b
$$

such that $f$ is affine in each subinterval $\left[x_{k-1}, x_{k}\right]$. Its integral is defined by

$$
I(f):=\sum_{k=1}^{n} \frac{f\left(x_{k-1}\right)+f\left(x_{k}\right)}{2}\left(x_{k}-x_{k-1}\right)
$$

Prove the following assertions:
(i) the piecewise linear functions form a linear subspace $M$;
(ii) $M$ is dense in $C([a, b], X)$;
(iii) $I: M \rightarrow \mathbb{R}$ is a continuous linear functional;
(iv) $I$ extends to a unique continuous linear functional $\tilde{I}$ on $C([a, b], X)$.

We usually write $\int_{a}^{b} f(x) d x$ instead of $\tilde{I}(f)$.
Exercise 3.7 Prove that $C([a, b])$ is not complete for any norm $\|\cdot\|_{p}$ with $1 \leq p<\infty$.

Exercise 3.8 (Carathéodory's Theorem) If $x \in \mathbb{R}^{n}$ belongs to the convex hull ${ }^{22}$ of a set $A \subset \mathbb{R}^{n}$, then there exists a subset $B \subset A$ of at most $n+1$ elements such that $x$ already belongs to the convex hull of $B$.

Exercise 3.9 (Radon's Theorem) Any set of at least $n+2$ points in $\mathbb{R}^{n}$ can be partitioned into two disjoint sets whose convex hulls intersect.

## Exercise 3.10 (Helly's Intersection Theorem)

(i) Let $C_{1}, \ldots, C_{k}$ be a finite collection of convex subsets of $\mathbb{R}^{n}$, with $k>n$. If the intersection of every $n+1$ of these sets is non-empty, then the whole collection has a non-empty intersection.
(ii) Let $\left(C_{i}\right)_{i \in I}$ be an infinite collection of convex compact subsets of $\mathbb{R}^{n}$. If the intersection of every $n+1$ of these sets is non-empty, then the whole collection has a non-empty intersection.

Exercise 3.11 (Jordan-von Neumann Theorem) Consider a norm on a vector space $X$ that satisfies the parallelogram identity. We are going to prove that it is associated with a uniquely defined scalar product.
(i) Show that the only possible scalar product is given by the formula

$$
(x, y)=\frac{1}{4}\left(\|x+y\|^{2}-\|x-y\|^{2}\right) .
$$

The next assertions, where $x, y, z \in X$ are arbitrary vectors, show that this formula does indeed define a scalar product, and that the induced norm is the given one:
(ii) $(x, z)+(y, z)=2\left(\frac{x+y}{2}, z\right)$;
(iii) $(x, z)=2\left(\frac{x}{2}, z\right)$;
(iv) $(x, z)+(y, z)=(x+y, z)$;
(v) $(n x, y)=n(x, y)$ for all $n \in \mathbb{Z}$;
(vi) $(\alpha x, y)=\alpha(x, y)$ for all $\alpha \in \mathbb{Q}$;
(vii) the maps $\alpha \mapsto\|\alpha x+y\|$ and $\alpha \mapsto\|\alpha x-y\|$ are continuous;
(viii) $(\alpha x, y)=\alpha(x, y)$ for all $\alpha \in \mathbb{R}$;
(ix) $(x, y)$ is a scalar product associated with our norm.

[^43]Exercise 3.12 (A Fixed Point Theorem of Joó) Let $X, Y$ be non-empty convex sets in normed spaces, and $y \mapsto K(y)$ a mapping of $Y$ into the family of non-empty convex compact subsets of $X$. Assume that

- $K(y) \subset K\left(y_{1}\right) \cup K\left(y_{2}\right)$ whenever $y \in\left[y_{1}, y_{2}\right]$;
- $x \in K(y)$ whenever $x_{n} \rightarrow x, y_{n} \rightarrow y$, and $x_{n} \in K\left(y_{n}\right)$ for all $n$.

The goal of this exercise is to show that the sets $K(y)$ have a non-empty intersection.
First we consider the intersection of two sets. We assume on the contrary that there exist $y_{1}, y_{2} \in Y$ such that $K\left(y_{1}\right) \cap K\left(y_{2}\right)=\varnothing$.
(i) Prove that for each $y \in\left[y_{1}, y_{2}\right]$ we have either $K(y) \subset K\left(y_{1}\right)$ or $K(y) \subset K\left(y_{2}\right)$.
(ii) Prove that there exists $y_{3} \in\left[y_{1}, y_{2}\right]$ such that $K(y) \subset K\left(y_{1}\right)$ for all $y \in\left[y_{1}, y_{3}\right)$ and $K(y) \subset K\left(y_{2}\right)$ for all $y \in\left(y_{3}, y_{2}\right]$.
(iii) Assuming by symmetry that $K\left(y_{3}\right) \subset K\left(y_{1}\right)$, show that $K\left(y_{4}\right) \subset K\left(y_{5}\right)$ for any $y_{5} \in\left(y_{3}, y_{2}\right]$ and $y_{4} \in\left(y_{3}, y_{5}\right),{ }^{23}$ and hence

$$
\cap_{y \in\left(y_{3}, y_{2}\right]} K(y) \neq \varnothing .
$$

(iv) Show that

$$
\cap_{y \in\left(y_{3}, y_{2}\right]} K(y) \subset K\left(y_{3}\right),
$$

and hence $K\left(y_{1}\right) \cap K\left(y_{2}\right) \neq \varnothing$, contradicting our assumption.
Now we consider intersections of more than two sets.
(v) Assume by induction that any $n$ sets $K(y)$ have a non-empty intersection, but there exist $n+1$ sets $K\left(y_{1}\right), \ldots, K\left(y_{n+1}\right)$ with an empty intersection. Find a contradiction by applying the above results for the sets

$$
K^{*}(y):=\cap_{i=3}^{n+1} K\left(y_{i}\right) \cap K(y), \quad y \in Y
$$

instead of $K(y)$.
(vi) Conclude that

$$
\cap_{y \in Y} K(y) \neq \varnothing .
$$

Exercise 3.13 (von Neumann's Minimax Theorem) Let $X, Y$ be non-empty convex compact sets in normed spaces, and $f: X \times Y \rightarrow \mathbb{R}$ a continuous function satisfying the following conditions:

- the subfunctions $x \mapsto f(x, y)$ are concave for each $y \in Y$;
- the subfunctions $y \mapsto f(x, y)$ are convex for each $x \in X$.

[^44]The goal of this exercise is to prove the equality

$$
\begin{equation*}
\max _{x} \min _{y} f(x, y)=\min _{y} \max _{x} f(x, y) . \tag{3.7}
\end{equation*}
$$

(i) Show that both sides of (3.7) are well-defined, and

$$
\max _{x} \min _{y} f(x, y) \leq \min _{y} \max _{x} f(x, y) .
$$

(ii) Denoting by $\alpha$ the right-hand side of (3.7), show that the sets

$$
K(y):=\{x \in X: f(x, y) \geq \alpha\}, \quad y \in Y
$$

satisfy the conditions of the preceding exercise.
(iii) Show that the relation

$$
\cap_{y \in Y} K(y) \neq \varnothing
$$

implies the inequality

$$
\max _{x} \min _{y} f(x, y) \geq \min _{y} \max _{x} f(x, y) .
$$

(iv) Show that if the maximum on the left-hand side of (3.7) is attained in $x^{*}$ and the minimum on the right-hand side of (3.7) is attained in $y^{*}$, then $\left(x^{*}, y^{*}\right)$ is a saddle point, i.e.,

$$
\begin{equation*}
f\left(x, y^{*}\right) \leq f\left(x^{*}, y^{*}\right) \leq f\left(x^{*}, y\right) \quad \text { for all } \quad x \in X \quad \text { and } \quad y \in Y . \tag{3.8}
\end{equation*}
$$

(v) Conversely, show that the existence of a saddle point implies (3.7).

## Part II Differential Calculus

Kepler [274] and Fermat [167] noticed that (using today's terminology) the derivative of a function vanishes at points of minima and maxima. Fermat [167] and Descartes [125] solved geometrical problems using differential calculus.

Partial derivatives first appeared in the works of Newton and Leibniz around 1670-1680. Newton [368] solved problems of mechanics by applying power series to integrate differential equations like $x^{\prime}=1-3 t+x+t^{2}+t x$. This stimulated many subsequent works by Leibniz, the Bernoulli brothers, Euler, Lagrange, Laplace and others.

Euler [151] and Lagrange [302, 308] extended the results of Kepler and Fermat to several variables and for conditional extrema.

Lagrange [310] and Cauchy [87] generalized Taylor's formula [481] for functions of several variables.

Using Euler's approximate solutions [156], Cauchy [89] established the existence of unique solutions for a large class of differential equations. His unpublished results were rediscovered by Lipschitz [336].

Peano [380] gave a new proof by using successive approximations. This method, going back at least to Liouville [335] or maybe even Cauchy [89], became very popular after the works of Picard [389], Bendixson [35] and Lindelöf [332].

Peano [379, 382] proved the existence of solutions under much weaker assumptions.

In Weierstrass' era of rigor, Dini [134] published the first proof of Descartes’ implicit function theorem [125].

Peano [191] gave a new form of the remainder term in Taylor's formula, which is very useful when computing limits.

The total derivative was introduced by Weierstrass [508] and Stolz [470], and became widely accepted after the works of Fréchet [177]. Clarifying some earlier results of Euler [147, 155], Schwarz [441] and Young [515] proved that the higherorder derivatives are usually symmetric functions.

The following works contain detailed historical accounts: [60-62, 72, 81, 120, $137,216,217,277]$ and [475]. Numerous exercises and further results may be found in the books: $[15,63,105,118,124,130,170,224,278,398,430,450,451]$.

In this chapter the letters $X, Y, Z$ denote arbitrary normed spaces. However, the reader may first consider that they are equal to $\mathbb{R}^{N}, N=1,2, \ldots$.

## Chapter 4 <br> The Derivative

### 4.1 Definitions and Elementary Properties

The classical definition (see Fig. 4.1)

$$
f^{\prime}(a):=\lim _{x \rightarrow a} \frac{f(x)-f(a)}{x-a}
$$

of the derivative remains meaningful for vector-valued functions $f: \mathbb{R} \hookrightarrow Y .{ }^{1}$ For functions $f: X \hookrightarrow \mathbb{R}$ of vector variables, however, the fraction is undefined if $\operatorname{dim} X>1$. But there exist two equivalent definitions that may be adapted to these cases:

Let us observe that for $A \in \mathbb{R}$ the relation

$$
\begin{equation*}
\frac{f(x)-f(a)}{x-a} \rightarrow A \quad \text { as } \quad x \rightarrow a \tag{4.1}
\end{equation*}
$$

is equivalent to

$$
\begin{equation*}
\frac{|f(a+h)-f(a)-A h|}{|h|} \rightarrow 0 \quad \text { as } \quad h \rightarrow 0 . \tag{4.2}
\end{equation*}
$$

The relation (4.1) means that the function

$$
x \mapsto \frac{f(x)-f(a)}{x-a}
$$

[^45]Fig. 4.1 The notion of the derivative

has a continuous extension to $a$. Equivalently, there exists a function $u: D(f) \rightarrow \mathbb{R}$ that is continuous at $a$, and satisfies the identity ${ }^{2}$

$$
\begin{equation*}
f(x)-f(a) \equiv u(x)(x-a) \tag{4.3}
\end{equation*}
$$

By Proposition 3.17 (p. 85) the number $A$ in (4.2) may be identified with the linear map $h \mapsto A h$ in $L(\mathbb{R}, \mathbb{R})$, and the function $u$ in (4.3) may be considered as a function $u: \mathbb{R} \hookrightarrow L(\mathbb{R}, \mathbb{R})$. Using this interpretation and changing the absolute values to norms in (4.2), both relations are meaningful for more general functions $f: X \hookrightarrow Y$ as well, and they are still equivalent:

Lemma 4.1 Given a function $f: X \hookrightarrow Y$, a point $a \in D(f)$ and a number $r>0$, the following properties are equivalent:
(a) there exists a continuous linear map $A \in L(X, Y)$ such that

$$
\begin{equation*}
\frac{\|f(a+h)-f(a)-A h\|}{\|h\|} \rightarrow 0 \quad \text { as } \quad\|h\| \rightarrow 0 \tag{4.4}
\end{equation*}
$$

(b) there exists a function $u: D(f) \rightarrow L(X, Y)$ satisfying (4.3), and continuous at a.
(c) there exists a function $u: D(f) \cap B_{r}(a) \rightarrow L(X, Y)$ satisfying (4.3), and continuous at $a$.

Furthermore, (a) implies the existence of $u$ satisfying $u(a)=A$, and (b), (c) imply (a) with $A=u(a)$.

Proof
$(\mathrm{b}) \Longrightarrow(\mathrm{c})$ is obvious.
(c) $\Longrightarrow$ (a) The relation

$$
\frac{\|f(a+h)-f(a)-u(a) h\|}{\|h\|}=\frac{\|(u(a+h)-u(a)) h\|}{\|h\|} \leq\|u(a+h)-u(a)\|
$$

[^46]implies (4.4) with $A:=u(a)$ because for $h \rightarrow 0$ the right-hand side tends to zero by the continuity of $u$ at $a$.
(a) $\Longrightarrow$ (b) For each $x \in D(f) \backslash\{a\}$ there exists a $\varphi_{x} \in X^{\prime}$ such that ${ }^{3}$
$$
\left\|\varphi_{x}\right\|=1 /\|x-a\| \quad \text { and } \quad \varphi_{x}(x-a)=1
$$

Then the formula

$$
u(x) h:=A h+\varphi_{x}(h)(f(x)-f(a)-A(x-a)), \quad h \in X
$$

defines a continuous linear map $u(x) \in L(X, Y)$ satisfying (4.3).
It remains to show that, setting $u(a):=A$, the function $u: D(f) \rightarrow L(X, Y)$ is continuous at $a$. We have for each $h \in X$ the estimate

$$
\begin{aligned}
\|(u(x)-u(a)) h\| & =\left\|\varphi_{x}(h)(f(x)-f(a)-A(x-a))\right\| \\
& \leq\left\|\varphi_{x}\right\| \cdot\|h\| \cdot\|f(x)-f(a)-A(x-a)\|
\end{aligned}
$$

and since $\left\|\varphi_{x}\right\|=1 /\|x-a\|$, we have

$$
\|u(x)-u(a)\| \leq \frac{\|f(x)-f(a)-A(x-a)\|}{\|x-a\|} .
$$

If $x \rightarrow a$, then the fraction tends to zero by (a), so that $u(x) \rightarrow u(a)$.
The relation (4.4) is often written in the more convenient form

$$
f(a+h)=f(a)+A h+o(h), \quad h \rightarrow 0 .
$$

This expresses transparently that the derivative yields a good linear approximation of $f$ in a neighborhood of $a$.
Remark If $\operatorname{dim} X>1$ the function $u$ is not unique: a natural example will occur later (p. 115).

Definitions Let $f: X \hookrightarrow Y$.

- $f$ is differentiable at $a \in D(f)$ if it is defined in a neighborhood of $a$, and satisfies one of the equivalent properties in Lemma 4.1. The map $A$ is called the (Fréchet or total) derivative of $f$ at $a$, and is denoted by $f^{\prime}(a)$.
- The derivative function of $f$ is the function $f^{\prime}: D_{1} \rightarrow L(X, Y)$ defined by the formula $a \mapsto f^{\prime}(a)$ on the set $D_{1}$ of points where $f$ is differentiable.
- $f$ is differentiable if $D_{1}=D(f)$, i.e., if it is defined on an open set, and is differentiable at every point of its domain of definition.

[^47]- $f$ is continuously differentiable or belongs to the class $C^{1}$ if it is differentiable, and if its derivative $f^{\prime}: D(f) \rightarrow L(X, Y)$ is continuous (everywhere). We write $f \in C^{1}$ in this case.


## Remarks

- Neither the differentiability nor the derivative of $f$ changes if we change the norm of $X$ or $Y$ to an equivalent one.
- We define the derivative only in interior points in order to simplify several important theorems in the sequel.
- Property (a) is usually easier to check, while property (b) allows us to simplify many proofs.


## Examples

- Every constant function is differentiable, and its derivative is identically zero because the numerator in (4.4) vanishes.
- Every continuous linear map $f \in L(X, Y)$ is differentiable, and its derivative is the constant function $f^{\prime}(a):=f$ for every $a \in X$ because the numerator in (4.4) vanishes again.
- Let $\varphi: X \times Y \rightarrow Z$ be a bilinear map satisfying for some constant $M$ the estimate

$$
\|\varphi(x, y)\| \leq M\|x\| \cdot\|y\|
$$

for all $x \in X$ and $y \in Y .{ }^{4}$
Then $\varphi$ is differentiable, and $\varphi^{\prime}(x, y) \in L(X \times Y, Z)$ is given by the formula

$$
\varphi^{\prime}(x, y)(h, k)=\varphi(x, k)+\varphi(h, y), \quad(h, k) \in X \times Y
$$

Using this formula we see that the derivative function is a continuous linear map

$$
\varphi^{\prime} \in L(X \times Y, L(X \times Y, Z))
$$

Indeed, the linearity of $\varphi^{\prime}$ follows from the bilinearity of $\varphi$. Furthermore, we infer from the estimate

$$
\left\|\varphi^{\prime}(x, y)(h, k)\right\| \leq M\|x\| \cdot\|k\|+M\|h\| \cdot\|y\|
$$

and from the definitions

$$
\|(x, y)\|=\|x\|+\|y\| \quad \text { and } \quad\|(h, k)\|=\|h\|+\|k\|
$$

[^48]that
$$
\left\|\varphi^{\prime}(x, y)(h, k)\right\| \leq M\|(x, y)\| \cdot\|(h, k)\|
$$
for all $(x, y),(h, k) \in X \times Y$. Hence
$$
\left\|\varphi^{\prime}(x, y)\right\| \leq M\|(x, y)\| \quad \text { for all } \quad(x, y) \in X \times Y
$$
i.e., $\varphi^{\prime}$ is continuous with $\left\|\varphi^{\prime}\right\| \leq M$.

## Proposition 4.2

(a) Iff is differentiable at a, then it is continuous at a.
(b) Iff : $X \hookrightarrow Y$ is differentiable at $a$, then

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{f(a+t h)-f(a)}{t}=f^{\prime}(a) h \tag{4.5}
\end{equation*}
$$

for all $h \in X$. Hence the derivative $f^{\prime}(a)$ is unique.
(c) Differentiation is a linear operation: iff, $g: X \hookrightarrow Y$ are differentiable at $a$ and $\alpha, \beta \in \mathbb{R}$, then $\alpha f+\beta g: X \hookrightarrow Y$ is differentiable at $a$, and

$$
(\alpha f+\beta g)^{\prime}(a)=\alpha f^{\prime}(a)+\beta g^{\prime}(a) .
$$

(d) If $g: X \hookrightarrow Y$ is differentiable at $a$ and $f: Y \hookrightarrow Z$ is differentiable at $g(a)$, then $f \circ g: X \hookrightarrow Z$ is differentiable at $a$, and

$$
(f \circ g)^{\prime}(a)=f^{\prime}(g(a)) g^{\prime}(a) .
$$

(e) The preceding implication remains valid if we replace the words "differentiable at a" by one of the following: "continuously differentiable at a", "differentiable" or "continuously differentiable".

Proof
(a) It follows from (4.3) that

$$
\|f(x)-f(a)\| \leq\|u(x)\| \cdot\|x-a\|
$$

If $x_{n} \rightarrow a$, then $u\left(x_{n}\right) \rightarrow u(a)$, so that $\left\|u\left(x_{n}\right)\right\| \cdot\left\|x_{n}-a\right\| \rightarrow 0$, and therefore $f\left(x_{n}\right) \rightarrow f(a)$ by the preceding inequality.
(b) Apply (4.3) with $x=a+t h$ and use the equality $u(a)=f^{\prime}(a)$.
(c) As the intersection of two neighborhoods,

$$
D:=D(\alpha f+\beta g)=D(f) \cap D(g)
$$

is a neighborhood of $a$. By our assumptions there exist two functions $u, v: D \rightarrow$ $L(X, Y)$, continuous at $a$ and satisfying the identities

$$
f(x)-f(a) \equiv u(x)(x-a) \quad \text { and } \quad g(x)-g(a) \equiv v(x)(x-a) .
$$

Then the identity

$$
(\alpha f+\beta g)(x)-(\alpha f+\beta g)(a) \equiv(\alpha u(x)+\beta v(x))(x-a)
$$

is also satisfied. Since $\alpha u+\beta v: D \rightarrow L(X, Y)$ is continuous at $a$ by Proposition 3.4 (p. 73), $\alpha f+\beta g$ is differentiable at $a$, and

$$
(\alpha f+\beta g)^{\prime}(a)=(\alpha u+\beta v)(a)=\alpha u(a)+\beta v(a)=\alpha f^{\prime}(a)+\beta g^{\prime}(a)
$$

(d) Since $g$ is continuous at $a, D:=D(f \circ g)=D(g) \cap g^{-1}(D(f))$ is a neighborhood of $a$. By our assumptions there exists a function $v: D(g) \rightarrow L(X, Y)$, continuous at $a$ and satisfying the identity

$$
g(x)-g(a) \equiv v(x)(x-a)
$$

and there exists a function $u: D(f) \rightarrow L(Y, Z)$, continuous at $g(a)$ and satisfying the identity

$$
f(y)-f(g(a)) \equiv u(y)(y-g(a))
$$

Then we have

$$
f(g(x))-f(g(a))=u(g(x))(g(x)-g(a))=u(g(x)) v(x)(x-a)
$$

for all $x \in D$, i.e.,

$$
(f \circ g)(x)-(f \circ g)(a) \equiv w(x)(x-a)
$$

in $D$ with

$$
w(x):=u(g(x)) v(x) \in L(X, Z) .
$$

Since the composite function ${ }^{5} w=\varphi \circ(u \circ g, v)$ is continuous at $a$ by Proposition 1.6 (p.11), we conclude that $f \circ g$ is differentiable at $a$, and

$$
(f \circ g)^{\prime}(a)=w(a)=u(g(a)) v(a)=f^{\prime}(g(a)) g^{\prime}(a)
$$

(e) If $g^{\prime}$ is continuous at $a$ and $f^{\prime}$ is continuous at $g(a)$, then $(f \circ g)^{\prime}$ is continuous at $a$ by the preceding formula. The other two versions are obtained by applying the obtained results to every $a \in D(g)$.

[^49]
## Remarks

- The limit (4.5) is called the derivative of $f$ at a in the direction $h$. Thus a (Fréchet) differentiable function is differentiable in every direction. The last example on p. 104 shows that the converse implication may fail. ${ }^{6}$
- The derivative of a composite function $f \circ g$ takes a simpler form when $f$ is linear: since $f^{\prime}(g(a))=f$, we have

$$
(f \circ g)^{\prime}(a)=\left(f \circ g^{\prime}\right)(a)=f g^{\prime}(a)
$$

This remark will frequently be used in the sequel.

## Examples

- If $f: X \hookrightarrow \mathbb{R}$ and $g: X \hookrightarrow Y$ are differentiable at $a$, then $f g: X \hookrightarrow Y$ is differentiable at $a$, and

$$
\begin{equation*}
(f g)^{\prime}(a) h=\left(f^{\prime}(a) h\right) g(a)+f(a) g^{\prime}(a) h \tag{4.6}
\end{equation*}
$$

for all $h \in X$.
For the proof we introduce the function $F: X \hookrightarrow \mathbb{R} \times X$ defined by $F(x):=$ $(f(x), g(x)), x \in D(f) \cap D(g)$ and the bilinear function $\varphi: \mathbb{R} \times X \rightarrow X$ defined by $\varphi(c, x):=c x$. Then $f g=\varphi \circ F$.

If $\|h\| \rightarrow 0$, then

$$
\begin{aligned}
& \frac{\left\|F(a+h)-F(a)-\left(f^{\prime}(a) h, g^{\prime}(a) h\right)\right\|}{\|h\|} \\
& =\frac{\left\|f(a+h)-f(a)-f^{\prime}(a) h\right\|}{\|h\|} \\
& \quad+\frac{\left\|g(a+h)-g(a)-g^{\prime}(a) h\right\|}{\|h\|} \rightarrow 0
\end{aligned}
$$

by the differentiability of $f$ and $g$ at $a$. Hence $F$ is differentiable at $a$ and $F^{\prime}(a) h=$ ( $\left.f^{\prime}(a) h, g^{\prime}(a) h\right)$ for all $h \in X$.

Next we observe that

$$
\|\varphi(c, x)\|=\|c x\|=|c| \cdot\|x\| \quad \text { for all } \quad(c, x) \in \mathbb{R} \times X
$$

so that $\varphi$ is differentiable by the example on page 100 , and

$$
\varphi^{\prime}(c, x)(t, k)=\varphi(c, k)+\varphi(t, x)=c k+t x
$$

[^50]for all $(c, x),(t, k) \in \mathbb{R} \times X$.
Applying Proposition 4.2 (d) we conclude that $f g=\varphi \circ F$ is differentiable at $a$, and
\[

$$
\begin{aligned}
(f g)^{\prime}(a) h & =(\varphi \circ F)^{\prime}(a) h=\varphi^{\prime}(F(a)) F^{\prime}(a) h \\
& =\varphi^{\prime}(f(a), g(a))\left(f^{\prime}(a) h, g^{\prime}(a) h\right)=f(a) g^{\prime}(a) h+\left(f^{\prime}(a) h\right) g(a)
\end{aligned}
$$
\]

for all $h \in X$.

- We show that if $A \in L(H, H)$ is a continuous linear map on a Euclidean space, then the quadratic form $f: H \rightarrow \mathbb{R}$ defined by $f(x):=(A x, x)$ is differentiable.

First we compute the directional derivatives. For any fixed $a, h \in H$ we have

$$
\begin{aligned}
\lim _{t \rightarrow 0} \frac{f(a+t h)-f(a)}{t} & =\lim _{t \rightarrow 0}[(A a, h)+(A h, a)+t(A h, h)] \\
& =(A a, h)+(A h, a)
\end{aligned}
$$

Hence the derivative, if it exists, is given by the formula

$$
f^{\prime}(a) h=(A a, h)+(A h, a), \quad a, h \in H .
$$

Now we check the relation (4.4): since

$$
\frac{|f(a+h)-f(a)-(A a, h)-(A h, a)|}{\|h\|}=\frac{|(A h, h)|}{\|h\|} \leq\|A h\| \leq\|A\| \cdot\|h\|
$$

it suffices to observe that as $h \rightarrow 0$ the last expression tends to zero.

- The function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ defined by the formulas

$$
f(0,0)=0 \quad \text { and } \quad f(x, y)=\frac{2 x y}{x^{2}+y^{2}} \quad \text { otherwise }
$$

is differentiable in every direction at 0 , but it is not totally differentiable because it is not even continuous at 0 . Indeed, it takes any value between -1 and 1 in every neighborhood of $(0,0)$.

As in the case of functions of a real variable, the derivative is very helpful when finding extremal values of functions. By symmetry we consider only the case of minima.

Definition A function $f: X \hookrightarrow \mathbb{R}$ has a local minimum at $a \in D(f)$ if there exists an $r>0$ such that $f(x) \geq f(a)$ for all $x \in D(f) \cap B_{r}(a)$.
Proposition 4.3 (Fermat) Iff has a local minimum at a and is differentiable at a, then $f^{\prime}(a)=0$.

Proof Fix $h \in X$ arbitrarily. By our assumptions we have

$$
f(a) \leq f(a+t h)=f(a)+t f^{\prime}(a) h+o(t)
$$

as $t \rightarrow 0$ (see Fig. 4.2). Dividing by $t>0$ we get

$$
0 \leq f^{\prime}(a) h+o(1)
$$

letting $t \searrow 0$ this yields $f^{\prime}(a) h \geq 0$. Changing $h$ to $-h$ we obtain the converse inequality $f^{\prime}(a) h \leq 0$, so that finally $f^{\prime}(a) h=0$ for all $h \in X$.

### 4.2 Mean Value Theorems

First we recall some classical theorems:
Proposition 4.4 Let $f, g, h:[a, b] \rightarrow \mathbb{R}$ be continuous functions on a nondegenerate interval, differentiable on $(a, b)$.
(a) (Rolle) If $h(a)=h(b)$, then there exists a $c \in(a, b)$ such that $h^{\prime}(c)=0$.
(b) (Lagrange) There exists a $c \in(a, b)$ such that $f(b)-f(a)=f^{\prime}(c)(b-a)$.
(c) (Cauchy) If $g^{\prime} \neq 0$ in $(a, b)$, then there exists $a c \in(a, b)$ such that

$$
\frac{f(b)-f(a)}{g(b)-g(a)}=\frac{f^{\prime}(c)}{g^{\prime}(c)} .
$$

See Fig. 4.3 for the geometric meaning of Lagrange's theorem.

Fig. 4.2 Minimum


Fig. 4.3 The mean value theorem


## Proof

(a) The function $h$ has maximal and minimal values by Weierstrass' theorem. Since $h(a)=h(b)$, at least one of them is attained at some point $c \in(a, b)$, and then $h^{\prime}(c)=0$ by Fermat's theorem.
(b) We apply (a) to the function

$$
h(t):=f(t)-\frac{f(b)-f(a)}{b-a}(t-a) .
$$

(c) Since $g^{\prime} \neq 0$ in $(a, b)$, applying (b) to $g$ we see that the fraction on the left-hand side is well defined. The existence of $c$ follows by applying Rolle's theorem to

$$
h(t):=f(t)-\frac{f(b)-f(a)}{g(b)-g(a)}(g(t)-g(a)) .
$$

The last result allows us to establish a useful method of finding limits.
Corollary 4.5 (L'Hospital) Let $f, g:(a, b) \rightarrow \mathbb{R}$ be two differentiable functions with $g^{\prime} \neq 0$ in $(a, b)$. If

$$
\lim _{b} f=\lim _{b} g=0 \quad \text { and } \quad \lim _{b} \frac{f^{\prime}}{g^{\prime}}=A
$$

then

$$
\lim _{b} \frac{f}{g}=A
$$

Proof We have to prove that

$$
\lim _{b} \frac{f\left(t_{n}\right)}{g\left(t_{n}\right)}=A
$$

for every sequence $t_{n} \nearrow b$ in $(a, b)$.
Fix an arbitrary closed convex neighborhood $V$ of $A .^{7}$ If $n>m$, then

$$
\frac{f\left(t_{n}\right)-f\left(t_{m}\right)}{g\left(t_{n}\right)-g\left(t_{m}\right)}=\frac{f^{\prime}\left(c_{n, m}\right)}{g^{\prime}\left(c_{n, m}\right)}
$$

[^51]for some $c_{n, m} \in\left(t_{m}, t_{n}\right)$ by Cauchy's mean value theorem. If $m$ is sufficiently large, then the right-hand side belongs to $V$ by our assumption. Then letting $n \rightarrow \infty$ we obtain that $f\left(t_{m}\right) / g\left(t_{m}\right)$ also belongs to $V$.

Lagrange's theorem remains valid for functions of a vector variable. In what follows a segment $[a, b]$ in a vector space is called non-degenerate if $a \neq b$, and we use the natural notation $(a, b):=[a, b] \backslash\{a, b\}$.

Proposition 4.6 (Lagrange) If $f: X \hookrightarrow \mathbb{R}$ is continuous on a non-degenerate segment $[a, b] \subset X$ and differentiable on $(a, b)$, then there exists a $c \in(a, b)$ satisfying

$$
\begin{equation*}
f(b)-f(a)=f^{\prime}(c)(b-a) \tag{4.7}
\end{equation*}
$$

Proof Setting $\ell(t):=(1-t) a+t b$, the composite function $g:=f \circ \ell:[0,1] \rightarrow \mathbb{R}$ satisfies the conditions of the preceding proposition. There exists therefore $0<t<$ 1 such that

$$
(f \circ \ell)(1)-(f \circ \ell)(0)=(f \circ \ell)^{\prime}(t) .
$$

Equivalently, we have

$$
f(b)-f(a)=f^{\prime}(\ell(t))(b-a),
$$

i.e., (4.7) is satisfied with $c:=\ell(t)$.

Example The proposition may fail for vector-valued functions. For example, the function $f(x):=(\cos x, \sin x)$ satisfies

$$
\left|f^{\prime}(x)\right|=|(-\sin x, \cos x)|=1
$$

for every $x \in \mathbb{R}$. Since $f(2 \pi)-f(0)=0$, we have $f(2 \pi)-f(0) \neq 2 \pi f^{\prime}(c)$ for all $c \in \mathbb{R}$.

For vector-valued functions a weaker, but still useful result holds:
Theorem 4.7 Iff : $X \hookrightarrow Y$ is continuous on a non-degenerate segment $[a, b] \subset X$ and differentiable on $(a, b)$, then there exist $c_{1}, c_{2} \in(a, b)$ such that

$$
\begin{equation*}
\|f(b)-f(a)\| \leq\left\|f^{\prime}\left(c_{1}\right)(b-a)\right\| \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|f(b)-f(a)-f^{\prime}(a)(b-a)\right\| \leq\left\|\left(f^{\prime}\left(c_{2}\right)-f^{\prime}(a)\right)(b-a)\right\| . \tag{4.9}
\end{equation*}
$$

Proof Fix $\varphi \in Y^{\prime}$ (to be chosen later) and apply the preceding proposition to $\varphi \circ f$ : $X \hookrightarrow \mathbb{R}$ instead of $f$ : there exists a $c_{1} \in(a, b)$ such that

$$
\begin{equation*}
\varphi(f(b)-f(a))=\varphi(f(b))-\varphi(f(a))=\varphi f^{\prime}\left(c_{1}\right)(b-a) \tag{4.10}
\end{equation*}
$$

This implies (4.8) if we choose $\varphi$ satisfying

$$
\varphi(f(b)-f(a))=\|f(b)-f(a)\| \quad \text { and } \quad\|\varphi\| \leq 1
$$

(this is possible by Proposition 3.19, p. 86), because

$$
\varphi f^{\prime}\left(c_{1}\right)(b-a) \leq\|\varphi\| \cdot\left\|f^{\prime}\left(c_{1}\right)(b-a)\right\| \leq\left\|f^{\prime}\left(c_{1}\right)(b-a)\right\|
$$

For the proof of (4.9) we apply the preceding proposition to $\varphi \circ g: X \hookrightarrow \mathbb{R}$ with $g(x):=f(x)-f^{\prime}(a)(x-a)$ and with $\varphi \in Y^{\prime}$ satisfying $\|\varphi\| \leq 1$ and

$$
\varphi\left(f(b)-f(a)-f^{\prime}(a)(b-a)\right)=\left\|f(b)-f(a)-f^{\prime}(a)(b-a)\right\| .
$$

There exists a $c_{2} \in(a, b)$ such that

$$
\varphi(g(b))-\varphi(g(a))=\varphi g^{\prime}\left(c_{2}\right)(b-a)
$$

i.e.,

$$
\varphi\left(f(b)-f(a)-f^{\prime}(a)(b-a)\right)=\varphi\left(f^{\prime}\left(c_{2}\right)-f^{\prime}(a)\right)(b-a),
$$

and hence

$$
\begin{aligned}
\left\|f(b)-f(a)-f^{\prime}(a)(b-a)\right\| & =\varphi\left(f^{\prime}\left(c_{2}\right)-f^{\prime}(a)\right)(b-a) \\
& \leq\left\|\left(f^{\prime}\left(c_{2}\right)-f^{\prime}(a)\right)(b-a)\right\| .
\end{aligned}
$$

The above theorem has important consequences.
Corollary 4.8 Let $f: D \rightarrow Y$ be a differentiable function. If $D$ is connected and $f^{\prime}$ vanishes on $D$, then $f$ is constant.
Proof For any given $a, b \in D$ there exists a broken line

$$
L=\cup_{i=1}^{n}\left[x_{i-1}, x_{i}\right] \subset D
$$

connecting $x_{0}=a$ and $x_{n}=b$ by Proposition 3.6 (p. 76). Since $f^{\prime}(x) \equiv 0$, applying (4.8) on each segment $\left[x_{i-1}, x_{i}\right]$ we obtain the equalities

$$
f\left(x_{0}\right)=f\left(x_{1}\right)=\cdots=f\left(x_{n}\right)
$$

whence $f(a)=f(b)$.

Fig. 4.4 Graph of $f$


Fig. 4.5 Graph of $f^{\prime}$


Now we consider a sequence of differentiable functions $f_{n}: U \rightarrow Y$. If $f_{n} \rightarrow f$ and $f_{n}^{\prime} \rightarrow g$ pointwise on $U$, then we cannot conclude in general that $f$ is differentiable and $f^{\prime}=g$. We recall a counterexample, and then we generalize a classical sufficient condition to normed spaces.

Example Let $f(x)=x /\left(1+x^{2}\right), x \in \mathbb{R}$; see the graphs of $f$ and $f^{\prime}$ in Figs. 4.4 and 4.5. Then the sequence of functions $f_{n}(x):=n^{-1} f(n x)$ tends to zero uniformly in $\mathbb{R}$, and

$$
f_{n}^{\prime}(x)=f^{\prime}(n x) \rightarrow \begin{cases}0 & \text { if } x \neq 0 \\ 1 & \text { if } x=0\end{cases}
$$

Proposition 4.9 If the convergence $f_{n}^{\prime} \rightarrow g$ is uniform, then $f$ is differentiable and $f^{\prime}=g$.

Proof Since the functions $f_{n}$ are differentiable, $U$ is an open set. For any given $a \in U$ we fix a ball $B_{r}(a) \subset U$. By Theorem 4.7 the following inequalities hold for all $x \in B_{r}(a)$ and $m, n=1,2, \ldots$ :

$$
\left\|\left(f_{m}-f_{n}\right)(x)-\left(f_{m}-f_{n}\right)(a)\right\| \leq \sup _{y \in B_{r}(a)}\left\|\left(f_{m}^{\prime}-f_{n}^{\prime}\right)(y)\right\| \cdot\|x-a\| .
$$

Letting $m \rightarrow \infty$ this yields

$$
\left\|f(x)-f(a)-\left(f_{n}(x)-f_{n}(a)\right)\right\| \leq \sup _{y \in B_{r}(a)}\left\|\left(g-f_{n}^{\prime}\right)(y)\right\| \cdot\|x-a\| .
$$

For any given $\varepsilon>0$ we fix $n$ such that

$$
\sup _{y \in B_{r}(a)}\left\|\left(g-f_{n}^{\prime}\right)(y)\right\| \leq \frac{\varepsilon}{3}
$$

then

$$
\left\|f(x)-f(a)-\left(f_{n}(x)-f_{n}(a)\right)\right\| \leq \frac{\varepsilon}{3}\|x-a\|
$$

for all $x \in B_{r}(a)$.
Since $f_{n}$ is differentiable at $a$, there exists $0<r^{\prime} \leq r$ such that

$$
\left\|f_{n}(x)-f_{n}(a)-f_{n}^{\prime}(a)(x-a)\right\| \leq \frac{\varepsilon}{3}\|x-a\|
$$

for all $x \in B_{r^{\prime}}(a)$. Since

$$
\left\|g(a)-f_{n}^{\prime}(a)\right\| \leq \frac{\varepsilon}{3}
$$

by the choice of $n$, using the triangle inequality we deduce from the preceding three estimates that

$$
\|f(x)-f(a)-g(a)(x-a)\| \leq \varepsilon\|x-a\|
$$

for all $x \in B_{r^{\prime}}(a)$. Hence $f$ is differentiable at $a$, and $f^{\prime}(a)=g(a)$.
Example Let $U$ be a non-empty open set in $X$, and denote by $C_{b}^{1}(U, Y)$ the vector space of all continuously differentiable functions $f: U \rightarrow Y$ for which $f$ and $f^{\prime}$ are bounded. If $Y$ is complete, then $C_{b}^{1}(U, Y)$ is a Banach space for the norm

$$
\|f\|:=\sup _{x \in U}\|f(x)\|+\sup _{x \in U}\left\|f^{\prime}(x)\right\|
$$

Indeed, if $\left(f_{n}\right)$ is a Cauchy sequence for this norm, then $\left(f_{n}\right)$ and $\left(f_{n}^{\prime}\right)$ are Cauchy sequences in $C_{b}(U, Y)$. Since $C_{b}(U, Y)$ is a Banach space there exist $f, g \in C_{b}(U, Y)$ such that $f_{n} \rightarrow f$ and $f_{n}^{\prime} \rightarrow g$ uniformly on $U$. By the preceding proposition we have $g=f^{\prime}$; hence $f \in C_{b}^{1}(U, Y)$, and $f_{n} \rightarrow f C_{b}^{1}(U, Y)$.

### 4.3 The Functions $\mathbb{R}^{m} \hookrightarrow \mathbb{R}^{n}$

The differentiability of vector-valued functions may be reduced to that of realvalued functions:

Proposition 4.10 Let $f=\left(f_{1}, \ldots, f_{n}\right): X \hookrightarrow \mathbb{R}^{n}$ and $a \in D(f)$.
(a) $f$ is differentiable at $a$ if and only if all components $f_{j}: \mathbb{R}^{m} \hookrightarrow \mathbb{R}$ are differentiable at $a$. Then the equality

$$
\begin{equation*}
f^{\prime}(a) h=\left(f_{1}^{\prime}(a) h, \ldots, f_{n}^{\prime}(a) h\right) \tag{4.11}
\end{equation*}
$$

holds for all $h \in X$.
(b) The preceding implication remains valid if we replace the words "differentiable at a" by one of the following: "continuously differentiable at a", "differentiable" or "continuously differentiable".

Proof Assume first that $f$ is differentiable at $a$. We have $f_{j}=P_{j} \circ f$, where $P_{j}\left(y_{1}, \ldots, y_{n}\right):=y_{j}$ is a continuous linear projection. Applying Proposition 4.2 (d) (p. 101) we conclude that the functions $f_{j}$ are differentiable at $a$, and

$$
f_{j}^{\prime}(a)=P_{j}^{\prime}(f(a)) f^{\prime}(a)=P_{j} f^{\prime}(a), \quad 1 \leq j \leq n .
$$

If, moreover, $f^{\prime}$ is continuous at $a$, then the composite functions $f_{j}^{\prime}=P_{j} \circ f^{\prime}$ are also continuous at $a$ by Proposition 1.7 (a) (p. 12).

Now assume that the functions $f_{j}$ are differentiable in $a$. Introducing the continuous linear embeddings

$$
B_{j} y:=(0, \ldots, 0, y, 0, \ldots, 0)
$$

of $\mathbb{R}$ into $\mathbb{R}^{n}$, where $y$ stands in the $j$ th position, we have

$$
f=\sum_{j=1}^{n} B_{j} \circ f_{j}
$$

Applying Proposition 4.2 (c) and (d) we conclude that $f$ is differentiable at $a$, and

$$
f^{\prime}(a)=\sum_{j=1}^{n} B_{j}^{\prime}\left(f_{j}(a)\right) f_{j}^{\prime}(a)=\sum_{j=1}^{n} B_{j} f_{j}^{\prime}(a) .
$$

The last equality is equivalent to (4.11). If, moreover, the functions $f_{j}^{\prime}$ are continuous at $a$, then $f^{\prime}=\sum B_{j} \circ f_{j}^{\prime}$ is also continuous at $a$ by Proposition 1.7 (a).

Finally, the global statements follow by applying the above results for each $a \in$ $D(f)$.

Next we study real-valued functions $f: \mathbb{R}^{m} \hookrightarrow \mathbb{R}$. We introduce the usual orthonormal basis $e_{1}, \ldots, e_{m}$ of $\mathbb{R}^{m}$.

Definition By the $i$ th partial derivative of a function $f: \mathbb{R}^{m} \hookrightarrow \mathbb{R}$ at $a$ we mean its derivative in the direction $e_{i}$ at $a$; it is denoted by

$$
D_{i} f(a), \quad \frac{\partial f}{\partial x_{i}}(a) \quad \text { or } \quad \partial_{i} f(a)
$$

Equivalently, $D_{i} f(a)$ is the derivative of the function

$$
\mathbb{R} \ni x_{i} \mapsto f\left(a_{1}, \ldots, a_{i-1}, x_{i}, a_{i+1}, \ldots, a_{m}\right) \in \mathbb{R}
$$

at $a_{i}$ (if it exists).
We also introduce the partial derivative function $D_{i} f: \mathbb{R}^{m} \hookrightarrow \mathbb{R}$.
Remark If $f: \mathbb{R}^{m} \hookrightarrow \mathbb{R}$ is differentiable at $a$, then the partial derivatives $D_{i} f(a)$ also exist, and $D_{i} f(a)=f^{\prime}(a) e_{i}$ for each $i$ by Proposition 4.2 (b). Hence

$$
\begin{equation*}
f^{\prime}(a) h=\sum_{i=1}^{m} D_{i} f(a) h_{i} \tag{4.12}
\end{equation*}
$$

for all $h \in \mathbb{R}^{m}$. Defining the gradient vector of $f$ by the formula ${ }^{8}$

$$
\nabla f(a):=\left(D_{1} f(a), \ldots, D_{m} f(a)\right)
$$

by (4.12) the relation

$$
f(a+h)=f(a)+\nabla f(a) \cdot h+o(h), \quad h \rightarrow 0
$$

holds, where the dot stands for the usual scalar product of $\mathbb{R}^{m}$. This reveals the geometrical interpretation of $\nabla f(a)$ : starting from $a$ it is the direction of the largest growth of $f$.

It is often convenient to identify $f^{\prime}$ with $\nabla f$, and to consider the partial derivatives as the components of $f^{\prime}$.

If we represent the elements of $\mathbb{R}^{m}$ and $\mathbb{R}^{n}$ as column vectors, then combining (4.11) and (4.12) we obtain the

[^52]Proposition 4.11 Iff $: \mathbb{R}^{m} \hookrightarrow \mathbb{R}^{n}$ is differentiable at $a \in \mathbb{R}^{m}$, then its derivative may be computed by the following formula:

$$
f^{\prime}(a) h=\left(\begin{array}{cccc}
D_{1} f_{1}(a) & \cdots & D_{m} f_{1}(a)  \tag{4.13}\\
\vdots & & \vdots \\
D_{1} f_{n}(a) & \cdots & D_{m} f_{n}(a)
\end{array}\right)\left(\begin{array}{c}
h_{1} \\
\vdots \\
h_{m}
\end{array}\right), \quad h \in \mathbb{R}^{m}
$$

Generalizing the identification of $f^{\prime}$ and $\nabla f$ for real-valued functions, it is often convenient to identify $f^{\prime}(a)$ with the matrix in (4.13).

The example on p .104 shows that the existence of the partial derivatives does not imply total differentiability, and hence the validity of the formula (4.13). We have, however, the following useful result:

Proposition 4.12 A function $f: U \rightarrow \mathbb{R}, U \subset \mathbb{R}^{m}$, is continuously differentiable if and only if its partial derivatives exist and are continuous in $U$.

Proof We identify $f^{\prime}$ with $\nabla f$ for convenience.
If $f$ is continuously differentiable, then we already know that the partial derivatives exist, and $f^{\prime}=\left(D_{1} f, \ldots, D_{m} f\right)$. Since $f^{\prime}$ is continuous, its components $D_{i} f$ are also continuous.

Now assume that the partial derivatives exist and are continuous in $U$, and consider the norm $\|\cdot\|_{\infty}$ on $\mathbb{R}^{m}$.

First we show that $f$ is differentiable at each point $a=\left(a_{1}, \ldots, a_{m}\right) \in U$. Fix a ball $B_{r}(a) \subset U .{ }^{9}$ If $x=\left(x_{1}, \ldots, x_{m}\right) \in B_{r}(a)$, then the broken line

$$
L=\left[y_{0}, y_{1}\right] \cup \cdots \cup\left[y_{m-1}, y_{m}\right]
$$

defined by the points

$$
\begin{aligned}
y_{0} & :=\left(a_{1}, a_{2}, \ldots, a_{m-1}, a_{m}\right), \\
y_{1} & :=\left(x_{1}, a_{2}, \ldots, a_{m-1}, a_{m}\right), \\
& \vdots \\
y_{m-1} & :=\left(x_{1}, x_{2}, \ldots, x_{m-1}, a_{m}\right), \\
y_{m} & :=\left(x_{1}, x_{2}, \ldots, x_{m-1}, x_{m}\right)
\end{aligned}
$$

connects $a$ and $x$, and lies in $B_{r}(a)$ by the definition of the norm. (See the right-hand side of Fig. 4.6 for $m=2$.)

[^53]

Fig. 4.6 Proof of Proposition 4.12

Applying the classical mean value theorem to the differences on the right-hand side of the equality

$$
f(x)-f(a)=\sum_{j=1}^{m} f\left(y_{j}\right)-f\left(y_{j-1}\right),
$$

we obtain the relation

$$
f(x)-f(a)=\sum_{j=1}^{m} D_{j} f\left(z_{j}\right)\left(x_{j}-a_{j}\right)
$$

with suitable points $z_{j} \in\left[y_{j-1}, y_{j}\right] .{ }^{10}$
Now the formula

$$
u(x) h:=\sum_{j=1}^{m} D_{j} f\left(z_{j}\right) h_{j}
$$

defines a continuous linear map $u(x) \in L\left(\mathbb{R}^{m}, \mathbb{R}\right)$ satisfying the equality

$$
f(x)-f(a)=u(x)(x-a) .
$$

We claim that $u$ is continuous at $a$. It follows from the trivial estimate

$$
|(u(x)-u(a)) h| \leq \sum_{j=1}^{m}\left|D_{j} f\left(z_{j}\right)-D_{j} f(a)\right| \cdot\left|h_{j}\right|
$$

[^54]and the inequalities $\left|h_{j}\right| \leq\|h\|$ that
$$
\|u(x)-u(a)\| \leq \sum_{j=1}^{m}\left|D_{j} f\left(z_{j}\right)-D_{j} f(a)\right|
$$

If $x \rightarrow a$, then $z_{j} \rightarrow a$ for $j=1, \ldots, m$, so that the right-hand side tends to zero by the continuity of the partial derivatives. Hence $u(x) \rightarrow u(a)$.

We have proved that $f$ is differentiable and $f^{\prime}=\left(D_{1} f, \ldots, D_{m} f\right)$. Since the components $D_{j} f$ of $f^{\prime}$ are continuous by assumption, $f^{\prime}$ is also continuous.
*Remark There are $m$ ! different ways to introduce broken lines $L$ for which the above proof remains valid (see the left-hand side of Fig. 4.6 for $m=2$ ). They usually lead to different functions $u$. This shows that the function $u$ in the definition of the total derivative is not always unique.

### 4.4 Exercises

Exercise 4.1 Prove that the function

$$
f: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}, \quad f(x, y, z):=\left(\sin \left(x-e^{z}\right), x^{2}+y^{2}\right)
$$

is differentiable, and compute its derivatives.
Exercise 4.2 Study the continuity and differentiability of the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ defined by

$$
f(0,0)=0 \quad \text { and } \quad f(x, y)=\frac{2 x y^{2}}{x^{2}+y^{4}} \quad \text { otherwise }
$$

Exercise 4.3 Prove the following statements:
(i) The function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ defined by the formulas $f(0,0)=0$ and

$$
f(x, y)=\frac{x y}{\sqrt{x^{2}+y^{2}}} \quad \text { otherwise }
$$

is continuous and has bounded partial derivatives $D_{1} f$ and $D_{2} f$ in a neighborhood of $(0,0)$, but it is not differentiable at $(0,0)$.
(ii) The function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ defined by the formulas $f(0,0)=0$ and

$$
f(x, y):=\left(x^{2}+y^{2}\right) \sin \frac{1}{x^{2}+y^{2}}
$$

has unbounded partial derivatives $D_{1} f$ and $D_{2} f$ in every neighborhood of $(0,0)$, but it is differentiable at $(0,0)$.

Exercise 4.4 Let $E$ be a Euclidean space and $\|\cdot\|$ the corresponding norm. Prove that the inversion

$$
f(x):=\frac{x}{\|x\|^{2}}, \quad x \in E \backslash\{0\}
$$

is differentiable, and compute its derivative.
Exercise 4.5 Let $f: X \hookrightarrow Y$ be differentiable in $B_{r}(a) \backslash\{a\}$ and continuous at $a$. Prove that if $f^{\prime}$ has a limit $A$ at $a$, then $f$ is differentiable at $a$, and $f^{\prime}(a)=A$.

Exercise 4.6 Let $f: X \hookrightarrow Y$ be a differentiable function on a convex open set $U$. Prove the following:
(i) $f$ is (globally) Lipschitz continuous $\Longleftrightarrow f^{\prime}$ is bounded.
(ii) If $f \in C^{1}$, then $f$ is locally Lipschitz continuous. ${ }^{11}$

Exercise 4.7 (Euler's Identity) A function $f: \mathbb{R}^{n} \backslash\{0\} \rightarrow \mathbb{R}$ is said to be homogeneous of order $m$ for some real constant $m$ if $f(t x)=t^{m} f(x)$ for all $x \in \mathbb{R}^{n} \backslash\{0\}$ and $t>0$.
(i) Are the functions

$$
f(x, y, z):=(x-2 y+3 z)^{2} \quad \text { and } \quad g(x, y, z):=\left(\frac{x}{y}\right)^{y / z}
$$

homogeneous? If yes, of what order?
(ii) Prove that every differentiable homogeneous function satisfies Euler's identity $x \cdot \nabla f(x) \equiv m f(x)$.
(iii) Prove that, conversely, if a differentiable function satisfies Euler's identity, then it is homogeneous.

Exercise 4.8 (Differentiation with Respect to a Parameter) Let $f:(-r, r) \times$ $[a, b] \rightarrow \mathbb{R}$ be a continuous function, and set

$$
F(x)=\int_{a}^{b} f(x, y) d y, \quad x \in(-r, r)
$$

Assume that $D_{1} f$ exists and is continuous in $(-r, r) \times[a, b]$. Prove that $F:(-r, r) \rightarrow$ $\mathbb{R}$ is differentiable, and

$$
F^{\prime}(x)=\int_{a}^{b} D_{1} f(x, y) d y, \quad x \in(-r, r)
$$

[^55]
## Chapter 5 <br> Higher-order derivatives

As in the preceding chapter, the letters $X, Y, Z$ always denote normed spaces.

### 5.1 Continuous multilinear maps

Let $(X,\|\cdot\|)$ be the product of the normed spaces

$$
\left(X_{1},\|\cdot\|_{1}\right), \ldots,\left(X_{m},\|\cdot\|_{m}\right) ;
$$

we recall that

$$
\|x\|:=\left\|\left(x_{1}, \ldots, x_{m}\right)\right\|:=\left\|x_{1}\right\|_{1}+\cdots+\left\|x_{m}\right\|_{m} .
$$

Definition A map $A: X \rightarrow Y$ is $m$-linear if the functions

$$
X_{j} \ni x_{j} \mapsto A\left(x_{1}, \ldots, x_{m}\right) \in Y
$$

are linear for any fixed $j \in\{1, \ldots, m\}$ and $x_{i} \in X_{i}, i \in\{1, \ldots, m\} \backslash\{j\}$.

## Examples

- For $m=1$ we get the usual linear maps.
- Every matrix $\left(a_{i j}\right)$ of size $m \times n$ defines a bilinear map $A: \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ by the formula

$$
A(x, y):=\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j} x_{i} y_{j} .
$$

- A determinant of order $m$ is an $m$-linear map $\mathbb{R}^{m} \times \cdots \times \mathbb{R}^{m} \rightarrow \mathbb{R}$.
- The scalar product of a Euclidean space $H$ is a bilinear map $H \times H \rightarrow \mathbb{R}$.

Lemma 5.1 An m-linear map $A: X \rightarrow Y$ is continuous if and only if there exists a constant $M \geq 0$ such that

$$
\begin{equation*}
\left\|A\left(x_{1}, \ldots, x_{m}\right)\right\|_{Y} \leq M\left\|x_{1}\right\|_{1} \cdots\left\|x_{m}\right\|_{m} \tag{5.1}
\end{equation*}
$$

for all $x_{i} \in X_{i}, i=1, \ldots, m$.
Proof If $A$ is continuous at 0 , then there exists an $r>0$ such that

$$
\|z\|_{X} \leq r \Longrightarrow\|A z\|_{Y} \leq 1
$$

Setting $M:=(m / r)^{m}$, (5.1) follows. Indeed, writing the vectors $x_{i}$ in the form

$$
x_{i}=t_{i} z_{i} \quad t_{i}:=(m / r)\left\|x_{i}\right\|_{i},
$$

we have

$$
\|z\|_{X}=\left\|z_{1}\right\|_{1}+\cdots+\left\|z_{m}\right\|_{m}=m r / m=r
$$

and therefore

$$
\|A x\|_{Y}=t_{1} \cdots t_{m}\|A z\|_{Y} \leq t_{1} \cdots t_{m}=M\left\|x_{1}\right\|_{1} \cdots\left\|x_{m}\right\|_{m} .
$$

Conversely, if (5.1) is satisfied, then for any $x, h \in X$ we have

$$
A(x+h)=\sum_{k=0}^{m} A\left(x_{1}+h_{1}, \ldots, x_{k-1}+h_{k-1}, h_{k}, x_{k+1}, \ldots, x_{m}\right),
$$

and hence

$$
\|A(x+h)-A x\|_{Y} \leq M \sum_{k=1}^{m}\left\|x_{1}+h_{1}\right\| \cdots\left\|x_{k-1}+h_{k-1}\right\| \cdot\left\|h_{k}\right\| \cdot\left\|x_{k+1}\right\| \cdots\left\|x_{m}\right\| .
$$

For any fixed $x$ the right-hand side tends to zero as $h \rightarrow 0$, so that $A(x+h) \rightarrow A x$.

We denote by $L^{m}(X, Y)$ the set of continuous $m$-linear maps $A: X \rightarrow Y$. Similarly to the earlier case $m=1$, for $A \in L^{m}(X, Y)$ we have

$$
\|A\|:=\sup _{\left\|x_{1}\right\|_{1} \leq 1} \cdots \sup _{\left\|x_{m}\right\|_{m} \leq 1}\left\|A\left(x_{1}, \ldots, x_{m}\right)\right\|_{Y}<\infty
$$

by the lemma, and $\|A\|$ is the smallest nonnegative constant $M$ satisfying (5.1).

Proposition $5.2\left(L^{m}(X, Y),\|\cdot\|\right)$ is a normed space.
Proof A simple adaptation of the proof of Proposition 3.14 (p. 83).
The study of multilinear maps may be reduced to that of linear maps. Given $A \in L^{m}\left(X_{1} \times \cdots \times X_{m}, Y\right)$, the formula

$$
f(A)\left(x_{1}\right)\left(x_{2}, \ldots, x_{m}\right):=A\left(x_{1}, \ldots, x_{m}\right)
$$

defines a map $f(A)$ of $X_{1}$ into the set of functions $X_{2} \times \cdots \times X_{m} \rightarrow Y$.
It follows from the multilinearity of $A$ and from the estimate

$$
\left\|f(A)\left(x_{1}\right)\left(x_{2}, \ldots, x_{m}\right)\right\|=\left\|A\left(x_{1}, \ldots, x_{m}\right)\right\| \leq\|A\| \cdot\left\|x_{1}\right\| \cdots\left\|x_{m}\right\|
$$

that $f(A)\left(x_{1}\right) \in L^{m-1}\left(X_{2} \times \cdots \times X_{m}, Y\right)$ for each $x_{1} \in X_{1}$ and, moreover,

$$
f(A) \in L\left(X_{1}, L^{m-1}\left(X_{2} \times \cdots \times X_{m}, Y\right)\right)
$$

with $\|f(A)\| \leq\|A\|$.
Even more is true:

## Proposition 5.3 The map

$$
f: L^{m}\left(X_{1} \times \cdots \times X_{m}, Y\right) \rightarrow L\left(X_{1}, L^{m-1}\left(X_{2} \times \cdots \times X_{m}, Y\right)\right)
$$

is an isometric isomorphism.
Proof If $B \in L\left(X_{1}, L^{m-1}\left(X_{2} \times \cdots \times X_{m}, Y\right)\right)$, then the formula

$$
g(B)\left(x_{1}, \ldots, x_{m}\right):=\left(B x_{1}\right)\left(x_{2}, \ldots, x_{m}\right)
$$

defines a continuous $m$-linear map

$$
g(B) \in L^{m}\left(X_{1} \times \cdots \times X_{m}, Y\right)
$$

The $m$-linearity is obvious. Furthermore, the estimate

$$
\begin{aligned}
\left\|g(B)\left(x_{1}, \ldots, x_{m}\right)\right\| & =\left\|B\left(x_{1}\right)\left(x_{2}, \ldots, x_{m}\right)\right\| \\
& \leq\left\|B x_{1}\right\| \cdot\left\|x_{2}\right\| \cdots\left\|x_{m}\right\| \\
& \leq\|B\| \cdot\left\|x_{1}\right\| \cdots\left\|x_{m}\right\|
\end{aligned}
$$

implies that $g(B)$ is continuous, and $\|g(B)\| \leq\|B\|$.
It follows from the definitions that $f, g$ are linear,

$$
f(g(B))=B \quad \text { for all } \quad B \in L\left(X_{1}, L^{m-1}\left(X_{2} \times \cdots \times X_{m}, Y\right)\right)
$$

and

$$
g(f(A))=A \quad \text { for all } \quad A \in L^{m}\left(X_{1} \times \cdots \times X_{m}, Y\right)
$$

Hence $f$ is a (linear) bijection between the two vector spaces with $f^{-1}=g$. Finally, $f$ is an isometry because

$$
\|A\|=\|g(f(A))\| \leq\|f(A)\| \leq\|A\|
$$

for all $A$.
The above proposition has important consequences:

## Corollary 5.4

(a) The normed spaces

$$
L\left(X_{1}, L\left(X_{2}, \ldots L\left(X_{m}, Y\right) \ldots\right) \quad \text { and } \quad L^{m}(X, Y)\right.
$$

are isometrically isomorphic.
(b) If $\operatorname{dim} X<\infty$, then every m-linear map $A: X \rightarrow Y$ is continuous.

Proof
(a) This follows from the preceding proposition by induction on $m$.
(b) Combine (a) with Theorem 3.15 (p. 83).

Remark Henceforth we identify the spaces in (a). If $X_{1}=\cdots=X_{m}=Z$, then we write $X=Z^{m}$, so that we identify

$$
L\left(Z, L(Z, \ldots L(Z, Y) \ldots) \quad \text { and } \quad L^{m}\left(Z^{m}, Y\right)\right.
$$

If, moreover, $Z=\mathbb{R}$, then these spaces may be identified with $Y$ by Proposition 3.17 (p. 85).

These identifications simplify the manipulation of higher-order derivatives.

### 5.2 Higher-order derivatives

Higher-order derivatives are defined recursively:
Definitions Let $f: X \hookrightarrow Y, a \in D(f)$ and $k \geq 2$.

- $f$ is $k$ times differentiable at $a$ if it is differentiable in a neighborhood of $a$, and $f^{\prime}: X \hookrightarrow L(X, Y)$ is $(k-1)$ times differentiable at $a$. Then $\left(f^{\prime}\right)^{(k-1)}(a)$ is called the $k$ th derivative of $f$ at $a$, and is denoted by $f^{(k)}(a)$. Thus we have

$$
f^{(k)}(a) \in L^{k}\left(X^{k}, Y\right) \quad \text { and } \quad f^{(k)}: X \hookrightarrow L^{k}\left(X^{k}, Y\right)
$$

- $f$ is $k$ times differentiable if (its domain of definition is open, and) $f$ is $k$ times differentiable at each $a \in D(f)$.
- $f$ is $k$ times continuously differentiable at $a$ if it is $k$ times differentiable at $a$, and $f^{(k)}$ is continuous at $a$.
- $f$ is $k$ times continuously differentiable or belongs to the class $C^{k}$ if it is $k$ times differentiable, and $f^{(k)}$ is continuous. We write $f \in C^{k}$ in this case.
- $f$ is infinitely many times differentiable or belongs to the class $C^{\infty}$, if $f \in C^{k}$ for all $k=1,2, \ldots$. We express this property by writing $f \in C^{\infty}$.


## Examples

- Every constant function is differentiable, and its derivative is identically zero, hence also a constant function. Consequently, the constant functions belong to the class $C^{\infty}$.
- Every continuous linear map belongs to the class $C^{\infty}$ because it is differentiable, and its derivative is a constant function.
- Every continuous bilinear map belongs to the class $C^{\infty}$ because it is differentiable, and its derivative is a continuous linear map: see the last example preceding Proposition 4.2, p. 101.
- Given a non-empty open set $U$ in $X$, we denote by $C_{b}^{k}(U, Y)$ the set of functions $f: U \rightarrow Y$ of class $C^{k}$ such that all functions $f, f^{\prime}, \ldots, f^{(k)}$ are bounded. If $Y$ is complete, then using Proposition 4.9 (p.109) it follows that $C_{b}^{k}(U, Y)$ is a Banach space for the norm

$$
\|f\|:=\sup _{x \in U}\|f(x)\|+\sup _{x \in U}\left\|f^{\prime}(x)\right\|+\cdots+\sup _{x \in U}\left\|f^{(k)}(x)\right\| .
$$

We may extend Proposition 4.2 (p. 101):
Proposition 5.5 Consider two functions $g: X \hookrightarrow Y, f: Y \hookrightarrow Z$ and their composition $f \circ g: X \hookrightarrow Z$.
(a) The map $f \mapsto f^{(k)}(a)$ is linear.
(b) If $g$ is $k$ times differentiable at a and $f$ is $k$ times differentiable at $g(a)$, then $f \circ g$ is $k$ times differentiable at $a$.
(c) The preceding implication remains valid if we replace the words "differentiable at a" by one of the following: "continuously differentiable at a", "differentiable" or "continuously differentiable".

Proof The case $k=1$ is contained in Proposition 4.2. Let $k \geq 2$, and assume that the results are already known for $k-1$.
(a) Each linear combination $\alpha f+\beta g$ satisfies the equality

$$
\begin{aligned}
(\alpha f+\beta g)^{(k)}(a) & =\left((\alpha f+\beta g)^{\prime}\right)^{(k-1)}(a) \\
& =\left(\alpha f^{\prime}+\beta g^{\prime}\right)^{(k-1)}(a) \\
& =\alpha f^{(k)}(a)+\beta g^{(k)}(a)
\end{aligned}
$$

(b) Since $k \geq 2, g^{\prime}$ is defined in a neighborhood of $a$, and $f^{\prime}$ is defined in a neighborhood of $g(a)$. By Proposition 4.2 the function $f \circ g$ is differentiable in a neighborhood of $a$, and

$$
\begin{equation*}
(f \circ g)^{\prime}=\varphi \circ\left(f^{\prime} \circ g, g^{\prime}\right), \tag{5.2}
\end{equation*}
$$

where $\varphi$ denotes the continuous bilinear map of Proposition 3.16 (p. 84). On the right-hand side the functions $g$ and $g^{\prime}$ are $k-1$ times differentiable at $a$, and $f^{\prime}$ is $k-1$ times differentiable at $g(a)$. Since $\varphi \in C^{\infty}$, by the induction hypothesis the function $(f \circ g)^{\prime}$ is $k-1$ times differentiable at $a$. Consequently $f \circ g$ is $k$ times differentiable at $a$.
(c) If $g^{(k)}$ is continuous at $a$ and $f^{(k)}$ is continuous at $g(a)$, then the preceding proof yields that $(f \circ g)^{(k)}$ is continuous at $a$. The other two versions are obtained by applying (b) and this result to every point of $D(g)$.

In the rest of this section we study a symmetry property of higher-order derivatives.

Example We recall again that every continuous bilinear functional $\varphi: X \times Y \rightarrow Z$ is differentiable, and

$$
\varphi^{\prime}(x, y)(h, k)=\varphi(x, k)+\varphi(h, y) .
$$

Since $\varphi^{\prime}: X \times Y \rightarrow L(X \times Y, Z)$ is a continuous linear map, it follows that

$$
\varphi^{\prime \prime}(x, y)\left(\left(h_{1}, k_{1}\right),\left(h_{2}, k_{2}\right)\right)=\varphi\left(h_{1}, k_{2}\right)+\varphi\left(h_{2}, k_{1}\right):
$$

the bilinear functional $\varphi^{\prime \prime}(x, y)$ is symmetric.

## Remarks

- The above example is a special case of a result of Euler, stating that the mixed partial derivatives $D_{1} D_{2} f(a)$ and $D_{2} D_{1} f(a)$ are usually equal. Schwarz proved this under the assumption that $D_{1} D_{2} f$ and $D_{2} D_{1} f$ exist in a neighborhood of $a$, and are continuous at $a$.
- Schwarz also gave an example of a function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $D_{1} D_{2} f(0,0)$ and $D_{2} D_{1} f(0,0)$ exist, but are not equal. A simpler counterexample was given by Peano: $f(0,0):=0$, and

$$
f(x, y):=x y \frac{x^{2}-y^{2}}{x^{2}+y^{2}} \quad \text { if } \quad x^{2}+y^{2}>0
$$

We will show that total differentiability also implies the equality $D_{1} D_{2} f=$ $D_{2} D_{1} f$.

Definition $A \in L^{k}\left(X^{k}, Y\right)$ is symmetric if $A\left(x_{1}, \ldots, x_{k}\right)$ is invariant under permutations of the vectors $x_{1}, \ldots, x_{k} \in X$.

Theorem 5.6 (Young) Iff : $X \hookrightarrow Y$ is $k$ times differentiable at a for some $k \geq 2$, then the derivative $f^{(k)}(a) \in L^{k}\left(X^{k}, Y\right)$ is symmetric.

Proof for $C^{2}$ functions $f: \mathbb{R}^{2} \hookrightarrow \mathbb{R}$ We assume by translation that $a=(0,0)$. Since

$$
\begin{aligned}
f^{\prime \prime}(a)(h, k)=D_{1} D_{1} f(a) h_{1} k_{1}+D_{1} D_{2} f(a) & h_{1} k_{2} \\
& +D_{2} D_{1} f(a) h_{2} k_{1}+D_{2} D_{2} f(a) h_{2} k_{2},
\end{aligned}
$$

it suffices to show that $D_{1} D_{2} f(a)=D_{2} D_{1} f(a)$. Choose a small ball $B_{r}(a)$ on which $f$ is defined. Then the functions

$$
F(x):=\int_{0}^{x} \int_{0}^{x} D_{1} D_{2} f(s, t) d s d t
$$

and

$$
G(x):=\int_{0}^{x} \int_{0}^{x} D_{2} D_{1} f(s, t) d t d s
$$

are defined for all $0<x<r$ and

$$
D_{1} D_{2} f(0,0)=\lim _{x \rightarrow a} \frac{F(x)}{x^{2}}, \quad D_{2} D_{1} f(0,0)=\lim _{x \rightarrow a} \frac{G(x)}{x^{2}}
$$

by the continuity of the functions under the integral sign. This yields the required result because $F(x) \equiv G(x)$. Indeed, applying the Newton-Leibniz formula we have

$$
\begin{aligned}
F(x) & =\int_{0}^{x} D_{2} f(x, t)-D_{2} f(0, t) d t \\
& =f(x, x)-f(0, x)-f(x, 0)+f(0,0)
\end{aligned}
$$

and

$$
\begin{aligned}
G(x) & =\int_{0}^{x} D_{1} f(s, x)-D_{1} f(s, 0) d s \\
& =f(x, x)-f(x, 0)-f(0, x)+f(0,0) .
\end{aligned}
$$

*Proof for twice differentiable functions Let $g: \mathbb{R}^{2} \hookrightarrow \mathbb{R}$ be twice differentiable at $(0,0)$. We claim that

$$
\begin{equation*}
D_{1} D_{2} g(0,0)=D_{2} D_{1} g(0,0) . \tag{5.3}
\end{equation*}
$$

Fixing a sufficiently small number $\ell>0$, the formula

$$
u(x):=g(x, \ell)-g(x, 0)
$$

defines a function $u: \mathbb{R} \hookrightarrow \mathbb{R}$ that is differentiable at each point of the segment $[0, \ell]$. Applying the classical mean value theorem there exists $0<t<\ell$ such that

$$
\begin{equation*}
u(\ell)-u(0)=u^{\prime}(t) \ell=\left(D_{1} g(t, \ell)-D_{1} g(t, 0)\right) \ell \tag{5.4}
\end{equation*}
$$

Since $D_{1} g$ differentiable at 0 by our assumption, for $\ell \rightarrow 0$ we have

$$
D_{1} g(t, \ell)=D_{1} g(0,0)+D_{1} D_{1} g(0,0) t+D_{2} D_{1} g(0,0) \ell+o(t+\ell)
$$

and

$$
D_{1} g(t, 0)=D_{1} g(0,0)+D_{1} D_{1} g(0,0) t+o(t)
$$

and hence, since $0<t<\ell$,

$$
\begin{equation*}
u(\ell)-u(0)=D_{2} D_{1} g(0,0) \ell^{2}+o\left(\ell^{2}\right) \tag{5.5}
\end{equation*}
$$

Similarly, the function $v: \mathbb{R} \hookrightarrow \mathbb{R}$ defined by the formula

$$
v(y):=g(\ell, y)-g(0, y)
$$

satisfies

$$
\begin{equation*}
v(\ell)-v(0)=D_{1} D_{2} g(0,0) \ell^{2}+o\left(\ell^{2}\right) \tag{5.6}
\end{equation*}
$$

Now we observe that

$$
u(\ell)-u(0)=v(\ell)-v(0)
$$

Therefore (5.5) and (5.6) yield the equality

$$
D_{2} D_{1} g(0,0)-D_{1} D_{2} g(0,0)=\frac{o\left(\ell^{2}\right)}{\ell^{2}}
$$

Letting $\ell \rightarrow 0$, (5.3) follows.
Remark Using the above functions $u$ and $v$, Schwarz's theorem may be proved as follows. Since $D_{2} D_{1} g$ and $D_{1} D_{2} g$ exist in a neighborhood of $(0,0)$, we deduce from (5.4) for each sufficiently small $\ell>0$ that

$$
\left.u(\ell)-u(0)=D_{2} D_{1} g(t, s)\right) \ell^{2}
$$

for some $t, s \in(0, \ell)$. Similarly, we have

$$
\left.v(\ell)-v(0)=D_{1} D_{2} g\left(t^{\prime}, s^{\prime}\right)\right) \ell^{2}
$$

for some $t^{\prime}, s^{\prime} \in(0, \ell)$. Since $u(\ell)-u(0)=v(\ell)-v(0)$, and $D_{2} D_{1} g, D_{1} D_{2} g$ are continuous at $(0,0)$, dividing by $\ell^{2}$ and then letting $\ell \rightarrow 0$ we get (5.3).

To prepare the proof of the general case we present a method to reduce the study of derivatives of functions $X \rightarrow L^{k}\left(X^{k}, Y\right)$ to that of simpler functions $X \rightarrow Y$ :

Lemma 5.7 Let $f: X \hookrightarrow Y$ be $k$ times differentiable at a for some $k \geq 2$. For any fixed vectors $h_{1}, \ldots, h_{k} \in X$ the function $\psi: X \hookrightarrow Y$ defined by

$$
\psi(x):=f^{(k-1)}(x)\left(h_{2}, \ldots, h_{k}\right)
$$

is differentiable at a, and

$$
\psi^{\prime}(a) h_{1}:=f^{(k)}(a)\left(h_{1}, \ldots, h_{k}\right) .
$$

Proof We may write $\psi$ in the form $\psi=A \circ f^{(k-1)}$ with the evaluation map $A \in L\left(L^{k-1}\left(X^{k-1}, Y\right), Y\right)$ defined by the formula $A L:=L\left(h_{2}, \ldots, h_{k}\right)$. Using this formula we obtain that $\psi$ is differentiable at $a$, and

$$
\psi^{\prime}(a) h_{1}=A f^{(k)}(a) h_{1}=f^{(k)}(a)\left(h_{1}, \ldots, h_{k}\right)
$$

Proof of Theorem 5.6 in the general case For any fixed vectors

$$
h_{1}, \ldots, h_{k} \in X
$$

we have to prove the equalities

$$
f^{(k)}(a)\left(h_{1}, \ldots, h_{k}\right)=f^{(k)}(a)\left(h_{i_{1}}, \ldots, h_{i_{k}}\right)
$$

for all permutations $i_{1}, \ldots, i_{k}$ of $1, \ldots, k$. Since each permutation is composed of finitely many transpositions of consecutive elements, it suffices to show that

$$
\begin{equation*}
f^{(k)}(a)\left(h_{1}, \ldots, h_{k}\right)=f^{(k)}(a)\left(h_{1}, \ldots, h_{j-1}, h_{j+1}, h_{j}, h_{j+2}, \ldots, h_{k}\right) \tag{5.7}
\end{equation*}
$$

for $j=1, \ldots, k-1$.
We start with the case $j=1$. For any given functional $\varphi \in Y^{\prime}$ the formula

$$
g(s, t):=\varphi\left(f^{(k-2)}\left(a+s h_{1}+t h_{2}\right)\left(h_{3}, \ldots, h_{k}\right)\right)
$$

defines a function $g: \mathbb{R}^{2} \hookrightarrow \mathbb{R}$ that is twice differentiable at $(0,0)$. A simple computation shows that

$$
\begin{aligned}
D_{2} g(s, 0) & =\varphi\left(f^{(k-1)}\left(a+s h_{1}\right)\left(h_{2}, h_{3}, \ldots, h_{k}\right)\right), \\
D_{1} D_{2} g(0,0) & =\varphi\left(f^{(k)}(a)\left(h_{1}, h_{2}, \ldots, h_{k}\right)\right),
\end{aligned}
$$

and

$$
\begin{aligned}
D_{1} g(0, t) & =\varphi\left(f^{(k-1)}\left(a+t h_{2}\right)\left(h_{1}, h_{3}, \ldots, h_{k}\right)\right), \\
D_{2} D_{1} g(0,0) & =\varphi\left(f^{(k)}(a)\left(h_{2}, h_{1}, \ldots, h_{k}\right)\right) .
\end{aligned}
$$

By what we already know, it follows that

$$
\varphi\left(f^{(k)}(a)\left(h_{1}, h_{2}, \ldots, h_{k}\right)\right)=\varphi\left(f^{(k)}(a)\left(h_{2}, h_{1}, \ldots, h_{k}\right)\right) .
$$

Since this equality is satisfied for all $\varphi \in Y^{\prime}$, applying Proposition 3.19 (p. 86) the relation (5.7) follows.

Now let $j \geq 2$. Since $k-j+1<k$, the function $f$ is $k-j+1$ times differentiable in a neighborhood of $a$. Applying the preceding case we have

$$
f^{(k-j+1)}(x)\left(h_{j}, h_{j+1}, \ldots, h_{k}\right)=f^{(k-j+1)}(x)\left(h_{j+1}, h_{j}, \ldots, h_{k}\right)
$$

in this neighborhood. Differentiating this equality $j-1$ times at $a$, and using the preceding lemma, (5.7) follows.

### 5.3 Taylor's formula

The purpose of this section is to establish several variants of Taylor's formula, providing good local approximations of sufficiently smooth functions.

For brevity we denote by $h^{k}$ the vector $(h, \ldots, h) \in X^{k}$.
Theorem 5.8 (Peano) Iff : $X \hookrightarrow Y$ is $n$ times differentiable at $a$, then

$$
\begin{equation*}
f(a+h)=\sum_{k=0}^{n} \frac{f^{(k)}(a)}{k!} h^{k}+o\left(\|h\|^{n}\right), \quad h \rightarrow 0 \tag{5.8}
\end{equation*}
$$

Proof For $n=1$ this is the definition of the derivative. Let $n \geq 2$, and assume by induction that

$$
\begin{equation*}
f^{\prime}\left(a+h_{1}\right)=\sum_{i=0}^{n-1} \frac{\left(f^{\prime}\right)^{(i)}(a) h_{1}^{i}}{i!}+o\left(\left\|h_{1}\right\|^{n-1}\right), \quad h_{1} \rightarrow 0 \tag{5.9}
\end{equation*}
$$

Choose a ball $B_{r}(a)$ in which $f$ is defined and is $n-1$ times differentiable. For each fixed $h \in B_{r}(0)$ the formula

$$
g(t):=f(a+t h)-\sum_{k=1}^{n} \frac{f^{(k)}(a) h^{k}}{k!} t^{k}
$$

defines a function $g:[0,1] \rightarrow Y$ satisfying the assumptions of Theorem 4.7 (p. 107). Therefore there exists a $t \in(0,1)$ such that $\|g(1)-g(0)\| \leq\left\|g^{\prime}(t)\right\|$, i.e.,

$$
\left\|f(a+h)-\sum_{k=0}^{n} \frac{f^{(k)}(a) h^{k}}{k!}\right\| \leq\left\|f^{\prime}(a+t h) h-\sum_{k=1}^{n} \frac{f^{(k)}(a) h^{k}}{(k-1)!} t^{k-1}\right\| .
$$

Applying (5.9) with $h_{1}=t h$, the right-hand side may be estimated as follows:

$$
\left\|f^{\prime}(a+t h) h-\sum_{k=1}^{n} \frac{f^{(k)}(a) h^{k}}{(k-1)!} t^{k-1}\right\| \leq o\left(\|t h\|^{n-1}\right)\|h\|=o\left(\|h\|^{n}\right) .
$$

Next we generalize the Lagrange mean value theorem. ${ }^{1}$
Proposition 5.9 (Lagrange) If $f: X \hookrightarrow \mathbb{R}$ is $n$ times differentiable on a nondegenerate segment $[a, b] \subset X$, then there exists $a c \in(a, b)$ such that

$$
f(b)=\sum_{k=0}^{n-1} \frac{f^{(k)}(a)}{k!}(b-a)^{k}+\frac{f^{(n)}(c)}{n!}(b-a)^{n} .
$$

*Remark The proposition and the following theorem remain valid, with the same proof, under the weaker assumptions that $f$ is continuous on $[a, b], n$ times differentiable on $(a, b)$, and $n-1$ times continuously differentiable at $a$. See also the comment on p. 342.

Proof Similarly to the proof of Proposition 4.6 we may reduce the problem to the case $X=\mathbb{R}$ and $[a, b]=[0,1]$ with the help of the affine function $\ell(t)=(1-t) a+$ $t b$. Then we repeatedly apply the Cauchy mean value theorem (Proposition 4.4 (c), p. 105) to the functions

$$
g(t):=f(t)-\sum_{k=0}^{n-1} \frac{f^{(k)}(0)}{k!} t^{k} \quad \text { and } \quad h(t):=t^{n}
$$

as follows.

[^56]Since $g^{(k)}(0)=h^{(k)}(0)=0$ for $k=0, \ldots, n-1$, we have

$$
\begin{aligned}
& \frac{g(1)}{h(1)}=\frac{g(1)-g(0)}{h(1)-h(0)} \\
= & \frac{g^{\prime}\left(t_{1}\right)}{h^{\prime}\left(t_{1}\right)}=\frac{g^{\prime}\left(t_{1}\right)-g^{\prime}(0)}{h^{\prime}\left(t_{1}\right)-h^{\prime}(0)} \\
& \ldots \\
= & \frac{g^{(n)}\left(t_{n}\right)}{h^{(n)}\left(t_{n}\right)}
\end{aligned}
$$

for suitable points $0<t_{n}<t_{n-1}<\cdots<t_{1}<1$.
Since $h(1)=1, g^{(n)}\left(t_{n}\right)=f^{(n)}\left(t_{n}\right)$ and $h^{(n)}\left(t_{n}\right)=n!$, the proposition follows with $c=t_{n}$.

Now we generalize Theorem 4.7 (p. 107):
Theorem 5.10 If $f: X \hookrightarrow Y$ is $n$ times differentiable on a non-degenerate segment $[a, b] \subset X$, then there exist $c_{1}, c_{2} \in(a, b)$ such that

$$
\begin{equation*}
\left\|f(b)-\sum_{k=0}^{n-1} \frac{f^{(k)}(a)(b-a)^{k}}{k!}\right\| \leq \frac{\left\|f^{(n)}\left(c_{1}\right)(b-a)^{n}\right\|}{n!} \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|f(b)-\sum_{k=0}^{n} \frac{f^{(k)}(a)(b-a)^{k}}{k!}\right\| \leq \frac{\left\|\left(f^{(n)}\left(c_{2}\right)-f^{(n)}(a)\right)(b-a)^{n}\right\|}{n!} . \tag{5.11}
\end{equation*}
$$

Remark The assumptions are stronger than those of Theorem 5.8, but the error estimates are also stronger.

Proof Fix a functional $\varphi \in Y^{\prime}$ (to be chosen later). Applying the preceding proposition to the composite function $\varphi \circ f: X \hookrightarrow \mathbb{R}$, there exists a $c \in(a, b)$ (depending on $\varphi$ ) such that

$$
(\varphi \circ f)(b)=\sum_{k=0}^{n-1} \frac{(\varphi \circ f)^{(k)}(a)(b-a)^{k}}{k!}+\frac{(\varphi \circ f)^{(n)}(c)(b-a)^{n}}{n!}
$$

Since $(\varphi \circ f)^{(k)}=\varphi \circ f^{(k)}$ for all $k$, this may be rewritten as

$$
\varphi(f(b))=\varphi\left(\sum_{k=0}^{n-1} \frac{f^{(k)}(a)(b-a)^{k}}{k!}+\frac{f^{(n)}(c)(b-a)^{n}}{n!}\right),
$$

and this equality implies the estimates

$$
\varphi\left(f(b)-\sum_{k=0}^{n-1} \frac{f^{(k)}(a)(b-a)^{k}}{k!}\right) \leq\|\varphi\| \frac{\left\|f^{(n)}(c)(b-a)^{n}\right\|}{n!}
$$

and

$$
\varphi\left(f(b)-\sum_{k=0}^{n} \frac{f^{(k)}(a)(b-a)^{k}}{k!}\right) \leq\|\varphi\| \frac{\left\|\left(f^{(n)}(c)-f^{(n)}(a)\right)(b-a)^{n}\right\|}{n!} .
$$

The estimates (5.10) and (5.11) hence follow by applying Proposition 3.19 (p. 86) to choose $\varphi$ such that $\|\varphi\| \leq 1$, and

$$
\varphi\left(f(b)-\sum_{k=0}^{n-1} \frac{f^{(k)}(a)(b-a)^{k}}{k!}\right)=\left\|f(b)-\sum_{k=0}^{n-1} \frac{f^{(k)}(a)(b-a)^{k}}{k!}\right\|
$$

or

$$
\varphi\left(f(b)-\sum_{k=0}^{n} \frac{f^{(k)}(a)(b-a)^{k}}{k!}\right)=\left\|f(b)-\sum_{k=0}^{n} \frac{f^{(k)}(a)(b-a)^{k}}{k!}\right\|,
$$

respectively.
Our last version of Taylor's formula uses the integral of continuous, Banach space-valued functions that we will introduce in Section 6.1 (p. 141). However, in the most important finite-dimensional case we may simply write $f=\sum_{j=1}^{m} f_{j} e_{j}$ in some fixed basis $e_{1}, \ldots, e_{m}$ of $Y$, and define

$$
\int_{a}^{b} f(t) d t:=\sum_{j=1}^{m}\left(\int_{a}^{b} f_{j}(t) d t\right) e_{j}
$$

The following theorem reduces to the Newton-Leibniz formula if $Y=\mathbb{R}$ and $n=1$.

Theorem 5.11 (Taylor's formula with integral remainder) If $f: \mathbb{R} \hookrightarrow Y$ is $n$ times continuously differentiable on a segment $[a, b]$, where $Y$ is a Banach space, then

$$
\begin{equation*}
f(b)=\sum_{k=0}^{n-1} \frac{f^{(k)}(a)}{k!}(b-a)^{k}+\int_{a}^{b} f^{(n)}(t) \frac{(b-t)^{n-1}}{(n-1)!} d t . \tag{5.12}
\end{equation*}
$$

Proof If $Y=\mathbb{R}$, then for $n=1$ this is the Newton-Leibniz formula, while the cases $n \geq 2$ follow by induction because

$$
\begin{aligned}
\int_{a}^{b} f^{(n-1)}(t) & \frac{(b-t)^{n-2}}{(n-2)!} d t \\
& =\left[f^{(n-1)}(t) \frac{-(b-t)^{n-1}}{(n-1)!}\right]_{a}^{b}+\int_{a}^{b} f^{(n)}(t) \frac{(b-t)^{n-1}}{(n-1)!} d t \\
& =\frac{f^{(n-1)}(a)}{(n-1)!}(b-a)^{n-1}+\int_{a}^{b} f^{(n)}(t) \frac{(b-t)^{n-1}}{(n-1)!} d t .
\end{aligned}
$$

In the general case we fix a functional $\varphi \in Y^{\prime}$, and we apply the just obtained result to the composite function $\varphi \circ f: X \hookrightarrow \mathbb{R}$ :

$$
(\varphi \circ f)(b)=\sum_{k=0}^{n-1} \frac{(\varphi \circ f)^{(k)}(a)}{k!}(b-a)^{k}+\int_{a}^{b}(\varphi \circ f)^{(n)}(t) \frac{(b-t)^{n-1}}{(n-1)!} d t
$$

Since $(\varphi \circ f)^{(k)}=\varphi \circ f^{(k)}$ for all $k$, and

$$
\int_{a}^{b}(\varphi \circ g)(t) d t=\varphi \int_{a}^{b} g(t) d t
$$

for every continuous function $g:[a, b] \rightarrow Y,{ }^{2}$ we conclude that

$$
\varphi(A)=\varphi(B)
$$

for all $\varphi \in Y^{\prime}$, where $A$ and $B$ denote the two sides of (5.12). Applying Proposition 3.19 we conclude that $A=B$.

### 5.4 Local extrema

We complete Proposition 4.3 (p. 104) by using the second derivative. By symmetry we consider only the case of minima.

## Definitions

- A function $f: X \hookrightarrow \mathbb{R}$ has a strict local minimum at $a \in D(f)$ if there exists an $r>0$ such that $f(x)>f(a)$ for all $x \in D(f) \cap B_{r}(a), x \neq a$.

[^57]- The quadratic form associated with the bilinear form $A \in L^{2}\left(X^{2}, \mathbb{R}\right)$ is positive semidefinite if $A(h, h) \geq 0$ for all $h \in X$. We express this property by writing $A \geq 0$.
- The quadratic form associated with the bilinear form $A \in L^{2}\left(X^{2}, \mathbb{R}\right)$ is positive definite if there exists a constant $c>0$ such that $A(h, h) \geq c\|h\|^{2}$ for all $h \in X$. We write $A>0$ in this case. ${ }^{3}$

Theorem 5.12 (Lagrange-Hesse) Letf $: X \hookrightarrow \mathbb{R}$ be twice differentiable at a.
(a) Iff has a local minimum at $a$, then $f^{\prime}(a)=0$ and $f^{\prime \prime}(a) \geq 0$.
(b) If $f^{\prime}(a)=0$ and $f^{\prime \prime}(a)>0$, then $f$ has a strict local minimum at $a$.

Proof
(a) Fix an arbitrary vector $h \in X$. Using the minimality of $f(a)$ and applying Theorem 5.8 (p. 126) we obtain

$$
f(a) \leq f(a+t h)=f(a)+t f^{\prime}(a) h+\frac{t^{2}}{2} f^{\prime \prime}(a)(h, h)+o\left(t^{2}\right), \quad t \rightarrow 0
$$

Since we already know from Proposition 4.3 that $f^{\prime}(a)=0$, hence

$$
0 \leq f^{\prime \prime}(a)(h, h)+\frac{o\left(t^{2}\right)}{t^{2}}, \quad t \rightarrow 0
$$

Letting $t \rightarrow 0$ we conclude that $f^{\prime \prime}(a)(h, h) \geq 0$.
(b) Since $f^{\prime}(a)=0$, by Theorem 5.8 we have

$$
\begin{equation*}
f(a+h)=f(a)+\frac{1}{2} f^{\prime \prime}(a)(h, h)+o\left(\|h\|^{2}\right), \quad h \rightarrow 0 \tag{5.13}
\end{equation*}
$$

Fix $c>0$ such that

$$
f^{\prime \prime}(a)(h, h) \geq 2 c\|h\|^{2}
$$

for all $h \in X$, then for $h \rightarrow 0$ (5.13) yields

$$
f(a+h)-f(a) \geq(c+o(1))\|h\|^{2} .
$$

If $\|h\|$ is sufficiently small, but $h \neq 0$, then the right-hand side is positive, and therefore $f(a+h)>f(a)$.

[^58]Fig. 5.1 A convex epigraph


Example (Peano) Given $p>q>0$ we define a polynomial $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ by the formula

$$
f(x, y):=\left(y^{2}-2 p x\right)\left(y^{2}-2 q x\right)
$$

Then

$$
f(0,0)=f^{\prime}(0,0)=0 \quad \text { and } \quad f^{\prime \prime}(0,0) \geq 0,
$$

but $f$ has no local minimum at $(0,0)$ because $f$ takes both positive and negative values in each neighborhood of $(0,0)$. Nevertheless, the restriction of $f$ to each line containing $(0,0)$ has a local minimum at $(0,0)$.

### 5.5 Convex functions

Definition A function $f: K \rightarrow \mathbb{R}$ is convex if $K$ is a convex set in a vector space, and

$$
f((1-t) x+t y) \leq(1-t) f(x)+t f(y)
$$

for all $x, y \in K$ and $t \in[0,1] .{ }^{4}$ Equivalently, $f$ is convex if its epigraph

$$
\operatorname{epi}(f):=\{(x, y) \in K \times \mathbb{R}: x \in K \text { and } y \geq f(x)\}
$$

is a convex set (see Figure 5.1).

[^59]
## Examples

- The constant functions defined on convex sets are convex.
- Every linear functional is convex.
- Every norm is convex.
- The sum of convex functions is convex.
- A positive multiple of a convex function is convex.
- If $g: K \rightarrow \mathbb{R}, f: \mathbb{R} \rightarrow \mathbb{R}$ are convex functions and $f$ is non-decreasing, then $f \circ g$ is convex, because

$$
f(g((1-t) x+t y)) \leq f((1-t) g(x)+\operatorname{tg}(y)) \leq(1-t) f(g(x))+t f(g(y))
$$

for all $x, y \in K$ and $t \in[0,1]$.
Proposition 5.13 (Jensen's inequality) Iff : $K \rightarrow \mathbb{R}$ is convex, then

$$
f\left(t_{1} x_{1}+\cdots+t_{n} x_{n}\right) \leq t_{1} f\left(x_{1}\right)+\cdots+t_{n} f\left(x_{n}\right)
$$

for all $x_{1}, \ldots, x_{n} \in K$ and $t_{1}, \ldots, t_{n} \in[0,1]$ with $t_{1}+\cdots+t_{n}=1$.
Proof This follows from the definition by induction on $n$.
The following result simplifies the minimization of convex functions:
Proposition 5.14 A local minimum of a convex function in a normed space is necessarily a global minimum.

Proof Let $f: K \rightarrow \mathbb{R}$ be a convex function, $a \in K$, and $U$ a neighborhood of $a$ in $K$ such that $f(a) \leq f(y)$ for all $y \in U$. Given $x \in K$ arbitrarily, there exists a $t \in(0,1]$ (close to zero) such that

$$
y:=(1-t) a+t x=a+t(x-a) \in U .
$$

Then

$$
f(a) \leq f(y)=f((1-t) a+t x) \leq(1-t) f(a)+t f(x),
$$

whence $f(a) \leq f(x)$.
There are two useful characterizations of differentiable convex functions:
Proposition 5.15 Let $f: K \rightarrow \mathbb{R}$ be a differentiable function on a convex open set $K$ of a normed space $X$. The following properties are equivalent (see Figure 5.2 for $K=\mathbb{R})$ :
$f$ is convex;
$f(x) \geq f(a)+f^{\prime}(a)(x-a)$ for all $x, a \in K ;$
$f^{\prime}$ is monotone, i.e., $\left(f^{\prime}(x)-f^{\prime}(a)\right)(x-a) \geq 0$ for all $x, a \in K$.


Fig. 5.2 Characterizations of convexity

Remark If $X=\mathbb{R}$, then (c) is equivalent to the monotonicity relation

$$
a \leq x \Longrightarrow f^{\prime}(a) \leq f^{\prime}(x)
$$

Proof
(a) $\Longrightarrow$ (b) We have

$$
f(t x+(1-t) a) \leq t f(x)+(1-t) f(a)
$$

for all $t \in(0,1)$ by convexity, and hence

$$
f(x)-f(a) \geq \frac{f(t x+(1-t) a)-f(a)}{t}=\frac{f(a+t(x-a))-f(a)}{t} .
$$

Letting $t \rightarrow 0$ we get (b).
(b) $\Longrightarrow$ (c) Exchanging the roles of $a$ and $x$ in (b) we have

$$
f(a) \geq f(x)+f^{\prime}(x)(a-x)
$$

Summing the two inequalities we get (c).
(c) $\Longrightarrow$ (a) Let $x, y \in K, x \neq y$. Fix $0<t<1$ and consider the point $z=$ $t x+(1-t) y$. Applying Proposition 4.6 (p. 107) there exist points $c \in(x, z)$ and $d \in(z, y)$ such that

$$
\begin{aligned}
A: & =\frac{t f(x)+(1-t) f(y)-f(z)}{t(1-t)} \\
& =\frac{f(x)-f(z)}{1-t}+\frac{f(y)-f(z)}{t} \\
& =\frac{f^{\prime}(c)(x-z)}{1-t}+\frac{f^{\prime}(d)(y-z)}{t} \\
& =\left(f^{\prime}(c)-f^{\prime}(d)\right)(x-y) .
\end{aligned}
$$

Since $c \neq d$, we have $x-y=\alpha(c-d)$ with a suitable number $\alpha>0$, and hence

$$
A=\alpha\left(f^{\prime}(c)-f^{\prime}(d)\right)(c-d) \geq 0
$$

by (c).
We have seen that the local and global minima coincide for convex functions. Our next result further simplifies work with minima:

Corollary 5.16 A differentiable convex function $f: K \rightarrow \mathbb{R}$ has a minimum at a if and only if $f^{\prime}(a)=0$.

Proof The necessity of the condition $f^{\prime}(a)=0$ follows from Proposition 4.3 (p. 104). Conversely, if $f^{\prime}(a)=0$, then $f(x) \geq f(a)$ for all $x \in K$ by Proposition 5.15 (b).

Proposition 5.17 Iff : $K \rightarrow \mathbb{R}$ is a twice differentiable function on a convex open set, then the properties $(a),(b),(c)$ of Proposition 5.15 are also equivalent to the following:

$$
\begin{equation*}
f^{\prime \prime}(a) \geq 0 \quad \text { for all } a \in K \tag{d}
\end{equation*}
$$

Proof
(c) $\Longrightarrow$ (d) Fix $h \in X$ arbitrarily. If $t>0$ is sufficiently small, then $a+t h \in K$, and therefore

$$
\left(f^{\prime}(a+t h)-f^{\prime}(a)\right)(a+t h-a) \geq 0
$$

by (c). Dividing by $t^{2}$ we get

$$
\frac{f^{\prime}(a+t h)-f^{\prime}(a)}{t} h \geq 0,
$$

and letting $t \rightarrow 0$ we obtain that $f^{\prime \prime}(a)(h, h) \geq 0$.
(d) $\Longrightarrow$ (b) Fix $a, x \in K$ arbitrarily. Applying Proposition 5.9 (p. 127) there exists a $b \in[a, x]$ such that

$$
f(x)=f(a)+f^{\prime}(a)(x-a)+\frac{1}{2} f^{\prime \prime}(b)(x-a, x-a) .
$$

Since the last term is nonnegative by assumption, (b) follows.

In finite dimensions convexity implies continuity:
Proposition 5.18 If $U$ is a convex open set in a finite-dimensional normed space, then every convex function $f: U \rightarrow \mathbb{R}$ is locally Lipschitz continuous. ${ }^{5}$ each point $a \in U$ has a neighborhood $V \subset U$ such that for some constant $L=L(V)$ we have the estimate

$$
\left\|f\left(x_{1}\right)-f\left(x_{2}\right)\right\| \leq L\left\|x_{1}-x_{2}\right\| \quad \text { for all } \quad x_{1}, x_{2} \in V
$$

with some constant $L$ depending only on $V$.

Proof By Theorem 3.9 (p. 78) we may assume that $X=\left(\mathbb{R}^{n},\|\cdot\|_{\infty}\right)$. Fix a small $r>0$ such that $\overline{B_{2 r}(a)} \subset U$, denote by $b_{1}, \ldots, b_{2^{n}}$ the vertices of the cube $\overline{B_{2 r}(a)}$, and set

$$
M:=\max \left\{f\left(b_{1}\right), \ldots, f\left(b_{2^{n}}\right)\right\}
$$

First we prove that $f$ is bounded in $\overline{B_{2 r}(a)}$. Every point $x \in \overline{B_{2 r}(a)}$ has a representation of the form

$$
x=\sum_{i=1}^{2^{n}} t_{i} b_{i}, \quad t_{i} \geq 0, \quad \sum_{i=1}^{2^{n}} t_{i}=1
$$

using Jensen's inequality this implies the upper estimate

$$
\begin{equation*}
f(x) \leq \sum_{i=1}^{2^{n}} t_{i} f\left(b_{i}\right) \leq M \tag{5.14}
\end{equation*}
$$

Since $2 a-x \in \overline{B_{2 r}(a)}$, applying the convexity inequality

$$
f(a) \leq \frac{f(x)+f(2 a-x)}{2}
$$

we obtain the lower estimate

$$
\begin{equation*}
f(x) \geq 2 f(a)-f(2 a-x) \geq 2 f(a)-M \tag{5.15}
\end{equation*}
$$

If $x_{1}, x_{2} \in B_{r}(a)$ are two distinct points, then (see Figure 5.3)

$$
x_{3}:=x_{2}+r \frac{x_{2}-x_{1}}{\left\|x_{2}-x_{1}\right\|} \in B_{2 r}(a) .
$$

[^60]Fig. 5.3 Proof of Proposition 5.18


Then

$$
r x_{1}+\left\|x_{2}-x_{1}\right\| x_{3}=\left(\left\|x_{2}-x_{1}\right\|+r\right) x_{2}
$$

whence

$$
x_{2}=t x_{3}+(1-t) x_{1} \quad \text { with } \quad t:=\frac{\left\|x_{2}-x_{1}\right\|}{\left\|x_{2}-x_{1}\right\|+r} \in(0,1) .
$$

Since $f$ is convex, we have

$$
f\left(x_{2}\right) \leq t f\left(x_{3}\right)+(1-t) f\left(x_{1}\right) ;
$$

hence, using (5.14) and (5.15), we obtain the inequality

$$
f\left(x_{2}\right)-f\left(x_{1}\right) \leq t\left(f\left(x_{3}\right)-f\left(x_{1}\right)\right) \leq \frac{2 M-2 f(a)}{r}\left\|x_{2}-x_{1}\right\| .
$$

Since the roles of $x_{1}$ and $x_{2}$ are symmetric, we conclude that $f$ is Lipschitz continuous on $B_{r}(a)$ with the constant $L:=(2 M-2 f(a)) / r$.

### 5.6 The functions $\mathbb{R}^{m} \hookrightarrow \mathbb{R}^{n}$

We generalize the results of Section 4.3 (p. 111).
Proposition 5.19 Let $f=\left(f_{1}, \ldots, f_{n}\right): \mathbb{R}^{m} \hookrightarrow \mathbb{R}^{n}$ and $k \geq 1$.
(a) $f$ is $k$ times differentiable at $a$ if and only if $f_{1}, \ldots, f_{n}$ are $k$ times differentiable at $a$.
(b) $f$ is $k$ times differentiable if and only if $f_{1}, \ldots, f_{n}$ are $k$ times differentiable.
(c) $f \in C^{k}$ if and only if $f_{1}, \ldots, f_{n} \in C^{k}$.

Proof We again use the continuous linear maps $P_{j}$ and $B_{j}$ introduced in the proof of Proposition 4.10 (p. 111). They belong to the class $C^{\infty}$ by the remark on p. 121.
(a) If $f$ is $k$ times differentiable at $a$, then the functions $f_{j}=P_{j} \circ f$ are also $k$ times differentiable at $a$ by Proposition 5.5. Conversely, if $f_{1}, \ldots, f_{n}$ are $k$ times differentiable at $a$, then $f=B_{1} \circ f_{1}+\cdots+B_{n} \circ f_{n}$ is also $k$ times differentiable at $a$ by the same proposition.

The proofs of (b) and (c) are analogous.
Now we generalize Proposition 4.12 (p.113):
Proposition 5.20 A function $f: \mathbb{R}^{m} \hookrightarrow \mathbb{R}$ is $k$ times continuously differentiable ( $k \geq 1$ ) if and only if all partial derivatives $D_{1} f, \ldots, D_{m}$ exist and are $k-1$ times continuously differentiable at $D(f)$.

Proof The case $k=1$ is contained in Proposition 4.12. Assume henceforth that $k \geq 2$.

If $f \in C^{k}$, then by Proposition 4.2 (p. 101) the partial derivatives $D_{i} f$ exist, and they are given by the formula $D_{i} f=L_{i} \circ f^{\prime}$ where $L_{i}$ denotes the continuous linear map $L_{i} A:=A e_{i}$. As compositions of $C^{k-1}$ functions, the functions $D_{i} f$ also belong to $C^{k-1}$ by Proposition 5.5.

Conversely, if the partial derivatives $D_{i} f: D(f) \rightarrow \mathbb{R}$ exist and belong to $C^{k-1}$, then $f$ belongs to $C^{1}$ by Proposition 4.12, and

$$
f^{\prime}(a) h=\sum_{i=1}^{m} D_{i} f(a) h_{i} \quad \text { or } \quad f^{\prime}(a) h=\nabla f(a) \cdot h
$$

for all $a \in D(f)$ and $h \in \mathbb{R}^{m}$ by Proposition 4.11 (p. 113).
Since the components $D_{i} f$ of $\nabla f$ belong to $C^{k-1}$, applying the preceding proposition we conclude that $f \in C^{k}$.

Finally, we discuss the matrix representation of the second derivative:
Proposition 5.21 (Hesse) Iff $: \mathbb{R}^{m} \hookrightarrow \mathbb{R}$ is twice differentiable at a, then

$$
f^{\prime \prime}(a)(h, k)=\left(h_{1}, \ldots, h_{m}\right)\left(\begin{array}{ccc}
D_{1} D_{1} f(a) & \cdots & D_{1} D_{m} f(a) \\
\vdots & \vdots \\
D_{m} D_{1} f(a) & \cdots & D_{m} D_{m} f(a)
\end{array}\right)\left(\begin{array}{c}
k_{1} \\
\vdots \\
k_{m}
\end{array}\right)
$$

for all $h, k \in \mathbb{R}^{m}$.

Proof For any fixed $k \in \mathbb{R}^{m}$ we have

$$
\varphi(x):=f^{\prime}(x) k=\sum_{j=1}^{m} k_{j} D_{j} f(x)
$$

by Proposition 4.11. Applying Lemma 5.7 (p. 125) and using Proposition 4.11 again the required equality follows:

$$
f^{\prime \prime}(a)(h, k)=\varphi^{\prime}(a) h=\sum_{j=1}^{m} k_{j} \sum_{i=1}^{m} D_{i} D_{j} f(x) h_{i}=\sum_{j=1}^{m} \sum_{i=1}^{m} D_{i} D_{j} f(a) h_{i} k_{j} .
$$

Remark By Theorem 5.6 (p. 123) the Hessian matrix is symmetric, and hence diagonalizable. ${ }^{6}$ It follows that $f^{\prime \prime}(a)$ is positive definite (resp. positive semidefinite) if and only if all eigenvalues of its Hessian are positive (resp. nonnegative).

### 5.7 Exercises

Exercise 5.1 Every continuous $m$-linear map belongs to $C^{\infty}$ and its $k$ th derivative vanishes for all $k>m$.

Exercise 5.2 Compute the first and second derivatives of the Euclidean norm in $\mathbb{R}^{n}$.
Exercise 5.3 Find the local and global extrema of

$$
f(x, y):=x^{4}+y^{2} \quad \text { and } \quad g(x, y):=x^{3}+y^{2} .
$$

## Exercise 5.4 ( $C^{\infty}$ functions of compact support)

(i) Prove that the formula

$$
h(t):= \begin{cases}e^{-1 / t} & \text { if } t>0 \\ 0 & \text { if } t \leq 0\end{cases}
$$

defines a function $h: \mathbb{R} \rightarrow \mathbb{R}$ of class $C^{\infty}$, all of whose derivatives vanish at 0 .

[^61](ii) Prove that the formula ${ }^{7}$
\[

f(x):= $$
\begin{cases}e^{-1 /\left(1-\|x\|^{2}\right)} & \text { if }\|x\|<1 \\ 0 & \text { if }\|x\| \geq 1\end{cases}
$$
\]

defines a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ of class $C^{\infty}$, strictly positive in the unit ball, and vanishing outside this ball.

Exercise 5.5 (Laplace equation) Given a twice differentiable function $f: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}$, we denote by $\Delta f\left(x_{1}, \ldots, x_{n}\right)$ the trace of the Hessian matrix $f^{\prime \prime}\left(x_{1}, \ldots, x_{n}\right)$, i.e.,

$$
\Delta f:=\sum_{i=1}^{n} D_{i}^{2} f
$$

$\Delta$ is called the Laplacian operator. ${ }^{8}$
(i) Prove that the function $f(x):=\ln |x|$ satisfies the Laplace equation $\Delta f=0$ in $\mathbb{R}^{2} \backslash\{0\}$.
(ii) Prove that the function $f(x):=|x|^{-1}$ satisfies the Laplace equation $\Delta f=0$ in $\mathbb{R}^{n} \backslash\{0\}$ for $n=3,4, \ldots$

Exercise 5.6 (Heat equation) Prove that for any non-zero real number $a$, the formula

$$
f(t, x):=\frac{1}{2 a \sqrt{\pi t}} e^{-\frac{x^{2}}{4 a^{2} t}}, \quad t>0, x \in \mathbb{R}
$$

defines a solution of Fourier's heat equation ${ }^{9}$

$$
D_{1} f=a^{2} D_{2}^{2} f
$$

Exercise 5.7 (Wave equation) Prove that if $f, g: \mathbb{R} \rightarrow \mathbb{R}$ are two arbitrary functions of class $C^{2}$ and $a$ is a positive constant, then d'Alembert's formula

$$
u(t, x):=f(x+a t)+g(x-a t)
$$

defines a solution of the one-dimensional wave equation

$$
D_{1}^{2} u-a^{2} D_{2}^{2} u=0
$$

[^62]
## Chapter 6 <br> Ordinary Differential Equations

This chapter is an introduction to ordinary differential equations. ${ }^{1}$ The letters $X, Y$, $Z$ will always denote Banach spaces, i.e., complete normed spaces.

On the first reading Sect. 6.1 may be skipped, and the reader may assume that $X=\mathbb{R}$ : this simple special case already suffices for many important applications.

### 6.1 Integrals of Vector-Valued Functions

Let $[a, b] \subset \mathbb{R}$ be a non-degenerate compact interval. We have seen in Sects. 3.1 and 3.2 (pp. 65 and 73) that the bounded functions $f:[a, b] \rightarrow Y$ form a Banach space $\mathcal{B}([a, b], Y)$ for the norm

$$
\|f\|_{\infty}:=\sup _{t \in[a, b]}\|f(t)\|
$$

of uniform convergence. We could adapt the Riemann integral to vector-valued functions, but a simpler notion will suffice for our purposes. ${ }^{2}$

Definition $f:[a, b] \rightarrow Y$ is a step function if there exist points $a=t_{0}<t_{1}<\cdots<$ $t_{n}=b$ and vectors $y_{1}, \ldots, y_{n} \in Y$ such that

$$
f(t)=y_{i} \quad \text { for all } \quad t_{i-1}<t<t_{i}, \quad i=1, \ldots, n
$$

[^63]The step functions form a linear subspace $\mathcal{E}$ of $\mathcal{B}([a, b], Y)$, and the formula

$$
I(f):=\sum_{i=1}^{n}\left(t_{i}-t_{i-1}\right) y_{i}
$$

defines a linear map $I: \mathcal{E} \rightarrow Y$. The obvious estimate

$$
\|I(f)\| \leq \sum_{i=1}^{n}\left(t_{i}-t_{i-1}\right)\left\|y_{i}\right\| \leq(b-a)\|f\|_{\infty}
$$

shows that $I$ is continuous.
Definition $f \in \mathcal{B}([a, b], Y)$ is integrable if there exists a sequence $\left(f_{n}\right)$ of step functions converging to $f$ uniformly on $[a, b]$. Then the integral of $f$ is defined by the formula

$$
\int_{a}^{b} f(t) d t:=\lim I\left(f_{n}\right)
$$

Remark The case when $Y=\mathbb{R}^{m}$ is particularly simple: $f:[a, b] \rightarrow \mathbb{R}^{m}$ is integrable if and only if its components are integrable, and then

$$
\int_{a}^{b} f(t) d t=\left(\int_{a}^{b} f_{1}(t) d t, \ldots, \int_{a}^{b} f_{m}(t) d t\right)
$$

## Proposition 6.1

(a) The integrable functions $f:[a, b] \rightarrow Y$ form a Banach space $\overline{\mathcal{E}}$, and the integral is a continuous linear map of $\overline{\mathcal{E}}$ into $Y$.
(b) Every continuous function $f:[a, b] \rightarrow Y$ is integrable.
(c) Iff : $[a, b] \rightarrow Y$ is integrable, then $\|f\|:[a, b] \rightarrow \mathbb{R}$ is also integrable, and

$$
\begin{equation*}
\left\|\int_{a}^{b} f(t) d t\right\| \leq \int_{a}^{b}\|f(t)\| d t \leq(b-a)\|f\|_{\infty} \tag{6.1}
\end{equation*}
$$

(d) If $f:[a, b] \rightarrow Y$ is integrable and $A \in L(Y, Z)$, then $A \circ f:[a, b] \rightarrow Z$ is integrable, and

$$
\int_{a}^{b} A f(t) d t=A \int_{a}^{b} f(t) d t
$$

(e) Let $a<c<b$. A function $f:[a, b] \rightarrow Y$ is integrable if and only if its restrictions $\left.f\right|_{[a, c]}$ and $\left.f\right|_{[c, b]}$ are integrable. Then

$$
\int_{a}^{b} f(t) d t=\int_{a}^{c} f(t) d t+\int_{c}^{b} f(t) d t
$$

Proof (a) By definition the set of integrable functions is the closure of $\mathcal{E}$ in $\mathcal{B}([a, b], Y)$. The existence and uniqueness of the integral is a special case of Proposition 3.18 (p. 85).
(b) For each positive integer $n$ we define $f_{n}(a)=f(a), h=(b-a) / n$ and

$$
f_{n}(t)=f(a+k h) \quad \text { if } \quad a+(k-1) h<t \leq a+k h, \quad k=1, \ldots, n .
$$

Then $f_{n}$ is a step function, and $\left\|f-f_{n}\right\|_{\infty} \rightarrow 0$ by Heine's theorem (p. 27).
(c), (d) and (e) The results are elementary for step functions. Hence the general case follows by continuity because if a sequence $\left(f_{n}\right)$ of step functions converges uniformly to $f$, then $\left(\left\|f_{n}\right\|\right),\left(A f_{n}\right),\left(f_{n} \chi_{[a, c]}\right)^{3}$ and $\left(f_{n} \chi_{[c, b]}\right)$ are sequences of step functions, converging uniformly to $\|f\|, A f, f \chi_{[a, c]}$ and $f \chi_{[c, b]}$, respectively.

### 6.2 Definitions and Examples

Let $X$ be a Banach space, $D \subset \mathbb{R} \times X$ be an open set, $(\tau, \xi) \in D$, and $f: D \rightarrow X$ a continuous function. We consider the initial value problem

$$
\begin{equation*}
x^{\prime}=f(t, x), \quad x(\tau)=\xi \tag{6.2}
\end{equation*}
$$

consisting of the differential equation $x^{\prime}=f(t, x)$ and the initial condition $x(\tau)=\xi$.
Definition By a solution of (6.2) we mean a differentiable function $x: I \rightarrow \mathbb{R}^{N}$, defined on some open interval $I \subset \mathbb{R}$, and satisfying the following conditions:

$$
\begin{aligned}
& (t, x(t)) \in D \quad \text { and } \quad x^{\prime}(t)=f(t, x(t)) \text { for all } t \in I, \\
& \tau \in I \quad \text { and } \quad x(\tau)=\xi .
\end{aligned}
$$

Geometrically the solution is a function whose graph is a curve in $D$, passing through the point $(\tau, \xi)$. If we draw a small segment of slope $f(t, x)$ at each point $(t, x) \in D$ (see Fig. 6.1), then the graph is tangent to the corresponding segment at each point.

Remark Since $f$ is continuous, the right-hand side of (6.2) is continuous for every solution $x$, and hence $x \in C^{1}$. It follows by induction ${ }^{4}$ that if $f \in C^{k}$ for some $k=1,2, \ldots$, then the solutions belong to $C^{k+1}$.

[^64]Fig. 6.1 Geometric interpretation of the solution


Examples In the first five examples we set $X=\mathbb{R}, D=\mathbb{R}^{2}$ and $\tau=0$.
(i) If $f$ is continuous and $f(t, x)$ does not depend on $x$, then our problem reduces to that of finding a primitive function: the solution is given by the formula ${ }^{5}$

$$
x(t)=\xi+\int_{0}^{t} f(s) d s, \quad t \in \mathbb{R}
$$

(ii) If $f(t, x)=x$ the formula

$$
x(t)=\xi e^{t}, \quad t \in \mathbb{R}
$$

gives an obvious solution; see Fig. 6.2. ${ }^{6}$
(iii) $\operatorname{For} f(t, x)=x^{2}$ the formula

$$
x(t)= \begin{cases}\xi /(1-\xi t), \quad t \in(-\infty, 1 / \xi) & \text { if } \quad \xi>0 \\ 0, \quad t \in \mathbb{R} & \text { if } \quad \xi=0 \\ \xi /(1-\xi t), \quad t \in(1 / \xi, \infty) & \text { if } \quad \xi<0\end{cases}
$$

gives a solution; see Fig. 6.3.
(iv) (Peano) If $f(t, x)=3 x^{2 / 3}$, then the formula

$$
x(t):=\left(\xi^{1 / 3}+t\right)^{3}, \quad t \in \mathbb{R}
$$

[^65]Fig. 6.2 Example (ii)


Fig. 6.3 Example (iii)

gives a solution. In particular, for $\xi=0$ the function $x(t)=t^{3}$ is a solution; see Fig. 6.4. But the constant function $x(t) \equiv 0$ is also a solution!
(v) It is hopeless to try to find explicit solutions to differential equations like the following:

$$
x^{\prime}=\sin \sin e^{t x^{3}}, \quad x(e)=\pi
$$

Fig. 6.4 Example (iv)


However, it will follow from the general results of the next section that it has a unique solution $x: \mathbb{R} \rightarrow \mathbb{R}$, and we will show in Chap. 12 that this solution may be approximated with arbitrary precision.
(vi) Finally, we consider an example with $X=\mathbb{R}^{2}$. Let

$$
f: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}, \quad f\left(t, x_{1}, x_{2}\right)=\left(-x_{2}, x_{1}\right), \quad \tau=0 \quad \text { and } \quad \xi=(0,1)
$$

In other words, we consider the system of differential equations

$$
x_{1}^{\prime}=-x_{2} \quad \text { and } \quad x_{2}^{\prime}=x_{1}
$$

with the initial conditions

$$
x_{1}(0)=1 \quad \text { and } \quad x_{2}(0)=0
$$

One may readily check that a solution is given by the formula

$$
x(t):=(\cos t, \sin t), \quad t \in \mathbb{R}
$$

Its graph is a spiral in $\mathbb{R}^{3}$.
If $x: I \rightarrow X$ is a solution of (6.2), then infinitely many other solutions are obtained by restricting $x$ to open subintervals of $I$ containing $\tau$. This suggests the following notion:

Definition A solution of (6.2) is maximal if it cannot be extended to a solution defined on a larger interval.

For example, the solutions given in the above Examples (i), (ii), (iv), (vi) are maximal because they are defined on the whole real line. The solutions of Example (iii) are also maximal because for $\xi \neq 0$ they have no finite limits at $1 / \xi$, and hence they have no continuous extensions to this point.

In Example (iv) we found two different maximal solutions. The reason behind this curious phenomenon will be revealed in the next section.

Remark We could also investigate differential equations of higher order:

$$
x^{(n)}=f\left(t, x, x^{\prime}, \ldots, x^{(n-1)}\right), \quad x^{(i)}(\tau)=\xi_{i}, i=0, \ldots, n-1,
$$

where $n>1, D \subset \mathbb{R} \times X^{n}$ is an open set, $f: D \rightarrow X$ is a continuous function, and $\left(\tau, \xi_{0}, \ldots, \xi_{n-1}\right) \in D$. By definition a solution is an $n$ times differentiable function $x: I \rightarrow X$, satisfying

$$
\left(t, x(t), x^{\prime}(t), \ldots, x^{(n-1)}(t)\right) \in D
$$

and

$$
x^{(n)}(t)=f\left(t, x(t), x^{\prime}(t), \ldots, x^{(n-1)}(t)\right)
$$

for all $t \in I$,

$$
\tau \in I, \quad \text { and } \quad x^{(i)}(\tau)=\xi_{i}, i=0, \ldots, n-1 .
$$

This problem may be reduced to the earlier one as follows. Set $\xi=$ $\left(\xi_{0}, \ldots, \xi_{n-1}\right)$, and introduce a function $F: D \rightarrow X^{n}$ by the formula

$$
F\left(t, y_{0}, \ldots, y_{n-1}\right):=\left(y_{1}, \ldots, y_{n-1}, f\left(t, y_{0}, \ldots, y_{n-1}\right)\right)
$$

Then $D$ is an open set in $\mathbb{R} \times X^{n}$, and $F: D \rightarrow X^{n}$ is continuous.

If $x$ is a solution of the $n$-order problem, then $y:=\left(x, x^{\prime}, \ldots, x^{(n-1)}\right)$ is a solution of the problem

$$
y^{\prime}=F(t, y), \quad y(\tau)=\xi
$$

Conversely, if $y$ is a solution of the latter problem, then $x:=y_{0}$ solves the $n$-order problem.

Example Applying this reduction to the second-order problem

$$
x^{\prime \prime}=-x, \quad x(\tau)=\xi_{0}, \quad x^{\prime}(\tau)=\xi_{1}
$$

we obtain Example (vi) above.

### 6.3 The Cauchy-Lipschitz Theorem

We consider the problem

$$
\begin{equation*}
x^{\prime}=f(t, x), \quad x(\tau)=\xi \tag{6.2}
\end{equation*}
$$

where $X$ is a Banach space, $D \subset \mathbb{R} \times X$ is an open set, $f: D \rightarrow X$ is a continuous function and $(\tau, \xi) \in D$. Let us generalize the partial derivatives ${ }^{7}$ :

Definition Let $\left(t_{0}, x_{0}\right) \in D$. If the function

$$
X \ni x \mapsto f\left(t_{0}, \cdot\right) \in X
$$

has a (total) derivative at $x_{0}$, then it is called the second partial derivative of $f$ at $\left(t_{0}, x_{0}\right)$, and is denoted by $D_{2} f\left(t_{0}, x_{0}\right)$. This defines a function $D_{2} f: D \hookrightarrow L(X, X)$.

The following theorem is of the highest importance:
Theorem 6.2 (Cauchy-Lipschitz) If $f$ and $D_{2} f$ exist and are continuous in $D$, then the problem (6.2) has a unique maximal solution.

Remarks

- The assumptions of the theorem are satisfied in all examples of the preceding section, except Example (iv). In Examples (ii), (iii), (v), (vi) the function $f$ even belongs to $C^{\infty}$.
- Peano proved that if $X$ is finite-dimensional, then the mere continuity of $f$ already ensures the existence of at least one maximal solution. Example (iv) of the

[^66]preceding section shows that the maximal solution is not necessarily unique in this case.

See p. 343 for further comments on Peano's theorem.

- Instead of using the partial derivative $D_{2} f$, Lipschitz assumed that each point $(t, x) \in D$ has a small neighborhood $V$ such that all points $\left(t_{1}, x_{1}\right),\left(t_{1}, x_{2}\right) \in V$ satisfy the estimate

$$
\begin{equation*}
\left\|f\left(t_{1}, x_{1}\right)-f\left(t_{1}, x_{2}\right)\right\| \leq L\left\|x_{1}-x_{2}\right\| \tag{6.3}
\end{equation*}
$$

with some constant $L$ depending only on $V .^{8}$
It follows from the mean value theorem 4.7 (p. 107) that Cauchy's assumption implies that of Lipschitz with any $L>\left\|D_{2} f(t, x)\right\|$ in a sufficiently small ball $V$ centered at any given $(t, x) \in D$. Our proof below will use this (somewhat weaker) condition (6.3).

The first proofs of the theorem were based on Euler's piecewise linear approximating solutions. ${ }^{9}$ Here we apply the method of successive approximations.

We introduce an equivalent integral equation:
Lemma 6.3 Given an open interval I containing $\tau$, a function $x: I \rightarrow X$ is a solution of (6.2) if and only if it is continuous, and

$$
\begin{equation*}
x(t)=\xi+\int_{\tau}^{t} f(s, x(s)) d s \quad \text { for all } \quad t \in I . \tag{6.4}
\end{equation*}
$$

Proof Every solution $x: I \rightarrow X$ of (6.2) belongs to $C^{1}$, and therefore

$$
x(t)=\xi+\int_{\tau}^{t} x^{\prime}(s) d s=\xi+\int_{\tau}^{t} f(s, x(s)) d s
$$

for all $t \in I$ by the Newton-Leibniz formula.
Conversely, if a continuous function $x: I \rightarrow X$ satisfies (6.4), then $x(\tau)=$ $\xi$. Furthermore, since the right-hand side of (6.4) is a primitive of a continuous function, $x \in C^{1}$; differentiating (6.4) we obtain the differential equation in (6.2).

The equation (6.4) suggests a natural recursive approximation of the solution by defining $x_{0}(t):=\xi$ and

$$
x_{n+1}(t):=\xi+\int_{0}^{t} f\left(s, x_{n}(s)\right) d s, \quad n=0,1, \ldots
$$

[^67]Example Applying this method to the problem

$$
x^{\prime}=x, \quad x(0)=1
$$

we get the recursive relations $x_{0}(t):=1$ and

$$
x_{n+1}(t):=1+\int_{0}^{t} x_{n}(s) d s, \quad n=0,1, \ldots
$$

We obtain by induction that

$$
x_{n}(t)=\sum_{k=0}^{n} \frac{t^{k}}{k!},
$$

and

$$
x(t):=\lim x_{n}(t)=e^{t}
$$

is indeed a solution.

## Remarks

- In the above example the sequence $\left(x_{n}\right)$ converges on the whole real line. In general the convergence holds only in some small neighborhood of $\tau$.
- The following proof of the theorem shows that the integral equation (6.4) may also be used to obtain good approximating solutions.

Proof of Theorem 6.2 First step: existence of a "cylinder of security". Fix $M>$ $\|f(\tau, \xi)\|, L>\left\|D_{2} f(\tau, \xi)\right\|$ and then a small $r>0$ such that

$$
|t-\tau| \leq r \quad \text { and } \quad\|x-\xi\| \leq M r \Longrightarrow
$$

$$
(t, x) \in D, \quad\|f(t, x)\| \leq M \quad \text { and } \quad\left\|D_{2} f(t, x)\right\| \leq L
$$

It follows that $f$ satisfies the Lipschitz condition (6.3) in this cylinder. ${ }^{10}$
We claim that each solution $x: I \rightarrow X$ of (6.4) satisfies the inequality

$$
\|x(t)-\xi\| \leq M r \quad \text { for all } \quad t \in I \cap[\tau-r, \tau+r] .
$$

See Fig. 6.5 for $X=\mathbb{R}$ : the graph of the solution stays in a "cylinder of security".
Assume on the contrary that $\|x(t)-\xi\|>M r$ for some $t \in I \cap[\tau-r, \tau+r]$. We may assume by symmetry that $t \geq \tau$. Since $x(\tau)=\xi$, we have $t>\tau$, and by

[^68]Fig. 6.5 Rectangle and cone of security

continuity there exists a $t^{\prime} \in(\tau, t)$ such that $\left\|x\left(t^{\prime}\right)-\xi\right\|=M r$, and $\|x(s)-\xi\|<M r$ for all $s \in\left[\tau, t^{\prime}\right)$. Then

$$
\left\|x\left(t^{\prime}\right)-\xi\right\| \leq \int_{\tau}^{t^{\prime}}\|f(s, x(s))\| d s \leq M\left(t^{\prime}-\tau\right)<M r
$$

contradicting the choice of $t^{\prime}$.
Remark Applying the above estimate for the endpoints of $[\tau-r, \tau+r]$ we obtain that $\|x(\tau \pm r)-\xi\| \leq M r$. Since we may repeat the proof for any $r^{\prime} \in(0, r)$ instead of $r$, we have the stronger conclusion

$$
\|x(t)-\xi\| \leq M|t-\tau| \quad \text { for all } \quad t \in I \cap[\tau-r, \tau+r] .
$$

This means that the graph of the solution stays in a smaller "cone of security"." ${ }^{11}$
Second step: local existence and uniqueness. We prove that (6.4) has a unique solution defined on $J=[\tau-r, \tau+r]$. Since every solution $x: J \rightarrow X$ belongs to the closed ball

$$
\overline{B_{M r}(\xi)}:=\left\{y \in C_{b}(J ; X):\|y(t)-\xi\| \leq M r \quad \text { for all } \quad t \in J\right\}
$$

by the preceding step, it is sufficient to prove that the map $F$ defined by

$$
(F y)(t):=\xi+\int_{\tau}^{t} f(s, y(s)) d s, \quad y \in \overline{B_{M r}(\xi)}, t \in J
$$

has a unique fixed point.

[^69]If $y \in \overline{B_{M r}(\xi)}$, then using the choice of $r$ and $J$ we have

$$
\|(F y)(t)-\xi\|=\left\|\int_{\tau}^{t} f(s, y(s)) d s\right\| \leq M|t-\tau| \leq M r
$$

for all $t \in J$. Hence $F$ is a well-defined map of $\overline{B_{M r}(\xi)}$ into itself.
Next we observe that the formula ${ }^{12}$

$$
\|y\|_{L}:=\sup _{t \in J}\|y(t)\| e^{-L|t-\tau|}
$$

defines an equivalent norm on $C_{b}(J ; X)$ because

$$
\|y\|_{L} \leq\|y\|_{\infty} \leq e^{L r}\|y\|_{L}
$$

for all $y$. Since, as a closed subset of the Banach space $C_{b}(J ; X), \overline{B_{M r}(\xi)}$ is a complete metric space, it remains to show that $F$ is a contraction for the new metric of $\overline{B_{M r}(\xi)}$.

If $x, y \in \overline{B_{M r}(\xi)}$ and $t \in J$, then using (6.3) we have

$$
\begin{aligned}
\|(F x)(t)-(F y)(t)\| & =\left\|\int_{\tau}^{t}(f(s, x(s))-f(s, y(s))) d s\right\| \\
& \leq\left|\int_{\tau}^{t} L\|x(s)-y(s)\| d s\right|
\end{aligned}
$$

and hence

$$
\begin{aligned}
\|(F x)(t)-(F y)(t)\| e^{-L|t-\tau|} & \leq\left|\int_{\tau}^{t} L\|x(s)-y(s)\| e^{-L|t-\tau|} d s\right| \\
& =\left|\int_{\tau}^{t} L e^{-L|t-s|}\|x(s)-y(s)\| e^{-L|s-\tau|} d s\right| \\
& \leq\left|\int_{\tau}^{t} L e^{-L|t-s|}\|x-y\|_{L} d s\right| \\
& =\left(1-e^{-L|t-\tau|}\right)\|x-y\|_{L} \\
& \leq\left(1-e^{-L r}\right)\|x-y\|_{L}
\end{aligned}
$$

Since this holds for all $t$, we have

$$
\|F x-F y\|_{L} \leq\left(1-e^{-L r}\right)\|x-y\|_{L}
$$

for all $x, y \in \overline{B_{M r}(\xi)}$, i.e., $F$ is indeed a contraction.

[^70]Third step: existence and uniqueness of a maximal solution. We consider the set $\left\{x_{\alpha}: I_{\alpha} \rightarrow X\right\}$ of all solutions of (6.4). By the local existence this set is non-empty.

We claim that any two solutions are equal on the intersection of their domains. Assume on the contrary that there exist two solutions $x_{\alpha}: I_{\alpha} \rightarrow X$ and $x_{\beta}: I_{\beta} \rightarrow X$ such that $x_{\alpha}\left(t^{\prime}\right) \neq x_{\beta}\left(t^{\prime}\right)$ in some $t^{\prime} \in I_{\alpha} \cap I_{\beta}$. Assume by symmetry that $t^{\prime}>\tau$, and let us denote by $\tau^{\prime}$ the greatest lower bound of these values $t^{\prime}$. Then $\xi^{\prime}:=x_{\alpha}\left(\tau^{\prime}\right)=$ $x_{\beta}\left(\tau^{\prime}\right)$ : this is obvious if $\tau^{\prime}=\tau$, while for $\tau^{\prime}>\tau$ this follows by continuity from the equality $x_{\alpha}=x_{\beta}$ on $\left[\tau, \tau^{\prime}\right)$.

It follows that the problem

$$
x^{\prime}=f(t, x), \quad x\left(\tau^{\prime}\right)=\xi^{\prime}
$$

has at least two solutions in every arbitrarily small neighborhood $\left(\tau^{\prime}-r, \tau^{\prime}+r\right.$ ) of $\tau^{\prime}$. This contradicts the result of the preceding step. ${ }^{13}$

Now we introduce the open interval ${ }^{14} I:=\cup_{\alpha} I_{\alpha}$, and for each $t \in I$ we define $x(t):=x_{\alpha}(t)$ where $\alpha$ an arbitrary index satisfying $t \in I_{\alpha}$. By the just proven uniqueness property the definition does not depend on the particular choice of $\alpha$, and hence $x: I \rightarrow X$ is a solution of (6.4) that is an extension of every other solution.

### 6.4 Additional Results and Linear Equations

The conclusion of the Cauchy-Lipschitz theorem may be strengthened, and its proof simplified under a somewhat stronger assumption. Let $f: I \times X \rightarrow X$ be a continuous function, where $I$ is an arbitrary non-degenerate interval and $X$ a Banach space. Assume that there exists a continuous ${ }^{15}$ function $L: I \rightarrow \mathbb{R}$ such that

$$
\|f(t, x)-f(t, y)\| \leq L(t)\|x-y\| \quad \text { for all } \quad t \in I \quad \text { and } \quad x, y \in X
$$

We denote by $C(I, X)$ the vector space of continuous functions $x: I \rightarrow X .{ }^{16}$
Proposition 6.4 For any given $\tau \in I$ and $h \in C(I, X)$ the integral equation

$$
x(t)=h(t)+\int_{\tau}^{t} f(s, x(s)) d s, \quad t \in I
$$

has a unique solution $x \in C(I ; X)$.

[^71]Proof It is sufficient to prove that for each compact subinterval $K \subset I$ satisfying $\tau \in K$ the map $F: C(K, X) \rightarrow C(K, X)$ defined by the formula

$$
(F y)(t)=h(t)+\int_{\tau}^{t} f(s, y(s)) d s, \quad t \in K
$$

has a unique fixed point.
This is obtained by repeating the second step of the proof of the CauchyLipschitz theorem with $C(K, X)$ instead of $\overline{B_{M r}(\xi)}$, and with the Lipschitz constant $L:=\max _{t \in K} L(t) .{ }^{17}$

The assumptions of the proposition are satisfied for the linear problems

$$
\begin{equation*}
x^{\prime}=A(t) x+c(t), \quad x(\tau)=\xi \tag{6.5}
\end{equation*}
$$

where $A: I \rightarrow L(X, X)$ and $c: I \rightarrow X$ are given continuous functions on an open interval $I=(\alpha, \beta)$. This is a special case of (6.2) with

$$
D:=I \times X \quad \text { and } \quad f(t, x)=A(t) x+c(t)
$$

Indeed, since $D_{2} f(t, x)=A(t), f$ and $D_{2} f$ are continuous.
An important feature of linear equations ${ }^{18}$ is the following:
Corollary 6.5 The maximal solution of the linear problem (6.5) is defined on the whole interval I.

Proof We apply the preceding proposition with $L(t):=\|A(t)\|$.
In the rest of this section we return to the general assumptions of the CauchyLipschitz theorem.

Proposition 6.6 Let $x:(a, b) \rightarrow X$ be the maximal solution of (6.2) and $K \subset D$. If $K$ is compact, then there exist two points $t_{1}, t_{2}$ such that $a<t_{1}<\tau<t_{2}<b$ and $\left(t_{i}, x\left(t_{i}\right)\right) \notin K, i=1,2$.

## Remark

- If $\operatorname{dim} X<\infty$, then the intuitive meaning of the proposition is that the maximal solutions are defined up to the boundary of $D$.

In particular, if $D=\mathbb{R} \times X$ and $b<\infty$ for the maximal solution $x:(a, b) \rightarrow$ $X$ of (6.2), then $\|x(t)\|$ is unbounded as $t \rightarrow b$. (A similar property holds if $a>-\infty$.)

The last property does not hold in any infinite-dimensional Banach space, even if $f(t, x)$ is independent of $t$ : see the comments on p .343.

[^72]- The proof will show that for the existence of $t_{2}$ (resp. $t_{1}$ ) it is sufficient to assume instead of the compactness that $K$ is closed, $f$ is bounded on $K$, and $b<\infty$ (resp. $a>-\infty)$.

Proof of Proposition 6.6 If, for example, $(t, x(t)) \in K$ for all $t \in[\tau, b)$, then $b<\infty$ by the compactness of $K$.

We claim that the limit $x(b-0) \in X$ exists. Indeed, if a sequence $\left(t_{n}\right) \subset(\tau, b)$ converges to $b$, then setting $M:=\sup _{K}\|f\|$ we have

$$
\left\|x\left(t_{m}\right)-x\left(t_{n}\right)\right\|=\left\|\int_{t_{n}}^{t_{m}} f(s, x(s)) d s\right\| \leq M\left|t_{m}-t_{n}\right| \rightarrow 0
$$

as $m, n \rightarrow \infty$, so that $\left(x\left(t_{n}\right)\right)$ is a Cauchy sequence. Since $X$ is complete, $x\left(t_{n}\right)$ converges to some point $x_{b} \in X$. As in the proof of Proposition 1.14 (p. 20), the limit $x_{b}$ does not depend on the particular choice of the sequence $\left(t_{n}\right)$. Therefore $\lim _{b-0} x=x_{b}$.

Since $\left(b, x_{b}\right) \in K \subset D$, applying Theorem 6.2 in $\left(b, x_{b}\right)$ we obtain an extension of the solution $x$ beyond $b$, contradicting the maximality of the solution.

Next we prove that the solutions depend continuously on the initial data. This is important for applications because the initial data usually come from measurements, and hence they are only approximately known.
*Proposition 6.7 (Niccoletti) Assume that the conditions of Theorem 6.2 are satisfied. Consider a solution $x: J \rightarrow X$ of (6.2) and fix a compact subinterval $[c, d] \subset J$ such that $c<\tau<d$. For each $\varepsilon>0$ there exists $a \delta>0$ such that if $\|\xi-\eta\|<\delta$, then the maximal solution of the problem

$$
y^{\prime}=f(t, y), \quad y(\tau)=\eta
$$

is defined on an interval $(a, b)$ containing $[c, d]$ as a subset, and

$$
\|x(t)-y(t)\|<\varepsilon \quad \text { for all } \quad t \in[c, d] .
$$

For the proof we need a lemma:
Lemma 6.8 (Gronwall) Let $\varphi:[\tau, b) \rightarrow \mathbb{R}$ be a continuous, nonnegative function. If there exist two constants $C, L>0$ such that

$$
\varphi(t) \leq C+L \int_{\tau}^{t} \varphi(s) d s \quad \text { for all } \quad \tau \in[\tau, b)
$$

then

$$
\varphi(t) \leq C e^{L(t-\tau)} \quad \text { for all } \quad \tau \in[\tau, b) .
$$

Proof Integrating the inequality

$$
\frac{d}{d t}\left(e^{-L t} \int_{\tau}^{t} \varphi(s) d s\right)=e^{-L t}\left(\varphi(t)-L \int_{\tau}^{t} \varphi(s) d s\right) \leq C e^{-L t}
$$

between $\tau$ and $t$ we obtain that

$$
e^{-L t} \int_{\tau}^{t} \varphi(s) d s \leq \frac{C}{L}\left(e^{-L \tau}-e^{-L t}\right) .
$$

Hence

$$
\varphi(t) \leq C+L \int_{\tau}^{t} \varphi(s) d s \leq C+C e^{L t}\left(e^{-L \tau}-e^{-L t}\right)=C e^{L(t-\tau)}
$$

Proof of Proposition 6.7 First step. Let us introduce for each $\varepsilon^{\prime} \geq 0$ the set

$$
K_{\varepsilon^{\prime}}:=\left\{(t, y) \in \mathbb{R} \times X: t \in[c, d] \quad \text { and } \quad\|x(t)-y\| \leq \varepsilon^{\prime}\right\}
$$

Since $K_{0} \subset D$ is compact and $f, D_{2} f$ are continuous, there exist two positive constants $M, L$ such that $M>\|f\|$ and $L>\left\|D_{2} f\right\|$ on $K_{0}$. If $\varepsilon^{\prime}>0$ is sufficiently small, then $K_{\varepsilon^{\prime}} \subset D$ because $D$ is open, and the inequalities $M>\|f\|$ and $L>$ $\left\|D_{2} f\right\|$ still hold on $K_{\varepsilon^{\prime}}$ by continuity. We may assume that $\varepsilon^{\prime}<\varepsilon$. Applying the Lagrange inequality it follows that

$$
\|f(t, x(t))-f(t, y)\| \leq L\|x(t)-y\|
$$

for all $(t, y) \in K_{\varepsilon^{\prime}}$.
Second step. Now choose $0<\delta<e^{-L(d-c)} \varepsilon^{\prime}$, and assume on the contrary that $\tau<b \leq d$ (the case $c \leq a<\tau$ is similar). Then by Proposition 6.6 (and the second remark following its statement) there exists a $t^{\prime} \in(\tau, b)$ such that $\left\|x\left(t^{\prime}\right)-y\left(t^{\prime}\right)\right\|=$ $\varepsilon^{\prime}$ and $\|x(t)-y(t)\|<\varepsilon^{\prime}$ for all $t \in\left[\tau, t^{\prime}\right)$.

Then we deduce from the integral equation for all $t \in\left[\tau, t^{\prime}\right)$ the estimates

$$
\begin{aligned}
\|x(t)-y(t)\| & \leq\|\xi-\eta\|+\left\|\int_{\tau}^{t}(f(s, x(s))-f(s, y(s))) d s\right\| \\
& <\delta+L \int_{\tau}^{t}\|x(s)-y(s)\| d s
\end{aligned}
$$

Applying Gronwall's lemma we obtain that

$$
\|x(t)-y(t)\| \leq \delta e^{L(t-\tau)} \leq \delta e^{L(d-c)}
$$

for all $t \in\left[\tau, t^{\prime}\right)$. By continuity this holds for $t=t^{\prime}$, too. This yields $\left\|x\left(t^{\prime}\right)-y\left(t^{\prime}\right)\right\|<$ $\varepsilon^{\prime}$ by our choice of $\delta$, contradicting our initial assumption on $t^{\prime}$.
*Remark If we assume the local Lipschitz condition instead of the continuity of $D_{2} f$, then the first step of the above proof may be modified as follows. For each $t \in[c, d]$ there exist positive numbers $\delta_{t}, \varepsilon_{t}, M_{t}, L_{t}$ such that if

$$
\left|t-t^{\prime}\right|<\delta_{t} \quad \text { and } \quad\|x(t)-y\| \leq \varepsilon_{t}
$$

then

$$
\left(t^{\prime}, x\left(t^{\prime}\right)\right),\left(t^{\prime}, y\right) \in D, \quad\left\|f\left(t^{\prime}, y\right)\right\| \leq M_{t}
$$

and

$$
\left\|f\left(t^{\prime}, x\left(t^{\prime}\right)\right)-f\left(t^{\prime}, y\right)\right\| \leq L_{t}\left\|x\left(t^{\prime}\right)-y\right\| .
$$

We may cover $[c, d]$ with finitely many intervals $\left(t_{i}-\delta_{t_{i}}, t_{i}+\delta_{t_{i}}\right)$. Then the required property follows by choosing

$$
\varepsilon^{\prime}:=\min \varepsilon_{i}, \quad M:=\max M_{i} \quad \text { and } \quad L:=\max L_{i}
$$

### 6.5 Explicit Solutions

Few differential equations may be solved explicitly. We briefly indicate two methods here. ${ }^{19}$

Separable equations We consider the problem

$$
x^{\prime}=g(t) h(x), \quad x(\tau)=\xi
$$

where $g, h: \mathbb{R} \hookrightarrow \mathbb{R}$ are continuous functions defined on open intervals. If $\tau \in$ $D(g), \xi \in D(h)$ and $h(\xi) \neq 0$, then a maximal solution is given by the formula

$$
\int_{\xi}^{x} \frac{1}{h(y)} d y=\int_{\tau}^{t} g(s) d s .
$$

Formally we integrate the equality

$$
\frac{1}{h(x)} d x=g(t) d t \quad \text { coming from } \quad \frac{d x}{d t}=g(t) h(x)
$$

[^73]Fig. 6.6 Separable equation: solution of the example


If $h$ is locally Lipschitz continuous, then Theorem 6.2 applies, so that the maximal solution is unique. ${ }^{20}$

## Examples

- The maximal solution of the problem

$$
x^{\prime}=t x^{2}, \quad x(0)=1
$$

is given by the formula

$$
\int_{1}^{x} \frac{1}{y^{2}} d y=\int_{0}^{t} s d s
$$

hence (see Fig. 6.6)

$$
x(t)=2 /\left(2-t^{2}\right), \quad-\sqrt{2}<t<\sqrt{2} .
$$

[^74]- Consider the homogeneous linear differential equation

$$
x^{\prime}=a(t) x, \quad x(\tau)=\xi
$$

where $a: I \rightarrow \mathbb{R}$ is a given continuous function. If $\xi \neq 0$, then the formula

$$
\int_{\xi}^{x} \frac{1}{y} d y=\int_{\tau}^{t} a(s) d s=: A(t)
$$

yields the maximal solution

$$
\begin{equation*}
x(t)=\xi e^{A(t)}, \quad t \in I \tag{6.6}
\end{equation*}
$$

The last formula is also valid for $\xi=0$.

## Introduction of a new unknown function

## Examples

- The problem

$$
x^{\prime}=1+(x-t)^{2}, \quad x(0)=1
$$

becomes separable by setting $y(t):=x(t)-t$ :

$$
y^{\prime}=y^{2}, \quad y(0)=1 .
$$

Applying the preceding method we obtain the maximal solution

$$
x(t)=t+\frac{1}{1-t}, \quad-\infty<t<1
$$

See Fig. 6.7.

- Finally we consider the non-homogeneous linear differential equation

$$
x^{\prime}=a(t) x+b(t), \quad x(\tau)=\xi
$$

where $a, b: I \rightarrow \mathbb{R}$ are given continuous functions. Motivated by the formula (6.6) we seek the solutions in the form ${ }^{21}$

$$
x(t)=\xi(t) e^{A(t)} .
$$

Then we get for $\xi$ the homogeneous equation

$$
\xi^{\prime}(t)=e^{-A(t)} b(t)
$$

[^75]

Fig. 6.7 New unknown function: solution of the example

Solving this we obtain at last the formula

$$
x(t)=e^{A(t)} \xi+\int_{\tau}^{t} e^{A(t)-A(s)} b(s) d s, \quad t \in I
$$

for the maximal solution of the original problem.

### 6.6 Exercises

Exercise 6.1 Solve the following problem:

$$
\left(t^{2}-1\right) x^{\prime}+2 t x^{2}=0, \quad x(0)=1
$$

Exercise 6.2 (Homogeneous Equations) Prove that a differential equation of the form

$$
x^{\prime}=f\left(\frac{x}{t}\right)
$$

where $f: I \rightarrow \mathbb{R}$ is a continuous function on some interval $I$, may be transformed into a separable equation by introducing the new unknown function $y:=x / t$.

Apply this to the equation

$$
x^{\prime}=\frac{2 t x-x^{2}}{t^{2}}
$$

Exercise 6.3 (Exact Equations) Given two continuous functions $g, h: D \rightarrow \mathbb{R}$ defined on a non-empty open set $D \subset \mathbb{R}^{2}$, the formal expression

$$
\begin{equation*}
g(t, x) d t+h(t, x) d x=0 \tag{6.7}
\end{equation*}
$$

means either one of the differential equations

$$
\frac{d x}{d t}=-\frac{g(t, x)}{h(t, x)} \quad \text { and } \quad \frac{d t}{d x}=-\frac{h(t, x)}{g(t, x)}
$$

i.e., we may consider either $x$ as a function of $t$, or $t$ as a function of $x .{ }^{22}$

Prove that if there exists a function $F: D \rightarrow \mathbb{R}$ of class $C^{1}$ satisfying ${ }^{23}$

$$
D_{1} F:=\frac{d F}{d t}=g \quad \text { and } \quad D_{2} F:=\frac{d F}{d x}=h
$$

in $D$, then the solutions of the algebraic equations

$$
F(t, x)=c, \quad c \in \mathbb{R}
$$

solve the differential equation (6.7).
Apply this method to the equation

$$
x^{\prime}=\frac{2 t+3 t^{2} x}{3 x^{2}-t^{3}}
$$

[^76]Exercise 6.4 (Characterization of Exact Equations) Assume that the functions $g, h: D \rightarrow \mathbb{R}$ in (6.7) are of class $C^{1}$.
(i) Prove that if (6.7) is exact and $g, h: D \rightarrow \mathbb{R}$ are of class $C^{1}$, then $D_{2} g=D_{1} h$ on $D$.
(ii) Conversely, prove that if $D$ is a rectangle and $D_{2} g=D_{1} h$ on $D$, then (6.7) is exact.

Exercise 6.5 (Multipliers) Sometimes an equation of the form (6.7) is not exact, but there exists a non-zero function $m: D \rightarrow \mathbb{R}$ such that the equivalent equation

$$
m(t, x) g(t, x) d t+m(t, x) h(t, x) d x=0
$$

is exact.
Solve the differential equation

$$
x d t-\left(4 t^{2} x+t\right) d x=0
$$

by finding a suitable multiplier $m(t)$, depending only on $t$.
Exercise 6.6 (Liouville's Formula) Let $A: I \rightarrow \mathbb{R}^{n \times n}$ be a continuous matrix function on an open interval $I$, and $W: I \rightarrow \mathbb{R}^{n \times n}$ a differentiable matrix function satisfying the matrix differential equation $W^{\prime}=A W$. Show that $w:=\operatorname{det} W: I \rightarrow \mathbb{R}$ satisfies the differential equation

$$
w^{\prime}=(\operatorname{tr} A) w .
$$

Exercise 6.7 Consider the differential equation $x^{\prime}(t)=f(t, x)$ where $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is given by the formula

$$
f(t, x):= \begin{cases}2 t & \text { if } x \geq t^{2} \\ 2 x / t & \text { if }|x|<t^{2} \\ -2 t & \text { if } x \leq-t^{2}\end{cases}
$$

For which initial conditions does this equation have a unique solution?
Exercise 6.8 We consider the initial value problem

$$
x^{\prime}=2 t-2 \sqrt{\max \{x, 0\}}, \quad x(0)=0
$$

Prove the following statements:
(i) The problem has a unique solution $x:[0, \infty) \rightarrow \mathbb{R} .{ }^{24}$

[^77](ii) The method of successive approximations does not converge if we start with $x_{0}(t)=0$.
(iii) The method of successive approximations converges to the solution if we start with $x_{0}(t)=\alpha t^{2}$ for some $\alpha>0$.

Exercise 6.9 Show that the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ defined by

$$
f(0,0)=0, \quad \text { and } \quad f(t, x)=\frac{4 t^{3} x}{t^{4}+x^{2}} \quad \text { otherwise }
$$

is continuous.
Does the problem $x^{\prime}(t)=f(t, x), x(0)=0$ have a unique solution?
Exercise 6.10 (A Mean-Value Formula) Let $u$ solve the differential equation

$$
-u^{\prime \prime}+q u=\lambda u
$$

in an open interval $I$, where $q: I \rightarrow \mathbb{R}$ is a continuous function and $\lambda$ is a nonnegative number.

Prove that

$$
u(x-t)+u(x+t)-2 u(x) \cos \sqrt{\lambda} t=\int_{x-t}^{x+t} q(s) u(s) \frac{\sin \sqrt{\lambda}(t-|x-s|)}{\sqrt{\lambda}} d s
$$

whenever $x \pm t \in I$.
Exercise 6.11 (An "anti-Gronwall" Inequality) Prove that if a non-increasing function $E:[0, \infty) \rightarrow[0, \infty)$ satisfies for some $\alpha>0$ the condition

$$
\alpha \int_{t}^{\infty} E(s) d s \leq E(t)
$$

for all $t \geq 0$, then

$$
E(t) \leq E(0) e^{1-\alpha t}
$$

for all $t \geq 0$.

## Chapter 7 <br> Implicit Functions and Their Applications

In this chapter we continue to use the letters $X, Y, Z$ to denote Banach spaces, i.e, complete normed spaces. ${ }^{1}$

### 7.1 Implicit Functions

We consider the equation $f(x, y)=0$ for some given function $f: \mathbb{R}^{2} \hookrightarrow \mathbb{R}$. When we may solve it explicitly to get a function $y=g(x)$, then the level curve

$$
\Gamma:=\{(x, y) \in D(f): f(x, y)=0\}
$$

is equal to the graph

$$
\{(x, g(x)): x \in D(g)\}
$$

of $g$.
Such a representation does not always exist. For example, the level curve of $f(x, y)=x^{2}+y^{2}-1$, the unit circle, is not the graph of any function $g: \mathbb{R} \hookrightarrow \mathbb{R}$, because it has different points having the same abscissa. (See Fig. 7.1.)

However, if $\left(x_{0}, y_{0}\right) \in \Gamma$ and $y_{0} \neq 0$, then in a small neighborhood of $\left(x_{0}, y_{0}\right)$ the level curve $\Gamma$ is the graph of the function

$$
g(x)= \begin{cases}\sqrt{1-x^{2}} & \text { if } y_{0}>0 \\ -\sqrt{1-x^{2}} & \text { if } y_{0}<0\end{cases}
$$

[^78]Fig. 7.1 Implicit functions


This example may be generalized:
Proposition 7.1 Let $f: \mathbb{R}^{n} \times \mathbb{R} \hookrightarrow \mathbb{R}$ be a continuous function in a neighborhood of $\left(x_{0}, y_{0}\right)$, satisfying $f\left(x_{0}, y_{0}\right)=0$. Assume that for some neighborhood $D \times\left[y_{0}-\right.$ $\left.d, y_{0}+d\right]$ of $\left(x_{0}, y_{0}\right)$ the function

$$
y \mapsto f(x, y)
$$

is (strictly) increasing in $\left[y_{0}-d, y_{0}+d\right]$ for each fixed $x \in D$.
Then there exist an open neighborhood $D^{\prime} \subset D$ of $x_{0}$ and $a$ continuous function $g: D^{\prime} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\left\{(x, y) \in D^{\prime} \times\left[y_{0}-d, y_{0}+d\right]: f(x, y)=0\right\}=\left\{(x, g(x)): x \in D^{\prime}\right\} \tag{7.1}
\end{equation*}
$$

The proposition remains valid if we change the adjective "increasing" to "decreasing": it suffices to consider $-f$ instead of $f$.

Proof Since $f\left(x_{0}, y_{0}\right)=0$, and $f\left(x_{0}, \cdot\right)$ is increasing in $\left[y_{0}-d, y_{0}+d\right]$, we have ${ }^{2}$

$$
f\left(x_{0}, y_{0}-d\right)<0<f\left(x_{0}, y_{0}+d\right)
$$

[^79]Fig. 7.2 Proof of Proposition 7.1


Since $f$ is continuous at the points $\left(x_{0}, y_{0} \pm d\right)$, there exists an open neighborhood $D^{\prime} \subset D$ of $x_{0}$ such that

$$
f\left(x, y_{0}-d\right)<0<f\left(x, y_{0}+d\right)
$$

for all $x \in D^{\prime}$. By Bolzano's theorem (p. 47) there is a point $y_{0}-d<y<y_{0}+d$ such that $f(x, y)=0$. Since the function $f(x, \cdot)$ is increasing, this point is unique. Setting $g(x):=y$ we obtain therefore a function $g: D^{\prime} \rightarrow \mathbb{R}$ satisfying (7.1), and the inequalities

$$
\begin{equation*}
y_{0}-d<g(x)<y_{0}+d \tag{7.2}
\end{equation*}
$$

for all $x \in D^{\prime}$.
It remains to show that $g$ is continuous at each $x \in D^{\prime}$. For any fixed $\varepsilon>0$, using (7.2) we may choose $0<\varepsilon^{\prime} \leq \varepsilon$ such that

$$
\left[g(x)-\varepsilon^{\prime}, g(x)+\varepsilon^{\prime}\right] \subset\left[y_{0}-d, y_{0}+d\right] .
$$

Repeating the above reasoning with

$$
(x, g(x)) \quad \text { and } \quad D^{\prime} \times\left[g(x)-\varepsilon^{\prime}, g(x)+\varepsilon^{\prime}\right]
$$

instead of

$$
\left(x_{0}, y_{0}\right) \quad \text { and } \quad D \times\left[y_{0}-d, y_{0}+d\right]
$$

we obtain a neighborhood $D^{\prime \prime}$ of $x$ such that

$$
|g(\tilde{x})-g(x)|<\varepsilon^{\prime} \leq \varepsilon
$$

for all $\tilde{x} \in D^{\prime \prime}$.
Next we give a more practical sufficient condition that also ensures the differentiability of the implicit function:

Proposition 7.2 (Descartes-Dini) Let $f: \mathbb{R}^{n} \times \mathbb{R} \hookrightarrow \mathbb{R}$ be a $C^{k}$ function in a neighborhood of $\left(x_{0}, y_{0}\right)$ for some $k \geq 1$. Assume that

$$
f\left(x_{0}, y_{0}\right)=0 \quad \text { and } \quad D_{2} f\left(x_{0}, y_{0}\right) \neq 0
$$

Then there exist a neighborhood $V^{\prime} \subset D(f)$ of $\left(x_{0}, y_{0}\right)$ and a $C^{k}$ function $g: \mathbb{R}^{n} \hookrightarrow$ $\mathbb{R}$ such that

$$
\begin{equation*}
\left\{(x, y) \in V^{\prime}: f(x, y)=0\right\}=\{(x, g(x)): x \in D(g)\} \tag{7.3}
\end{equation*}
$$

Proof Assume, for example, that $D_{2} f\left(x_{0}, y_{0}\right)>0$, and fix a neighborhood $D \times\left[y_{0}-d, y_{0}+d\right]$ of $\left(x_{0}, y_{0}\right)$ in which $D_{2} f(x, y)>0$. Then the hypotheses of the preceding proposition are satisfied. Therefore there exist an open neighborhood $D^{\prime} \subset D$ of $x_{0}$ and a continuous function $g: D^{\prime} \rightarrow \mathbb{R}$ satisfying (7.3) with $V^{\prime}:=D^{\prime} \times\left[y_{0}-d, y_{0}+d\right]$.

We prove that $g$ is differentiable. Given $\left(x_{1}, y_{1}\right) \in D(f)$ arbitrarily, by the differentiability of $f$ there is a function $u: D(f) \rightarrow L\left(\mathbb{R}^{n} \times \mathbb{R}, \mathbb{R}\right)$, continuous at $\left(x_{1}, y_{1}\right)$ and satisfying the relations

$$
f(x, y)-f\left(x_{1}, y_{1}\right) \equiv u(x, y)\left(x-x_{1}, y-y_{1}\right)
$$

and $u\left(x_{1}, y_{1}\right)=f^{\prime}\left(x_{1}, y_{1}\right)$. Equivalently, there exist two functions

$$
u_{1}: D(f) \rightarrow L\left(\mathbb{R}^{n}, \mathbb{R}\right) \quad \text { and } \quad u_{2}: D(f) \rightarrow \mathbb{R}
$$

continuous at $\left(x_{1}, y_{1}\right)$ and satisfying the relations

$$
f(x, y)-f\left(x_{1}, y_{1}\right) \equiv u_{1}(x, y)\left(x-x_{1}\right)+u_{2}(x, y)\left(y-y_{1}\right)
$$

and ${ }^{3}$

$$
u_{1}\left(x_{1}, y_{1}\right)=D_{1} f\left(x_{1}, y_{1}\right), \quad u_{2}\left(x_{1}, y_{1}\right)=D_{2} f\left(x_{1}, y_{1}\right)
$$

[^80]Choosing $y=g(x)$ and $y_{1}=g\left(x_{1}\right)$ we infer that

$$
0 \equiv u_{1}(x, g(x))\left(x-x_{1}\right)+u_{2}(x, g(x))\left(g(x)-g\left(x_{1}\right)\right)
$$

Since the composite function

$$
x \mapsto u_{2}(x, g(x))=D_{2} f(x, g(x))
$$

is continuous and positive at $x_{1}, u_{2}(x, g(x))>0$ in a suitable neighborhood $D^{\prime \prime} \subset D^{\prime}$ of $x_{1}$, and then

$$
g(x)-g\left(x_{1}\right) \equiv-\frac{u_{1}(x, g(x))}{u_{2}(x, g(x))}\left(x-x_{1}\right)
$$

in $D^{\prime \prime}$. Since the fraction is continuous at $x_{1}$, we conclude that $g$ is differentiable at $x_{1}$, and

$$
g^{\prime}\left(x_{1}\right)=-\frac{u_{1}\left(x_{1}, g\left(x_{1}\right)\right)}{u_{2}\left(x_{1}, g\left(x_{1}\right)\right)}=-\frac{D_{1} f\left(x_{1}, g\left(x_{1}\right)\right)}{D_{2} f\left(x_{1}, g\left(x_{1}\right)\right)} .
$$

Since $x_{1}$ is arbitrary, $g$ is differentiable, and

$$
\begin{equation*}
g^{\prime}(x)=-\frac{D_{1} f(x, g(x))}{D_{2} f(x, g(x))} \quad \text { for all } \quad x \in D^{\prime} \tag{7.4}
\end{equation*}
$$

Moreover, the fraction on the right-hand side is composed of continuous functions, so that $g \in C^{1}$.

If $f \in C^{2}$, then the right-hand side of (7.4) is composed of $C^{1}$ functions (because we already know that $g \in C^{1}$ ), so that $g \in C^{2}$. If $f \in C^{k}$ for some $k>2$, then by a "bootstrap" argument (p. 143) we obtain that $g \in C^{k}$.

Remark In general we cannot express $g$ explicitly from the defining equation $f(x, g(x))=0$. However, its derivative may be computed at any given point $(x, y) \in V^{\prime}$ as follows. Differentiating the equation $f(x, g(x))=0$ we get

$$
D_{1} f(x, g(x))+D_{2} f(x, g(x)) g^{\prime}(x)=0,
$$

whence ${ }^{4}$

$$
g^{\prime}(x)=-\frac{D_{1} f(x, g(x))}{D_{2} f(x, g(x))}=-\frac{D_{1} f(x, y)}{D_{2} f(x, y)} .
$$

For $f: \mathbb{R}^{2} \hookrightarrow \mathbb{R}$ this formula often enables us to draw the graph of $g$ and hence $\Gamma$.

[^81]

Fig. 7.3 Folium of Descartes

## Examples

- Let us return to the example of the circle Г. Applying Proposition 7.2 to the function

$$
f(x, y):=x^{2}+y^{2}-1
$$

at a point $\left(x_{0}, y_{0}\right) \in \Gamma$ with $y_{0} \neq 0$, we obtain the well-known fact that in a small neighborhood of this point $\Gamma$ is the graph of a $C^{\infty}$ function $g: \mathbb{R} \hookrightarrow \mathbb{R}$.

- Descartes applied his theorem and the preceding remark to construct the tangents to the curve defined by the equation $x^{3}+y^{3}=3 x y$. See Fig. 7.3.
- Let us consider the $C^{\infty}$ function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ given by the formula

$$
f(u, v, y):=u^{2}+v^{2}+y^{2}-3 u v y .
$$

Since

$$
\frac{\partial f}{\partial y}(1,1,1)=-1 \neq 0
$$

writing $x:=(u, v)$ and choosing $x_{0}=(1,1), y_{0}=1$ we may apply Proposition 7.2. We obtain that in a suitable neighborhood of $(1,1,1)$ the set

$$
\Gamma:=\left\{(u, v, y) \in \mathbb{R}^{3}: u^{2}+v^{2}+y^{2}=3 u v y\right\}
$$

is the graph of a $C^{\infty}$ function $g: \mathbb{R}^{2} \hookrightarrow \mathbb{R}$. Geometrically this is a surface.
In Sects. 7.4-7.5 we will generalize Proposition 7.2 for vector-valued functions $f$ by using a different method.

### 7.2 Lagrange Multipliers

Proposition 7.3 (Lagrange) Let $f_{0}, f: \mathbb{R}^{m} \hookrightarrow \mathbb{R}$ be $C^{1}$ functions, $m \geq 2$. Assume that the restriction of $f_{0}$ to

$$
\Gamma:=\left\{x \in D\left(f_{0}\right) \cap D(f): f(x)=0\right\}
$$

has a local extremum at some point $a \in \Gamma$. Then

$$
\begin{equation*}
\lambda_{0} f_{0}^{\prime}(a)+\lambda f^{\prime}(a)=0 \tag{7.5}
\end{equation*}
$$

for suitable real numbers $\lambda_{0}$ and $\lambda$, at least one of which is different from zero.

## Remarks

- Apart from some pathological cases, the set $\Gamma$ is not open in $\mathbb{R}^{m}$, so that Fermat's theorem (p. 104) does not apply.
- The Lagrange multipliers $\lambda_{0}, \lambda$ have a geometric interpretation. First let $m=2$, and consider a path on $\Gamma$ passing through $a$, i.e., a function $\gamma:(\alpha, \beta) \rightarrow \mathbb{R}^{2}$ satisfying $\gamma\left(t_{0}\right)=a, \gamma^{\prime}\left(t_{0}\right) \neq 0$, and $\gamma(t) \in \Gamma$ for all $t$. Then $f \circ \gamma$ vanishes identically, while $f_{0} \circ \gamma$ has a local extremum at $t_{0}$. Hence

$$
(f \circ \gamma)^{\prime}\left(t_{0}\right)=\left(f_{0} \circ \gamma\right)^{\prime}\left(t_{0}\right)=0
$$

i.e.,

$$
f^{\prime}(a) \gamma^{\prime}\left(t_{0}\right)=f_{0}^{\prime}(a) \gamma^{\prime}\left(t_{0}\right)=0
$$

Identifying $\gamma^{\prime}\left(t_{0}\right) \in L\left(\mathbb{R}, \mathbb{R}^{2}\right)$ with a non-zero vector $v \in \mathbb{R}^{2}$ and using gradient vectors (p.112) we may rewrite them in the form

$$
\nabla f(a) \cdot v=\nabla f_{0}(a) \cdot v=0
$$

Fig. 7.4 Orthogonality of the gradient


Being orthogonal to the same non-zero vector, $\nabla f(a)$ and $\nabla f_{0}(a)$ are parallel, and the relation (7.5) follows. Geometrically $v$ is the tangent vector at $a$ to $\Gamma$, so that $\nabla f(a)$ and $\nabla f_{0}(a)$ are orthogonal to $\Gamma$ at $a$. See Fig. 7.4.

If $m>2$, then we apply the above argument for every tangent vector $v$ at $a$.

- Writing $a=\left(a_{1}, \ldots, a_{m}\right)$ the proposition reduces to the problem of finding the conditional extrema of the solutions of the (usually nonlinear) system of algebraic equations

$$
\begin{aligned}
& f\left(a_{1}, \ldots, a_{m}\right)=0 \\
& \lambda_{0} D_{k} f_{0}(a)+\lambda D_{k} f(a)=0, \quad k=1, \ldots, m
\end{aligned}
$$

having $m+1$ equations and $m+2$ unknowns: $a_{1}, \ldots, a_{m}, \lambda_{0}, \lambda$. The solutions with $\lambda_{0}=\lambda=0$ are of no interest.

In applications one can often show the implication

$$
\lambda_{0}=0 \Longrightarrow \lambda=0
$$

for all solutions. Then we may assume by a homogeneity argument that $\lambda_{0}=1$, and the number of unknowns becomes equal to that of the equations. This new system often has only finitely many solutions.

We give an important application in the next section.

- Sometimes (following Lagrange...) the theorem is formulated with $\lambda_{0}=1$. The examples

$$
f_{0}\left(x_{1}, x_{2}\right):=x_{1} \quad \text { and } \quad f\left(x_{1}, x_{2}\right):=x_{1}^{2}+x_{2}^{2}, \quad\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}
$$

and

$$
f_{0}\left(x_{1}, x_{2}\right):=x_{1} \quad \text { and } \quad f\left(x_{1}, x_{2}\right):=x_{1}^{3}-x_{2}^{2}, \quad\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}
$$

show that without further assumptions this formulation is incorrect.

Proof If $f^{\prime}(a)=0$, then we may choose $\lambda_{0}=0$ and $\lambda=1$. Otherwise there exists a $k$ such that $D_{k} f(a) \neq 0$. To simplify the notation we assume henceforth that $D_{m} f(a) \neq 0$.

By the results of the preceding section $a$ has a neighborhood $U \subset \mathbb{R}^{m}$ such that $U \cap \Gamma$ is the graph of a suitable $C^{1}$ function $g: D^{\prime} \rightarrow \mathbb{R}$, defined on an open set $D^{\prime}$ of $\mathbb{R}^{m-1}$.

Let $(c, g(c))=a$, then the function

$$
h(y):=f_{0}(y, g(y)), \quad y \in D^{\prime}
$$

or more explicitly

$$
h\left(y_{1}, \ldots, y_{m-1}\right):=f_{0}\left(y_{1}, \ldots, y_{m-1}, g\left(y_{1}, \ldots, y_{m-1}\right)\right), \quad\left(y_{1}, \ldots, y_{m-1}\right) \in D^{\prime}
$$

has a local extremum at $c$, and hence $h^{\prime}(c)=0$, because $D^{\prime}$ is open. Equivalently, ${ }^{5}$

$$
D_{k} f_{0}(a)+D_{m} f_{0}(a) D_{k} g(c)=0, \quad k=1, \ldots, m-1 .
$$

On the other hand, differentiating the identity

$$
f(y, g(y)) \equiv 0
$$

at $c$ we get the equality

$$
D_{k} f(a)+D_{m} f(a) D_{k} g(c)=0, \quad k=1, \ldots, m-1 .
$$

Eliminating the terms $D_{k} g(c)$ from these equations we obtain that

$$
D_{m} f(a) D_{k} f_{0}(a)-D_{m} f_{0}(a) D_{k} f(a)=0, \quad k=1, \ldots, m-1 .
$$

The last equality obviously holds for $k=m$, too, so that

$$
D_{m} f(a) f_{0}^{\prime}(a)-D_{m} f_{0}(a) f^{\prime}(a)=0
$$

i.e., (7.5) holds with

$$
\lambda_{0}=D_{m} f(a) \neq 0 \quad \text { and } \quad \lambda=-D_{m} f_{0}(a)
$$
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### 7.3 The Spectral Theorem

We use Lagrange multipliers in the proof of an important theorem of linear algebra.
Definition A linear map $A \in L(H, H)$ on a Euclidean space $H$ is symmetric if

$$
(A x, y)=(x, A y)
$$

for all $x, y \in H$.
Example Consider the usual scalar product on $H=\mathbb{R}^{m}$, and represent the elements of $H=\mathbb{R}^{m}$ as column vectors. If $\left(a_{i j}\right)$ is a symmetric matrix of order $m$, then the formula

$$
A x:=\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 m} \\
\vdots & & \vdots \\
a_{m 1} & \cdots & a_{m m}
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{m}
\end{array}\right)
$$

defines a symmetric map $A \in L(H, H)$ because

$$
(A x, y)=\sum_{i, j=1}^{m} a_{i j} x_{i} y_{j}=\sum_{i, j=1}^{m} a_{j i} x_{i} y_{j}=(x, A y)
$$

for all $x, y \in H$.
Theorem 7.4 (Cauchy) If $A \in L(H, H)$ is a symmetric map on a finitedimensional Euclidean space $H \neq\{0\}$, then $H$ has an orthonormal basis formed by eigenvectors of $A$.

The key to the proof is the following lemma:
Lemma 7.5 A has at least one eigenvalue.
Proof The example on p. 104 shows that the formulas

$$
f_{0}(x):=(A x, x) \quad \text { and } \quad f(x):=(x, x)-1
$$

define two differentiable functions, and that

$$
\begin{aligned}
& f_{0}^{\prime}(a) h=(A a, h)+(A h, a)=(2 A a, h), \\
& f^{\prime}(a) h=(a, h)+(h, a)=(2 a, h)
\end{aligned}
$$

for all $a, h \in H$. Since $A$ is continuous, the linear maps $f_{0}^{\prime}, f^{\prime}: H \rightarrow L(H, \mathbb{R})$ are continuous, and hence belong to $C^{\infty}$.

Since $H$ is finite-dimensional, its unit sphere

$$
\Gamma:=\{x \in H: f(x)=0\}
$$

is compact (see Theorem 3.10, p. 79), so that the continuous function $\left.f_{0}\right|_{\Gamma}$ has a maximal value $f_{0}(e)$. We claim that $e \in \Gamma$ is an eigenvector of $A$.

By Proposition 7.3 we have

$$
\lambda_{0} f_{0}^{\prime}(e)+\lambda f^{\prime}(e)=0,
$$

i.e.,

$$
\lambda_{0} A e+\lambda e=0
$$

for suitable real numbers $\lambda_{0}, \lambda$, at least one of which is non-zero. Since $e \in \Gamma$ implies that $e \neq 0$, the equality $\lambda_{0}=0$ would imply that $\lambda=0$. Since this case is excluded, we have $\lambda_{0} \neq 0$, and then $A e=\left(-\lambda / \lambda_{0}\right) e$.

Remark Here we may avoid the use of Lagrange multipliers as follows. By the definition of $e$, and since $e \neq 0$, for any given $h \in H$ we have

$$
\left(A \frac{e+t h}{\|e+t h\|}, \frac{e+t h}{\|e+t h\|}\right) \leq(A e, e)
$$

or equivalently

$$
(A(e+t h), e+t h) \leq(A e, e)(e+t h, e+t h)
$$

for all $t$ sufficiently close to zero. Since $(e, e)=1$ and $(A e, h)=(A h, e)$, this yields

$$
2 t(A e, h)+o(t) \leq(2 t(e, h)+o(t))(A e, e)
$$

Dividing by $2 t$ and then letting $t \rightarrow \pm 0$ we conclude that $(A e, h)=(A e, e)(e, h)$ for all $h$. Hence $A e=(A e, e) e$.

Proof of Theorem 7.4 We seek $n:=\operatorname{dim} H$ vectors $e_{1}, \ldots, e_{n} \in H$ and real numbers $\lambda_{1}, \ldots, \lambda_{n}$ satisfying the relations

$$
\begin{equation*}
\left(e_{i}, e_{j}\right)=\delta_{i j} \quad \text { and } \quad A e_{j}=\lambda_{j} e_{j} \tag{7.6}
\end{equation*}
$$

for all $i, j=1, \ldots, n$. Here $\delta_{i j}$ denotes the usual Kronecker symbol:

$$
\delta_{i j}= \begin{cases}1 & \text { if } i=j \\ 0 & \text { if } i \neq j\end{cases}
$$

By the preceding lemma there exists a vector $e_{1} \in H$ and a real number $\lambda_{1}$ such that

$$
\left(e_{1}, e_{1}\right)=1 \quad \text { and } \quad A e_{1}=\lambda_{1} e_{1} .
$$

Let $1 \leq k<n$, and assume by induction that there exist vectors $e_{1}, \ldots, e_{k} \in H$ and real numbers $\lambda_{1}, \ldots, \lambda_{k}$ satisfying (7.6) for $i, j=1, \ldots, k$.

Let us introduce the linear subspace

$$
H_{k}:=\left\{x \in H:\left(x, e_{1}\right)=\cdots=\left(x, e_{k}\right)=0\right\}
$$

and the restriction $A_{k}$ of $A$ to $H_{k}$. If $x \in H_{k}$, then $A x \in H_{k}$ because

$$
\left(A x, e_{i}\right)=\left(x, A e_{i}\right)=\left(x, \lambda_{i} e_{i}\right)=\lambda_{i}\left(x, e_{i}\right)=0 \quad \text { for all } \quad i=1, \ldots, k
$$

by the symmetry of $A$.
Applying the preceding lemma for $A_{k} \in L\left(H_{k}, H_{k}\right)$ instead of $A$, there exist a unit vector $e_{k+1} \in H_{k}$ and $\lambda_{k+1} \in \mathbb{R}$ such that $A e_{k+1}=\lambda_{k+1} e_{k+1}$. Using the definition of $H_{k}$, the relations (7.6) are now satisfied for all $i, j=1, \ldots, k+1$.

After $n$ steps we obtain a basis having the required properties.
Remark The spectral theorem has countless generalizations to linear operators in Banach spaces of arbitrary dimension. They play an important role in physical applications. ${ }^{6}$

## 7.4 * The Inverse Function Theorem

It follows from the continuity of the determinant function that an invertible matrix remains invertible if we slightly change its elements. The following proposition extends this property to arbitrary Banach spaces.

Definition A continuous linear map $A \in L(X, Y)$ is continuously invertible if it is bijective and if its inverse $A^{-1}$ is also continuous: $A^{-1} \in L(Y, X)$.

Let us denote by $\Omega$ (resp. $\Omega^{\prime}$ ) the set of continuously invertible linear maps in $L(X, Y)$ (resp. in $L(Y, X)$ ).
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## Proposition 7.6

(a) $\Omega$ is an open set in $L(X, Y)$. More precisely, if $A \in \Omega, B \in L(X, Y)$ and

$$
\begin{equation*}
\|A-B\|<1 /\left\|A^{-1}\right\| \tag{7.7}
\end{equation*}
$$

then $B \in \Omega$.
(b) The formula $\Phi(A):=A^{-1}$ defines a homeomorphism between $\Omega$ and $\Omega^{\prime}$.
(c) The functions $\Phi: \Omega \rightarrow \Omega^{\prime}$ and $\Phi^{-1}: \Omega^{\prime} \rightarrow \Omega$ belong to the class $C^{\infty}$.

Remark The set $\Omega$ may be empty. This is the case when $X$ and $Y$ have different finite dimensions. In parts (b) and (c) we assume that $\Omega$ is non-empty.

Proof
(a) First we prove that $B$ is a bijection, i.e., for each $y \in Y$ the equation $B x=y$ has a unique solution. It suffices to show that the function $\varphi: X \rightarrow X$ defined by the formula

$$
\varphi(x):=x+A^{-1}(y-B x)
$$

has a unique fixed point, because the equality $\varphi(x)=x$ is equivalent to $y=B x$. By Theorem 1.10 (p.16) it is sufficient to show that $\varphi$ is a contraction. This follows from the hypothesis $\left\|A^{-1}\right\| \cdot\|A-B\|<1$ because

$$
\begin{aligned}
\left\|\varphi\left(x_{1}\right)-\varphi\left(x_{2}\right)\right\| & =\left\|A^{-1}(A-B)\left(x_{1}-x_{2}\right)\right\| \\
& \leq\left\|A^{-1}\right\| \cdot\|A-B\| \cdot\left\|x_{1}-x_{2}\right\|
\end{aligned}
$$

for all $x_{1}, x_{2} \in X$.
To prove the continuity of $B^{-1}$ first we observe that

$$
\|x\|=\left\|A^{-1} A x\right\| \leq\left\|A^{-1}\right\| \cdot\|A x\|
$$

and

$$
\|A x\| \leq\|(A-B) x\|+\|B x\| \leq\|A-B\| \cdot\|x\|+\|B x\| .
$$

Consequently,

$$
\|x\| \leq\left\|A^{-1}\right\| \cdot\|A x\| \leq\left\|A^{-1}\right\|(\|A-B\| \cdot\|x\|+\|B x\|)
$$

and hence

$$
\left(1-\left\|A^{-1}\right\| \cdot\|A-B\|\right)\|x\| \leq\left\|A^{-1}\right\| \cdot\|B x\|
$$

for all $x \in X$. Using (7.7) we conclude that $B \in \Omega$, and

$$
\begin{equation*}
\left\|B^{-1}\right\| \leq \frac{\left\|A^{-1}\right\|}{1-\left\|A^{-1}\right\| \cdot\|A-B\|} \tag{7.8}
\end{equation*}
$$

(b) The relation $\left(A^{-1}\right)^{-1}=A$ implies that $\Phi: \Omega \rightarrow \Omega^{\prime}$ is a bijection.

If $B \in L(X, Y)$ and $\|A-B\|<1 /\left\|A^{-1}\right\|$, then using (7.8) we have

$$
\begin{aligned}
\left\|B^{-1}-A^{-1}\right\| & =\left\|B^{-1}(A-B) A^{-1}\right\| \\
& \leq\left\|B^{-1}\right\| \cdot\|A-B\| \cdot\left\|A^{-1}\right\| \\
& \leq \frac{\left\|A^{-1}\right\|^{2}\|A-B\|}{1-\left\|A^{-1}\right\| \cdot\|A-B\|}
\end{aligned}
$$

If $B \rightarrow A$, then the right-hand side tends to zero, so that $\Phi$ is continuous. Exchanging the roles of $X$ and $Y$ we obtain the continuity of $\Phi^{-1}$ as well.
(c) By symmetry it suffices to show that $\Phi \in C^{\infty}$. First we show that $\Phi$ is differentiable at each $A \in \Omega$, and

$$
\begin{equation*}
\Phi^{\prime}(A) H=-A^{-1} H A^{-1} \quad \text { for all } \quad H \in L(X, Y) . \tag{7.9}
\end{equation*}
$$

Indeed, the linear map $H \mapsto-A^{-1} H A^{-1}$ is continuous from $L(X, Y)$ into $L(Y, X)$ because

$$
\left\|-A^{-1} H A^{-1}\right\| \leq\left\|A^{-1}\right\|^{2}\|H\|
$$

for all $H \in L(X, Y)$. Furthermore,

$$
\begin{aligned}
\Phi(A+H)-\Phi(A) & +A^{-1} H A^{-1} \\
& =(A+H)^{-1}-A^{-1}+A^{-1} H A^{-1} \\
& =(A+H)^{-1}\left[A-(A+H)+(A+H) A^{-1} H\right] A^{-1} \\
& =(A+H)^{-1} H A^{-1} H A^{-1} \\
& =o(H)
\end{aligned}
$$

as $H \rightarrow 0$. Indeed,

$$
\left\|(A+H)^{-1} H A^{-1} H A^{-1}\right\| \leq\left\|(A+H)^{-1}\right\| \cdot\left\|A^{-1}\right\|^{2}\|H\|^{2},
$$

and

$$
\left\|(A+H)^{-1}\right\| \cdot\left\|A^{-1}\right\|^{2}\|H\| \rightarrow 0
$$

To prove that $\Phi \in C^{\infty}$, we write (7.9) in the form $\Phi^{\prime}=\varphi \circ(\Phi, \Phi)$ with the bilinear map

$$
\varphi(C, D) H:=-C H D .
$$

The trivial estimate

$$
\|-C H D\| \leq\|C\| \cdot\|H\| \cdot\|D\|
$$

shows that

$$
\varphi: L(Y, X)^{2} \rightarrow L(L(X, Y), L(Y, X))
$$

is a continuous bilinear map (with norm $\leq 1$ ). Hence $\varphi \in C^{\infty}$. Since $\Phi$ is differentiable, using the formula $\Phi^{\prime}=\varphi \circ(\Phi, \Phi)$ a bootstrap argument (p. 143) shows that $\Phi \in C^{\infty}$.

Definition Let $U \subset X$ and $V \subset Y$ be two open sets. A bijection $f$ between $U$ and $V$ is called a $C^{k}$-diffeomorphism if $f \in C^{k}$ and $f^{-1} \in C^{k}$.

Example The map $A \mapsto A^{-1}$ of the preceding proposition is a $C^{\infty}$-diffeomorphism of $\Omega$ onto $\Omega^{\prime}$.

Now we are ready to prove the following fundamental theorem:
Theorem 7.7 (Inverse Function Theorem) Let $X, Y$ be Banach spaces and $f: X \hookrightarrow Y$ a $C^{k}$ function for some $k \geq 1$. If $f^{\prime}(a) \in L(X, Y)$ is invertible at some point $a \in D(f)$, then there exist an open neighborhood $U$ of $a$ and an open neighborhood $V$ of $f(a)$ such that $\left.f\right|_{U}$ is a $C^{k}$-diffeomorphism of $U$ onto $V$.

Proof We proceed in five steps.
(i) Changing $f$ to $\left[f^{\prime}(a)\right]^{-1} \circ f$ we may assume that $Y=X$ and $f^{\prime}(a)=I$ (the identity map of $X$ ). Since $f^{\prime}$ is continuous at $a$, there exists an open ball $U$ centered at $a$ such that

$$
\begin{equation*}
\left\|I-f^{\prime}(x)\right\|<\frac{1}{2} \quad \text { for all } \quad x \in U \tag{7.10}
\end{equation*}
$$

Then $f^{\prime}(x)$ is invertible for each $x \in U$ by the preceding proposition.
(ii) Since $U$ is convex, it follows from (7.10) by applying the mean value theorem that

$$
\begin{equation*}
\left\|\left(x_{1}-f\left(x_{1}\right)\right)-\left(x_{2}-f\left(x_{2}\right)\right)\right\| \leq \frac{1}{2}\left\|x_{1}-x_{2}\right\| \tag{7.11}
\end{equation*}
$$

for all $x_{1}, x_{2} \in U$. Since

$$
\left\|x_{1}-x_{2}\right\|-\left\|f\left(x_{1}\right)-f\left(x_{2}\right)\right\| \leq\left\|\left(x_{1}-f\left(x_{1}\right)\right)-\left(x_{2}-f\left(x_{2}\right)\right)\right\|,
$$

this yields the estimate

$$
\begin{equation*}
\left\|f\left(x_{1}\right)-f\left(x_{2}\right)\right\| \geq \frac{1}{2}\left\|x_{1}-x_{2}\right\| \quad \text { for all } \quad x_{1}, x_{2} \in U \tag{7.12}
\end{equation*}
$$

The inequality (7.12) implies that $\left.f\right|_{U}$ has a continuous inverse $g$.
(iii) We show that $V:=f(U)$ is an open set. Fix $y_{0}=\left.f\right|_{U}\left(x_{0}\right) \in V$ arbitrarily, and then fix $r>0$ such that

$$
K:=\overline{B_{2 r}\left(x_{0}\right)} \subset U
$$

It suffices to show that $B_{r}\left(y_{0}\right) \subset V$.
Choose $y \in B_{r}\left(y_{0}\right)$ arbitrarily and consider the map $\psi: K \rightarrow X$ defined by the formula

$$
\psi(x):=y+x-f(x)
$$

The estimate (7.11) shows that $\psi$ is a contraction. Furthermore, $\psi(K) \subset K$, because for $x \in K$ we have

$$
\begin{aligned}
\left\|\psi(x)-x_{0}\right\| & \leq\left\|\psi(x)-\psi\left(x_{0}\right)\right\|+\left\|\psi\left(x_{0}\right)-x_{0}\right\| \\
& \leq \frac{1}{2}\left\|x-x_{0}\right\|+\left\|y-y_{0}\right\| \\
& <r+r=2 r .
\end{aligned}
$$

Since $K$ is closed and hence complete, $\psi$ has a fixed point $x \in K$ by Theorem 1.10 (p. 16). Then $x \in U$ and $y=f(x) \in V$ by the definition of $\psi$.
(iv) We show that $g$ is differentiable and $g^{\prime}=\Phi \circ f^{\prime} \circ g$, where $\Phi: \Omega \rightarrow \Omega$ denotes the $C^{\infty}$-diffeomorphism of Proposition 7.6. (Now we have $\Omega^{\prime}=\Omega$ because $Y=X$.)

Fix $y_{0} \in V$ arbitrarily. Since $f$ is differentiable in $x_{0}:=g\left(y_{0}\right) \in U$, there exists a function $u: U \rightarrow L(X, X)$, continuous at $x_{0}$ and satisfying

$$
f(x)-f\left(x_{0}\right)=u(x)\left(x-x_{0}\right)
$$

for all $x \in U$. Writing $y=f(x)$ this implies that

$$
y-y_{0}=u(g(y))\left(g(y)-g\left(y_{0}\right)\right)
$$

for all $y \in V$.

Since $(u \circ g)\left(y_{0}\right)=u\left(x_{0}\right)=f^{\prime}\left(x_{0}\right)$ is invertible and $u \circ g$ is continuous at $y_{0}$, by Proposition 7.6 there exists a neighborhood $V^{\prime} \subset V$ of $y_{0}$ such that $u(g(y))$ is invertible for all $y \in V^{\prime}$. Hence the formula

$$
v:=\Phi \circ u \circ g
$$

defines a map $v: V^{\prime} \rightarrow L(X, X)$ that is continuous at $y_{0}$ and satisfies the equality

$$
g(y)-g\left(y_{0}\right)=v(y)\left(y-y_{0}\right)
$$

for all $y \in V^{\prime}$. We conclude that $g$ is differentiable at $y_{0}$, and

$$
g^{\prime}\left(y_{0}\right)=v\left(y_{0}\right)=\Phi\left(f^{\prime}\left(g\left(y_{0}\right)\right)\right)
$$

(v) In the just proven equality

$$
g^{\prime}=\Phi \circ f^{\prime} \circ g
$$

we have $f^{\prime} \in C^{k-1}$ by assumption. Since $\Phi \in C^{\infty}$ and $g$ is continuous, $g^{\prime}$ is also continuous, i.e., $g \in C^{1}$. By the usual bootstrap reasoning (p. 143) we obtain that $g \in C^{k}$. If $f \in C^{\infty}$, then we get $g \in C^{k}$ for all finite $k$, i.e., $g \in C^{\infty}$.

Remark If $X$ is finite-dimensional, then we may avoid the application of the fixed point theorem as follows. ${ }^{7}$ Without loss of generality we may assume that the norm is Euclidean. Choose $y_{0}=\left.f\right|_{U}\left(x_{0}\right) \in V$ and $r>0$ as in part (iii) of the preceding proof. Given $y \in B_{r / 2}\left(y_{0}\right)$ arbitrarily, we minimize the differentiable, and hence continuous, function $\rho(x):=\|f(x)-y\|^{2}$ on the compact ball $\overline{B_{2 r}\left(x_{0}\right)}$. Since

$$
\left\|f\left(x_{0}\right)-y\right\|=\left\|y_{0}-y\right\|<\frac{r}{2},
$$

while on the boundary of this ball using (7.12) we have

$$
\|f(x)-y\|>\left\|f(x)-y_{0}\right\|-\frac{r}{2} \geq \frac{1}{2}\left\|x-x_{0}\right\|-\frac{r}{2}=\frac{r}{2},
$$

the minimum is attained at some interior point $x$ of the ball, and therefore $\rho^{\prime}(x)=0$. The required equality $f(x)-y=0$ follows because

$$
0=\rho^{\prime}(x) h=2\left(f(x)-y, f^{\prime}(x) h\right)
$$

for all $h \in X$, and $f^{\prime}(x)$ is onto.
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## 7.5 * The Implicit Function Theorem

Using the inverse function theorem we may greatly generalize Proposition 7.2 (p. 168).

Definition The Banach space $X$ is the direct sum of its closed linear subspaces $R$ and $S$ if

$$
R \cap S=\{0\} \quad \text { and } \quad R+S=X
$$

Theorem 7.8 (Implicit Function Theorem) Let $f: X \hookrightarrow Y$ be a $C^{k}$ function where $X, Y$ are Banach spaces and $k \geq 1$. Let $a \in D(f)$ and consider the set

$$
\Gamma:=\{x \in D(f): f(x)=f(a)\} .
$$

Assume that $X$ has a direct sum decomposition $X=R+S$ such that $\left.f^{\prime}(a)\right|_{S} \in$ $L(S, Y)$ is invertible. Then there exists a neighborhood $U$ of a and a $C^{k}$ function $g: R \hookrightarrow S$ such that

$$
U \cap \Gamma=\{(r, g(r)): r \in D(g)\} .
$$

Proof We proceed in four steps.
(i) The formula

$$
F(r, s)=(r, f(r, s))
$$

defines a $C^{k}$ function $F: D(f) \rightarrow R \times Y$. Setting

$$
A=\left.f^{\prime}(a)\right|_{R} \quad \text { and } \quad B=\left.f^{\prime}(a)\right|_{S}
$$

we have

$$
f^{\prime}(a) x=A r+B s \quad \text { for all } \quad x=r+s \quad \text { with } \quad r \in R, \quad s \in S,
$$

i.e.,

$$
F^{\prime}(a) x=\left(\begin{array}{ll}
I & 0 \\
A & B
\end{array}\right)\binom{r}{s} .
$$

Since $B$ is invertible by assumption, a matrix computation shows that $F^{\prime}(a)$ is invertible, and

$$
F^{\prime}(a)^{-1}(r, y)=\left(\begin{array}{cc}
I & 0 \\
-B^{-1} A & B^{-1}
\end{array}\right)\binom{r}{y} .
$$

Applying the inverse function theorem there exist open neighborhoods $U, V$ of $a \in X$ and $F(a) \in R \times Y$ such that $\left.F\right|_{U}$ is a $C^{k}$-diffeomorphism of $U$ onto $V$.
(ii) We claim that $U \cap \Gamma$ is the graph of a suitable function $g: R \hookrightarrow S$. It is sufficient to show that if $(r, s),(r, \tilde{s}) \in U$ and $f(r, s)=f(r, \tilde{s})$, then $s=\tilde{s}$. This follows from the injectivity of $\left.F\right|_{U}$ because

$$
F(r, s)=(r, f(r, s))=(r, f(r, \tilde{s}))=F(r, \tilde{s})
$$

(iii) We show that $g$ is defined on an open set. We observe that

$$
\begin{aligned}
D(g) & =\{r \in R: \text { for some } s \in S \text { we have }(r, s) \in U \text { and } f(r, s)=f(a)\} \\
& =\{r \in R: \text { for some } s \in S \text { we have }(r, s) \in U \text { and } F(r, s)=(r, f(a))\} \\
& =\{r \in R:(r, f(a)) \in V\}
\end{aligned}
$$

Since $V$ is open, the last expression shows that $D(g)$ is open, too.
(iv) If $r \in D(g)$, then

$$
F(r, g(r))=(r, f(r, g(r)))=(r, f(a)),
$$

so that

$$
\left(\left.F\right|_{U}\right)^{-1}(r, f(a))=(r, g(r))
$$

Since $\left(\left.F\right|_{U}\right)^{-1} \in C^{k}$, its component $g$ is also of class $C^{k}$.
Example We consider the function

$$
f: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}, \quad f\left(x_{1}, x_{2}, x_{3}\right):=\left(x_{1}+x_{2}+x_{3}, x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)
$$

in a neighborhood of $a=(0,1,0)$. Since

$$
f^{\prime}(a)=\left(\begin{array}{lll}
1 & 1 & 1 \\
0 & 2 & 0
\end{array}\right),
$$

representing $\mathbb{R}^{3}$ as the direct sum of

$$
R=\{(r, 0,0): r \in \mathbb{R}\} \quad \text { and } \quad S=\left\{\left(0, s_{2}, s_{3}\right): s_{2}, s_{3} \in \mathbb{R}\right\}
$$

$\left.f^{\prime}(a)\right|_{S}$ is invertible: its matrix is composed of the last two columns of the above matrix.

Applying the theorem near $(0,1,0)$ we obtain that

$$
\Gamma=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{1}+x_{2}+x_{3}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1\right\}
$$

is the graph of a suitable $C^{\infty}$ function $g: \mathbb{R} \hookrightarrow \mathbb{R}^{2}$. Geometrically this is a space curve.

Remark More generally, if the theorem may be applied to a function $f: \mathbb{R}^{m} \hookrightarrow \mathbb{R}^{n}$ in some point $a \in \mathbb{R}^{m}$, then $\Gamma$ is an $(m-n)$-dimensional manifold ${ }^{8}$ in a neighborhood of $a$.

## 7.6 * Lagrange Multipliers: General Case

Let $D$ be an open set in a Banach space $X$, and $f_{0}: D \rightarrow \mathbb{R}, f: D \rightarrow \mathbb{R}^{n}$ two $C^{1}$ functions. We seek the local extrema of $f_{0}$ under the condition $f=0$. Writing $f=\left(f_{1}, \ldots, f_{n}\right)$ we have

$$
\Gamma:=\left\{x \in D: f_{1}(x)=\cdots=f_{n}(x)=0\right\} .
$$

Theorem 7.9 (Lagrange) If $\left.f_{0}\right|_{\Gamma}$ has a local extremum at a, then

$$
\begin{equation*}
\lambda_{0} f_{0}^{\prime}(a)+\cdots+\lambda_{n} f_{n}^{\prime}(a)=0 \tag{7.13}
\end{equation*}
$$

for suitable real numbers $\lambda_{0}, \ldots, \lambda_{n}$, at least one of which is non-zero.

## Remarks

- The existence of non-trivial Lagrange multipliers with $\lambda_{0}=0$ means that the derivatives $f_{1}^{\prime}(a), \ldots, f_{n}^{\prime}(a)$ of the constraint functions are linearly dependent, but it does not provide any information concerning the possible extremal values.
- Lyusternik generalized this theorem for functions $f: D \rightarrow Y$ with arbitrary Banach spaces $Y$.
- Kuhn and Tucker proved sharper results when the functions $f_{i}$ are convex. ${ }^{9}$

[^85]Proof We consider the $C^{1}$ function

$$
F:=\left(f_{0}, \ldots, f_{n}\right): D \rightarrow \mathbb{R}^{n+1}
$$

where $\mathbb{R}^{n+1}$ is endowed with the usual scalar product. It is sufficient to show that the linear map $F^{\prime}(a) \in L\left(X, \mathbb{R}^{n+1}\right)$ is not onto. Indeed, then there exists a nonzero vector $\left(\lambda_{0}, \ldots, \lambda_{n}\right)$ that is orthogonal to its range $M$ in $\mathbb{R}^{n+1}$, and hence (7.13) follows. ${ }^{10}$

Assume on the contrary that $M=\mathbb{R}^{n+1}$, and choose $e_{0}, \ldots, e_{n} \in X$ such that

$$
F^{\prime}(a) e_{0}, \ldots, F^{\prime}(a) e_{n}
$$

is a basis of $\mathbb{R}^{n+1}$. We claim that the restriction of $F$ to $Y:=\operatorname{vect}\left\{e_{0}, \ldots, e_{n}\right\}$ satisfies at $a$ the assumptions of the inverse function theorem.

Indeed, $F \in C^{1}$ in a neighborhood of $a$, and $F^{\prime}(a) \in L\left(Y, \mathbb{R}^{n+1}\right)$ is onto by our assumption. Moreover, since $\operatorname{dim} Y=\operatorname{dim} \mathbb{R}^{n+1}, F^{\prime}(a)$ is an isomorphism.

By Theorem 7.7 the function $F: Y \hookrightarrow \mathbb{R}^{n+1}$ is a local diffeomorphism at $a$. Consequently, the formula ${ }^{11}$

$$
x_{n}^{ \pm}:=F^{-1}\left(f_{0}(a) \pm \frac{1}{n}, 0, \ldots, 0\right)
$$

defines two sequences in $\Gamma$, converging to $a$ and satisfying the inequalities

$$
f_{0}\left(x_{n}^{-}\right)<f_{0}(a)<f_{0}\left(x_{n}^{+}\right)
$$

if $n$ is sufficiently large. But then $\left.f_{0}\right|_{\Gamma}$ cannot have a local extremum at $a$.

## 7.7 * Differential Equations: Dependence on the Initial Data

We return to the initial value problem

$$
\begin{equation*}
x^{\prime}=f(t, x), \quad x(\tau)=\xi \tag{7.14}
\end{equation*}
$$

investigated in Chap. 6. We assume that $f: D \rightarrow X$ satisfies the conditions of the Cauchy-Lipschitz theorem (p. 148). We fix a solution $x: J \rightarrow X(7.14)$ and a compact subinterval $I=[c, d]$ of $J$ satisfying $c<\tau<d$.

[^86]By Proposition 6.7 (p. 155) there exists a continuous function $g: U \rightarrow C(I, X)$ defined in some neighborhood $U$ of $\xi$ such that for each $\eta \in U, g(\eta)$ is the restriction to $I$ of the maximal solution of the problem

$$
y^{\prime}=f(t, y), \quad y(\tau)=\eta
$$

In fact, $g$ is more regular ${ }^{12}$ :
Proposition 7.10 The map $g$ is continuously differentiable. If, moreover, $D_{2}^{k} f$ exists and is continuous for some $k \geq 2$, then $g \in C^{k}$.

Proof
(i) Since the graph of $\left.x\right|_{I}$ is compact, there exists an $r>0$ such that $s \in I$ and $\|z-x(s)\|<r$ imply $(s, z) \in D$. Therefore the formula

$$
F(\eta, y)(t):=y(t)-\eta-\int_{\tau}^{t} f(s, y(s)) d s
$$

defines a function $F: X \times V \rightarrow C(I, X)$ for some open neighborhood $V$ of $g(\xi)=\left.x\right|_{I}$ in $C(I, X)$. Since $F(\eta, g(\eta))=0$ for all $\eta \in U$, it remains to prove that $F$ satisfies the conditions of the implicit function theorem (p.182).
(ii) The map

$$
V \ni u \mapsto D_{2} f(\cdot, u(\cdot)) \in C(I, X)
$$

is continuous. For otherwise there exist $u \in V, \varepsilon>0$ and two sequences $\left(u_{k}\right) \subset V$ and $\left(t_{k}\right) \subset I$ such that $\left\|u_{k}-u\right\|_{\infty} \rightarrow 0$, and

$$
\begin{equation*}
\left\|D_{2} f\left(t_{k}, u_{k}\left(t_{k}\right)\right)-D_{2} f\left(t_{k}, u\left(t_{k}\right)\right)\right\| \geq \varepsilon \tag{7.15}
\end{equation*}
$$

for all $k$. Since the interval $I$ is compact, we may assume by taking a subsequence that $t_{k} \rightarrow t \in I$. Then $u\left(t_{k}\right) \rightarrow u(t)$ and $u_{k}\left(t_{k}\right) \rightarrow u(t)$, so that the left-hand side of (7.15) tends to zero by the continuity of $D_{2} f$ at $(t, u(t))$. This contradicts the choice of $\varepsilon$.
(iii) We claim that $F \in C^{1}$ in $X \times V$, and

$$
\begin{equation*}
F^{\prime}(\eta, y)(\theta, z)(t)=z(t)-\theta-\int_{\tau}^{t} D_{2} f(s, y(s)) z(s) d s \tag{7.16}
\end{equation*}
$$

for all

$$
(\eta, y) \in X \times V, \quad(\theta, z) \in X \times C(I, X) \quad \text { and } \quad t \in I .
$$

[^87]For each fixed $(\eta, y) \in X \times V$, denoting temporarily by $A(\theta, z)(t)$ the right-hand side of (7.16), the trivial estimate

$$
\|A(\theta, z)\|_{\infty} \leq\left(1+\int_{I}\left|D_{2} f(s, y(s))\right| d s\right) \cdot\left(\|\theta\|+\|z\|_{\infty}\right)
$$

shows that $A \in L(X \times C(I, X), C(I, X))$.
Furthermore, if $(\theta, z)$ is sufficiently close to 0 , then the following equality holds for all $t \in I$ :

$$
\begin{aligned}
h(t): & =F(\eta+\theta, y+z)(t)-F(\eta, y)(t)-A(\theta, z)(t) \\
& =-\int_{\tau}^{t} f(s, y(s)+z(s))-f(s, y(s))-D_{2} f(s, y(s)) z(s) d s \\
& =-\int_{\tau}^{t} \int_{0}^{1}\left[D_{2} f(s, y(s)+r z(s))-D_{2} f(s, y(s))\right] z(s) d r d s .
\end{aligned}
$$

Using (ii) we conclude for each fixed $(\eta, y) \in X \times V$ the relation

$$
\|h\|_{\infty}=o\left(\|z\|_{\infty}\right) \quad \text { as } \quad\|z\|_{\infty} \rightarrow 0 .
$$

This estimate is even stronger than the estimate

$$
\|h\|_{\infty}=o\left(|\theta|+\|z\|_{\infty}\right) \quad \text { as } \quad|\theta|+\|z\|_{\infty} \rightarrow 0
$$

ensuring the differentiability.
Using (ii) again, the equality (7.16) also implies that $F^{\prime}$ is continuous at every point $(\eta, y) \in X \times V$.
(iv) We show that $D_{2} F(\xi, g(\xi))=D_{2} F\left(\xi,\left.x\right|_{I}\right)$ is invertible. For any fixed $h \in$ $C(I, X)$ the equation $D_{2} F\left(\xi,\left.x\right|_{I}\right) z=h$ is equivalent to the linear integral equation

$$
z(t)-\int_{\tau}^{t} D_{2} f(s, x(s)) z(s) d s=h(t), \quad t \in I .
$$

This equation has a unique solution by Proposition 6.4 (p. 153). ${ }^{13}$
(v) If $D_{2}^{k} f$ exists and is continuous for some $k \geq 2$, then a straightforward adaptation of the computation in (iii) above shows that $F \in C^{k}$ and

$$
F^{(j)}(\eta, y)\left(\left(\theta_{1}, z_{1}\right), \ldots,\left(\theta_{j}, z_{j}\right)\right)(t)=-\int_{\tau}^{t} D_{2}^{j} f(s, y(s)) z_{1}(s) \cdots z_{j}(s) d s
$$

for $j=2, \ldots, k$ and for all

$$
(\eta, y) \in X \times V, \quad\left(\theta_{1}, z_{1}\right), \ldots,\left(\theta_{j}, z_{j}\right) \in X \times C(I, X) \quad \text { and } \quad t \in I .
$$

[^88]
### 7.8 Exercises

Exercise 7.1 (Cayley-Hamilton Theorem) Let $A$ be a real or complex matrix of order $n$ with characteristic polynomial

$$
\operatorname{det}(t I-A)=c_{0} t^{n}+c_{1} t^{n-1}+\cdots+c_{n}
$$

(i) Show that

$$
\operatorname{det}(I-t A)=c_{0}+c_{1} t+\cdots+c_{n} t^{n}
$$

for all $t \neq 0$.
(ii) We recall the identity

$$
\operatorname{det}(I-t A) I=(I-t A) \operatorname{adj}(I-t A)^{*}
$$

where $\operatorname{adj} B$ denotes the determinant formed by the algebraic adjugates of the matrix $B$.

Show that if $t$ is sufficiently close to zero, then $I-t A$ has an inverse equal to $I+t A+t^{2} A^{2}+\cdots$, so that

$$
\left(I+t A+t^{2} A^{2}+\cdots\right)\left(c_{0}+c_{1} t+\cdots+c_{n} t^{n}\right)=\operatorname{adj}(I-t A)
$$

(iii) Show that the right-hand side is a matrix-coefficient polynomial of degree $\leq$ $n-1$, so that after development and simplification the left-hand side does not contain the power $t^{n}$.
(iv) Infer from the preceding assertion that

$$
c_{0} A^{n}+c_{1} A^{n-1}+\cdots+c_{n} I=0
$$

Exercise 7.2 (Tangent Lines) Determine the equations of the tangent lines at a given point $\left(x_{0}, y_{0}\right)$ of the following curves:
(i) the ellipse

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1 \quad(a>b>0)
$$

(ii) the hyperbola

$$
\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1 \quad(a>b>0)
$$

(iii) the parabola

$$
x^{2}=2 p y \quad(p>0)
$$

Exercise 7.3 (Folium of Descartes) Consider the equation ${ }^{14}$

$$
x^{3}+y^{3}-3 x y=0
$$

Assuming that $y$ is a function of $x$, find the maxima and minima of $y(x)$.

## Exercise 7.4

(i) Prove that the function $f: \mathbb{R} \rightarrow \mathbb{R}$ defined by the formula $f(0):=0$ and

$$
f(x):=x+2 x^{2} \sin \frac{1}{x} \quad \text { otherwise }
$$

has a bounded derivative at $(-1,1), f^{\prime}(0) \neq 0$, but $f$ is not monotone in any neighborhood of 0 .
(ii) Prove that the formula

$$
f(x, y):=\left(e^{x} \cos y, e^{x} \sin y\right)
$$

defines a $C^{\infty}$ function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ whose derivative does not vanish anywhere, but $f$ is not one-to-one.

Why don't these examples contradict the inverse function theorem?
Exercise 7.5 (Inequalities) Prove the following inequalities by using Lagrange multipliers:
(i) (Euclid, Cauchy) The arithmetic and geometric means of any positive numbers $x_{1}, \ldots, x_{n}$ satisfy the inequality

$$
\sqrt[n]{x_{1} x_{2} \cdots x_{n}} \leq \frac{x_{1}+x_{2}+\cdots+x_{n}}{n}
$$

(ii) (Young) If $p, q>1$ are conjugate exponents, i.e., if $p^{-1}+q^{-1}=1$, then

$$
x y \leq \frac{x^{p}}{p}+\frac{x^{q}}{q}
$$

for all $x, y>0$.
(iii) (Hölder) Given two conjugate exponents $p, q>1$, any positive numbers $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$ satisfy the inequality

$$
x_{1} y_{1}+x_{2} y_{2}+\cdots+x_{n} y_{n} \leq\left(x_{1}^{p}+x_{2}^{p}+\cdots+x_{n}^{p}\right)^{1 / p}\left(y_{1}^{q}+y_{2}^{q}+\cdots+y_{n}^{q}\right)^{1 / q} .
$$

When do we have equality in the above inequalities?

[^89]Exercise 7.6 (Power Means) Given positive real numbers $a_{1}, \ldots, a_{n}$, set $f(0):=$ $\sqrt[n]{a_{1} a_{2} \ldots a_{n}}$, and

$$
f(x):=\left(\frac{a_{1}^{x}+a_{2}^{x}+\cdots+a_{n}^{x}}{n}\right)^{1 / x} \quad \text { if } \quad x \in \mathbb{R} \backslash\{0\} .
$$

Prove that $f$ is non-decreasing and continuous.
Exercise 7.7 Solve the following problems:
(i) Among all right parallelepipeds of a given volume, which has the smallest surface area?
(ii) Among all triangles of a given perimeter, which has the largest area?

## Part III <br> Approximation Methods

The computational needs of celestial mechanics and navigation led Napier [358] and Bürgi [68] to the discovery of the logarithm. Briggs [66] improved Napier's tables; in his work he employed the divided differences of Harriot [223] and interpolation.

Descartes's analytical geometry [125] increased the importance of the solution of algebraic equations.

Independently of some similar results of Briggs [66] and Gregory [208], Newton [367] generalized the binomial formula by expanding the function $(1+x)^{1 / 2}$ into a "Taylor series".

In his differential calculus, Newton [369] developed a general method for the numerical solution of not necessarily algebraic equations. It was subsequently studied by Raphson [403].

Newton [369] also obtained integral estimates by interpolation. His method was completed by Cotes [113].

Euler [146, 148] and Maclaurin [340] found a powerful way to estimate the sum of series of the form $\sum f(n)$ for regular functions $f$.

Euler [156] invented a classical method for the numerical solution of ordinary differential equations. It was improved by Runge [433]. Generalizing his idea, Heun [235] and Kutta [299] constructed efficient algorithms.

Gauss [187] improved the Newton-Cotes formulas by a clever choice of the interpolating abscissas. His results led to the rich theory of orthogonal polynomials, developed by Legendre [325], Jacobi [255], Chebyshev [95, 96], Hermite [232], Posse [399], Laguerre [313], Stieltjes [463], Markov [342, 343] and many others.

Completing the unpublished work of Fourier, Sturm [473] devised an elegant algorithm for the localization of the real roots of polynomials. Sturm-type polynomial sequences also appear in a natural way in the theory of orthogonal polynomials and when finding eigenvalues of symmetric matrices.

The following works contain rich historical accounts on this subject: [62, 72, 81, 100, 137, 197, 216, 217, 246, 277, 475, 493].

In this chapter we can only treat some selected topics. Many other questions are studied in the following books: [100, 108, 110, 121, 246, 254, 298, 316, 404, 476].

## Chapter 8 <br> Interpolation

In order to shorten tedious astronomical computations, for centuries multiplication was transformed into addition by using the trigonometrical identity

$$
2 \cos \alpha \cos \beta=\cos (\alpha+\beta)+\cos (\alpha-\beta)
$$

The increasing pressure imposed by navigation led Napier and Bürgi to the independent invention of the logarithmic function, which yielded the more tractable identity

$$
\log (a b)=\log a+\log b
$$

After twenty years of hard work, Napier published his logarithmic tables.
Briggs, greatly impressed by his achievement, with the agreement of the already old Napier, constructed much more precise logarithmic tables, in base 10. Thanks to his clever ideas on accelerating the computations, it took him much less time than before. As we will see in this chapter, his interpolation technique proved to be extremely fruitful in the later development of mathematics.

In this chapter we denote

- by $\mathcal{P}$ the vector space of real algebraic polynomials,
- by $\operatorname{deg} p$ the degree of a polynomial $p$, and
- by $\mathcal{P}_{n}$ the subspace $\{p \in \mathcal{P}: \operatorname{deg} p \leq n\}$ of dimension $n+1$ for $n=0,1, \ldots$

We recall that, counted with multiplicity, a non-zero polynomial has at most as many real roots as its degree. ${ }^{1}$ It follows that if a polynomial $p \in \mathcal{P}_{n}$ has more than $n$ real roots, then $p \equiv 0 .^{2}$

Until now the spaces $C^{n}(I)$ have only been defined for open intervals. It is useful to generalize them as follows:

Definition Given an arbitrary interval $I$ and a nonnegative integer $n$, we denote by $C^{n}(I)$ the set of functions $f: I \rightarrow \mathbb{R}$ that may be extended to functions of class $C^{n}$, defined on some open interval containing $I$.

Equivalently, $f$ belongs to $C^{n}$ in the interior of $I$, and $f, f^{\prime}, \ldots, f^{(n)}$ may be extended continuously to $I .^{3}$

We write simply $C(I)$ instead of $C^{0}(I)$.
In this chapter we assume that $I=[a, b]$ is a non-degenerate compact interval, i.e., $-\infty<a<b<\infty$.

### 8.1 Lagrange Interpolation

Given finitely many points $x_{1}, \ldots, x_{n} \in I$ and corresponding real numbers $y_{1}, \ldots$, $y_{n}, n \geq 1$, we seek a polynomial $p$ of minimal degree, satisfying the equalities (see Fig. 8.1)

$$
\begin{equation*}
p\left(x_{k}\right)=y_{k}, \quad k=1, \ldots, n . \tag{8.1}
\end{equation*}
$$

## Proposition 8.1 (Lagrange)

(a) There exists a unique polynomial $p \in \mathcal{P}_{n-1}$ satisfying (8.1).
(b) For every $f \in C(I)$ there exists a unique polynomial $p \in \mathcal{P}_{n-1}$ satisfying

$$
p\left(x_{k}\right)=f\left(x_{k}\right), \quad k=1, \ldots, n
$$

Definition The polynomial $p$ is called the Lagrange interpolating polynomial of $f$ associated with the points or nodes $x_{1}, \ldots, x_{n}$.

[^90]Fig. 8.1 Lagrange interpolation


Proof It is sufficient to prove (a): (b) then follows by choosing $y_{k}:=f\left(x_{k}\right)$. Existence. Introducing the Lagrange basis polynomials

$$
\ell_{k}(x):=\prod_{\substack{1 \leq j \leq n \\ j \neq k}} \frac{x-x_{j}}{x_{k}-x_{j}}, \quad k=1, \ldots, n,
$$

we have

$$
\ell_{k} \in \mathcal{P}_{n-1} \quad \text { and } \quad \ell_{k}\left(x_{j}\right)=\delta_{k j}:= \begin{cases}1 & \text { if } k=j \\ 0 & \text { if } k \neq j\end{cases}
$$

for all $k$. Then $p:=\sum_{k=1}^{n} y_{k} \ell_{k}$ belongs to $\mathcal{P}_{n-1}$ and satisfies (8.1).
Uniqueness. If $q \in \mathcal{P}_{n-1}$ satisfies

$$
q\left(x_{k}\right)=y_{k}, \quad k=1, \ldots, n
$$

then $p-q$ has more roots than its degree, because $\operatorname{deg}(p-q) \leq n-1$ and $p-q$ vanishes at $x_{1}, \ldots, x_{n}$. Hence $p-q=0$ and thus $p=q$.

Remark Setting $\omega(x):=\left(x-x_{1}\right) \cdots\left(x-x_{n}\right)$ we have the more compact formula

$$
\ell_{k}(x)=\frac{\omega(x)}{\omega^{\prime}\left(x_{k}\right)\left(x-x_{k}\right)}
$$

for each $k$ and for every $x \neq x_{k}$.
The formula $L f:=p$ defines a linear projection $L: C(I) \rightarrow \mathcal{P}_{n-1}$, because $L f=f$ for every $f \in \mathcal{P}_{n-1}$.

If $f$ is sufficiently smooth, then $L f$ is a good approximation of $f$ :

Theorem 8.2 (Cauchy) Let $f \in C^{n}(I)$. For each $x \in I$ there exists a $\xi=\xi(x) \in I$ such that

$$
\begin{equation*}
f(x)-(L f)(x)=\frac{\omega(x)}{n!} f^{(n)}(\xi) . \tag{8.2}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\|f-L f\|_{\infty} \leq \frac{\|\omega\|_{\infty}}{n!}\left\|f^{(n)}\right\|_{\infty} . \tag{8.3}
\end{equation*}
$$

Proof It suffices to prove (8.2). If $x \in\left\{x_{1}, \ldots, x_{n}\right\}$, then both sides vanish for all $\xi$. Henceforth we assume that $x \notin\left\{x_{1}, \ldots, x_{n}\right\}$. Then the formula

$$
\begin{equation*}
g(y):=f(y)-(L f)(y)-\frac{f(x)-(L f)(x)}{\omega(x)} \omega(y) \tag{8.4}
\end{equation*}
$$

defines a function $g \in C^{n}(I)$ that has at least $n+1$ different roots in $I: g(x)=0$, and $g\left(x_{k}\right)=0$ for all $k=1, \ldots, n$.

A repeated application of Rolle's theorem yields that $g^{\prime}$ has at least $n$ different roots, $g^{\prime \prime}$ has at least $n-1$ different roots, and so on. Finally, $g^{(n)}(\xi)=0$ for at least one point $\xi \in I$.

Differentiating (8.4) $n$ times we obtain the identity

$$
g^{(n)}(y) \equiv f^{(n)}(y)-\frac{f(x)-(L f)(x)}{\omega(x)} n!
$$

because $(L f)^{(n)} \equiv 0$ and $\omega^{(n)} \equiv n!$. Choosing $y=\xi$ we obtain the required equality.

Remark The estimate (8.3) is optimal in the sense that we have equality for every polynomial $f \in \mathcal{P}_{n}$ (and both sides are different from zero if $\operatorname{deg} f=n$ ), because $f-L f$ is a multiple of $\omega$ by (8.2).

### 8.2 Minimization of Errors: Chebyshev Polynomials

The estimate (8.3) suggests the problem of seeking $x_{1}, \ldots, x_{n} \in I$ so as to minimize the constant $\|\omega\|_{\infty}$. To simplify the notation we assume that $I=[-1,1] .{ }^{4}$

[^91]Theorem 8.3 (Chebyshev) We have

$$
\|\omega\|_{\infty} \geq 2^{1-n}
$$

for every choice of points $x_{1}>\cdots>x_{n}$ in $I:=[-1,1]$, with equality if

$$
\begin{equation*}
x_{k}=\cos \left(\frac{2 k-1}{2 n} \pi\right), \quad k=1, \ldots, n . \tag{8.5}
\end{equation*}
$$

For the proof we introduce the functions

$$
\begin{equation*}
T_{n}(x):=\cos (n \arccos x), \quad x \in[-1,1], \quad n=0,1, \ldots ; \tag{8.6}
\end{equation*}
$$

see Figs. 8.2-8.7.
Lemma 8.4 We have $T_{0}(x)=1, T_{1}(x)=x$, and

$$
\begin{equation*}
T_{n+1}(x)=2 x T_{n}(x)-T_{n-1}(x), \quad n=1,2, \ldots . \tag{8.7}
\end{equation*}
$$

Consequently, $T_{n}$ is a polynomial of degree $n$. Finally, the equality

$$
\begin{equation*}
T_{n}(x)=2^{n-1} \prod_{k=1}^{n}\left(x-\cos \left(\frac{2 k-1}{2 n} \pi\right)\right) \tag{8.8}
\end{equation*}
$$

holds for all $n \geq 1$ and $x \in[-1,1]$.

Fig. 8.2 $T_{1}(x)$


Fig. 8.3 $T_{2}(x)$


Fig. 8.4 $T_{3}(x)$


Fig. 8.5 $T_{4}(x)$


Fig. 8.6 $T_{5}(x)$


Fig. 8.7 $T_{6}(x)$


Proof The equalities $T_{0}(x)=1$ and $T_{1}(x)=x$ are obvious. The relation (8.7) follows from the trigonometric identity

$$
\cos (n+1) t=2 \cos t \cos (n t)-\cos (n-1) t
$$

with the substitution $t:=\arccos x$.
Using (8.7) we obtain by induction on $n$ that $T_{n}$ is a polynomial of degree $n$, and that its main coefficient is equal to $2^{n-1}$ for $n=1,2, \ldots$. For (8.8) it remains to show that $T_{n}$ vanishes at the $n$ points

$$
(1>) \cos \frac{\pi}{2 n}>\cos \frac{3 \pi}{2 n}>\cdots>\cos \left(\frac{2 n-1}{2 n} \pi\right)(>-1) .
$$

This can be checked by a direct computation: using (8.6) we have

$$
T_{n}\left(\cos \left(\frac{2 k-1}{2 n} \pi\right)\right)=\cos \left(\frac{2 k-1}{2} \pi\right)=(-1)^{k} \cos \frac{\pi}{2}=0
$$

for all $k=1, \ldots, n$.

Proof of Theorem 8.3 It follows from the definition (8.6) of the Chebyshev polynomials that the polynomial $p:=2^{1-n} T_{n}$ satisfies $\|p\|_{\infty}=2^{1-n}$. If we choose the points $x_{k}$ according to (8.5), then $\omega=p$ by (8.8), so that $\|\omega\|_{\infty}=2^{1-n}$. It remains to establish the inequality $\|\omega\|_{\infty} \geq\|p\|_{\infty}$ in the general case.

Assume on the contrary that $\|\omega\|_{\infty}<\|p\|_{\infty}$ for some point system $\left(x_{k}\right)$, and consider the points

$$
y_{k}=\cos \frac{k \pi}{n}, \quad k=0, \ldots, n .
$$

Observe that

$$
1=y_{0}>y_{1}>\cdots>y_{n}=-1,
$$

and that $p\left(y_{k}\right)=(-1)^{k}\|p\|_{\infty}$ for $k=0, \ldots, n$ by (8.6). Using the assumption $\|\omega\|_{\infty}<\|p\|_{\infty}$ we conclude that

$$
\operatorname{sign}(p-\omega)\left(y_{k}\right)=(-1)^{k}, \quad k=0, \ldots, n .
$$

Hence the polynomial ${ }^{5} p-\omega \in \mathcal{P}_{n-1}$ has at least one root in each of the pairwise disjoint intervals $\left(y_{n}, y_{n-1}\right), \ldots,\left(y_{1}, y_{0}\right)$. Since it has more roots than its degree, we conclude that $p \equiv \omega$, contradicting our hypothesis $\|\omega\|_{\infty}<\|p\|_{\infty}$.

### 8.3 Divided Differences: Newton's Interpolating Formula

The Lagrange interpolation formula has a drawback: when we add a new point, we have to recompute all the coefficients. For practical computation it is better to follow Newton's original suggestion to seek an interpolating polynomial of the form

$$
\begin{equation*}
(L f)(x)=A_{1}+A_{2}\left(x-x_{1}\right)+\cdots+A_{n}\left(x-x_{1}\right) \cdots\left(x-x_{n-1}\right) . \tag{8.9}
\end{equation*}
$$

Choosing $x=x_{1}, \ldots, x_{n}$ we may determine consecutively the coefficients $A_{1}, A_{2}, \ldots, A_{n}$.

We may also give an explicit formula for the coefficients as follows. Given $k$ distinct points $x_{1}, \ldots, x_{k}$, we introduce the polynomial

$$
\omega_{k}(x)=\left(x-x_{1}\right) \cdots\left(x-x_{k}\right)
$$

[^92]and the symmetric function
$$
f\left(x_{1}, \ldots, x_{k}\right):=\sum_{j=1}^{k} \frac{f\left(x_{j}\right)}{\omega_{k}^{\prime}\left(x_{j}\right)} .
$$

For $k=1$ the latter coincides with the usual meaning of $f\left(x_{1}\right)$, while for $n=2$ we have

$$
f\left(x_{1}, x_{2}\right)=\frac{f\left(x_{2}\right)-f\left(x_{1}\right)}{x_{2}-x_{1}} .
$$

## Proposition 8.5 (Newton)

(a) The Lagrange interpolating polynomial is given by the formula

$$
\begin{equation*}
(L f)(x)=\sum_{k=1}^{n} f\left(x_{1}, \ldots, x_{k}\right) \prod_{j=1}^{k-1}\left(x-x_{j}\right) \tag{8.10}
\end{equation*}
$$

(b) The coefficients in (8.10) may also be computed by the formulas of divided differences:

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{k}\right)=\frac{f\left(x_{2}, \ldots, x_{k}\right)-f\left(x_{1}, \ldots, x_{k-1}\right)}{x_{k}-x_{1}}, \quad k=2,3, \ldots \tag{8.11}
\end{equation*}
$$

Proof
(a) Define the numbers $A_{k}$ by (8.9), and introduce for each $m=1, \ldots, n$ the polynomial

$$
\begin{equation*}
p_{m}(x):=\sum_{k=1}^{m} A_{k} \prod_{j=1}^{k-1}\left(x-x_{j}\right) \tag{8.12}
\end{equation*}
$$

Then $p_{m} \in \mathcal{P}_{m-1}$, and $p_{m}\left(x_{k}\right)=(L f)\left(x_{k}\right)=f\left(x_{k}\right)$ whenever $k \leq m$, so that $p_{m}$ is the Lagrange interpolating polynomial of $f$ associated with $x_{1}, \ldots, x_{m}$. Hence, using the remark preceding Theorem 8.2,

$$
\begin{equation*}
p_{m}(x)=\sum_{k=1}^{m} f\left(x_{k}\right) \frac{\omega_{m}(x)}{\omega_{m}^{\prime}\left(x_{k}\right)\left(x-x_{k}\right)} \tag{8.13}
\end{equation*}
$$

for every $x \in \mathbb{R} \backslash\left\{x_{1}, \ldots, x_{m}\right\}$. The equality $A_{m}=f\left(x_{1}, \ldots, x_{m}\right)$ follows by comparing the main coefficients on the right-hand side of (8.12) and (8.13).
(b) We introduce the Lagrange interpolating polynomials $p, q \in \mathcal{P}_{k-2}$ defined by the conditions

$$
p\left(x_{j}\right)=f\left(x_{j}\right), 1 \leq j \leq k-1 \quad \text { and } \quad q\left(x_{j}\right)=f\left(x_{j}\right), 2 \leq j \leq k
$$

and we define $r \in \mathcal{P}_{k-1}$ by the formula

$$
\begin{equation*}
r(x):=\frac{x-x_{1}}{x_{k}-x_{1}} q(x)+\frac{x_{k}-x}{x_{k}-x_{1}} p(x) . \tag{8.14}
\end{equation*}
$$

It is easy to check that $r\left(x_{j}\right)=f\left(x_{j}\right)$ for every $1 \leq j \leq k$, so that $r$ is the Lagrange interpolating polynomial of $f$ associated with $x_{1}, \ldots, x_{k}$.

Using (a) the main coefficients ${ }^{6}$ of $p, q, r$ are equal to

$$
f\left(x_{1}, \ldots, x_{k-1}\right), \quad f\left(x_{2}, \ldots, x_{k}\right) \quad \text { and } f\left(x_{1}, \ldots, x_{k}\right),
$$

respectively. Using (8.14), (8.11) follows.
Example Let $f(x)=x^{3}, n=3, x_{1}=1, x_{2}=2, x_{3}=4$. The scheme

$$
\begin{array}{l|l}
x_{1} & f\left(x_{1}\right) \\
x_{2} & \left.f\left(x_{1}\right) x_{2}\right) \\
x_{3} & f\left(x_{1}, x_{2}, x_{3}\right) \\
f\left(x_{3}\right)
\end{array}
$$

makes it easy to determine the polynomial

$$
(L f)(x)=f\left(x_{1}\right)+f\left(x_{1}, x_{2}\right)\left(x-x_{1}\right)+f\left(x_{1}, x_{2}, x_{3}\right)\left(x-x_{1}\right)\left(x-x_{2}\right) ;
$$

in the present case we may deduce from the scheme

| 1 | 1 |  |  |
| :--- | :--- | :--- | :--- |
| 2 | 7 | 7 |  |
| 2 |  | 7 |  |
| 4 | 28 |  |  |
|  | 28 |  |  |

that

$$
(L f)(x)=1+7(x-1)+7(x-1)(x-2) .
$$

[^93]
### 8.4 Hermite Interpolation

Consider $n$ distinct points $x_{1}, \ldots, x_{n} \in I$ and corresponding positive integers $m_{1}, \ldots, m_{n}$. Given a set

$$
\left\{y_{k}^{(j)}: k=1, \ldots, n, \quad j=0, \ldots, m_{k}-1\right\}
$$

of real numbers, we seek a polynomial $p$ of minimal degree, satisfying the following conditions:

$$
\begin{equation*}
p^{(j)}\left(x_{k}\right)=y_{k}^{(j)}, \quad k=1, \ldots, n, \quad j=0, \ldots, m_{k}-1 \tag{8.15}
\end{equation*}
$$

The following generalization of Proposition 8.1 holds:
Proposition 8.6 (Hermite) Put $m=m_{1}+\cdots+m_{n}$.
(a) There exists a unique polynomial $p \in \mathcal{P}_{m-1}$ satisfying (8.15).
(b) Iff $\in C^{m}(I)$, then there exists a unique polynomial $p \in \mathcal{P}_{m-1}$ such that

$$
\begin{equation*}
p^{(j)}\left(x_{k}\right)=f^{(j)}\left(x_{k}\right), \quad k=1, \ldots, n, \quad j=0, \ldots, m_{k}-1 \tag{8.16}
\end{equation*}
$$

Proof As in Proposition 8.1, it is sufficient to prove (a). We have to show that the linear $\operatorname{map} A: \mathcal{P}_{m-1} \rightarrow \mathbb{R}^{m}$, defined by the formula

$$
A p:=\left(p\left(x_{1}\right), \ldots, p^{\left(m_{1}-1\right)}\left(x_{1}\right), \ldots, p\left(x_{n}\right), \ldots, p^{\left(m_{n}-1\right)}\left(x_{n}\right)\right)
$$

is bijective. Since

$$
\operatorname{dim} \mathcal{P}_{m-1}=\operatorname{dim} \mathbb{R}^{m}<\infty
$$

it is sufficient to check that $A$ is one-to-one, i.e., $A p=0 \Longrightarrow p=0$.
If $p \in \mathcal{P}_{m-1}$ and $A p=0$, then $x_{k}$ is a root of $p$ with multiplicity $\geq m_{k}$. Hence $p$ has at least $m_{1}+\cdots+m_{n}=m$ roots, which is larger than its degree. We conclude that $p=0$.

Definition $p$ is called the Hermite interpolating polynomial of $f$ associated with $x_{1}, \ldots, x_{n}$ and the multiplicities $m_{1}, \ldots, m_{n}$.

The formula $H f:=p$ defines a linear projection $H: C^{m}(I) \rightarrow \mathcal{P}_{m-1}$.

## Examples

- The case $m_{1}=\cdots=m_{n}=1$ corresponds to Lagrange interpolation.
- If $n=1$, then $H f$ is the Taylor polynomial of order $m_{1}$ of $f$ at $x_{1}$.
- We prove that if $m_{1}=\cdots=m_{n}=2$ then we have

$$
p(x)=\sum_{k=1}^{n} y_{k}^{(0)} h_{k}^{0}(x)+y_{k}^{(1)} h_{k}^{1}(x)
$$

where

$$
\begin{aligned}
h_{k}^{1}(x) & =\left(x-x_{k}\right) \ell_{k}(x)^{2}, \\
h_{k}^{0}(x) & =\left(1-2 \ell_{k}^{\prime}\left(x_{k}\right)\left(x-x_{k}\right)\right) \ell_{k}(x)^{2} \\
& =\ell_{k}(x)^{2}-2 \ell_{k}^{\prime}\left(x_{k}\right) h_{k}^{1}(x),
\end{aligned}
$$

and $\ell_{1}, \ldots, \ell_{k}$ are the Lagrange basis polynomials:

$$
\ell_{k} \in \mathcal{P}_{n-1}, \quad \ell_{k}\left(x_{j}\right)=\delta_{k j} .
$$

Since $p \in \mathcal{P}_{2 n-1}$, it is sufficient to check the relations

$$
h_{k}^{0}\left(x_{j}\right)=\left(h_{k}^{1}\right)^{\prime}\left(x_{j}\right)=\delta_{k j} \quad \text { and } \quad\left(h_{k}^{0}\right)^{\prime}\left(x_{j}\right)=h_{k}^{1}\left(x_{j}\right)=0 .
$$

A straightforward computation shows that

$$
\begin{aligned}
h_{k}^{1}\left(x_{j}\right) & =\left(x_{j}-x_{k}\right) \ell_{k}\left(x_{j}\right)^{2}=\left(x_{j}-x_{k}\right) \delta_{k j}=0, \\
h_{k}^{0}\left(x_{j}\right) & =\ell_{k}\left(x_{j}\right)^{2}-2 \ell_{k}^{\prime}\left(x_{k}\right) h_{k}^{1}\left(x_{j}\right)=\ell_{k}\left(x_{j}\right)^{2}=\delta_{k j}, \\
\left(h_{k}^{1}\right)^{\prime}\left(x_{j}\right) & =\ell_{k}^{2}\left(x_{j}\right)+2\left(x_{j}-x_{k}\right) \ell_{k}\left(x_{j}\right) \ell_{k}^{\prime}\left(x_{j}\right) \\
& =\delta_{k j}+2\left(x_{j}-x_{k}\right) \delta_{k j} \ell_{k}^{\prime}\left(x_{j}\right)=\delta_{k j},
\end{aligned}
$$

and finally

$$
\begin{aligned}
\left(h_{k}^{0}\right)^{\prime}\left(x_{j}\right) & =2 \ell_{k}\left(x_{j}\right) \ell_{k}^{\prime}\left(x_{j}\right)-2 \ell_{k}^{\prime}\left(x_{k}\right)\left(h_{k}^{1}\right)^{\prime}\left(x_{j}\right) \\
& =2 \delta_{k j}\left(\ell_{k}^{\prime}\left(x_{j}\right)-\ell_{k}^{\prime}\left(x_{k}\right)\right)=0 .
\end{aligned}
$$

In order to generalize Theorem 8.2, we set

$$
\begin{equation*}
\Omega(x):=\left(x-x_{1}\right)^{m_{1}} \cdots\left(x-x_{n}\right)^{m_{n}} . \tag{8.17}
\end{equation*}
$$

Theorem 8.7 (Stieltjes) Let $f \in C^{m}(I)$. For each $x \in I$ there exists a point $\xi=$ $\xi(x) \in I$ such that

$$
\begin{equation*}
f(x)-(H f)(x)=\frac{\Omega(x)}{m!} f^{(m)}(\xi) . \tag{8.18}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\|f-H f\|_{\infty} \leq \frac{\|\Omega\|_{\infty}}{m!}\left\|f^{(m)}\right\|_{\infty} . \tag{8.19}
\end{equation*}
$$

Remark The estimate (8.19) is again optimal: we have equality for every polynomial $f \in \mathcal{P}_{m}$ because $f-H f$ is a multiple of $\Omega$ by (8.18), and the two sides are different from zero for polynomials of degree $m$.

For the proof we need a generalization of Rolle's theorem for multiple roots:
Lemma 8.8 Counted with multiplicity, ${ }^{7}$ if $g \in C^{1}(I)$ has at least $m+1$ roots, then $g^{\prime}$ has at least $m$ roots.

Proof By hypothesis there exist points $x_{1}<\cdots<x_{n}$ in $I$ and natural numbers $m_{1}, \ldots, m_{n}$ such that $m_{1}+\cdots+m_{n}=m+1$, and $x_{k}$ is a root of multiplicity $\geq m_{k}$ of $g$ for each $k$. By Rolle's theorem $g^{\prime}$ has at least one root in each of the disjoint intervals $\left(x_{1}, x_{2}\right), \ldots,\left(x_{n-1}, x_{n}\right)$. Furthermore, each $x_{k}$ is a root of multiplicity $\geq m_{k}-1$ of $g^{\prime}$. Summarizing, $g^{\prime}$ has at least

$$
(n-1)+\sum_{k=1}^{n}\left(m_{k}-1\right)=m_{1}+\cdots+m_{n}-1=m
$$

roots with multiplicity.
Proof of Theorem 8.7 It suffices to prove (8.18). If $x \in\left\{x_{1}, \ldots, x_{n}\right\}$, then both sides of (8.18) vanish for any choice of $\xi$.

Assume henceforth that $x \notin\left\{x_{1}, \ldots, x_{n}\right\}$. Then $\Omega(x) \neq 0$, and we may define a function $g \in C^{m}(I)$ by setting

$$
\begin{equation*}
g(y):=f(y)-(H f)(y)-\frac{f(x)-(H f)(x)}{\Omega(x)} \Omega(y) . \tag{8.20}
\end{equation*}
$$

We claim that $g$ has at least $m+1$ roots (counted with multiplicity). Indeed, we have $g(x)=0$; furthermore, each $x_{k}$ is a root of multiplicity $\geq m_{k}$ of $g$ by (8.16)

[^94]and (8.17). Since $g \in C^{m}(I)$, a repeated application of the preceding lemma yields $g^{(m)}(\xi)=0$ for some $\xi \in I$.

On the other hand, differentiating (8.20) $m$ times we get the equality

$$
\begin{aligned}
g^{(m)}(y) & \equiv f^{(m)}(y)-(H f)^{(m)}(y)-\frac{f(x)-(H f)(x)}{\Omega(x)} \Omega^{(m)}(y) \\
& \equiv f^{(m)}(y)-\frac{f(x)-(H f)(x)}{\Omega(x)} m!.
\end{aligned}
$$

Choosing $y:=\xi$ this yields

$$
0=g^{(m)}(\xi)=f^{(m)}(\xi)-\frac{f(x)-(H f)(x)}{\Omega(x)} m!,
$$

and this is equivalent to (8.18).
Example Consider the following special case with $n=3$ and $m=4$ :

$$
I=[-r, r], \quad\left(x_{1}, x_{2}, x_{3}\right)=(-r, 0, r), \quad\left(m_{1}, m_{2}, m_{3}\right)=(1,2,1) .
$$

If $f \in C^{4}(I)$, then $H f \in \mathcal{P}_{3}$ is defined by the conditions

$$
\begin{equation*}
(H f)(x)=f(x) \quad \text { for } \quad x \in\{-r, 0, r\}, \quad \text { and } \quad(H f)^{\prime}(0)=f^{\prime}(0) . \tag{8.21}
\end{equation*}
$$

By Theorem 8.7 we have

$$
|(f-H f)(x)| \leq \frac{|\Omega(x)|}{4!}\left\|f^{(4)}\right\|_{\infty}
$$

for every $x \in I$. Integrating this inequality in $I$ and using the equality

$$
\begin{aligned}
\|\Omega\|_{1} & =\int_{-r}^{r}(x+r) x^{2}(r-x) d x \\
& =\int_{-r}^{r} x^{2}\left(r^{2}-x^{2}\right) d x \\
& =\frac{4 r^{5}}{15}
\end{aligned}
$$

we get the following estimate:

$$
\begin{equation*}
\left|\int_{I} f d x-\int_{I} H f d x\right| \leq \frac{r^{5}\left\|f^{(4)}\right\|_{\infty}}{90} . \tag{8.22}
\end{equation*}
$$

Let us compute the second integral. Since $H f \in \mathcal{P}_{3}$, it can be written in the form

$$
(H f)(x) \equiv a+b x+c x(x+r)+d x(x+r)(x-r)
$$

for suitable real numbers $a, b, c, d$. Then ${ }^{8}$

$$
\begin{equation*}
\int_{-r}^{r} H f d x=\int_{-r}^{r} a+c x^{2} d x=2 r a+\frac{2 r^{3} c}{3} \tag{8.23}
\end{equation*}
$$

and it remains to determine the coefficients $a$ and $c$.
The first three conditions in (8.21) lead to the linear system

$$
\left\{\begin{array}{l}
f(-r)=(H f)(-r)=a-b r \\
f(0)=(H f)(0)=a \\
f(r)=(H f)(r)=a+b r+2 c r^{2}
\end{array}\right.
$$

solving it we get

$$
a=f(0) \quad \text { and } \quad 2 r^{2} c=f(-r)-2 f(0)+f(r)
$$

Substituting these values into (8.23), and putting the result into (8.22), we obtain an error estimate of Simpson's formula:

$$
\begin{equation*}
\left|\int_{-r}^{r} f d x-2 r \cdot \frac{f(-r)+4 f(0)+f(r)}{6}\right| \leq \frac{r^{5}\left\|f^{(4)}\right\|_{\infty}}{90} \tag{8.24}
\end{equation*}
$$

for all $f \in C^{4}([-r, r])$.

### 8.5 Theorems of Weierstrass and Fejér

One of the most important theorems in approximation theory is the following ${ }^{9}$ :
Theorem 8.9 (Weierstrass) For each $f \in C(I)$ there exists a sequence $\left(p_{n}\right)$ of polynomials, converging uniformly to $f$ in I.

The theorem enables us to replace complicated functions by simpler polynomials in many investigations.

[^95]There is a natural approach to proving this theorem. Choose $n$ distinct points $x_{1}^{n}, \ldots, x_{n}^{n} \in I$ for each $n=1,2, \ldots$, and consider the corresponding Lagrange interpolation polynomials of $f$ :

$$
L_{n} f \in \mathcal{P}_{n-1}, \quad\left(L_{n} f\right)\left(x_{k}^{n}\right)=f\left(x_{k}^{n}\right), \quad 1 \leq k \leq n, \quad n=1,2, \ldots
$$

We might hope that for some clever universal choice of the node system $\left\{x_{k}^{n}\right\}$, we have $\left\|f-L_{n} f\right\|_{\infty} \rightarrow 0$ as $n \rightarrow \infty$, for every $f \in C(I)$. After decades of fruitless efforts, this turned out to be impossible:

Theorem 8.10 (Faber) For any given node system $\left\{x_{k}^{n}\right\}$ there exists an $f \in C(I)$ such that $\left\|f-L_{n} f\right\|_{\infty} \nrightarrow 0$.

## *Remarks

- Faber's proof was a new application of the method of condensation of singularities, introduced by Riemann, that eventually led to the fundamental Helly-Banach-Steinhaus theorem of Functional analysis. See, e.g., [285], Proposition 8.21 (b), for a proof based on this theorem.
- Erdős and Vértesi proved a far-reaching improvement of Faber's theorem: for any given node system $\left\{x_{k}^{n}\right\}$ there exists an $f \in C(I)$ such that

$$
\lim \sup \left|L_{n} f(x)\right|=\infty
$$

for almost all $x \in I .{ }^{10}$ In particular, $\left(L_{n} f(x)\right) \subset \mathbb{R}$ is divergent for almost every $x \in I$.

In spite of all this, Fejér discovered that Weierstrass's theorem may be proved in this way, by using Hermite interpolation. Assume by an affine change of variable that $I=[-1,1]$, and consider the Chebyshev nodes of Theorem 8.3 (p. 197):

$$
x_{k}^{n}=\cos \left(\frac{2 k-1}{2 n} \pi\right), \quad 1 \leq k \leq n<\infty .
$$

For any given $f \in C(I)$ define the Hermite interpolating polynomials by

$$
h_{n} \in \mathcal{P}_{2 n-1}, \quad h_{n}\left(x_{k}^{n}\right)=f\left(x_{k}^{n}\right), \quad h_{n}^{\prime}\left(x_{k}^{n}\right)=0,1 \leq k \leq n
$$

for each $n=1,2, \ldots$; see Fig. 8.8. ${ }^{11}$

[^96]Fig. 8.8 Graph of $h_{2}$


Theorem 8.9 will readily follow from the following:

Theorem 8.11 (Fejér) We have $\left\|f-h_{n}\right\|_{\infty} \rightarrow 0$ as $n \rightarrow \infty$.

Proof From the example following Proposition 8.6 we have

$$
\begin{align*}
h_{n}(x) & \equiv \sum_{k=1}^{n} f\left(x_{k}^{n}\right)\left(1-2\left(\ell_{k}^{n}\right)^{\prime}\left(x_{k}^{n}\right)\left(x-x_{k}^{n}\right)\right) \ell_{k}^{n}(x)^{2} \\
& =: \sum_{k=1}^{n} f\left(x_{k}^{n}\right) A_{k}^{n}(x) \tag{8.25}
\end{align*}
$$

Assume temporarily the identity

$$
\begin{equation*}
A_{k}^{n}(x) \equiv \frac{\left(1-x_{k} x\right) \cos ^{2}(n \arccos x)}{n^{2}\left(x-x_{k}\right)^{2}}, \quad x \in I \backslash\left\{x_{k}\right\} \tag{8.26}
\end{equation*}
$$

Observe the following properties of the numbers $A_{k}^{n}(x)$ for all $x \in I$ :

$$
A_{k}^{n}(x) \geq 0, \quad n^{2}\left(x-x_{k}^{n}\right)^{2} A_{k}^{n}(x) \leq 2 \quad \text { and } \quad \sum_{k=1}^{n} A_{k}^{n}(x)=1
$$

Indeed, the first two follow from (8.26) and the inequalities $|x|,\left|x_{k}^{n}\right| \leq 1$. For the third one we apply (8.25) with $f \equiv 1$, and we observe that $h_{n} \equiv f$ by the definition of Hermite interpolation.

For any fixed $f \in C(I)$ and $\varepsilon>0$ we have to find a natural number $N$ such that

$$
\begin{equation*}
\left\|f-h_{n}\right\|_{\infty} \leq \varepsilon \tag{8.27}
\end{equation*}
$$

for all $n \geq N$. Since $f$ is uniformly continuous on the compact interval $I$, there exists a $\delta>0$ such that

$$
x, y \in I \quad \text { and } \quad|x-y|<\delta \Longrightarrow|f(x)-f(y)| \leq \frac{\varepsilon}{2} .
$$

Setting

$$
K_{n, x}:=\left\{1 \leq k \leq n:\left|x-x_{k}^{n}\right|<\delta\right\}
$$

we have for every $x \in I$ the following estimate:

$$
\begin{aligned}
\left|f(x)-h_{n}(x)\right| & =\left|\sum_{k=1}^{n} A_{k}^{n}(x)\left(f(x)-f\left(x_{k}^{n}\right)\right)\right| \\
& \leq \sum_{k=1}^{n} A_{k}^{n}(x)\left|f(x)-f\left(x_{k}^{n}\right)\right| \\
& \leq \sum_{k \in K_{n, x}} A_{k}^{n}(x) \frac{\varepsilon}{2}+\sum_{k \notin K_{n, x}} \frac{4}{n^{2} \delta^{2}}\|f\|_{\infty} \\
& \leq \sum_{k=1}^{n} A_{k}^{n}(x) \frac{\varepsilon}{2}+\sum_{k=1}^{n} \frac{4}{n^{2} \delta^{2}}\|f\|_{\infty} \\
& =\frac{\varepsilon}{2}+\frac{4\|f\|_{\infty}}{n \delta^{2}} .
\end{aligned}
$$

Hence

$$
\left\|f-h_{n}\right\|_{\infty} \leq \frac{\varepsilon}{2}+\frac{4\|f\|_{\infty}}{n \delta^{2}}
$$

so that (8.27) holds by choosing

$$
N \geq \frac{8\|f\|_{\infty}}{\varepsilon \delta^{2}}
$$

It remains to establish (8.26) for each fixed $n$. We omit for brevity the index $n$, and we write $x_{k}$ and $\ell_{k}$ instead of $x_{k}^{n}$ and $\ell_{k}^{n}$. Using the notation

$$
\omega(x):=\left(x-x_{1}\right) \cdots\left(x-x_{n}\right),
$$

the equality

$$
\ell_{k}(x)=\frac{\omega(x)}{\omega^{\prime}\left(x_{k}\right)\left(x-x_{k}\right)}
$$

holds for all $x \neq x_{k}$, whence

$$
\ell_{k}^{\prime}(x)=\frac{\omega^{\prime}(x)\left(x-x_{k}\right)-\omega(x)}{\omega^{\prime}\left(x_{k}\right)\left(x-x_{k}\right)^{2}} .
$$

Applying L'Hospital's rule (Corollary 4.5, p. 106) we deduce that

$$
\begin{aligned}
\ell_{k}^{\prime}\left(x_{k}\right) & =\lim _{x \rightarrow x_{k}} \frac{\omega^{\prime}(x)\left(x-x_{k}\right)-\omega(x)}{\omega^{\prime}\left(x_{k}\right)\left(x-x_{k}\right)^{2}} \\
& =\lim _{x \rightarrow x_{k}} \frac{\omega^{\prime \prime}(x)\left(x-x_{k}\right)}{2 \omega^{\prime}\left(x_{k}\right)\left(x-x_{k}\right)}=\frac{\omega^{\prime \prime}\left(x_{k}\right)}{2 \omega^{\prime}\left(x_{k}\right)} .
\end{aligned}
$$

We recall from Lemma 8.4 (p. 197) that

$$
\omega(x)=2^{1-n} \cos (n \arccos x)
$$

for all $x \in[-1,1]$. Hence

$$
\omega^{\prime}(x)=n 2^{1-n} \sin (n \arccos x)\left(1-x^{2}\right)^{-1 / 2}
$$

for all $x \in(-1,1)$, and therefore ${ }^{12}$

$$
\omega^{\prime}\left(x_{k}\right)=n 2^{1-n}(-1)^{k-1}\left(1-x_{k}^{2}\right)^{-1 / 2}
$$

and

$$
\omega^{\prime \prime}\left(x_{k}\right)=n 2^{1-n} \sin \left(n \arccos x_{k}\right)\left(1-x_{k}^{2}\right)^{-3 / 2} x_{k}
$$

Using these relations we conclude that

$$
\ell_{k}^{\prime}\left(x_{k}\right)=\frac{x_{k}}{2\left(1-x_{k}^{2}\right)} \quad \text { and } \quad \ell_{k}(x)^{2}=\frac{1-x_{k}^{2}}{n^{2}\left(x-x_{k}\right)^{2}} \cos ^{2}(n \arccos x)
$$

[^97]Now (8.26) follows from (8.25):

$$
\begin{aligned}
& \left(1-2 \ell_{k}^{\prime}\left(x_{k}\right)\left(x-x_{k}\right)\right) \ell_{k}(x)^{2} \\
& \quad=\left(1-\frac{x_{k}\left(x-x_{k}\right)}{1-x_{k}^{2}}\right) \frac{1-x_{k}^{2}}{n^{2}\left(x-x_{k}\right)^{2}} \cos ^{2}(n \arccos x) \\
& \quad=\frac{\left(1-x_{k} x\right) \cos ^{2}(n \arccos x)}{n^{2}\left(x-x_{k}\right)^{2}} .
\end{aligned}
$$

There are many other proofs: see the comment on p. 346.

### 8.6 Spline Functions

We consider only a special case here. ${ }^{13}$ Fix $n(\geq 2)$ real numbers $x_{1}<\cdots<x_{n}$, and set $I=\left[x_{1}, x_{n}\right]$.
Definition (Schoenberg) By a (cubic) spline we mean a function $s \in C^{2}(I)$ satisfying the following conditions:

$$
\left.s\right|_{\left[x_{j}, x_{j+1}\right]} \in \mathcal{P}_{3} \quad \text { for } \quad j=1, \ldots, n-1, \quad \text { and } \quad s^{\prime \prime}\left(x_{1}\right)=s^{\prime \prime}\left(x_{n}\right)=0
$$

The splines have the Lagrange interpolation property:
Proposition 8.12 For any given real numbers $y_{1}, \ldots, y_{n}$ there exists a unique spline s such that

$$
\begin{equation*}
s\left(x_{j}\right)=y_{j}, \quad j=1, \ldots, n \tag{8.28}
\end{equation*}
$$

First we prove a lemma:
Lemma 8.13 Given a spline $s$, we denote by $c_{j}$ the constant value of $s^{\prime \prime \prime}$ in the open interval $\left(x_{j}, x_{j+1}\right), j=1, \ldots, n-1$. Then

$$
\int_{I} f^{\prime \prime} s^{\prime \prime} d x=\sum_{j=1}^{n-1} c_{j}\left(f\left(x_{j}\right)-f\left(x_{j+1}\right)\right)
$$

for all $f \in C^{2}(I)$.

[^98]Proof We integrate by parts and we use the conditions $s^{\prime \prime}\left(x_{1}\right)=s^{\prime \prime}\left(x_{n}\right)=0$ as follows:

$$
\begin{aligned}
\int_{I} f^{\prime \prime} s^{\prime \prime} d x & =\left[f^{\prime} s^{\prime \prime}\right]_{x_{1}}^{x_{n}}-\int_{I} f^{\prime} s^{\prime \prime \prime} d x \\
& =-\int_{x_{1}}^{x_{n}} f^{\prime} s^{\prime \prime \prime} d x \\
& =-\sum_{j=1}^{n-1} c_{j} \int_{x_{j}}^{x_{j+1}} f^{\prime} d x \\
& =\sum_{j=1}^{n-1} c_{j}\left(f\left(x_{j}\right)-f\left(x_{j+1}\right)\right) .
\end{aligned}
$$

Proof of Proposition 8.12 The splines are given by the formula

$$
s(x)=a_{i} x^{3}+b_{i} x^{2}+c_{i} x+d_{i}, \quad x_{i} \leq x \leq x_{i+1}, i=1, \ldots, n-1,
$$

where the parameters $a_{i}, b_{i}, c_{i}, d_{i}$ satisfy the compatibility conditions

$$
\begin{equation*}
s^{(k)}\left(x_{i}-0\right)=s^{(k)}\left(x_{i}+0\right), \quad i=2, \ldots, n-1, \quad k=0,1,2 \tag{8.29}
\end{equation*}
$$

and

$$
\begin{equation*}
s^{\prime \prime}\left(x_{1}\right)=s^{\prime \prime}\left(x_{n}\right)=0 . \tag{8.30}
\end{equation*}
$$

Thus we have to show that the linear system (8.28), (8.29), (8.30) has a unique solution $a_{i}, b_{i}, c_{i}, d_{i}$.

Since the number $4 n-4$ of equations is equal to the number of unknowns, it is sufficient to show that the homogeneous system has only the trivial solution. Equivalently, we have to show that if a spline $s$ satisfies

$$
\begin{equation*}
s\left(x_{1}\right)=\cdots=s\left(x_{n}\right)=0, \tag{8.31}
\end{equation*}
$$

then it vanishes identically.
For this we apply the preceding lemma with $f:=s$. Using also (8.31) we obtain the equality

$$
\int_{I}\left(s^{\prime \prime}\right)^{2} d x=\sum_{j=1}^{n-1} c_{j}\left(s\left(x_{j}\right)-s\left(x_{j+1}\right)\right)=0 .
$$

Hence $s^{\prime \prime} \equiv 0$, i.e., $s$ is an affine function in $I$. Since by (8.31) it has at least two roots, we have necessarily $s \equiv 0$.

The importance of splines comes from the fact that they are the smoothest solutions of the interpolation problem

$$
\begin{equation*}
g\left(x_{j}\right)=y_{j}, \quad j=1, \ldots, n \tag{8.32}
\end{equation*}
$$

in the following sense:
Proposition 8.14 (Holladay) Let s be a spline satisfying

$$
\begin{equation*}
s\left(x_{j}\right)=y_{j}, \quad j=1, \ldots, n, \tag{8.33}
\end{equation*}
$$

and $g \in C^{2}(I)$ an arbitrary function satisfying (8.32). Then

$$
\int_{I}\left|g^{\prime \prime}\right|^{2} d x \geq \int_{I}\left|s^{\prime \prime}\right|^{2} d x
$$

with equality only if $g=s$.
Proof Applying Lemma 8.13 with $f=g-s$ and using (8.32), (8.33), we obtain that $\int_{I}(g-s)^{\prime \prime} s^{\prime \prime} d x=0$. Therefore

$$
\int_{I}\left|g^{\prime \prime}\right|^{2} d x=\int_{I}\left|(g-s)^{\prime \prime}+s^{\prime \prime}\right|^{2} d x=\int_{I}\left|(g-s)^{\prime \prime}\right|^{2}+\left|s^{\prime \prime}\right|^{2} d x
$$

This proves the inequality, and that equality holds only if $(g-s)^{\prime \prime} \equiv 0$. In the last case $g-s$ is affine in $I$, and it has at least $n \geq 2$ roots by (8.32) and (8.33), so that $g-s \equiv 0$.

### 8.7 Exercises

Exercise 8.1 Prove the formula for the Lagrange basis polynomials given in the remark on p. 195.

Exercise 8.2 If $p$ is a polynomial of degree $d$, then $(p(k))$ is called a generalized arithmetic sequence or an arithmetic sequence of order $d$.

Given a sequence $\left(a_{k}\right)$ we define the difference sequences $\left(\Delta_{k}^{(0)}\right),\left(\Delta_{k}^{(1)}\right), \ldots$ by the recurrence relations

$$
\Delta_{k}^{(0)}:=a_{k}, \quad \text { and } \quad \Delta_{k}^{(j+1)}:=\Delta_{k+1}^{(j)}-\Delta_{k}^{(j)}, \quad j=0,1, \ldots
$$

Prove the following:
(i) A non-zero sequence $\left(a_{k}\right)$ is an arithmetic sequence of order $\leq d \Longleftrightarrow$ $\Delta_{k}^{(d+1)} \equiv 0$.
(ii) If $\left(a_{k}\right)$ is a generalized arithmetic sequence, then

$$
a_{k}=\sum_{j=0}^{k}\binom{k}{j} \Delta_{0}^{(j)}, \quad k=0,1, \ldots{ }^{14}
$$

(iii) Apply this formula to compute $1^{2}+\cdots+k^{2}$ and $1^{3}+\cdots+k^{3}$.

Exercise 8.3 Generalize Lagrange interpolation to several variables as follows. ${ }^{15}$ Fix two integers $n, k \geq 1$ and consider in $\mathbb{R}^{n}$ the simplex

$$
K:=\left\{x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{1} \geq 0, \ldots, x_{n} \geq 0, x_{1}+\cdots+x_{n} \leq k\right\}
$$

We denote by $\Sigma$ the set of points $x \in K$ with integer coordinates, and by $\mathcal{F}$ the vector space of functions $g: \Sigma \rightarrow \mathbb{R}$. Finally, we denote by $\mathcal{P}=\mathcal{P}_{n, k}$ the vector space of polynomials of variables $x_{1}, \ldots, x_{n}$, of total degree $\leq k$.

The purpose of this exercise is to show that each $g \in \mathcal{F}$ has a unique extension $p \in \mathcal{P}$.
(i) Given $g \in \mathcal{F}$ arbitrarily, show that the formula

$$
p\left(x_{1}, \ldots, x_{n}\right):=\sum_{\ell \in \Sigma} g\left(x_{1}, \ldots, x_{n}\right) \prod_{j=0}^{n} \prod_{i=0}^{\ell_{j}-1} \frac{x_{j}-i}{\ell_{j}-i}
$$

with

$$
x_{0}:=k-x_{1}-\cdots-x_{n}, \quad \ell_{0}:=k-\ell_{1}-\cdots-\ell_{n}
$$

defines an extension $p \in \mathcal{P}$ of $g$.
(ii) Show that the map

$$
\left(\ell_{1}, \ldots, \ell_{n}\right) \mapsto x_{1}^{\ell_{1}} \cdots x_{n}^{\ell_{n}}
$$

is a bijection between $\Sigma$ and a basis of $\mathcal{P}$.
(iii) Prove that $\mathcal{F}$ and $\mathcal{P}$ have the same (finite) dimension.
(iv) Conclude.

[^99]Exercise 8.4 (Cauchy) Consider the divided differences for a function $f \in$ $C^{n-1}(I)$.
(i) Prove that

$$
f\left(x_{1}, \ldots, x_{n}\right)=\frac{f^{(n-1)}(\xi)}{(n-1)!}
$$

for some $\xi \in\left(\min x_{i}, \max x_{i}\right)$.
(ii) Show that

$$
f\left(x_{1}, \ldots, x_{n}\right) \rightarrow \frac{f^{(n-1)}(x)}{(n-1)!}
$$

as $x_{1}, \ldots, x_{n} \rightarrow x$.

## Exercise 8.5 (Theorems of Eudoxos and Archimedes)

(i) Consider a conical frustum created by slicing the top off a right circular cone (with the cut made parallel to the base). Prove that its volume may be computed by Simpson's formula

$$
\begin{equation*}
V=\frac{h}{6}(A+4 B+C) \tag{8.34}
\end{equation*}
$$

where $h, A, C, B$ denote the height of the frustum, its base areas and and the area of the parallel middle section, respectively. See Fig. 8.9.

Simplify (8.34) to

$$
\begin{equation*}
V=\frac{h}{3}(A+\sqrt{A C}+C) . \tag{8.35}
\end{equation*}
$$

(ii) Consider a spherical segment obtained by cutting a ball with a pair of parallel planes. Prove that its volume may be computed by Simpson's formula (8.34) where $h, A, C, B$ denote the width of the spherical segment, its base areas and and the area of the parallel middle section, respectively.

Fig. 8.9 Conical frustum


Fig. 8.10 Theorem of Archimedes


Show that for $A=0$ the formula reduces to

$$
\begin{equation*}
V=\pi h^{2}\left(R-\frac{h}{3}\right) \tag{8.36}
\end{equation*}
$$

where $R$ denotes the radius of the sphere.
(iii) Let us inscribe into a rectangle an isosceles triangle and an ellipse having the same symmetry axis as shown on Fig. 8.10. Determine the proportion of the corresponding volumes of revolution.

Exercise 8.6 (Painlevé) Generalize Weierstrass' theorem: if $f \in C^{k}(I)$ for some positive integer $k$, then there exists a sequence $\left(p_{n}\right)$ of polynomials such that $p_{n}^{(j)}$ converges uniformly to $f^{(j)}$ for each $j=0,1, \ldots, k$.

## Chapter 9 <br> Orthogonal Polynomials

The Chebyshev polynomials have an interesting orthogonality property. Namely, using the orthogonality of the trigonometrical functions $\cos n t$ on $(0, \pi)$, we obtain by the change of variable $t=\arccos x$ that $T_{n}(x)=\cos n t, d t / d x=-\left(1-x^{2}\right)^{-1 / 2}$, and therefore

$$
\int_{-1}^{1} T_{n}(x) T_{k}(x)\left(1-x^{2}\right)^{-1 / 2} d x=\int_{0}^{\pi} \cos n t \cos k t d t=0
$$

for all $n \neq k$.
There are many similar orthogonal polynomial sequences for other weight functions $w(x)$ in place of $\left(1-x^{2}\right)^{-1 / 2}$. We give here an introduction to this theory.

In this chapter we denote by $I$ an arbitrary non-degenerate interval.

### 9.1 Gram-Schmidt Orthogonalization

We recall that using orthogonal coordinates, i.e., orthogonal bases, we may simplify many computations in analytical geometry. We show that similar bases exist in infinite-dimensional Euclidean spaces, too.

In this section we denote by $E$ a Euclidean space endowed with the scalar product $(x, y)$ and the associated norm $\|x\|:=(x, x)^{1 / 2}$.

Definitions Let $\left(x_{n}\right)_{n \geq 0}$ be a sequence of vectors in $E$.

- The sequence $\left(x_{n}\right)$ is linearly independent if for any finite sequence $\alpha_{0}, \ldots, \alpha_{k}$ of real numbers the following implication holds:

$$
\alpha_{0} x_{0}+\cdots+\alpha_{k} x_{k}=0 \Longrightarrow \alpha_{0}=\cdots=\alpha_{k}=0 .
$$

- The sequence $\left(x_{n}\right)$ is orthogonal if

$$
i \neq j \Longrightarrow\left(x_{i}, x_{j}\right)=0
$$

Proposition 9.1 (Gram-Schmidt Orthogonalization) Let $x_{0}, x_{1}, \ldots$ be $a$ sequence of non-zero vectors in $E$.
(a) If $\left(x_{n}\right)$ is orthogonal, then it is also linearly independent.
(b) If $\left(x_{n}\right)$ is linearly independent, then there exists a unique orthogonal sequence $\left(y_{n}\right)$ of the form

$$
\begin{equation*}
y_{n}=x_{n}-\sum_{k=0}^{n-1} \alpha_{k}^{n} x_{k}, \quad \alpha_{k}^{n} \in \mathbb{R}, \quad n=0,1, \ldots \tag{9.1}
\end{equation*}
$$

Furthermore, $\left(y_{n}, x_{k}\right)=0$ whenever $n>k$.
Proof
(a) If $x:=\alpha_{0} x_{0}+\cdots+\alpha_{k} x_{k}=0$, then

$$
0=\|x\|^{2}=(x, x)=\sum_{i, j=0}^{k} \alpha_{i} \alpha_{j}\left(x_{i}, x_{j}\right)=\sum_{i=0}^{k} \alpha_{i}^{2}\left\|x_{i}\right\|^{2}
$$

Hence $\alpha_{0}=\cdots=\alpha_{k}=0$ because $\left\|x_{i}\right\|>0$ for all $i$.
(b) Let $z_{n-1}$ be the orthogonal projection ${ }^{1}$ of $x_{n}$ onto the finite-dimensional and hence closed subspace vect $\left\{x_{0}, \ldots, x_{n-1}\right\}$. Then $y_{n}:=x_{n}-z_{n-1}$ has the form (9.1), and satisfies $\left(y_{n}, x_{k}\right)=0$ for $k=0, \ldots, n-1$. Since $y_{k} \in$ vect $\left\{x_{0}, \ldots, x_{n-1}\right\}$ if $k<n$, it follows that $\left(y_{n}, y_{k}\right)=0$.

Conversely, if $\left(y_{n}\right)$ is an orthogonal sequence of the form (9.1), then we have necessarily $y_{0}=x_{0}$, and then we see by induction that each $x_{k}$ is a linear combination of $y_{0}, \ldots, y_{k}$, so that $\left(y_{n}, x_{k}\right)=0$ for all $k<n$. Hence $y_{n}$ is orthogonal to vect $\left\{x_{0}, \ldots, x_{n-1}\right\}$. The latter contains $x_{n}-y_{n}$, so that it is necessarily the (unique) orthogonal projection of $x_{n}$ onto vect $\left\{x_{0}, \ldots, x_{n-1}\right\}$.

### 9.2 Orthogonal Polynomials

We introduce a class of Euclidean spaces. ${ }^{2}$

[^100]Definition By a weight function we mean a continuous, positive function $w$ defined on a non-degenerate interval $I$, for which all integrals

$$
\int_{I} x^{n} w(x) d x, \quad n=0,1, \ldots
$$

converge. ${ }^{3}$
Remark It follows from the definition that the integral $\int_{I} q w d x$ converges for all polynomials $q$, too. If $I$ is compact, then this is obvious because $q w \in C(I)$.

For the rest of this section we fix a weight function $w: I \rightarrow \mathbb{R}$, and we introduce the scalar product

$$
(p, q):=\int_{I} p q w d x
$$

on the vector space $\mathcal{P}$ of polynomials.
Proposition 9.2 There exists a unique orthogonal sequence of polynomials $p_{0}, p_{1}, \ldots$ such that the leading term of $p_{n}(t)$ is $t^{n}$.

Furthermore, $\left(p_{n}, q\right)=0$ for all polynomials $q$ of degree $<n$.
Proof We apply Proposition 9.1 (b) to the sequence $x_{n}(t):=t^{n}$. The latter sequence is linearly independent because non-zero polynomials have only finitely many roots, and therefore do not vanish identically in $I$.

## Examples

- If $\alpha, \beta>-1$, then the formula

$$
w(x):=(1-x)^{\alpha}(1+x)^{\beta}
$$

defines a weight function on the interval $I=(-1,1)$. The corresponding polynomials given by Proposition 9.2 are called the Jacobi polynomials of indices $(\alpha, \beta)$. In the special cases $\alpha=\beta=0,-\frac{1}{2}, \frac{1}{2}$ we get the Legendre polynomials and the Chebyshev polynomials of the first and second kind, respectively. We have already encountered the Chebyshev polynomials of the first kind during the proof of Theorem 8.3 (p. 197); the Chebyshev polynomials of the second kind play a similar role in Proposition 10.2 below (p. 233).

- If $\alpha>-1$, then the formula

$$
w(x):=x^{\alpha} e^{-x}
$$

[^101]defines a weight function on the interval $I=(0, \infty)$. The corresponding polynomials given by Proposition 9.2 are called the Laguerre polynomials.

- The weight function

$$
w(x):=e^{-x^{2}}
$$

leads to the Hermite polynomials on $I=\mathbb{R}$ in a similar way.
Remark The above classical orthogonal polynomials play an important role in many problems of practical interest. See the exercises at the end of this chapter for some of their interesting properties. ${ }^{4}$

The following recursive formula simplifies the computation of orthogonal polynomials: each element is already determined by the two preceding ones.

Proposition 9.3 (Stieltjes) The orthogonal polynomials satisfy the recurrence relations

$$
p_{n+1}(x) \equiv\left(x-\mu_{n}\right) p_{n}(x)-\lambda_{n} p_{n-1}(x), \quad n=1,2, \ldots
$$

with

$$
\mu_{n}=\frac{\int_{I} x p_{n}(x)^{2} w(x) d x}{\int_{I} p_{n}(x)^{2} w(x) d x} \quad \text { and } \quad \lambda_{n}=\frac{\int_{I} p_{n}(x)^{2} w(x) d x}{\int_{I} p_{n-1}(x)^{2} w(x) d x} .
$$

Remark We have $p_{0}(x) \equiv 1$ and $p_{1}(x) \equiv x-\mu_{0}$ with

$$
\mu_{0}:=\frac{\int_{I} x w(x) d x}{\int_{I} w(x) d x}
$$

by a straightforward computation. After this, $p_{2}, p_{3}, \ldots$ may be computed recursively by using the formula of the proposition.

Proof Since $p_{0}, \ldots, p_{n}$ form a basis of $\mathcal{P}_{n}$ and $x p_{n}(x)-p_{n+1}(x) \in \mathcal{P}_{n}$ (the leading terms eliminate each other), we have

$$
\begin{equation*}
x p_{n}(x)-p_{n+1}(x) \equiv \sum_{i=0}^{n} c_{i} p_{i}(x) \tag{9.2}
\end{equation*}
$$

[^102]for suitable real numbers $c_{0}, \ldots, c_{n}$. It remains to show that $c_{k}=0$ if $k \leq n-2$, and that
$$
c_{n}=\frac{\int_{I} x p_{n}(x)^{2} w(x) d x}{\int_{I} p_{n}(x)^{2} w(x) d x} \quad \text { and } \quad c_{n-1}=\frac{\int_{I} p_{n}(x)^{2} w(x) d x}{\int_{I} p_{n-1}(x)^{2} w(x) d x} .
$$

Multiplying (9.2) by $p_{k}(x) w(x)$ for $k=0, \ldots, n$, and using the orthogonality of the polynomials $p_{j}$, we obtain the equalities

$$
\begin{equation*}
\int_{I} x p_{n}(x) p_{k}(x) w(x) d x=\sum_{i=0}^{n} c_{i}\left(p_{i}, p_{k}\right)=c_{k}\left\|p_{k}\right\|^{2} \tag{9.3}
\end{equation*}
$$

Choosing $k=n$ this yields $c_{n}=\mu_{n}$.
If $k=n-1$, then $x p_{k}(x)-p_{n}(x)$ belongs to $\mathcal{P}_{n-1}$, and hence it is orthogonal to $p_{n}$. Hence we can change $x p_{k}(x)$ to $p_{n}(x)$ on the left-hand side of (9.3); this yields $c_{n-1}=\lambda_{n}$.

Finally, for $k \leq n-2$ the polynomial $x p_{k}(x)$ belongs to $\mathcal{P}_{n-1}$, and hence is orthogonal to $p_{n}$. Therefore the left-hand side of (9.3) vanishes. Since $\left\|p_{k}\right\|>0$, we conclude that $c_{k}=0$.

### 9.3 Roots of Orthogonal Polynomials

The roots of orthogonal polynomials have surprising properties.
Proposition 9.4 (Stieltjes) Let $p_{0}, p_{1}, \ldots$ be a sequence of orthogonal polynomials.
(a) $p_{n}$ has $n$ distinct simple real roots, all lying in the interior of $I$.
(b) The roots of consecutive polynomials separate each other ${ }^{5}$ : if

$$
x_{1}<\cdots<x_{n} \quad \text { and } \quad y_{1}<\cdots<y_{n-1}
$$

are the roots of $p_{n}$ and $p_{n-1}$, respectively, then

$$
\begin{equation*}
x_{1}<y_{1}<x_{2}<\cdots<x_{n-1}<y_{n-1}<x_{n} . \tag{9.4}
\end{equation*}
$$

## Proof

(a) Since $p_{n}$ has at most $n$ roots, it suffices to prove that it changes sign at least $n$ times in the interval $I$. Assume on the contrary that $p_{n}$ changes sign only $k<n$

[^103]Fig. $9.1 n=1,2$


Fig. $9.2 n=2,3$

times inside $I$ (we do not exclude the case $k=0$ ), and let $x_{1}<\cdots<x_{k}$ be the corresponding roots of $p_{n}$. Then the polynomial

$$
q(x):=\left(x-x_{1}\right) \cdots\left(x-x_{k}\right) \quad(q(x):=1 \quad \text { if } \quad k=0)
$$

has degree $k<n$, and therefore it is orthogonal to $p_{n}$. This is, however, impossible, because the non-zero product function $p_{n} q w$ does not change sign in $I$ and therefore $\int_{I} p_{n} q w d x \neq 0$.

Fig. $9.3 n=3,4$


Fig. $9.4 n=4,5$

(b) First we prove the following property:

$$
\begin{equation*}
p_{k}(\alpha)=0 \Longrightarrow p_{k+1}(\alpha) p_{k-1}(\alpha)<0 \tag{9.5}
\end{equation*}
$$

In particular, consecutive orthogonal polynomials have no common roots.
Indeed, since $p_{0}$ has no root, $p_{k}(\alpha)=0$ may hold only if $k \geq 1$. Then we deduce from the recurrence relations of Proposition 9.3 that

$$
p_{k+1}(\alpha) p_{k-1}(\alpha)=-\lambda_{k} p_{k-1}(\alpha)^{2} \leq 0
$$

because $\lambda_{k}>0$ from the formula of Proposition 9.3.

For the strict inequality it remains to show that $p_{k-1}(\alpha) \neq 0$. If $p_{k}(\alpha)=$ $p_{k-1}(\alpha)=0$ then we would have $p_{k-2}(\alpha)=0$ from the recursion formula, and we would obtain successively $p_{j}(\alpha)=0$ for all $j<k$. This, however, is impossible because $p_{0}$ has no root.

Property (9.4) holds (formally) for $n=1$. Assume by induction that it holds for some $n \geq 1$. Then

$$
\operatorname{sign} p_{n-1}\left(x_{k}\right)=(-1)^{n-k}, \quad k=1, \ldots, n,
$$

because $p_{n-1}$ changes sign at the points $y_{j}$ by (a), and $p_{n}(\infty)=\infty$ (the leading coefficient is positive). Using (9.5) this implies that

$$
\operatorname{sign} p_{n+1}\left(x_{k}\right)=(-1)^{n+1-k}, \quad k=1, \ldots, n .
$$

Since ${ }^{6}$

$$
p_{n+1}(\infty)=\infty \quad \text { and } \quad \operatorname{sign} p_{n+1}(-\infty)=(-1)^{n+1}
$$

$p_{n+1}$ changes sign in each of the disjoint open intervals

$$
\begin{equation*}
\left(-\infty, x_{1}\right),\left(x_{1}, x_{2}\right), \ldots,\left(x_{n-1}, x_{n}\right),\left(x_{n}, \infty\right) \tag{9.6}
\end{equation*}
$$

and therefore it has a root in each of them. Since the number of intervals is equal to $\operatorname{deg} p_{n+1}$, none of the intervals may contain more than one root, and $p_{n+1}$ cannot have other roots.

## Remarks

- The proof of (b) also provides a second proof of (a).
- In the proof of (b), besides (9.5) we only need that $p_{0}$ has no real root, and that $\operatorname{deg} p_{n} \leq n$ for all $n$.

Later we will need the following result:
Corollary 9.5 Let $\left(p_{n}\right)$ be an orthogonal sequence of polynomials. Then
$p_{0}$ has no real root;

$$
\begin{align*}
& p_{k}(\alpha)=0 \Longrightarrow p_{k+1}(\alpha) p_{k-1}(\alpha)<0  \tag{b}\\
& p_{n}(\alpha)=0 \Longrightarrow\left(p_{n} p_{n-1}\right)^{\prime}(\alpha)>0
\end{align*}
$$

[^104]Fig. 9.5 Graph of $p_{2} p_{3}$


## Proof

(a) is obvious because $p_{0} \equiv 1$.
(b) was established during the above proof.
(c) The product polynomial $p_{n} p_{n-1}$ changes sign at each root, because the roots are simple by the preceding proposition, and therefore $\left(p_{n} p_{n-1}\right)^{\prime}$ is alternately positive and negative at these points. Since the roots of $p_{n}$ and $p_{n-1}$ are alternating, using the notation (9.4) we conclude that $\left(p_{n} p_{n-1}\right)^{\prime}\left(x_{k}\right)$ has the same sign for all $k$. (See Fig. 9.5 for the Legendre polynomials.) To finish the proof we observe that $\left(p_{n} p_{n-1}\right)^{\prime}\left(x_{n}\right)>0$, because the polynomial $p_{n} p_{n-1}$ is positive for all $x>x_{n}$.

### 9.4 Exercises

Exercise 9.1 Let $w$ be an even weight function on $I=(-1,1)$ and consider the corresponding orthogonal polynomials. Show that $p_{n}$ is even if $n$ is even, and $p_{n}$ is odd if $n$ is odd.

Exercise 9.2 Is the sequence of polynomials $1, x, x^{2}, \ldots$ orthogonal for a suitable weight function on some interval?

Exercise 9.3 Consider the Legendre polynomials $p_{n}(x)=x^{n}+\cdots$ corresponding to the weight function $w \equiv 1$ on $I=(-1,1)$.
(i) Show that $q_{n}:=\frac{d^{n}}{d x^{n}}\left(x^{2}-1\right)^{n}$ is a polynomial of degree $n$, and the sequence $\left(q_{n}\right)$ is orthogonal.
(ii) Deduce from (i) that $p_{n}=a_{n} q_{n}$ for all $n$ with suitable coefficients $a_{n}$.
(iii) Show that $y=q_{n}$, and hence $y=p_{n}$ satisfies the differential equation

$$
\left(1-x^{2}\right) y^{\prime \prime}-2 x y^{\prime}+n(n+1) y=0 .
$$

Exercise 9.4 Generalizing the preceding exercise, consider the Jacobi polynomials $p_{n}(x)=x^{n}+\cdots$ corresponding to the weight function $w(x)=(1-x)^{\alpha}(1+x)^{\beta}$ on $I=(-1,1)$.
(i) Show that

$$
q_{n}:=(1-x)^{-\alpha}(1+x)^{-\beta} \frac{d^{n}}{d x^{n}}\left[(1-x)^{n+\alpha}(1+x)^{n+\beta}\right]
$$

is a polynomial of degree $n$, and the sequence $\left(q_{n}\right)$ is orthogonal with respect to $w$.
(ii) Deduce from (a) that $p_{n}=a_{n} q_{n}$ for all $n$ with suitable non-zero coefficients $a_{n}$.
(iii) Show that $y=p_{n}$ satisfies the differential equation

$$
\left(1-x^{2}\right) y^{\prime \prime}+(\beta-\alpha-(\alpha+\beta+2) x) y^{\prime}+n(n+\alpha+\beta+1) y=0 .
$$

## Exercise 9.5

(i) Prove that for $\alpha=\beta=-1 / 2$ the Jacobi polynomials reduce to the Chebyshev polynomials ${ }^{7}$ :

$$
p_{n}(x)=2^{1-n} \cos (n \arccos x), \quad n=1,2, \ldots
$$

(ii) Prove that for $\alpha=\beta=1 / 2$ the Jacobi polynomials are given by the formulas

$$
p_{n}(x)=2^{-n} \frac{\sin ((n+1) \arccos x)}{\sin (\arccos x)}, \quad n=0,1, \ldots
$$

They are called the Chebyshev polynomials of the second kind.

[^105]Exercise 9.6 Consider the Laguerre polynomials $p_{n}(x)=x^{n}+\cdots$ corresponding to the weight function $w(x)=x^{\alpha} e^{-x}$ in $I=(0, \infty)$.
(i) Show that

$$
q_{n}:=x^{-\alpha} e^{x} \frac{d^{n}}{d x^{n}}\left(x^{n+\alpha} e^{-x}\right)
$$

is a polynomial of degree $n$, and the sequence $\left(q_{n}\right)$ is orthogonal with respect to $w$.
(ii) Deduce from (a) that $p_{n}=a_{n} q_{n}$ for all $n$ with suitable non-zero coefficients $a_{n}$.
(iii) Show that $y=p_{n}$ satisfies the differential equation

$$
x y^{\prime \prime}+(\alpha+1-x) y^{\prime}+n y=0
$$

Exercise 9.7 Consider the Hermite polynomials $p_{n}(x)=x^{n}+\cdots$ corresponding to the weight function $w(x):=e^{-x^{2}}$ in $I=\mathbb{R}$.
(i) Show that

$$
p_{n}(x):=\left(-\frac{1}{2}\right)^{n} e^{x^{2}} \frac{d^{n}}{d x^{n}}\left(e^{-x^{2}}\right)
$$

(ii) Show that $y=p_{n}$ satisfies the differential equation

$$
y^{\prime \prime}-2 x y^{\prime}+2 n y=0
$$

(iii) (Generating function) Prove the identity

$$
e^{-2 x t-t^{2}}=\sum_{n=0}^{\infty} \frac{p_{n}(x)}{n!}(-2 t)^{n}
$$

Exercise 9.8 Show that the weight functions $w$ of all classical orthogonal polynomials satisfy Pearson's differential equation

$$
\frac{w^{\prime}(x)}{w(x)}=\frac{D+E x}{A+B x+C x^{2}}
$$

with suitable parameters $A, B, C, D, E$.
Exercise 9.9 Fix two electric charges of mass $1 / 2$ at $\pm 1$, and place $n$ unit charges at $x_{1}, \ldots, x_{n} \in(-1,1)$. Assume that the system is in an electrostatic equilibrium. Prove that $x_{1}, \ldots, x_{n}$ are the zeros of the $n$th Legendre polynomial.

## Chapter 10 <br> Numerical Integration

For his celestial mechanics Newton had to evaluate complicated integrals. He and his followers generalized the trapezoidal rule

$$
\int_{a}^{b} f(x) d x \approx \frac{f(a)+f(b)}{2}(b-a)
$$

and Simpson's rule

$$
\int_{a}^{b} f(x) d x \approx \frac{f(a)+4 f\left(\frac{a+b}{2}\right)+f(b)}{6}(b-a)
$$

by seeking approximations of the form

$$
\int_{I} f(x) d x \approx A_{1} f\left(x_{1}\right)+\cdots+A_{n} f\left(x_{n}\right)
$$

where the points $x_{k}$ and coefficients $A_{k}$ do not depend on the particular choice of the function $f$. We will present some of these results. ${ }^{1}$

As in the preceding section, $w$ denotes an arbitrary weight function on some nondegenerate interval $I$. Besides the usual norms $\|\cdot\|_{p}$ on $I$ we will also use the norms

$$
\|f\|_{1, w}:=\int_{I}|f| w d x, \quad\|f\|_{2, w}:=\left(\int_{I}|f|^{2} w d x\right)^{1 / 2}
$$

and the scalar product $(\cdot, \cdot)_{w}$ associated with the last norm.
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### 10.1 Lagrange Formulas

Given $n$ distinct points $x_{1}, \ldots, x_{n} \in I, n \geq 1$, we seek real numbers $A_{1}, \ldots, A_{n}$ such that the equality

$$
\int_{I} f w d x=A_{1} f\left(x_{1}\right)+\cdots+A_{n} f\left(x_{n}\right)
$$

holds for all polynomials $p \in \mathcal{P}_{m}$, with the greatest possible $m$.
Let us introduce the usual polynomial

$$
\omega(x):=\left(x-x_{1}\right) \cdots\left(x-x_{n}\right)
$$

and the Lagrange basis polynomials

$$
\ell_{k} \in \mathcal{P}_{n-1}, \quad \ell_{k}\left(x_{j}\right)=\delta_{k j} .
$$

Proposition 10.1 There exist real numbers $A_{1}, \ldots, A_{n}$ such that

$$
\begin{equation*}
\int_{I} f w d x=\sum_{k=1}^{n} A_{k} f\left(x_{k}\right) \quad \text { for all } \quad f \in \mathcal{P}_{n-1} \tag{10.1}
\end{equation*}
$$

They are determined uniquely:

$$
\begin{equation*}
A_{k}=\int_{I} \ell_{k} w d x \quad \text { for all } k \tag{10.2}
\end{equation*}
$$

Furthermore, iff $\in C^{n}(I)$ and $\left\|f^{(n)}\right\|_{\infty}<\infty$, then

$$
\begin{equation*}
\left|\int_{I} f w d x-\sum_{k=1}^{n} A_{k} f\left(x_{k}\right)\right| \leq \frac{\|\omega\|_{1, w}}{n!}\left\|f^{(n)}\right\|_{\infty} \tag{10.3}
\end{equation*}
$$

Proof Uniqueness. If (10.1) is satisfied, then choosing $f=\ell_{j}$ the relations (10.2) follow:

$$
\int_{I} \ell_{j} w d x=\sum_{k=1}^{n} A_{k} \ell_{j}\left(x_{k}\right)=\sum_{k=1}^{n} A_{k} \delta_{j k}=A_{j}
$$

Existence. Define the numbers $A_{k}$ by (10.2). For any given $f \in C^{n}(I)$ consider the corresponding Lagrange interpolation polynomial:

$$
\begin{equation*}
p:=\sum_{k=1}^{n} f\left(x_{k}\right) \ell_{k} \tag{10.4}
\end{equation*}
$$

By Theorem 8.2 (p. 196) we have

$$
|f(x)-p(x)| \leq \frac{|\omega(x)|}{n!}\left\|f^{(n)}\right\|_{\infty}
$$

for all $x \in I$. By the definition of the weight function this implies that $(f-p) w$ is integrable. Then $f w=(f-p) w+p w$ is also integrable, and

$$
\begin{aligned}
\left|\int_{I} f w d x-\int_{I} p w d x\right| & =\left|\int_{I}(f-p) w d x\right| \\
& \leq \int_{I} \frac{|\omega|}{n!} w d x\left\|f^{(n)}\right\|_{\infty} \\
& =\frac{\|\omega\|_{1, w}}{n!}\left\|f^{(n)}\right\|_{\infty}
\end{aligned}
$$

This yields the estimate (10.3) because (10.2) and (10.4) imply that

$$
\int_{I} p w d x=\int_{I} \sum_{k=1}^{n} f\left(x_{k}\right) \ell_{k} w d x=\sum_{k=1}^{n} A_{k} f\left(x_{k}\right)
$$

Finally, (10.1) follows from (10.3) because if $f \in \mathcal{P}_{n-1}$, then $f^{(n)} \equiv 0$, so that the right-hand side of (10.3) vanishes.

Similarly to Theorem 8.3 (p. 197) we may try to minimize the norm $\|\omega\|_{1, w}$ in (10.3) by an appropriate choice of the points $x_{i}$. For $w \equiv 1$ the answer is given by the following theorem ${ }^{2}$ :
*Proposition 10.2 (Korkin-Zolotarev) If $I=[-1,1]$ and $w \equiv 1$, then

$$
\|\omega\|_{1} \geq 2^{1-n}
$$

for all choices of points $x_{1}>\cdots>x_{n}$ in I. Equality holds if and only if

$$
x_{k}=\cos \frac{k \pi}{n+1}, \quad k=1, \ldots, n
$$

Remark The optimal nodes $x_{k}$ are the roots of the Chebyshev polynomials of the second kind ${ }^{3}$ :

$$
p_{n}(\cos \theta)=\frac{\sin ((n+1) \theta))}{\sin \theta}, \quad n=0,1, \ldots
$$
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### 10.2 Newton-Cotes Rules

Newton and Cotes investigated the case of equidistant nodes

$$
x_{k}=a+\frac{k-1}{n-1}(b-a), \quad k=1, \ldots, n
$$

for the weight function $w \equiv 1$ on a compact interval $[a, b]$.
Examples

- For $n=2$ we have

$$
A_{1}=A_{2}=\frac{b-a}{2} \quad \text { and } \quad\|\omega\|_{1}=\int_{a}^{b}(x-a)(b-x) d x=\frac{(b-a)^{3}}{6}
$$

and the estimate (10.3) of Proposition 10.1 takes the form

$$
\left|\int_{a}^{b} f d x-\frac{f(a)+f(b)}{2}(b-a)\right| \leq \frac{(b-a)^{3}}{12}\left\|f^{\prime \prime}\right\|_{\infty}
$$

for all $f \in C^{2}(I)$. This is the error estimate of the trapezoidal rule.

- If $n=3$, then an easy computation shows that

$$
A_{1}=A_{3}=\frac{b-a}{6}, \quad A_{2}=\frac{4(b-a)}{6} \quad \text { and } \quad\|\omega\|_{1}=\frac{(b-a)^{4}}{32} .
$$

Proposition 10.1 now leads to the error estimate of Simpson's rule ${ }^{4}$ :

$$
\left|\int_{a}^{b} f d x-\frac{f(a)+4 f\left(\frac{a+b}{2}\right)+f(b)}{6}(b-a)\right| \leq \frac{(b-a)^{4}}{192}\left\|f^{\prime \prime \prime}\right\|_{\infty}
$$

for all $f \in C^{3}(I)$.
It is natural to expect that by increasing $n$ the Newton-Cotes formulas become more and more efficient, and that (with obvious notations)

$$
\sum_{k=1}^{n} A_{k}^{n} f\left(x_{k}^{n}\right) \rightarrow \int_{I} f d x \quad \text { if } \quad n \rightarrow \infty
$$

[^108]

Fig. 10.1 Runge's example
for all $f \in C(I)$. It came as a surprise when Méray gave a counterexample for a similar problem. The following counterexample is due to Runge: for the integral

$$
\int_{-1}^{1} \frac{1}{1+16 x^{2}} d x=\frac{\arctan 4}{2} \approx 0.66291
$$

(see Fig. 10.1) the Newton-Cotes formulas give the following values:

$$
\begin{aligned}
& 0.11765 \text { for } n=2, \\
& 1.37255 \text { for } n=3, \\
& 0.59306 \text { for } n=6, \\
& 0.69993 \text { for } n=8,
\end{aligned}
$$

but

$$
-1.19379 \text { for } n=21 \ldots
$$

### 10.3 Gauss Rules

Proposition 10.1 (p. 232) is valid for all node systems. Gauss asked and answered the following question: is it possible to choose the nodes so as to make the equality (10.1) hold for polynomials of higher degree as well? In order to formulate his result we consider the orthogonal polynomials $p_{n}$ associated with a weight function $w: I \rightarrow \mathbb{R}$.

Theorem 10.3 For each fixed $n \geq 1$ there exist points $x_{1}, \ldots, x_{n} \in I$ and real numbers $A_{1}, \ldots, A_{n}$ such that

$$
\begin{equation*}
\int_{I} f w d x=\sum_{k=1}^{n} A_{k} f\left(x_{k}\right) \quad \text { for all } \quad f \in \mathcal{P}_{2 n-1} . \tag{10.5}
\end{equation*}
$$

There is a unique choice: the points $x_{k}$ are the roots of $p_{n}$, and

$$
\begin{equation*}
A_{k}=\int_{I} \ell_{k} w d x, \quad k=1, \ldots, n \tag{10.6}
\end{equation*}
$$

Moreover, iff $\in C^{2 n}(I)$ and $\left\|f^{(2 n)}\right\|_{\infty}<\infty$, then

$$
\begin{equation*}
\left|\int_{I} f w d x-\sum_{k=1}^{n} A_{k} f\left(x_{k}\right)\right| \leq \frac{\|\omega\|_{2, w}^{2}}{(2 n)!}\left\|f^{(2 n)}\right\|_{\infty} \tag{10.7}
\end{equation*}
$$

Remark The estimate (10.7) is optimal: the proof given below shows that we have equality for all polynomials $f \in \mathcal{P}_{2 n}$. Moreover, if $\operatorname{deg} f=2 n$ then the two sides of this equality are different from zero, so that equality (10.5) does not hold any more.

Proof Uniqueness. It is sufficient to show that (10.5) implies $\omega=p_{n}$ : the uniqueness of the coefficients $A_{k}$ and the formula (10.6) will then follow from Proposition 10.1. First we show that $\omega$ is orthogonal to $\mathcal{P}_{n-1}$. Indeed, if $q \in \mathcal{P}_{n-1}$, then applying (10.5) for the polynomial $f:=\omega q \in \mathcal{P}_{2 n-1}$ and using the equalities $\omega\left(x_{1}\right)=\cdots=\omega\left(x_{n}\right)=0$ we obtain that

$$
(\omega, q)_{w}=\int_{I} \omega q w d x=\sum_{k=1}^{n} A_{k} q\left(x_{k}\right) \omega\left(x_{k}\right)=0
$$

Since $p_{n}$ is also orthogonal to $\mathcal{P}_{n-1}$ and $\omega-p_{n} \in \mathcal{P}_{n-1}$, it follows that

$$
\left\|\omega-p_{n}\right\|_{2, w}^{2}=\left(\omega-p_{n}, \omega-p_{n}\right)_{w}=\left(\omega, \omega-p_{n}\right)_{w}-\left(p_{n}, \omega-p_{n}\right)_{w}=0
$$

hence $\omega=p_{n}$.
Existence. Let $\omega:=p_{n}$, i.e., let $x_{1}, \ldots, x_{n}$ be the roots of $p_{n}$, and define the numbers $A_{k}$ by (10.6). If $f \in \mathcal{P}_{2 n-1}$, then we have $f=\omega q+r$ for suitable polynomials $q, r \in \mathcal{P}_{n-1}$. Applying the equality (10.1) of Proposition 10.1 for $r$, and taking into account that $f\left(x_{k}\right)=r\left(x_{k}\right)$ for all $k$ (because $\omega\left(x_{k}\right)=0$ ), we obtain
the following equality:

$$
\begin{equation*}
\int_{I} r w d x=\sum_{k=1}^{n} A_{k} r\left(x_{k}\right)=\sum_{k=1}^{n} A_{k} f\left(x_{k}\right) \tag{10.8}
\end{equation*}
$$

Furthermore, since $\omega=p_{n}$ is orthogonal to $q \in \mathcal{P}_{n-1}$, we have

$$
\begin{equation*}
\int_{I} f w d x=\int_{I}(\omega q+r) w d x=(\omega, q)_{w}+\int_{I} r w d x=\int_{I} r w d x . \tag{10.9}
\end{equation*}
$$

The required equality (10.5) follows from (10.8) and (10.9).
The estimate (10.7). For any fixed $f \in C^{2 n}(I)$ we introduce the Hermite interpolation polynomial $p \in \mathcal{P}_{2 n-1}$ satisfying

$$
p\left(x_{k}\right)=f\left(x_{k}\right) \quad \text { and } \quad p^{\prime}\left(x_{k}\right)=f^{\prime}\left(x_{k}\right), \quad k=1, \ldots, n .
$$

It follows from Theorem 8.7 (p. 205) that ${ }^{5}$

$$
|f(x)-p(x)| \leq \frac{\omega(x)^{2}}{(2 n)!}\left\|f^{(2 n)}\right\|_{\infty}
$$

for all $x \in I$. Consequently,

$$
\left|\int_{I} f w d x-\int_{I} p w d x\right|=\left|\int_{I}(f-p) w d x\right| \leq \frac{\|\omega\|_{2, w}^{2}}{(2 n)!}\left\|f^{(2 n)}\right\|_{\infty}
$$

This implies (10.7) because applying (10.5) for $p$ and using the relations $p\left(x_{k}\right)=$ $f\left(x_{k}\right)$ we have

$$
\int_{I} p w d x=\sum_{k=1}^{n} A_{k} p\left(x_{k}\right)=\sum_{k=1}^{n} A_{k} f\left(x_{k}\right)
$$

Example Let us reconsider Runge's integral

$$
\int_{-1}^{1} \frac{1}{1+16 x^{2}} d x \approx 0.66291
$$

The following table illustrates the superiority of the Gauss rules over the NewtonCotes rules.

[^109]| $n$ | Newton-Cotes | Gauss |
| :---: | :---: | :--- |
| 2 | 0.11765 | 0.31579 |
| 3 | 1.37255 | 0.99371 |
| 4 | 0.56942 | 0.51182 |
| 5 | 0.56941 | 0.77215 |
| 6 | 0.59306 | 0.60292 |
| 7 | 0.83220 | 0.70192 |
| 8 | 0.69993 | 0.64002 |
| 9 | 0.48527 | 0.67721 |
| 10 | 0.60771 | 0.65431 |
| 11 | 0.89889 | 0.66820 |
| 12 | 0.73523 | 0.65970 |
| 13 | 0.33365 | 0.66487 |
| 14 | 0.55908 | 0.66171 |
| 15 | 1.14721 | 0.66364 |
| 16 | 0.81773 | 0.66246 |
| 17 | -0.07551 | 0.66318 |
| 18 | 0.42423 | 0.66274 |
| 19 | 1.82088 | 0.66301 |
| 20 | 1.04035 | 0.66285 |
| 21 | -1.19379 | 0.66295 |
| 22 | 0.05366 | 0.66289 |
| 23 | 3.69423 | 0.66292 |
| 24 | 1.66303 | 0.66290 |
| 25 | -4.36075 | 0.66291 |
| 26 | -1.00204 | 0.66291 |
| 27 | 9.09388 | 0.66291 |
| 28 | 3.46778 | 0.66291 |
| 29 | -13.63928 | 0.66291 |
| 30 | -4.11077 | 0.66291 |
| 31 | 25.15105 | 0.66291 |
|  |  |  |
| 14 |  |  |
| 12 |  |  |

For a long time the Newton-Cotes rules were preferred because of the simple formula for the nodes. Since the proliferation of computers the Gauss rules have become more popular. ${ }^{6}$

### 10.4 Theorems of Stieltjes and Erdős-Turán

In this section we assume that the weight function is defined on a compact interval.

[^110]In contrast to the Newton-Cotes rules, the efficiency of the Gauss rules increases with $n$. In the following theorem we express the dependence on $n$ by writing $A_{k}^{n}$ and $x_{k}^{n}$ instead of $A_{k}$ and $x_{k}$.

Theorem 10.4 (Stieltjes) If $f: I \rightarrow \mathbb{R}$ is a continuous function defined on $a$ compact interval, then

$$
\sum_{k=1}^{n} A_{k}^{n} f\left(x_{k}^{n}\right) \rightarrow \int_{I} f w d x
$$

as $n \rightarrow \infty$.

We first prove a stronger result. We introduce the orthogonal polynomials $p_{n}$ associated with $w$, and then we introduce for each $n$ the Lagrange basis polynomials $\ell_{k}^{n}$ associated with the roots $x_{1}^{n}, \ldots, x_{n}^{n}$ of $p_{n}$ :

$$
\ell_{k}^{n} \in \mathcal{P}_{n-1}, \quad \ell_{k}^{n}\left(x_{j}^{n}\right)=\delta_{k j}, \quad 1 \leq k, j \leq n .
$$

We are investigating the sequence of Lagrange interpolation polynomials

$$
L_{n} f:=\sum_{k=1}^{n} f\left(x_{k}^{n}\right) \ell_{k}^{n} \in \mathcal{P}_{n-1}, \quad n=1,2, \ldots .
$$

Theorem 10.5 (Erdős-Turán) Iff $: I \rightarrow \mathbb{R}$ is a continuous function defined on a compact interval, then $\left\|f-L_{n} f\right\|_{2, w} \rightarrow 0$ as $n \rightarrow \infty$.

Remark It is interesting to compare this result with Faber's theorem (p. 208): the norm $\|\cdot\|_{2, w}$ is weaker than $\|\cdot\|_{\infty}$.
Proof
(i) First we establish for each fixed $n \geq 1$ the following properties of the Lagrange basis polynomials:

$$
\begin{align*}
& \sum_{k=1}^{n} \ell_{k}^{n}=1,  \tag{10.10}\\
& \int_{I} \ell_{k}^{n} \ell_{j}^{n} w d x=0 \quad \text { if } \quad k \neq j,  \tag{10.11}\\
& \sum_{k=1}^{n} \int_{I}\left(\ell_{k}^{n}\right)^{2} w d x=\|w\|_{1} . \tag{10.12}
\end{align*}
$$

The equality (10.10) follows from the definition of interpolation because $L_{n} 1=1$. The fundamental orthogonality relation (10.11) is obtained by applying formula (10.5) of Theorem 10.3 (p.236) to the polynomial $\ell_{k}^{n} \ell_{j}^{n}$ of degree $2 n-2$ :

$$
\int_{I} \ell_{k}^{n} \ell_{j}^{n} w d x=\sum_{i=1}^{n} A_{i}^{n}\left(\ell_{k}^{n} \ell_{j}^{n}\right)\left(x_{i}^{n}\right)=\sum_{i=1}^{n} A_{i}^{n} \delta_{k i} \delta_{j i}=0
$$

Finally, (10.12) follows from (10.10) and (10.11):

$$
\sum_{k=1}^{n} \int_{I}\left(\ell_{k}^{n}\right)^{2} w d x=\int_{I}\left(\sum_{k=1}^{n} \ell_{k}^{n}\right)^{2} w d x=\int_{I} w d x=\|w\|_{1} .
$$

(ii) We simplify the notation by writing $\|f\|$ instead of $\|f\|_{2, w}$. Applying Weierstrass' Theorem 8.9 (p. 207), for any fixed $\varepsilon>0$ we choose a polynomial $p$ satisfying

$$
\begin{equation*}
\|f-p\|_{\infty} \leq \varepsilon \tag{10.13}
\end{equation*}
$$

If $n \geq \operatorname{deg} p$, then $L_{n} p=p$, and therefore

$$
\left\|f-L_{n} f\right\| \leq\|f-p\|+\left\|L_{n} p-L_{n} f\right\|
$$

by the triangle inequality. If we show that

$$
\begin{equation*}
\|f-p\| \leq \varepsilon\|w\|_{1}^{1 / 2} \quad \text { and } \quad\left\|L_{n} p-L_{n} f\right\| \leq \varepsilon\|w\|_{1}^{1 / 2}, \tag{10.14}
\end{equation*}
$$

then we will deduce from the preceding inequality the estimate

$$
\left\|f-L_{n} f\right\| \leq 2 \varepsilon\|w\|_{1}^{1 / 2}
$$

for every $n \geq \operatorname{deg} p$. This will prove the relation $\left\|f-L_{n} f\right\| \rightarrow 0$.
The first inequality of (10.14) follows from (10.13):

$$
\|f-p\|^{2}=\int_{I}(f-p)^{2} w d x \leq \varepsilon^{2} \int_{I} w d x=\varepsilon^{2}\|w\|_{1}
$$

For the proof of the second one we start with the identity

$$
L_{n} p-L_{n} f=L_{n}(p-f)=\sum_{k=1}^{n}(p-f)\left(x_{k}^{n}\right) \ell_{k}^{n}
$$

and we use (10.11), (10.13) and (10.12):

$$
\begin{aligned}
\left\|L_{n} p-L_{n} f\right\|^{2} & =\int_{I}\left(\sum_{k=1}^{n}(p-f)\left(x_{k}^{n}\right) \ell_{k}^{n}\right)^{2} w d x \\
& =\sum_{k=1}^{n}\left|(p-f)\left(x_{k}^{n}\right)\right|^{2} \int_{I}\left(\ell_{k}^{n}\right)^{2} w d x \\
& \leq \varepsilon^{2}\|w\|_{1} .
\end{aligned}
$$

Proof of Theorem 10.4 Using the Cauchy-Schwarz inequality we have

$$
\begin{aligned}
\left\|f-L_{n} f\right\|_{1, w} & =\int_{I}\left|f-L_{n} f\right| w d x \\
& \leq\left(\int_{I} w d x\right)^{1 / 2}\left(\int_{I}\left|f-L_{n} f\right|^{2} w d x\right)^{1 / 2} \\
& =\|w\|_{1}^{1 / 2} \cdot\left\|f-L_{n} f\right\|_{2, w}
\end{aligned}
$$

The last expression tends to zero by the preceding theorem. Hence

$$
\int_{I}\left(L_{n} f\right) w d x \rightarrow \int_{I} f w d x
$$

which is equivalent to the assertion.

### 10.5 Euler's and Stirling's Formulas

Euler and Maclaurin developed an efficient way to numerically evaluate finite and infinite sums of the form

$$
S^{0}:=\sum_{n=1}^{N} f(n),
$$

like

$$
1^{\alpha}+2^{\alpha}+\cdots+N^{\alpha} \quad \text { or } \quad \ln 1+\ln 2+\cdots+\ln N=\ln (N!) .
$$

Let us introduce the more general sums

$$
S^{k}:=\sum_{n=1}^{N} f^{(k)}(n), \quad k=0,1, \ldots
$$

where $f:(0, \infty) \rightarrow \mathbb{R}$ is a $C^{\infty}$ function. Applying Taylor's formula to a primitive $F$ of $f$, we obtain the heuristic estimate

$$
\begin{aligned}
\int_{0}^{N} f(x) d x & =F(N)-F(0) \\
& =\sum_{n=1}^{N}(F(n)-F(n-1)) \\
& \approx \sum_{n=1}^{N} \frac{F^{\prime}(n)}{1!}-\frac{F^{\prime \prime}(n)}{2!}+\frac{F^{\prime \prime \prime}(n)}{3!}-\cdots,
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
\int_{0}^{N} f(x) d x \approx \frac{S^{0}}{1!}-\frac{S^{1}}{2!}+\frac{S^{2}}{3!}-\cdots \tag{10.15}
\end{equation*}
$$

Applying the same reasoning to the derivatives of $f$, we get the analogous formulas

$$
\begin{aligned}
f(N)-f(0) & \approx \frac{S^{1}}{1!}-\frac{S^{2}}{2!}+\frac{S^{3}}{3!}-\cdots \\
f^{\prime}(N)-f^{\prime}(0) & \approx \frac{S^{2}}{1!}-\frac{S^{3}}{2!}+\frac{S^{4}}{3!}-\cdots
\end{aligned}
$$

Using these relations we may eliminate the quantities $S^{1}, S^{2}, \ldots$ from (10.15) one by one, obtaining a relation of the form

$$
\begin{equation*}
\sum_{n=1}^{N} f(n) \approx \int_{0}^{N} f(x) d x+\sum_{k=1}^{\infty} a_{k}\left(f^{(k-1)}(N)-f^{(k-1)}(0)\right) \tag{10.16}
\end{equation*}
$$

where the coefficients $a_{k}$ converge rapidly to zero:

$$
a_{1}=\frac{1}{2}, a_{2}=\frac{1}{12}, a_{3}=0, a_{4}=-\frac{1}{720}, a_{5}=0, a_{6}=\frac{1}{30240}, \ldots
$$

Example Consider the sum

$$
S:=\sum_{n=1}^{\infty} \frac{1}{n^{2}}=\frac{\pi^{2}}{6} \approx 1.6449340644
$$

- Applying (10.16) with $f(x)=(x+1)^{-2}$ and $N=\infty$ we get

$$
\sum_{n=1}^{\infty} \frac{1}{n^{2}} \approx \int_{0}^{\infty}(x+1)^{-2} d x+\frac{1}{2}+2 a_{2}-6 a_{3}+24 a_{4}-\cdots
$$

which yields the following approximations:

$$
\begin{aligned}
& S \approx 1+1-a_{1}=1.5 \\
& S \approx 1+1-a_{1}+2 a_{2} \approx 1.667 \\
& S \approx 1+1-a_{1}+2 a_{2}-6 a_{3}+24 a_{4} \approx 1.633
\end{aligned}
$$

- Applying (10.16) with $f(x)=(x+10)^{-2}$ and $N=\infty$ we get

$$
\sum_{n=11}^{\infty} \frac{1}{n^{2}} \approx \int_{0}^{\infty}(x+10)^{-2} d x-\frac{a_{1}}{10^{2}}+\frac{2 a_{2}}{10^{3}}-\frac{6 a_{3}}{10^{4}}+\frac{24 a_{4}}{10^{5}}-\cdots
$$

Computing the initial finite sum directly

$$
\sum_{n=1}^{10} \frac{1}{n^{2}} \approx 1.5497677311
$$

we eventually obtain the following much more precise approximations:

$$
\begin{aligned}
& S \approx 1.5497677311+\frac{1}{10}-\frac{a_{1}}{10^{2}}=1.6447677311 \\
& S \approx 1.5497677311+\frac{1}{10}-\frac{a_{1}}{10^{2}}+\frac{2 a_{2}}{10^{3}} \approx 1.6449343978 \\
& S \approx 1.5497677311+\frac{1}{10}-\frac{a_{1}}{10^{2}}+\frac{2 a_{2}}{10^{3}}-\frac{6 a_{3}}{10^{4}}+\frac{24 a_{4}}{10^{5}} \approx 1.6449340644
\end{aligned}
$$

In order to achieve the same precision by a direct summation, we should have to sum the first billion terms of the series!

Remark Continuing the previous computation, the next approximation is less precise:

$$
\begin{aligned}
S & \approx 1.5497677311+0.1-\frac{a_{1}}{10^{2}}+\frac{2 a_{2}}{10^{3}}-\frac{6 a_{3}}{10^{4}}+\frac{24 a_{4}}{10^{5}}-\frac{120 a_{5}}{10^{6}}+\frac{720 a_{6}}{10^{7}} \\
& \approx 1.6449344001 .
\end{aligned}
$$

Thus we need a careful study of the error of this procedure.

A first result is the following, where we write $f_{j}$ instead of $f(j)$ for brevity, and $[x]$ denotes the integer part of $x$, i.e., the largest integer $p$ satisfying $p \leq x$.

Proposition 10.6 Iff $\in C^{1}([0, n])$, then

$$
\begin{equation*}
f_{0}+\cdots+f_{n}=\int_{0}^{n} f(x) d x+\frac{f_{0}+f_{n}}{2}+\int_{0}^{n}\left(x-[x]-\frac{1}{2}\right) f^{\prime}(x) d x \tag{10.17}
\end{equation*}
$$

Proof Integrating by parts we obtain for each $k=0,1, \ldots, n-1$ the equality

$$
\int_{k}^{k+1} f(x) d x=\left[\left(x-k-\frac{1}{2}\right) f(x)\right]_{k}^{k+1}-\int_{k}^{k+1}\left(x-k-\frac{1}{2}\right) f^{\prime}(x) d x
$$

which is equivalent to

$$
\int_{k}^{k+1} f(x) d x=\frac{f_{k}+f_{k+1}}{2}-\int_{k}^{k+1}\left(x-[x]-\frac{1}{2}\right) f^{\prime}(x) d x .
$$

Summing them we get (10.17).
Example Taking $f(x)=\frac{1}{1+x}$ and replacing $n$ by $n-1$ we obtain the equality

$$
1+\frac{1}{2}+\cdots+\frac{1}{n}=\ln n+\frac{1}{2}+\frac{1}{2 n}-\int_{1}^{n} \frac{x-[x]-\frac{1}{2}}{x^{2}} d x
$$

For $n \rightarrow \infty$ the last integral has a finite limit because

$$
\int_{1}^{\infty}\left|\frac{x-[x]-\frac{1}{2}}{x^{2}}\right| d x \leq \int_{1}^{\infty} \frac{1}{2 x^{2}} d x<\infty
$$

and we obtain the existence of Euler's constant ${ }^{7}$

$$
C:=\lim _{n \rightarrow \infty}\left(1+\frac{1}{2}+\cdots+\frac{1}{n}-\ln n\right)=\frac{1}{2}-\int_{1}^{\infty} \frac{x-[x]-\frac{1}{2}}{x^{2}} d x
$$

A more important application is the estimation of $n!$ for large $n$ :
Proposition 10.7 (Stirling's Formula) We have

$$
\lim _{n \rightarrow \infty} \frac{n!}{\left(\frac{n}{e}\right)^{n} \sqrt{2 \pi n}}=1
$$

[^111]This result is widely used in the theory of probability, in combinatorics and in number theory.

Proof Applying Proposition 10.6 with $f(x):=\ln (1+x)$ and $n-1$ in place of $n$ we get

$$
\ln 1+\cdots+\ln n=\int_{1}^{n} \ln x d x+\frac{\ln n}{2}+\int_{1}^{n} \frac{x-[x]-\frac{1}{2}}{x} d x
$$

Since

$$
\int_{1}^{n} \ln x d x=[x \ln x-x]_{1}^{n}=n \ln n-n+1,
$$

this may be rewritten as

$$
\ln n!-\left(n+\frac{1}{2}\right) \ln n+n=1+\int_{1}^{n} \frac{x-[x]-\frac{1}{2}}{x} d x .
$$

Since the periodic function $\beta_{1}(x):=x-[x]-\frac{1}{2}$ has zero mean value, it has a periodic and hence bounded primitive function $\beta_{2}(x)$, and therefore

$$
1+\int_{1}^{n} \frac{x-[x]-\frac{1}{2}}{x} d x=1+\left[\frac{\beta_{2}(x)}{x}\right]_{1}^{n}+\int_{1}^{n} \frac{\beta_{2}(x)}{x^{2}} d x
$$

is a Cauchy sequence of $n$. Denoting its finite limit by $\gamma$, we have

$$
\ln n!-\left(n+\frac{1}{2}\right) \ln n+n \rightarrow \gamma
$$

or equivalently

$$
a_{n}:=\frac{n!e^{n}}{n^{n+\frac{1}{2}}} \rightarrow e^{\gamma} .8
$$

It remains to compute $e^{\gamma}$. We have

$$
\begin{aligned}
\frac{a_{n}^{4}}{a_{2 n}^{2}} & =\frac{(n!)^{4}}{((2 n)!)^{2}} \cdot \frac{(2 n)^{4 n+1}}{n^{4 n+2}} \\
& =\frac{(2 \cdot 4 \cdots(2 n))^{4}}{(1 \cdot 2 \cdots(2 n))^{2}} \cdot \frac{2}{n}
\end{aligned}
$$

[^112]\[

$$
\begin{aligned}
& =\frac{(2 \cdot 4 \cdots(2 n))^{2}}{(1 \cdot 3 \cdots(2 n-1))^{2}} \cdot \frac{2}{n} \\
& =\frac{2 \cdot 2}{1 \cdot 3} \cdot \frac{4 \cdot 4}{3 \cdot 5} \cdots \frac{2 n \cdot 2 n}{(2 n-1) \cdot(2 n+1)} \cdot \frac{4 n+2}{n}
\end{aligned}
$$
\]

Letting $n \rightarrow \infty$ and applying the Wallis formula ${ }^{9}$

$$
\lim _{n \rightarrow \infty} \frac{2 \cdot 2}{1 \cdot 3} \cdot \frac{4 \cdot 4}{3 \cdot 5} \cdots \frac{2 n \cdot 2 n}{(2 n-1) \cdot(2 n+1)}=\frac{\pi}{2}
$$

we conclude that $e^{2 \gamma}=2 \pi$, and hence $e^{\gamma}=\sqrt{2 \pi}$.
Proposition 10.6 will be greatly improved in Sect. 10.7.

### 10.6 Bernoulli Polynomials

Given a nonnegative continuous function $f_{0}:[a, b] \rightarrow \mathbb{R}$ on a compact interval, we define a sequence of functions $f_{n}:[a, b] \rightarrow \mathbb{R}$ by the recurrence relations

$$
f_{n}^{\prime}=f_{n-1} \quad \text { and } \quad \int_{a}^{b} f_{n} d x=0, \quad n=1,2, \ldots
$$

Example Starting with $f_{0}(x)=\cos x$ in $[-\pi, \pi]$ we obtain a 4-periodic sequence of functions with

$$
f_{1}(x)=\sin x, \quad f_{2}(x)=-\cos x \quad \text { and } \quad f_{3}(x)=-\sin x
$$

In the general case the sequence is not periodic, but certain properties of the trigonometric functions are preserved in a weaker form:

Lemma 10.8 Assume that $f_{0}$ is nonnegative, and even with respect to the midpoint $c:=(a+b) / 2$. Then we have the following properties:
(a) $f_{n}$ is even (resp. odd) with respect to $c$ when $n$ is even (resp. odd);
(b) $f_{n}(a)=f_{n}(b)$ for $n=2,4,6, \ldots$;
(c) $f_{1}(c)=0$, and $f_{n}(a)=f_{n}(c)=f_{n}(b)=0$ for $n=3,5,7, \ldots$;
(d) $(-1)^{k} f_{2 k-1} \geq 0$ in $[a, c]$ for $k=1,2, \ldots$.
(e) $(-1)^{k} f_{2 k}(a) \leq 0$ for $k=1,2, \ldots{ }^{10}$

[^113]
## Proof

(a) Setting $g_{n}(c+x):=(-1)^{n} f_{n}(c-x)$, a straightforward computation shows that

$$
g_{0}=f_{0}, \quad \text { furthermore } \quad g_{n}^{\prime}=g_{n-1} \quad \text { and } \quad \int_{a}^{b} g_{n} d x=0, \quad n=1,2, \ldots
$$

By the uniqueness of $\left(f_{n}\right)$ we conclude that $g_{n}=f_{n}$ for all $n$.
(b) This follows from the evenness of $f_{n}$.
(c) It follows from the oddity of $f_{n}$ that $f_{n}(c)=0$ and $f_{n}(b)+f_{n}(a)=0$. It remains to observe that $f_{n}(a)=f_{n}(b)$ for all $n \geq 2$ because

$$
f_{n}(b)-f_{n}(a)=\int_{a}^{b} f_{n}^{\prime} d x=\int_{a}^{b} f_{n-1} d x=0
$$

by definition.
(d) Since $f_{1}^{\prime}=f_{0} \geq 0$ in $[a, c]$ and $f_{1}(c)=0$ by (c), $f_{1} \leq 0$ in $[a, c]$. We proceed by induction on $k$. If $(-1)^{k} f_{2 k-1} \geq 0$ in $[a, c]$ for some $k \geq 1$, then the same property holds for $g:=(-1)^{k+1} f_{2 k+1}$ because $g^{\prime \prime}=(-1)^{k+1} f_{2 k-1} \leq 0$ in $[a, c]$, so that $g$ is concave in $[a, c]$, and $g(a)=g(c)=0$ by (c).
(e) For $k=2,4, \ldots$ it follows from (a) and (d) that ${ }^{11}$

$$
f_{2 k}(x)-f_{2 k}(a)=\int_{a}^{x} f_{2 k-1}(t) d t \geq 0
$$

for all $x \in[a, b]$. Hence

$$
f_{2 k}(a) \leq \frac{1}{b-a} \int_{a}^{b} f_{2 k}(x) d x=0
$$

For $k=1,3, \ldots$ we may repeat the above proof by changing the sense of the inequalities, to conclude that $f_{2 k}(a) \geq 0$.

Definition Starting with $[a, b]=[0,1]$ and $f_{0} \equiv 1$ we obtain the sequence $b_{0}(x), b_{1}(x), \ldots$ of Bernoulli polynomials. ${ }^{12}$

See Figs. 10.2-10.7; the last four figures show the 4-periodic qualitative picture.
Example It follows directly from the definitions that

$$
b_{0}(x)=1, \quad b_{1}(x)=x-\frac{1}{2}, \quad b_{2}(x)=\frac{1}{2} x^{2}-\frac{1}{2} x+\frac{1}{12} .
$$

[^114]Fig. $10.2 b_{0}(x)$


Fig. $10.3 b_{1}(x)$


Fig. $10.4 b_{2}(x)$


Fig. $10.5 b_{3}(x)$


Fig. $10.6 b_{4}(x)$


Fig. $10.7 b_{5}(x)$


Proposition 10.9 The Bernoulli polynomials are given by the formula

$$
\begin{equation*}
b_{n}(x)=\sum_{k=0}^{n} b_{n-k} \frac{x^{k}}{k!}, \quad n=0,1, \ldots \tag{10.18}
\end{equation*}
$$

for a suitable sequence $b_{0}, b_{1}, \ldots$ of real numbers.
Proof Since $b_{0}(x) \equiv 1$, the formula holds for $n=0$ with $b_{0}=1$. If (10.18) holds for some $n \geq 0$, then

$$
b_{n+1}(x)=\left(\sum_{k=0}^{n} b_{n-k} \frac{x^{k+1}}{(k+1)!}\right)+b_{n+1}=\sum_{k=0}^{n+1} b_{n+1-k} \frac{x^{k}}{k!}
$$

by definition, with $b_{n+1}$ chosen by the condition $\int_{0}^{1} b_{n+1}(x) d x=0$.
Definition The coefficients $b_{0}, b_{1}, \ldots$ are called Bernoulli numbers.
Corollary 10.10 The Bernoulli numbers have the following properties:
(a) $b_{n}=b_{n}(0)$ for all $n$;
(b) $b_{3}=b_{5}=b_{7}=\cdots=0$;
(c) the remaining numbers $b_{0}, b_{1}, b_{2}, b_{4}, b_{6}, \ldots$ have alternating signs.

Proof (a) follows from Proposition 10.9; applying this to the above examples we see that $b_{0}>0, b_{1}<0$ and $b_{2}>0$. The remaining properties follow from Lemma 10.8 (c) and (e).

## Remarks

- Applying (10.18) for $n \geq 2$ with $x=1$ and using the equality $b_{n}(1)=b_{n}(0)=$ $b_{n}$ we obtain the equalities

$$
\begin{equation*}
b_{n-1}=-\sum_{k=2}^{n} \frac{b_{n-k}}{k!}, \quad n=2,3, \ldots . \tag{10.19}
\end{equation*}
$$

Starting with $b_{0}=1$ they allow us to recursively compute the Bernoulli numbers:

$$
b_{0}=1, \quad b_{1}=-\frac{1}{2}, \quad b_{2}=\frac{1}{12}, \quad b_{4}=-\frac{1}{720}, \quad b_{6}=\frac{1}{30240}, \quad \ldots
$$

- Once the Bernoulli numbers are known, the Bernoulli polynomials may be computed by (10.18). Introducing the modified Bernoulli polynomials $B_{n}(x):=$ $n!b_{n}(x)$ and numbers $B_{k}:=k!b_{k},(10.18)$ and (10.19) may be written in the form

$$
B_{n}(x)=\sum_{k=0}^{n}\binom{n}{k} B_{n-k} x^{k} \quad \text { for } \quad n \geq 0
$$

and

$$
B_{n}=\sum_{k=0}^{n}\binom{n}{k} B_{n-k} \quad \text { for } \quad n \geq 2
$$

reminding us of the binomial expansion of $(B+x)^{n}$ and $(B+1)^{n}$.
We have $B_{3}=B_{5}=B_{7}=\cdots=0$ and

$$
B_{0}=1, \quad B_{1}=-\frac{1}{2}, \quad B_{2}=\frac{1}{6}, \quad B_{4}=-\frac{1}{30}, \quad B_{6}=\frac{1}{42},
$$

- It can be shown ${ }^{13}$ that

$$
b_{2 n} \rightarrow 0 \quad \text { and } \quad B_{2 n} \rightarrow \infty
$$

### 10.7 Euler's General Formula

Now we are ready to generalize Proposition 10.6. For each $m=0,1, \ldots$ we denote by $\beta_{m}(x)$ the one-periodic function that coincides with the Bernoulli polynomial $b_{m}(x)$ in $[0,1)$.

Theorem 10.11 (Euler's Formula) Iff $\in C^{m}([0, n])$ for some integers $m, n \geq 1$, then

$$
f_{0}+\cdots+f_{n}=\int_{0}^{n} f(x) d x+\frac{f_{0}+f_{n}}{2}+\sum_{k=2}^{m}(-1)^{k} b_{k}\left[f^{(k-1)}\right]_{0}^{n}+R_{m}
$$

with the remainder term

$$
R_{m}=(-1)^{m-1} \int_{0}^{n} \beta_{m}(x) f^{(m)}(x) d x
$$

Remark Since $b_{3}=b_{5}=b_{7}=\cdots=0$ by Corollary 10.10 (b), we may also write the formula in the form

$$
f_{0}+\cdots+f_{n}=\int_{0}^{n} f(x) d x+\frac{f_{0}+f_{n}}{2}+\sum_{k=1}^{[m / 2]} b_{2 k}\left[f^{(2 k-1)}\right]_{0}^{n}+R_{m}
$$

where $[x]$ denotes the integer part of $x$.

[^115]Hence $R_{2 j}=R_{2 j+1}$ for all $j \geq 1$.
Proof ${ }^{14}$ For $m=1$ the equality holds by Proposition 10.6. If it holds for some $m \geq 1$, then it also holds for $m+1$ because, using the relations $\beta_{k}(0)=\beta_{k}(n)=b_{k}$ for $k \geq 2$,

$$
\begin{aligned}
R_{m} & =(-1)^{m-1} \int_{0}^{n} \beta_{m}(x) f^{(m)}(x) d x \\
& =(-1)^{m-1}\left[\beta_{m+1} f^{(m)}\right]_{0}^{n}+(-1)^{m} \int_{0}^{n} \beta_{m+1}(x) f^{(m+1)}(x) d x \\
& =(-1)^{m+1} b_{m+1}\left[f^{(m)}\right]_{0}^{n}+R_{m+1} .
\end{aligned}
$$

Example (Jacob Bernoulli) Applying the theorem for $f(x):=\frac{x^{p}}{p!}$ with a positive integer $p$ and $m=p+1$ the remainder term vanishes because $f^{(p+1)} \equiv 0$, and we obtain the equality

$$
\begin{aligned}
\frac{1^{p}+\cdots+n^{p}}{p!} & =\int_{0}^{n} \frac{x^{p}}{p!} d x+\frac{n^{p}}{2(p!)}+\sum_{k=2}^{p+1}(-1)^{k} b_{k}\left[\frac{x^{p+1-k}}{(p+1-k)!}\right]_{0}^{n} \\
& =\frac{(n+1)^{p}}{(p+1)!}+\frac{n^{p}}{2(p!)}+\sum_{k=2}^{p}(-1)^{k} b_{k} \frac{n^{p+1-k}}{(p+1-k)!}
\end{aligned}
$$

Since $b_{0}=1, b_{1}=-1 / 2$ and $b_{3}=b_{5}=\cdots=0$, this may be written in the form

$$
\frac{1^{p}+\cdots+(n-1)^{p}}{p!}=\sum_{k=0}^{p} b_{k} \frac{n^{p+1-k}}{(p+1-k)!} .
$$

Using the modified Bernoulli numbers $B_{k}:=k!b_{k}$ this yields the formula

$$
1^{p}+\cdots+(n-1)^{p}=\frac{1}{p+1} \sum_{k=0}^{p}\binom{p+1}{k} B_{k} n^{p+1-k}
$$

or symbolically ${ }^{15}$

$$
1^{p}+\cdots+(n-1)^{p}=\frac{(B+n)^{p+1}-B^{p+1}}{p+1} .
$$

[^116]For example, ${ }^{16}$

$$
\begin{aligned}
1^{2}+\cdots+(n-1)^{2} & =\frac{(B+n)^{3}-B^{3}}{3}=\frac{n^{3}+3 B_{1} n^{2}+3 B_{2} n}{3} \\
& =\frac{2 n^{3}-3 n^{2}+n}{6}=\frac{n(n-1)(2 n-1)}{6}
\end{aligned}
$$

and

$$
\begin{aligned}
1^{3}+\cdots+(n-1)^{3} & =\frac{(B+n)^{4}-B^{4}}{4}=\frac{n^{4}+4 B_{1} n^{3}+6 B_{2} n^{2}+4 B_{3} n}{4} \\
& =\frac{n^{4}-2 n^{3}+n^{2}}{4}=\frac{n^{2}(n-1)^{2}}{4} .
\end{aligned}
$$

Let us investigate more closely the remainder term in Euler's formula.
Proposition 10.12 Iff $\in C^{2 m+1}([0, n])$ for some integers $m, n \geq 1$ and both $f^{(2 m-1)}$ and $f^{(2 m+1)}$ are non-increasing, then

$$
R_{2 m-1}=\theta b_{2 m}\left[f^{(2 m-1)}\right]_{0}^{n}
$$

for some $\theta \in[0,1]$.
Remark Changing $f$ to $-f$ we see that the proposition also holds if both $f^{(2 m-1)}$ and $f^{(2 m+1)}$ are non-decreasing.

Proof It suffices to show that $R_{2 m-1}$ and $R_{2 m+1}$ have opposite signs. Indeed, then we have either

$$
0 \leq R_{2 m-1} \leq R_{2 m-1}-R_{2 m+1}=b_{2 m}\left[f^{(2 m-1)}\right]_{0}^{n}
$$

or

$$
0 \geq R_{2 m-1} \geq R_{2 m-1}-R_{2 m+1}=b_{2 m}\left[f^{(2 m-1)}\right]_{0}^{n}
$$

implying the assertion.
Using Lemma 10.8 (a) we may rewrite $R_{2 m-1}$ in the form

$$
R_{2 m-1}=\sum_{k=0}^{n-1} \int_{0}^{1 / 2} b_{2 m-1}(t) h(k+t) d t
$$

[^117]with
$$
h(k+t)=f^{(2 m-1)}(k+t)-f^{(2 m-1)}(k+1-t) .
$$

Since $h \geq 0$ by our assumptions and $b_{2 m-1}(t)$ has the constant $\operatorname{sign}(-1)^{m}$ in $\left(0, \frac{1}{2}\right)$ by Lemma 10.8 (d), $R_{2 m-1}$ has the same sign ( -1$)^{m}$.

Similarly, $R_{2 m+1}$ has the opposite sign $(-1)^{m+1}$.
If $f \in C^{\infty}([0, \infty))$, then we may study the limiting formulas as $n \rightarrow \infty$ : Henceforth we write $f_{n}^{(j)}$ instead of $f^{(j)}(n)$ for brevity.

Corollary 10.13 Let $f \in C^{\infty}([0, \infty))$, and assume that all odd-order derivatives of $f$ converge monotonely to zero as $x \rightarrow \infty$. Then

$$
\left(f_{0}+\cdots+f_{n}\right)-\frac{f_{0}+f_{n}}{2}-\int_{0}^{n} f(x) d x
$$

converges to a finite limit $\gamma$ as $n \rightarrow \infty$.
Furthermore,

$$
\gamma=-\sum_{k=1}^{m-1} b_{2 k} f_{0}^{(2 k-1)}-\theta_{m} b_{2 m} f_{0}^{(2 m-1)}
$$

with some $\theta_{m} \in[0,1]$ for $m=1,2, \ldots$
Remarks

- If $f^{\prime}$ is non-increasing, ${ }^{17}$ then
- $f$ is non-decreasing;
- all odd-order derivatives of $f$ are non-increasing;
- all even-order derivatives of $f$ are non-decreasing, and converge to zero.

See the following proof and Exercise 10.4, p. 265.

- Since $b_{2}, b_{4}, \ldots$ have alternating signs by Corollary 10.10 (c), it follows from the preceding remark that the partial sums of the series

$$
-\sum_{k=1}^{\infty} b_{2 k} f_{0}^{(2 k-1)}
$$

are alternately $\leq \gamma$ and $\geq \gamma$, and the errors do not exceed the first omitted terms.

- The series itself may be divergent: see the last remark in the next section and Exercise 10.8, p. 266.

[^118]Proof Applying Proposition 10.6 we have

$$
\left(f_{0}+\cdots+f_{n}\right)-\frac{f_{0}+f_{n}}{2}-\int_{0}^{n} f(x) d x=\int_{0}^{n}\left(x-[x]-\frac{1}{2}\right) f^{\prime}(x) d x
$$

Since

$$
\int_{0}^{\infty}\left|\left(x-[x]-\frac{1}{2}\right) f^{\prime}(x)\right| d x \leq \frac{1}{2} \int_{0}^{\infty}\left|f^{\prime}(x)\right| d x=\frac{\left|f_{0}\right|}{2}<\infty
$$

by our assumptions, the right-hand side of the above equality is a Cauchy sequence of $n$ and hence it converges to some real number $\gamma$.

If $f^{(2 m+1)}$ is non-decreasing for some $m \geq 1$, then $f^{(2 m+1)} \leq 0$ (because it tends to zero by assumption as $x \rightarrow \infty$ ), and therefore $f^{(2 m-1)}$ is concave. Since $f^{(2 m-1)}(x)$ is monotone, concave and tends to zero as $x \rightarrow \infty$, we conclude that $f^{(2 m-1)}$ is also non-decreasing. Similarly, if $f^{(2 m+1)}$ is non-increasing for some $m \geq 1$, then $f^{(2 m-1)}$ is also non-increasing.

It follows that either all odd-order derivatives are non-increasing, or all odd-order derivatives are non-decreasing. ${ }^{18}$ Changing $f$ to $-f$ if necessary we may assume that all odd-order derivatives of $f$ are non-increasing. Applying Theorem 10.11 and Proposition 10.12 we obtain for all integers $m, n \geq 1$ the relations

$$
\left(f_{0}+\cdots+f_{n}\right)-\frac{f_{0}+f_{n}}{2}-\int_{0}^{n} f(x) d x=\sum_{k=1}^{m-1} b_{2 k}\left[f^{(2 k-1)}\right]_{0}^{n}+\theta_{m, n} b_{2 m}\left[f^{(2 m-1)}\right]_{0}^{n}
$$

for some $\theta_{m, n} \in[0,1]$.
We conclude by letting $n \rightarrow \infty$ and using the hypothesis $\lim _{\infty} f^{(2 k-1)}=0$ for all $k \geq 1$.

### 10.8 Asymptotic Expansions: Stirling's Series

We give three applications of the results of the preceding section. We recall Euler's celebrated result ${ }^{19}$ :

$$
\sum_{j=1}^{\infty} \frac{1}{j^{2}}=\frac{\pi^{2}}{6}
$$

First we give a numerical evaluation of this constant:

[^119]Proposition 10.14 For any fixed integers $n, m \geq 1$ there exists a $\theta_{n, m} \in[0,1]$ such that

$$
\frac{\pi^{2}}{6}=\sum_{j=1}^{n} \frac{1}{j^{2}}+\sum_{k=0}^{2 m-1} \frac{B_{k}}{n^{k+1}}+\theta_{n, m} \frac{B_{2 m}}{n^{2 m+1}} .
$$

Proof Applying Corollary 10.13 for $f(x):=(x+n)^{-2}$ we have

$$
f_{0}^{(j)}=(-1)^{j} \frac{(j+1)!}{n^{j+2}} \quad \text { for all } \quad j=0,1, \ldots,
$$

so that

$$
\gamma_{n}=\sum_{k=1}^{m-1} \frac{b_{2 k}(2 k)!}{n^{2 k+1}}+\theta_{n, m} \frac{b_{2 m}(2 m)!}{n^{2 m+1}}=\sum_{k=1}^{m-1} \frac{B_{2 k}}{n^{2 k+1}}+\theta_{n, m} \frac{B_{2 m}}{n^{2 m+1}}
$$

for some $\theta_{n, m} \in[0,1]$, where

$$
\begin{aligned}
\gamma_{n} & =\lim _{j \rightarrow \infty}\left(\frac{1}{n^{2}}+\cdots+\frac{1}{j^{2}}\right)-\left(\frac{1}{2 n^{2}}+\frac{1}{2 j^{2}}\right)-\int_{n}^{j} \frac{1}{x^{2}} d x \\
& =\lim _{j \rightarrow \infty}\left(\frac{1}{n^{2}}+\cdots+\frac{1}{j^{2}}\right)-\left(\frac{1}{2 n^{2}}+\frac{1}{2 j^{2}}\right)+\frac{1}{j}-\frac{1}{n} \\
& =\frac{\pi^{2}}{6}-\sum_{j=1}^{n} \frac{1}{j^{2}}+\frac{1}{2 n^{2}}-\frac{1}{n} .
\end{aligned}
$$

Combining the two expressions of $\gamma_{n}$ we obtain the equality

$$
\frac{\pi^{2}}{6}=\sum_{j=1}^{n} \frac{1}{j^{2}}+\frac{1}{n}-\frac{1}{2 n^{2}}+\sum_{k=1}^{m-1} \frac{B_{2 k}}{n^{2 k+1}}+\theta_{n, m} \frac{B_{2 m}}{n^{2 m+1}}
$$

The proposition follows by using the equalities $B_{0}=1, B_{1}=-1 / 2$ and $B_{3}=$ $B_{5}=\cdots=0$.

## Examples

- For $m=3$ the formula takes the form

$$
\frac{\pi^{2}}{6}=\sum_{j=1}^{n} \frac{1}{j^{2}}+\frac{1}{n}-\frac{1}{2 n^{2}}+\frac{1}{6 n^{3}}-\frac{1}{30 n^{5}}+\frac{\theta_{n, 3}}{42 n^{7}} .
$$

For $n=1$ this yields

$$
\frac{\pi^{2}}{6} \approx 1.63
$$

with an error $<0.03$, while for $n=10$ we get

$$
\frac{\pi^{2}}{6} \approx 1.644934064
$$

with an error $<3 \cdot 10^{-9}$.
The proposition implies the asymptotic expansion

$$
\begin{equation*}
\frac{\pi^{2}}{6} \sim \sum_{j=1}^{n} \frac{1}{j^{2}}+\sum_{k=0}^{\infty} \frac{B_{k}}{n^{k+1}} \tag{10.20}
\end{equation*}
$$

in the following sense:
Definition A series

$$
a_{0}+\frac{a_{1}}{n}+\frac{a_{2}}{n^{2}}+\cdots
$$

is an asymptotic expansion of a sequence $\left(f_{n}\right)$ if

$$
f_{n}=\sum_{k=0}^{m} \frac{a_{k}}{n^{k}}+o\left(\frac{1}{n^{m}}\right) \quad \text { as } \quad n \rightarrow \infty
$$

for each fixed $m=0,1,2, \ldots$.
We express this property by writing

$$
f_{n} \sim a_{0}+\frac{a_{1}}{n}+\frac{a_{2}}{n^{2}}+\cdots
$$

The more general relation

$$
g_{n} \sim h_{n}+a_{0}+\frac{a_{1}}{n}+\frac{a_{2}}{n^{2}}+\cdots
$$

means that the preceding relation holds with $f_{n}=g_{n}-h_{n}$.
Our second application provides a numerical evaluation of Euler's constant $C:{ }^{20}$
Proposition 10.15 For any fixed integers $n, m \geq 1$ there exists a $\theta_{n, m} \in[0,1]$ such that

$$
C=\sum_{j=1}^{n} \frac{1}{j}-\ln n+\sum_{k=1}^{2 m-1} \frac{B_{k}}{k \cdot n^{k}}+\theta_{n, m} \frac{B_{2 m}}{2 m \cdot n^{2 m}} .
$$

[^120]Proof Applying Corollary 10.13 for $f(x):=(x+n)^{-1}$ we have

$$
f_{0}^{(j)}=(-1)^{j} \frac{j!}{n^{j+1}} \quad \text { for all } \quad j=0,1, \ldots,
$$

so that

$$
\gamma_{n}=\sum_{k=1}^{m-1} \frac{b_{2 k}(2 k-1)!}{n^{2 k}}+\theta_{n, m} \frac{b_{2 m}(2 m-1)!}{n^{2 m}}=\sum_{k=1}^{m-1} \frac{B_{2 k}}{2 k \cdot n^{2 k}}+\theta_{n, m} \frac{B_{2 m}}{2 m \cdot n^{2 m}}
$$

for some $\theta_{n, m} \in[0,1]$, where

$$
\begin{aligned}
\gamma_{n} & =\lim _{j \rightarrow \infty}\left(\frac{1}{n}+\cdots+\frac{1}{j}\right)-\left(\frac{1}{2 n}+\frac{1}{2 j}\right)-\int_{n}^{j} \frac{1}{x} d x \\
& =\lim _{j \rightarrow \infty}\left(\frac{1}{n}+\cdots+\frac{1}{j}\right)-\left(\frac{1}{2 n}+\frac{1}{2 j}\right)-\ln j+\ln n \\
& =\lim _{j \rightarrow \infty}\left(\frac{1}{1}+\cdots+\frac{1}{j}-\ln j\right)-\left(\frac{1}{1}+\cdots+\frac{1}{n-1}\right)-\frac{1}{2 n}+\ln n \\
& =C-\left(\frac{1}{1}+\cdots+\frac{1}{n}\right)+\frac{1}{2 n}+\ln n
\end{aligned}
$$

Combining the two expressions of $\gamma_{n}$ we obtain the equality

$$
C=\left(\frac{1}{1}+\cdots+\frac{1}{n}-\ln n\right)-\frac{1}{2 n}+\sum_{k=1}^{m-1} \frac{B_{2 k}}{2 k \cdot n^{2 k}}+\theta_{n, m} \frac{B_{2 m}}{2 m \cdot n^{2 m}} .
$$

The proposition follows by using the equalities $B_{1}=-1 / 2$ and $B_{3}=B_{5}=\cdots=0$.

The proposition implies the asymptotic expansion

$$
\begin{equation*}
C \sim\left(\frac{1}{1}+\cdots+\frac{1}{n}-\ln n\right)+\sum_{j=1}^{\infty} \frac{B_{j}}{j \cdot n^{j}} \tag{10.21}
\end{equation*}
$$

Example For $m=3$ and $n=10$ the proposition yields

$$
C \approx 0.577215665
$$

with an error $<4 \cdot 10^{-9}$.
Finally improve Proposition 10.7 (p. 244):

Theorem 10.16 (Stirling's Series) For any fixed integers $n, m \geq 1$ there exists a $\theta_{n, m} \in[0,1]$ such that

$$
\begin{aligned}
& \ln n!=\left(n+\frac{1}{2}\right) \ln n-n+\ln \sqrt{2 \pi}+\sum_{k=1}^{m-1} \frac{B_{2 k}}{2 k(2 k-1) \cdot n^{2 k-1}} \\
& \quad+\theta_{n, m} \frac{B_{2 m}}{2 m(2 m-1) \cdot n^{2 m-1}}
\end{aligned}
$$

Proof Fix two integers $m, n \geq 1$. Applying Corollary 10.13 for $f(x):=\ln (n+x)$ we get

$$
\begin{aligned}
\gamma_{n} & =-\sum_{k=1}^{m-1} \frac{b_{2 k}(2 k-2)!}{n^{2 k-1}}-\theta_{n, m} \frac{b_{2 m}(2 m-2)!}{n^{2 m-1}} \\
& =-\sum_{k=1}^{m-1} \frac{B_{2 k}}{2 k(2 k-1) \cdot n^{2 k-1}}-\theta_{n, m} \frac{B_{2 m}}{2 m(2 m-1) \cdot n^{2 m-1}}
\end{aligned}
$$

for some $\theta_{n, m} \in[0,1]$, where

$$
\begin{aligned}
\gamma_{n} & =\lim _{j \rightarrow \infty}(\ln n+\cdots+\ln j)-\frac{\ln n+\ln j}{2}-\int_{n}^{j} \ln x d x \\
& =\lim _{j \rightarrow \infty}(\ln n+\cdots+\ln j)-\frac{\ln n+\ln j}{2}-[x \ln x-x]_{n}^{j} \\
& =\lim _{j \rightarrow \infty}(\ln n+\cdots+\ln j)-\left(j+\frac{1}{2}\right) \ln j+j+\left(n-\frac{1}{2}\right) \ln n-n .
\end{aligned}
$$

Since

$$
\ln n+\cdots+\ln j=\ln j!-\ln n!+\ln n
$$

hence (using Proposition 10.7 in the last step)

$$
\begin{aligned}
\gamma_{n} & =\lim _{j \rightarrow \infty} \ln j!-\left(j+\frac{1}{2}\right) \ln j+j-\ln n!+\left(n+\frac{1}{2}\right) \ln n-n \\
& =\lim _{j \rightarrow \infty} \ln \frac{j!e^{j}}{j^{j+\frac{1}{2}}}-\ln n!+\left(n+\frac{1}{2}\right) \ln n-n \\
& =\ln \sqrt{2 \pi}-\ln n!+\left(n+\frac{1}{2}\right) \ln n-n .
\end{aligned}
$$

Combining the two expressions of $\gamma_{n}$ we obtain

$$
\begin{aligned}
& \ln n!=\left(n+\frac{1}{2}\right) \ln n-n+\ln \sqrt{2 \pi}+\sum_{k=1}^{m-1} \frac{B_{2 k}}{2 k(2 k-1) \cdot n^{2 k-1}} \\
&+\theta_{n, m} \frac{B_{2 m}}{2 m(2 m-1) \cdot n^{2 m-1}}
\end{aligned}
$$

for some $\theta_{n, m} \in[0,1]$.
The preceding theorem yields the asymptotic expansion

$$
\begin{equation*}
\ln n!\sim\left(n+\frac{1}{2}\right) \ln n-n+\ln \sqrt{2 \pi}+\sum_{k=1}^{\infty} \frac{B_{2 k}}{2 k(2 k-1) \cdot n^{2 k-1}} \tag{10.22}
\end{equation*}
$$

Remark The asymptotic expansions (10.20)-(10.22) of this section are divergent because $\left|B_{2 n}\right| \rightarrow \infty$ very fast. ${ }^{21}$ Nevertheless, even divergent asymptotic expansions are very useful in representing many important special functions. ${ }^{22}$

### 10.9 The Trapezoidal Rule: Romberg's Method

Let $g$ be a continuous real function on a compact interval $I=[a, b]$. Subdividing $I$ into $n$ equal subintervals of length $h=(b-a) / n$, applying the trapezoidal rule on each of them, and adding them together, we obtain the composite trapezoidal rule:

$$
\int_{I} g(y) d y \approx T_{n}(g):=\sum_{j=1}^{n} \frac{g(a+(j-1) h)+g(a+j h)}{2} h .
$$

It was observed long ago ${ }^{23}$ that for some functions the convergence of $T_{n}(g)$ to $\int_{I} g d x$ is unexpectedly fast as $n \rightarrow \infty$. This superconvergence is a consequence of the following result.

Proposition 10.17 If $g \in C^{m}(I)$, then

$$
\int_{I} g(y) d y=T_{n}(g)+\sum_{k=1}^{[m / 2]} c_{2 k} n^{-2 k}+O\left(n^{-m}\right)
$$

[^121]as $n \rightarrow \infty$, with the constants
$$
c_{2 k}:=-b_{2 k}\left[g^{(2 k-1)}\right]_{a}^{b}(b-a)^{2 k} .
$$

Proof Applying Euler's formula for

$$
f(x):=g(a+x h) h
$$

we obtain the following relations:

$$
\begin{aligned}
T_{n}(g)= & \left(f_{0}+\cdots+f_{n}\right)-\frac{f_{0}+f_{n}}{2} \\
= & \int_{0}^{n} f(x) d x+\sum_{k=1}^{[m / 2]} b_{2 k}\left[f^{(2 k-1)}\right]_{0}^{n}+(-1)^{m-1} \int_{0}^{n} \beta_{m}(x) f^{(m)}(x) d x \\
= & \int_{a}^{b} g(y) d y+\sum_{k=1}^{[m / 2]} b_{2 k}\left[g^{(2 k-1)}\right]_{a}^{b} h^{2 k} \\
& \quad+(-1)^{m-1} \int_{a}^{b} \beta_{m}\left(\frac{y-a}{h}\right) g^{(m)}(y) d y \cdot h^{m} \\
= & \int_{a}^{b} g(y) d y-\sum_{k=1}^{[m / 2]} c_{2 k} n^{-2 k}+O\left(n^{-m}\right)
\end{aligned}
$$

as $n \rightarrow \infty$. In the last step we have used the equality $h=(b-a) / n$ and the boundedness of the functions $\beta_{m}, g^{(m)}$, implying that the last integral is bounded by a constant independent of $h$.

Corollary 10.18 If $g \in C^{\infty}(\mathbb{R})$ is $a(b-a)$-periodic function, then the constants $c_{2 k}$ all vanish, so that

$$
\int_{I} g d x=T_{n}(g)+O\left(n^{-m}\right)
$$

for each $m=1,2, \ldots$.
Remarks Romberg noticed that the above proposition allows us to construct efficient numerical integration formulas. We give two examples.

- If $g \in C^{4}(I)$, then applying the proposition with $n$ and $2 n$ we obtain the relations

$$
\int_{I} g d x=T_{n}(g)+c_{2} n^{-2}+O\left(n^{-4}\right)
$$

and

$$
\int_{I} g d x=T_{2 n}(g)+\frac{c_{2}}{4} n^{-2}+O\left(n^{-4}\right) .
$$

Combining them to eliminate $c_{2}$ we obtain the composite Simpson's rule

$$
S_{n}(g):=\frac{4}{3} T_{2 n}(g)-\frac{1}{3} T_{n}(g) .
$$

It is more efficient than the composite trapezoidal rule because

$$
\int_{I} g d x=S_{n}(g)+O\left(n^{-4}\right)
$$

instead of

$$
\int_{I} g d x=T_{n}(g)+O\left(n^{-2}\right) .
$$

- If $g \in C^{6}(I)$, then

$$
\int_{I} g d x=T_{n}(g)+c_{2} n^{-2}+c_{4} n^{-4}+O\left(n^{-6}\right)
$$

and repeating the preceding reasoning we now get

$$
\int_{I} g d x=S_{n}(g)-\frac{c_{4}}{4} n^{-4}+O\left(n^{-6}\right) .
$$

We may eliminate $c_{4}$ by introducing the integration rule

$$
R_{n}(g):=\frac{15}{16} S_{2 n}-\frac{1}{16} S_{n} .
$$

This is even more efficient than the previous one, because

$$
\int_{I} g d x=R_{n}(g)+O\left(n^{-6}\right) .
$$

This is no longer a composite Newton-Cotes rule.
Continuing this procedure we may construct powerful integration rules for sufficiently smooth functions.

### 10.10 Exercises

Exercise 10.1 Let $\left(p_{n}\right)$ be a sequence of orthogonal polynomials on some interval $I$ and $x_{n, 1}, \ldots, x_{n, n}$ be the zeros of $p_{n}, n=1,2, \ldots$. Prove that the set $\left\{x_{n, k}\right\}$ is dense in $I$.

Exercise 10.2 Let $f:[0, \infty) \rightarrow \mathbb{R}$ be a continuous, non-increasing function. As usual in this section, we write $f_{k}$ instead of $f(k)$ for brevity. For each integer $k \geq 0$ we denote by $t_{k}$ and $T_{k}$ the open domains bounded by the vertical line $x=k$, the straight line joining the points $\left(k, f_{k}\right)$ and $\left(k+1, f_{k+1}\right)$, and the graph of $f$ and its tangent line at $k+1$, respectively. See Fig. 10.8.

Prove the following:
(i) $t_{k} \subset T_{k}$ for each $k$;
(ii) if we translate the triangles $T_{k}$ such that their right vertices move to $\left(1, f_{1}\right)$, then the translated triangles are pairwise disjoint, and they all belong to a right triangle of sides 1 and $f_{0}-f_{1}$;
(iii) the sequence

$$
\left(f_{0}+\cdots+f_{n}\right)-\frac{f_{0}+f_{n}}{2}-\int_{0}^{n} f(x) d x
$$



Fig. 10.8 Exercise 10.2 for $f(x):=1 /(1+x)$
has a finite limit $\gamma$ as $n \rightarrow \infty$, and

$$
0 \leq \gamma \leq \frac{f_{0}-f_{1}}{2}
$$

Apply (iii) to the functions $f(x):=1 /(1+x)$ and $f(x):=-\ln (1+x)$ to prove the convergence of the sequences ${ }^{24}$

$$
1+\frac{1}{2}+\cdots+\frac{1}{n}-\ln n \quad \text { and } \quad \frac{n!e^{n}}{n^{n+\frac{1}{2}}}
$$

as $n \rightarrow \infty$.
Exercise 10.3 (Wallis Formula) Set

$$
J_{m}:=\int_{0}^{1}\left(1-x^{2}\right)^{\frac{m-1}{2}} d x, \quad m=1,2, \ldots
$$

(i) Show that $J_{1}=1$ and $J_{2}=\frac{\pi}{4}$.
(ii) Verify the following recursive relation for $m=3,4, \ldots$ :

$$
J_{m}=(m-1)\left(J_{m-2}-J_{m}\right) .
$$

(iii) Introducing the semifactorial notation
$(2 n)!!:=(2 n) \cdot(2 n-2) \cdots 4 \cdot 2$ and $(2 n+1)!!:=(2 n+1) \cdot(2 n-1) \cdots 3 \cdot 1$,
show that

$$
J_{2 n}=\frac{(2 n-1)!!}{(2 n)!!} \cdot \frac{\pi}{2} \quad \text { and } \quad J_{2 n+1}=\frac{(2 n)!!}{(2 n+1)!!}
$$

for $n=1,2, \ldots$.
(iv) Show that $J_{2 n+1} \leq J_{2 n} \leq J_{2 n-1}$ for all $n \geq 1$, and that they are equivalent to the inequalities

$$
\frac{2 n}{2 n+1} \cdot \frac{\pi}{2} \leq \frac{2 \cdot 2}{1 \cdot 3} \cdot \frac{4 \cdot 4}{3 \cdot 5} \cdots \cdot \frac{2 n \cdot 2 n}{(2 n-1) \cdot(2 n+1)} \leq \frac{\pi}{2}
$$

(v) Infer from (iv) the Wallis formula:

$$
\frac{\pi}{2}=\lim _{n \rightarrow \infty} \frac{2 \cdot 2}{1 \cdot 3} \cdot \frac{4 \cdot 4}{3 \cdot 5} \cdots \frac{2 n \cdot 2 n}{(2 n-1) \cdot(2 n+1)}
$$

[^122]Exercise 10.4 Let $f$ satisfy the hypotheses of Corollary 10.13, and assume that $f^{\prime}$ is non-increasing. Prove the following:
(i) all odd-order derivatives of $f$ are non-increasing;
(ii) all even-order derivatives of $f$ are non-decreasing, and converge to zero as $x \rightarrow \infty$;
(iii) $f$ is non-decreasing.

Exercise 10.5 (Fourier Series of Bernoulli Polynomials) Starting from the Fourier series

$$
\frac{\pi-x}{2}=\sum_{n=1}^{\infty} \frac{\sin n x}{n} \quad(0<x<2 \pi)
$$

prove that

$$
b_{1}(x)=-\sum_{n=1}^{\infty} \frac{\sin 2 n \pi x}{n \pi} \quad(0<x<1)
$$

and then that

$$
b_{2 k}(x)=(-1)^{k-1} \sum_{n=1}^{\infty} \frac{2 \cos (2 n \pi x)}{(2 n \pi)^{2 k}}
$$

and

$$
b_{2 k+1}(x)=(-1)^{k-1} \sum_{n=1}^{\infty} \frac{2 \sin (2 n \pi x)}{(2 n \pi)^{2 k+1}}
$$

for all $k=1,2, \ldots$ and $x \in[0,1]$.
Exercise 10.6 (Sums of Hyperharmonic Series) Deduce from the preceding exercise the equalities

$$
\sum_{n=1}^{\infty} \frac{1}{n^{2 k}}=(2 \pi)^{2 k} \frac{\left|b_{2 k}\right|}{2}
$$

for $k=1,2, \ldots$.
Exercise 10.7 (Size of the Bernoulli Numbers) Using the preceding exercise prove the following relations:
(i) $\frac{2}{(2 \pi)^{2 k}}<\left|b_{2 k}\right|<\frac{4}{(2 \pi)^{2 k}}$ for $k=1,2, \ldots$;
(ii) $(2 \pi)^{2 k}\left|b_{2 k}\right| \rightarrow 2$;
(iii) $b_{2 k} \rightarrow 0$ and $\left|B_{2 k}\right| \rightarrow \infty$. Moreover, $p(k) b_{2 k} \rightarrow 0$ and $\frac{p(k)}{B_{2 k}} \rightarrow 0$ for any polynomial $p$.

Exercise 10.8 Prove that all three asymptotic expansions in Sect. 10.8 are divergent.

## Exercise 10.9 (Generating Functions)

(i) Prove the identity

$$
\left(1+\frac{t}{2!}+\frac{t^{2}}{3!}+\cdots\right)\left(b_{0}+b_{1} t+b_{2} t^{2}+\cdots\right)=1
$$

for all $t$ satisfying $|t|<2 \pi$, and infer from this the relation

$$
\begin{equation*}
\frac{t}{e^{t}-1}=\sum_{n=0}^{\infty} b_{n} t^{n} \quad \text { if } \quad|t|<2 \pi \tag{10.23}
\end{equation*}
$$

(ii) Show that the series $\sum b_{n} t^{n}$ is divergent if $|t| \geq 2 \pi$.
(iii) Take the Cauchy product of the series

$$
\sum_{n=0}^{\infty} b_{n} t^{n} \quad \text { and } \quad e^{x t}=\sum_{n=0}^{\infty} \frac{x^{n}}{n!} t^{n}
$$

to prove that

$$
\frac{t e^{x t}}{e^{t}-1}=\sum_{n=0}^{\infty} b_{n}(x) t^{n} \quad \text { if } \quad x \in \mathbb{R} \quad \text { and } \quad|t|<2 \pi
$$

Exercise 10.10 Starting with (10.23), prove the following Taylor expansions:

$$
\begin{aligned}
x \operatorname{coth} x & =1+\sum_{k=1}^{\infty} b_{2 k} \cdot(2 x)^{2 k} \quad \text { if } \quad|x|<\pi \\
x \cot x & =1+\sum_{k=1}^{\infty}(-1)^{k} b_{2 k} \cdot(2 x)^{2 k} \quad \text { if } \quad|x|<\pi \\
\tan x & =\sum_{k=1}^{\infty}(-1)^{k} b_{2 k} \cdot\left(2^{2 k}-4^{2 k}\right) x^{2 k-1} \quad \text { if } \quad|x|<\pi / 2 .
\end{aligned}
$$

## Chapter 11 <br> Finding Roots

Since Descartes's groundbreaking work the exact or numerical solution of polynomial equations has become a frequent task in analytical geometry. We also have to find the roots of orthogonal polynomials for the implementation of the Gauss rules of numerical integration. Based on his differential calculus, Newton invented a powerful method for localizing the roots of twice differentiable functions.

In this chapter we give an introduction to these questions.

## 11.1 * Descartes's Rule of Signs

We start with a theorem of Descartes.
Definition Given a polynomial $p(x)=a_{n} x^{n}+\cdots+a_{0}$, we denote by

- $n_{+}=n_{+}(p)$ the number of its (strictly) positive roots (counted with multiplicity);
- $N_{+}=N_{+}(p)$ the number of sign changes ${ }^{1}$ in $a_{n}, a_{n-1}, \ldots, a_{0}$.

Theorem 11.1 (Descartes) We have $n_{+} \leq N_{+}$.
Proof More generally, we consider a function of the form

$$
p(x)=a_{n} x^{b_{n}}+a_{n-1} x^{b_{n-1}}+\cdots+a_{0} x^{b_{0}}
$$

with non-zero real coefficients $a_{j}$ and arbitrary real exponents $b_{n}>\cdots>b_{0}$. We prove the inequality $n_{+}(p) \leq N_{+}(p)$ by induction on $N_{+}(p)$.

[^123]If $N_{+}(p)=0$, then each term of $p(x)$ has the same sign for $x>0$, so that $n_{+}(p)=0$.

Proceeding by induction, let $N_{+}(p)>0$, and consider an index $i$ for which $a_{i+1} a_{i}<0$. Since $n_{+}(p)$ and $N_{+}(p)$ do not change when we divide $p(x)$ by some real power of $x$, we may assume that $b_{i+1}>0>b_{i}$. If we differentiate $p$, then none of the coefficients $a_{n}, \ldots, a_{i+1}$ changes sign, while all coefficients $a_{i}, \ldots, a_{0}$ change sign, so that $N_{+}\left(p^{\prime}\right)=N_{+}(p)-1$. Since $n_{+}\left(p^{\prime}\right) \geq n_{+}(p)-1$ by the generalized Rolle theorem (Lemma 8.8, p. 205), using the induction hypothesis we obtain that

$$
n_{+}(p) \leq n_{+}\left(p^{\prime}\right)+1 \leq N_{+}\left(p^{\prime}\right)+1=N_{+}(p)
$$

## Remarks

- If $a_{n_{0}}$ is the last non-zero coefficient, then the factorization of $p$ shows that $a_{n}$ and $a_{n_{0}}$ have equal signs if $n_{+}(p)$ is even, and different signs if $n_{+}(p)$ is odd. Consequently, $N_{+}(p)$ and $n_{+}(p)$ always have the same parity.
- We can also estimate the number $n_{-}=n_{-}(p)$ of negative roots of $p$. Indeed, putting $q(x):=p(-x)$, we obviously have $n_{-}(p)=n_{+}(q)$, so that setting $N_{-}=$ $N_{-}(p):=N_{+}(q)$ we deduce from the theorem that $n_{-} \leq N_{-}$.
- Since $N_{-}(p)-n_{-}(p)=N_{+}(q)-n_{+}(q), N_{-}(p)$ and $n_{-}(p)$ also have the same parity.

Example For the polynomial $p(x)=x^{3}+3 x^{2}-1$ we have $N_{+}(p)=1$. Since $N_{+}(p)$ and $n_{+}(p)$ always have the same parity, we conclude that $p$ has a unique positive root.

If the polynomial is known to have only real roots, ${ }^{2}$ then the theorem may be sharpened:

## Proposition 11.2

(a) We have $N_{+}(p)+N_{-}(p) \leq \operatorname{deg} p$ for all non-zero polynomials.
(b) If p has only real roots, then

$$
n_{+}=N_{+} \quad \text { and } \quad n_{-}=N_{-} .
$$

Proof
(a) Let us write

$$
p(x)=a_{n} x^{x_{n}}+a_{n-1} x^{b_{n-1}}+\cdots+a_{0} x^{b_{0}}
$$

[^124]with non-zero real coefficients $a_{j}$ and nonnegative integers $b_{n}>\cdots>b_{0}$. Then
$$
p(-x)=(-1)^{b_{n}} a_{n} x^{b_{n}}+(-1)^{b_{n-1}} a_{n-1} x^{b_{n-1}}+\cdots+(-1)^{b_{0}} a_{0} x^{b_{0}} .
$$

Hence $N_{+}$is the number of elements of the set of indices $1 \leq i \leq n$ satisfying $a_{i} a_{i-1}<0$, and $N_{-}$is the number of elements of the set of indices $1 \leq i \leq n$ satisfying $(-1)^{b_{i}} a_{i}(-1)^{b_{i-1}} a_{i-1}<0$.

If an index $i$ belongs to both sets, then $b_{i}-b_{i-1}$ is a positive even integer, hence $b_{i}-b_{i-1} \geq 2$. Since the other differences $b_{i}-b_{i-1}$ are positive integers, this implies that

$$
N_{+}(p)+N_{-}(p) \leq \sum_{i=1}^{n}\left(b_{i}-b_{i-1}\right)=b_{n}-b_{0} \leq b_{n}=\operatorname{deg} p .
$$

(b) Our assumption implies that $p$ is not identically zero. If $p(0)=0$, then dividing $p(x)$ by $x$ the numbers $n_{+}, N_{+}, n_{-}, N_{-}$remain unchanged. We may therefore assume that $p(0) \neq 0$. Then $p$ has only non-zero real roots and therefore $\operatorname{deg} p=$ $n_{+}+n_{-}$. Using the preceding theorem and part (a) above it follows that

$$
\operatorname{deg} p=n_{+}+n_{-} \leq N_{+}+N_{-} \leq \operatorname{deg} p,
$$

and hence $n_{+}+n_{-}=N_{+}+N_{-}$. This implies that none of the inequalities $n_{+} \leq N_{+}$and $n_{-} \leq N_{-}$of the preceding theorem may be strict.

## 11.2 * Sturm Sequences

Completing the unpublished work of Fourier, Sturm developed an efficient method of localizing the real roots of a polynomial.

Definition A finite sequence $p_{0}, p_{1}, \ldots, p_{n}$ of $C^{1}$ functions $\mathbb{R} \rightarrow \mathbb{R}$ is a Sturm sequence if
(a) $p_{0}$ has no root;
(b) $p_{k}(\alpha)=0 \Longrightarrow p_{k-1}(\alpha) p_{k+1}(\alpha)<0, \quad k=1, \ldots, n-1$;
(c) $p_{n}(\alpha)=0 \Longrightarrow\left(p_{n} p_{n-1}\right)^{\prime}(\alpha)>0$.

Example If $\left(p_{n}\right)_{n \geq 0}$ is an orthogonal sequence of polynomials, then $p_{0}, p_{1}, \ldots, p_{n}$ is a Sturm sequence for each $n$ by Corollary 9.5 (p. 226).

Lemma 11.3 If $p_{0}, p_{1}, \ldots, p_{n}$ is a Sturm sequence, then
(d) $p_{n}$ has no multiple roots;
(e) consecutive functions have no common roots.

Proof If $p_{n}$ had a multiple root $\alpha$, then the equality $p_{n}(\alpha)=p_{n}^{\prime}(\alpha)=0$ would imply

$$
\left(p_{n} p_{n-1}\right)^{\prime}(\alpha)=p_{n}(\alpha) p_{n-1}^{\prime}(\alpha)+p_{n}^{\prime}(\alpha) p_{n-1}(\alpha)=0,
$$

contradicting (c).
If $p_{k}(\alpha)=0$ for some real $\alpha$ and integer $k<n$, then $k \geq 1$ by (a), and then $p_{k-1}(\alpha) p_{k+1}(\alpha)<0$ by (b). Hence $p_{k+1}(\alpha) \neq 0$.

Let $p_{0}, p_{1}, \ldots, p_{n}$ be a Sturm sequence. For any real $c$ we denote by $N(c)$ the number of sign changes in $p_{0}(c), p_{1}(c), \ldots, p_{n}(c)$ (after the removal of the zero elements).

Remark If the sequence $p_{0}(c), p_{1}(c), \ldots, p_{n}(c)$ contains three consecutive elements $p_{k-1}(c), p_{k}(c), p_{k+1}(c)$ such that $p_{k-1}(c) p_{k+1}(c)<0$, then the removal of $p_{k}(c)$ does not alter the number of sign changes. Repeating this elimination procedure, we eventually arrive at a reduced sequence of length $1+N(c)$.

Theorem 11.4 (Sturm) If $p_{0}, p_{1}, \ldots, p_{n}$ is a Sturm sequence, then $p_{n}$ has exactly $N(\alpha)-N(\beta)$ roots in any interval $(\alpha, \beta]$.

Proof Consider the function $c \mapsto N(c)$ defined on $\mathbb{R}$. If $p_{0}(c), \ldots, p_{n}(c)$ are all nonzero for some $c$, then $N$ keeps a constant value in a neighborhood of $c$ because the continuous functions $p_{k}$ do not change sign here.

This property remains valid under the weaker condition $p_{n}(c) \neq 0$. Indeed, if $p_{k}(c)=0$ for some $k<n$, then $k \geq 1$ by (a), and $p_{k-1}(c) p_{k+1}(c)<0$ by (b). Hence $p_{k-1}$ and $p_{k+1}$ keep their different signs in a neighborhood of $c$, so that the sign $p_{k}$ in this neighborhood does not affect the number of sign changes by the remark preceding the statement of the theorem.

Since $p_{n}$ has only simple roots by (d), it remains to show that $N(c)$ decreases by one when we cross a root $c$ of $p_{n}$.

If $p_{n}(c)=0$, then $\left(p_{n} p_{n-1}\right)(c)=0$, and $\left(p_{n} p_{n-1}\right)^{\prime}(c)>0$ by property (c), so that $p_{n} p_{n-1}<0$ just before $c$, and $p_{n} p_{n-1}>0$ just after $c$. Hence $N\left(c^{\prime}\right)=N(c)+1$ for $c^{\prime}$ just before $c$, and $N\left(c^{\prime}\right)=N(c)$ for $c^{\prime}$ just after $c$.

## Remarks

- If the sequence $p_{0}, p_{1}, \ldots, p_{n}$ satisfies (a), (b) and (c') where (c') is obtained from (c) by changing the inequality $>$ to $<$, then $p_{n}$ has exactly $N(\beta)-N(\alpha)$ roots in every interval $[\alpha, \beta)$ : it suffices to apply the theorem for the functions $p_{j}(-x)$.
- If we consider a sequence of orthogonal polynomials $p_{k}$ with positive leading coefficients in an interval $(a, b)$, then $N(x)=0$ for all $x \geq b$, because $p_{k}(x)>0$ for all $k \geq 0$ and $x \geq b$. Hence $p_{n}$ has exactly $N(c)$ roots in $(c, \infty)$ for any $c$.


## 11.3 * Roots of Polynomials

We seek the real roots of a given polynomial $p$. Dividing $p$ by the greatest common divisor of $p$ and $p^{\prime},{ }^{3}$ we may assume that $p$ has no multiple roots. We are going to construct a Sturm sequence allowing us to localize the roots of $p_{n}=p$.

We may assume that $\operatorname{deg} p \geq 1$. Set $q_{0}=p, q_{1}=p^{\prime}$, and define the polynomials $q_{2}, q_{3}, \ldots$ and $r_{1}, r_{2}, \ldots$ by the Euclidean algorithm ${ }^{4}$ :

$$
q_{k-2}=q_{k-1} r_{k-1}-q_{k}, \quad \operatorname{deg} q_{k}<\operatorname{deg} q_{k-1}, \quad 2 \leq k \leq n
$$

we stop at the last non-zero polynomial $q_{n}$.
Since $p$ has no multiple roots by our assumption, the greatest common divisor $q_{n}$ of $p$ and $p^{\prime}$ is a non-zero constant. This implies that consecutive polynomials $q_{k}$ have no common roots, because such a root would also be a root of $q_{n}$ by the algorithm.

Proposition 11.5 The formula

$$
p_{k}:=q_{n-k}
$$

defines a Sturm sequence $p_{0}, p_{1}, \ldots, p_{n}$ with $p_{n}=p$.
Proof Condition (a) is satisfied because $p_{0}=q_{n}$ is a non-zero constant.
For the proof of (c) we remark that if $p_{n}(\alpha)=0$ for some real $\alpha$, then

$$
\left(p_{n} p_{n-1}\right)^{\prime}(\alpha)=\left(p p^{\prime}\right)^{\prime}(\alpha)=p^{\prime}(\alpha)^{2} \geq 0
$$

moreover, the last inequality is strict because $\alpha$ is a simple root of $p$.
Finally, we establish (b) equivalently for the polynomials $q_{k}$ instead of $p_{k}$. If $q_{k}(\alpha)=0$ for some real $\alpha$ and for some $0<k<n$, then multiplying the equality $q_{k-1}=q_{k} r_{k}-q_{k+1}$ by $q_{k+1}$, we obtain for $x=\alpha$ the equality

$$
q_{k-1}(\alpha) q_{k+1}(\alpha)=-q_{k+1}(\alpha)^{2} \leq 0 .
$$

The last inequality is strict because consecutive polynomials $q_{k}$ have no common roots, so that $q_{k+1}(\alpha) \neq 0$.

Before starting Sturm's procedure it is useful to find an initial bounded interval containing all roots of the polynomial under investigation. We may apply the following simple result:

Proposition 11.6 All roots $\alpha$ of

$$
p(x)=x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0}
$$

[^125]satisfy the inequality
$$
|\alpha|<1+\max \left\{\left|a_{n-1}\right|, \ldots,\left|a_{0}\right|\right\} .
$$

Proof Denote the above maximum by $A$. If $|x| \geq 1+A$, then

$$
\begin{aligned}
\left|a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0}\right| & \leq A\left(|x|^{n-1}+\cdots+|x|+1\right) \\
& \leq(|x|-1)\left(|x|^{n-1}+\cdots+|x|+1\right) \\
& =|x|^{n}-1<|x|^{n},
\end{aligned}
$$

so that $p(x) \neq 0$.
Example Let us return to the polynomial $p(x)=x^{3}+3 x^{2}-1$ of Sect. 11.1. By the preceding proposition its real roots belong to the interval $(-4,4)$. A short computation shows that the roots of $p$ are simple and its Sturm sequence is the following:

$$
\begin{aligned}
& p_{3}(x)=x^{3}+3 x^{2}-1, \\
& p_{2}(x)=3 x^{2}+6 x, \\
& p_{1}(x)=2 x+1, \\
& p_{0}(x)=\frac{9}{4} .
\end{aligned}
$$

This yields the table

| $c$ | -3 | -2 | -1 | 0 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $N(c)$ | 3 | 2 | 2 | 1 | 0 |

implying that $p$ has exactly three real roots, one in each of the intervals $(-3,-2]$, ( $-1,0]$ and ( 0,1 ]; see Fig. 11.1.

## 11.4 * The Method of Householder and Bauer

In this section we show that every symmetric matrix is similar to a tridiagonal symmetric matrix. This will be used in the next section for the evaluation of eigenvalues of symmetric matrices, a frequent task in geometry and physics.

We denote by $B^{*}$ the transpose of the matrix $B$, and the elements of $\mathbb{R}^{m}$ are considered as column vectors. We recall that a matrix is orthogonal if and only if the linear map $v \mapsto A v$ is an isometry. ${ }^{5}$

[^126]

Fig. 11.1 Graph of $p(x)=x^{3}+3 x^{2}-1$

Definition A square matrix $A=\left(a_{i j}\right)$ is tridiagonal if

$$
|i-j| \geq 2 \Longrightarrow a_{i j}=0
$$

In other words, only the entries on the diagonal and those having a neighbor on the diagonal may be different from zero.

Proposition 11.7 (Householder-Bauer) For every symmetric matrix A there exists an orthogonal matrix $P$ such that $P^{*} A P$ is tridiagonal.

Remark The matrix $P^{*} A P$ is also symmetric because

$$
\left(P^{*} A P\right)^{*}=P^{*} A^{*} P^{* *}=P^{*} A P .
$$

For the proof we introduce the Householder matrices:

Fig. 11.2 $H(a-b) a=b$


Definition For any non-zero vector $v \in \mathbb{R}^{m}$ we denote by $H(v)$ the matrix of the reflection to the hyperplane that is orthogonal to $v$ :

$$
H(v) v=-v, \quad \text { and } \quad H(v) u=u \quad \text { for all } \quad u \perp v .
$$

Furthermore, we set $H(0):=I$ (the identity matrix). ${ }^{6}$

## Lemma 11.8

(a) The Householder matrices are orthogonal.
(b) For each $a \in \mathbb{R}^{m}$ there exists a $v \in \mathbb{R}^{m}$ such that

$$
H(v) a=(|a|, 0, \ldots, 0)^{*} .
$$

Proof
(a) Neither the identity map nor the reflections change the norm of a vector.
(b) We claim that $H(a-b) a=b$ for $b:=(|a|, 0, \ldots, 0)^{*}$.

The case $a=b$ is trivial. If $a \neq b$, then $a$ and $b$ are at the same distance from 0 , and therefore they are symmetric to the hyperplane orthogonal to $a-b$ (see Fig. 11.2). Hence $H(a-b) a=b$ again.

Proof of Proposition 11.7 There is nothing to prove if $n \leq 2$. Given a square matrix $A=\left(a_{i j}\right)$ of order $n \geq 3$, we construct by induction a sequence of orthogonal matrices $H_{1}, \ldots, H_{n-2}$ such that setting

$$
A_{1}:=A \quad \text { and } \quad A_{k+1}:=H_{k}^{*} A_{k} H_{k}, \quad k=1, \ldots, n-2,
$$

the matrices $A_{k}=\left(a_{i, j}^{k}\right)$ satisfy the following conditions:

$$
\begin{equation*}
j \leq k-1 \quad \text { and } \quad i \geq j+2 \Longrightarrow a_{i j}^{k}=0 . \tag{11.1}
\end{equation*}
$$

[^127]Since the matrices $A_{k}$ are symmetric by construction, ${ }^{7}$ this will imply that $A_{n-1}$ is tridiagonal. Finally, the product matrix $P:=H_{1} \cdots H_{n-2}$ is orthogonal, and $A_{n-1}=$ $P^{*} A P$.

The condition (11.1) is void for $k=1$. Assume by induction that $A_{k}$ has already been defined for some $1 \leq k \leq n-2$, and satisfies (11.1). Applying the lemma there exists a vector $v_{k}$ such that

$$
H\left(v_{k}\right)\left(a_{k+1, k}^{k}, \ldots, a_{n, k}^{k}\right)^{*}=(c, 0, \ldots, 0)^{*}
$$

with a suitable number $c \geq 0$. Then the formula

$$
H_{k}:=\left(\begin{array}{cc}
I_{k} & 0 \\
0 & H\left(v_{k}\right)
\end{array}\right),
$$

where $I_{k}$ denotes the identity matrix of order $k$, defines an orthogonal matrix.
If we write

$$
A_{k}:=\left(\begin{array}{ll}
B_{k} & C_{k}^{*} \\
C_{k} & D_{k}
\end{array}\right)
$$

where $B_{k}$ is a square matrix of order $k$, then

$$
A_{k+1}=\left(\begin{array}{cc}
B_{k} & C_{k}^{*} H\left(v_{k}\right) \\
H\left(v_{k}\right) C_{k} & H\left(v_{k}\right) D_{k} H\left(v_{k}\right)
\end{array}\right)
$$

by a direct computation.
The first $k-1$ columns of $C_{k}$ vanish by the induction hypothesis; they remain null vectors in $H\left(v_{k}\right) C_{k}$, too. Furthermore, the last column vector of $C_{k}$ is replaced by $(c, 0, \ldots, 0)^{*}$ in $H\left(v_{k}\right) C_{k}$ because of the choice of $v_{k}$. This shows that condition (11.1) is also satisfied for $k+1$ instead of $k$.

## 11.5 * Givens’ Method

We seek the eigenvalues of symmetric matrices. In view of the preceding section we consider only tridiagonal matrices:

$$
A=\left(\begin{array}{ccccc}
b_{1} & c_{1} & & & \\
c_{1} & b_{2} & \ddots & & \\
& \ddots & \ddots & \ddots & \\
& & \ddots & b_{n-1} & c_{n-1} \\
& & & c_{n-1} & b_{n}
\end{array}\right)
$$

[^128]If $c_{j}=0$ for some $j$, then $A$ is the direct sum of two smaller symmetric tridiagonal matrices, and the spectrum ${ }^{8}$ of $A$ is the union of their spectra. Therefore it is sufficient to consider the case where none of the numbers $c_{i}$ vanish. ${ }^{9}$

We introduce for $k=1, \ldots, n$ the submatrices

$$
A_{k}:=\left(\begin{array}{ccccc}
b_{1} & c_{1} & & & \\
c_{1} & b_{2} & \ddots & & \\
& \ddots & \ddots & \ddots & \\
& & \ddots & b_{k-1} & c_{k-1} \\
& & & c_{k-1} & b_{k}
\end{array}\right)
$$

and their characteristic polynomials

$$
p_{k}(\lambda):=\operatorname{det}\left(\lambda I_{k}-A_{k}\right) .
$$

We also set $p_{0}(\lambda)=1$.
Proposition 11.9 (Givens) If none of the numbers $c_{k}$ vanish, then $p_{0}, p_{1}, \ldots, p_{n}$ is a Sturm sequence.

Proof We have to check the properties (a), (b), (c) on page 269. Property (a) is obvious because $p_{0} \equiv 1$ has no root.

It follows from the definition of the determinant that $p_{k}$ is a polynomial of degree $k$ with leading coefficient 1 .

Developing the determinant $p_{k+1}(\lambda)$ according its last column we obtain the recurrence relation

$$
p_{k+1}(\lambda)=\left(\lambda-b_{k+1}\right) p_{k}(\lambda)-c_{k}^{2} p_{k-1}(\lambda)
$$

for $k=1, \ldots, n-1$.
Since the numbers $c_{k}$ are different from zero, henceforth we may repeat the proof of Proposition 9.4 (b), and then that of Corollary 9.5 (pp. 223-226). ${ }^{10}$

The above proposition enables us to apply Sturm's theorem for the evaluation of the eigenvalues of $A$. The next result allows us to find an initial set of disks containing all eigenvalues:

[^129]Proposition 11.10 (Gerschgorin) If $\lambda$ is an eigenvalue of the matrix $\left(a_{i j}\right)$, then there exists an index i such that

$$
\left|\lambda-a_{i i}\right| \leq \sum_{j \neq i}\left|a_{i j}\right|
$$

Proof If $x=\left(x_{1}, \ldots, x_{n}\right)^{*}$ is a non-zero eigenvector associated with $\lambda$, then

$$
\sum_{j=1}^{n} a_{i j} x_{j}=\lambda x_{i}
$$

or equivalently

$$
\sum_{j \neq i} a_{i j} x_{j}=\left(\lambda-a_{i i}\right) x_{i}
$$

for all $i=1, \ldots, n$. If $\left|x_{i}\right|=\max _{1 \leq j \leq n}\left|x_{j}\right|$, then

$$
\left|\lambda-a_{i i}\right|=\left|\sum_{j \neq i} a_{i j} \frac{x_{j}}{x_{i}}\right| \leq \sum_{j \neq i}\left|a_{i j}\right|
$$

### 11.6 Newton's Method

Newton invented a general method for the solution of equations of the form $f(x)=0$ for sufficiently smooth functions $f$. Here we consider only a special case. ${ }^{11}$

Let $f:[a, b] \rightarrow \mathbb{R}$ be a $C^{2}$ function satisfying

$$
f(a) f(b)<0,
$$

and ${ }^{12}$

$$
f^{\prime}(x)>0, f^{\prime \prime}(x)>0 \quad \text { for all } \quad x \in[a, b] .
$$

Then the equation $f(c)=0$ has a solution in ( $a, b$ ) by Bolzano's theorem (p. 47), and this solution is unique because $f$ is increasing by the condition $f^{\prime}>0$.

[^130]Fig. 11.3 Newton's method


Proposition 11.11 (Newton) If $x_{0} \in[a, b]$ and $f\left(x_{0}\right)>0$, then the recursive formula

$$
\begin{equation*}
x_{n+1}:=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}, \quad n=0,1, \ldots \tag{11.2}
\end{equation*}
$$

defines a (strictly) decreasing sequence, converging to c. (See Fig. 11.3.)
Proof Since $f$ is strictly increasing and $f\left(x_{0}\right)>0=f(c)$, we have $c<x_{0} \leq b$. We show that if $c<x_{n} \leq b$ for some $n$, then $c<x_{n+1}<x_{n}$. In particular, $\left(x_{n}\right)$ is a well-defined, (strictly) decreasing sequence in ( $c, b]$.

First we observe that

$$
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}<x_{n}
$$

because $f\left(x_{n}\right)>0$ and $f^{\prime}\left(x_{n}\right)>0$. On the other hand, applying the Lagrange form of Taylor's formula (p. 127) we have

$$
\begin{equation*}
0=f(c)=f\left(x_{n}\right)+f^{\prime}\left(x_{n}\right)\left(c-x_{n}\right)+\frac{f^{\prime \prime}(d)}{2}\left(c-x_{n}\right)^{2} \tag{11.3}
\end{equation*}
$$

for a suitable point $d \in\left(c, x_{n}\right)$. Hence

$$
f\left(x_{n}\right)+f^{\prime}\left(x_{n}\right)\left(c-x_{n}\right)<0
$$

because $f^{\prime \prime}(d)>0$, and this is equivalent to

$$
c<x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}=x_{n+1}
$$

because $f^{\prime}\left(x_{n}\right)>0$.
The sequence $\left(x_{n}\right)$ is monotone and bounded, hence it converges to some limit $x \in[c, b]$.

Letting $n \rightarrow \infty$ in (11.2) we get $f(x)=0$ by continuity, and then $x=c$ by the injectivity of $f$.

Remark Under additional assumptions we may estimate the convergence speed, too. For this we deduce from (11.3) the equality

$$
x_{n+1}-c=x_{n}-c-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}=\frac{f^{\prime \prime}(d)}{2 f^{\prime}\left(x_{n}\right)}\left(c-x_{n}\right)^{2} .
$$

Setting

$$
A:=\frac{\max f^{\prime \prime}}{2 \min f^{\prime}}
$$

we deduce from this equality the inequalities

$$
\left|A\left(x_{n+1}-c\right)\right| \leq\left|A\left(x_{n}-c\right)\right|^{2}, \quad n=0,1, \ldots,
$$

and then by induction the estimates

$$
\left|A\left(x_{n}-c\right)\right| \leq\left|A\left(x_{0}-c\right)\right|^{2^{n}}, \quad n=0,1, \ldots
$$

This shows that if $\left|x_{0}-c\right|<1 / A$, then the convergence $x_{n} \rightarrow c$ is very fast. ${ }^{13}$
Example We apply Newton's method to the function $f(x):=x^{2}-2$ in an interval $[a, b]$ with $0<a<\sqrt{2}<b$. Starting from an arbitrary point $\sqrt{2}<x_{0}<b$, the sequence defined by the formula

$$
x_{n+1}:=x_{n}-\frac{x_{n}^{2}-2}{2 x_{n}}=\frac{1}{2}\left(x_{n}+\frac{2}{x_{n}}\right)
$$

converges rapidly to $\sqrt{2}$. It is interesting to compare the convergence speed estimate of the preceding remark with the one obtained after the fixed point theorem 1.10 (p. 17). The case $a<x_{0}<\sqrt{2}$ is also worth investigating.

[^131]
### 11.7 Exercises

Exercise 11.1 Apply Newton's method to the function $f(x):=x^{p}-A$ where $p \geq 2$ is an arbitrary integer and $A$ is an arbitrary positive number. ${ }^{14}$

What happens if we start Newton's method with a point $0<x_{0}<A^{1 / p}$ ?
Exercise 11.2 (Secant Method) Let $f:[a, b] \rightarrow \mathbb{R}$ satisfy the conditions of Proposition 11.11 (p. 278). We change the formula (11.2) as follows. If $x_{n}, x_{n+1}$ have already been defined for some $n \geq 0$, then consider the affine function $g$ that coincides with $f$ at $x_{n}, x_{n+1}$, and define $x_{n+2}$ by the equation $g\left(x_{n+2}\right)=0$. Given $x_{0}, x_{1} \in[a, b]$, assume that this procedure allows us to define a sequence $\left(x_{n}\right) \subset[a, b]$.
(i) Show that

$$
x_{n+2}=x_{n+1}-\frac{f\left(x_{n+1}\right)\left(x_{n+1}-x_{n}\right)}{f\left(x_{n+1}\right)-f\left(x_{n}\right)}, \quad n=0,1, \ldots
$$

(ii) Denoting by $c$ the solution of the equation $f(c)=0$, prove that

$$
\begin{equation*}
\frac{x_{n+2}-c}{\left(x_{n+1}-c\right)\left(x_{n}-c\right)}=\frac{\frac{f\left(x_{n+1}\right)}{x_{n+1}-c}-\frac{f\left(x_{n}\right)}{x_{n}-c}}{f\left(x_{n+1}\right)-f\left(x_{n}\right)} . \tag{11.4}
\end{equation*}
$$

(iii) Apply Cauchy's mean value theorem (Proposition 4.4 (c), p. 105) and Taylor's formula

$$
0=f(c)=f(\alpha)+f^{\prime}(\alpha)(c-\alpha)+\frac{f^{\prime \prime}(\beta)}{2}(c-\alpha)^{2}
$$

to write the right-hand side of (11.4) in the form

$$
\frac{f^{\prime \prime}(\beta)}{2 f^{\prime}(\alpha)}
$$

for a suitable $\beta$ between $x_{n}$ and $x_{n+1}$.
(iv) Assuming that

$$
A:=\frac{\max f^{\prime \prime}}{2 \min f^{\prime}}<\infty
$$

infer from the above results that the quantities $d_{n}:=A\left|x_{n}-c\right|$ satisfy the inequalities

$$
d_{n+2} \leq d_{n+1} d_{n}, \quad n=0,1, \ldots
$$

[^132](v) Setting $d:=\max \left\{d_{0}, d_{1}\right\}$, prove the estimates
$$
A\left|x_{n}-c\right| \leq d^{F_{n}}, \quad n=0,1, \ldots
$$
where the exponents are the Fibonacci numbers
$$
F_{0}=1, \quad F_{1}=1, \quad \text { and } \quad F_{n+2}=F_{n+1}+F_{n} \quad \text { for } \quad n=0,1, \ldots
$$

We recall that

$$
F_{n}=\frac{\varphi^{n+1}+(-\varphi)^{-n-1}}{\sqrt{5}}=\frac{\varphi^{n+1}}{\sqrt{5}}+o(1) \quad \text { as } \quad n \rightarrow \infty
$$

where $\varphi:=(1+\sqrt{5}) / 2 \approx 1.618$ denotes the Golden Ratio. Hence the convergence speed is slightly smaller than that of Newton's method.

Exercise 11.3 (Newton-Kantorovich Method) Let $X$ be a Banach space, $x_{0} \in X$, $R>0$, and $F: B_{R}\left(x_{0}\right) \rightarrow X$ a function of class $C^{1}$. Furthermore, let $t_{0} \in \mathbb{R}$, $0<r<R$, and $\varphi:\left[t_{0}, t_{0}+r\right]$ be a continuous function, of class $C^{1}$ in $\left(t_{0}, t_{0}+r\right)$. Assume that the following hypotheses are satisfied:

$$
\begin{aligned}
& \left\|F\left(x_{0}\right)-x_{0}\right\| \leq \varphi\left(t_{0}\right)-t_{0} \\
& \left\|F^{\prime}(x)\right\| \leq \varphi^{\prime}(t) \quad \text { if } \quad\left\|x-x_{0}\right\| \leq t-t_{0}
\end{aligned}
$$

$\varphi$ has at least one fixed point.
(i) Prove by induction that, starting from $t_{0}$, the formula $t_{n+1}:=\varphi\left(t_{n}\right)$ defines a non-decreasing sequence, converging to some $t^{*} \in\left[t_{0}, t_{0}+r\right]$.
(ii) Show that $t^{*}$ is the smallest fixed point of $\varphi$.
(iii) Prove by induction that, starting from $x_{0}$, the formula $x_{n+1}:=F\left(x_{n}\right)$ defines a sequence satisfying the inequalities

$$
\left\|x_{n+1}-x_{n}\right\| \leq t_{n+1}-t_{n}, \quad n=0,1, \ldots .
$$

(iv) Infer from the above results that $\left(x_{n}\right)$ converges to a fixed point $x^{*}$ of $F$, and that

$$
\left\|x^{*}-x_{n}\right\| \leq t^{*}-t_{n}, \quad n=0,1, \ldots
$$

Exercise 11.4 Given a linear operator $A$ in a finite-dimensional normed space $X$ and a vector $b \in X$, we seek the solution of the equation $x=A x+b$ as the limit of the sequence $\left(x_{n}\right)$ defined by the recursive formula

$$
\begin{equation*}
x_{n+1}:=A x_{n}+b, \quad n=0,1, \ldots, \tag{11.5}
\end{equation*}
$$

where $x_{0} \in X$ is an arbitrarily given vector.
Prove the following ${ }^{15}$ :
(i) If $\left(x_{n}\right)$ converges for some $x_{0}$, then $\lim x_{n}$ is a solution of the equation $x=$ $A x+b$.
(ii) If $\|A\|<1$, then the equation $x=A x+b$ has a unique solution $x_{b}$ for any given $b$, and $x_{n} \rightarrow x_{b}$ for any given $x_{0}$.
(iii) If $\|A\| \geq 1$, and $A$ is symmetric, then there exist $b$ and $x_{0}$ for which $\left(x_{n}\right)$ does not converge.

Exercise 11.5 We consider the same problem as in the preceding exercise, but in a finite-dimensional complex normed space $X .{ }^{16}$ We define the spectral radius of $A$ by the formula

$$
\begin{equation*}
\rho(A):=\max \left\{\left|\lambda_{1}\right|, \ldots,\left|\lambda_{r}\right|\right\}, \tag{11.6}
\end{equation*}
$$

where $\lambda_{1}, \ldots, \lambda_{r}$ are the (complex) eigenvalues of $A$. Prove the following results:
(i) If $\left(x_{n}\right)$ converges for some $x_{0}$, then $\lim x_{n}$ is a solution of the equation $x=$ $A x+b$.
(ii) We always have $\rho(A) \leq\|A\|$.
(iii) If $\rho(A)<1$, then the equation $x=A x+b$ has a unique solution $x_{b}$ for any given $b$, and $x_{n} \rightarrow x_{b}$ for any given $x_{0}$.
(iv) If $\rho(A) \geq 1$, then there exist $x_{0}$ and $b$ for which $\left(x_{n}\right)$ does not converge.
(v) If $X$ is a Euclidean space, then $\|A\|=\sqrt{\rho\left(A^{*} A\right)}$.
(vi) If $X$ is a Euclidean space and $A$ is selfadjoint, then $\|A\|=\rho(A)$.
(vii) The equality $\|A\|=\rho(A)$ may fail in general.

[^133]
## Chapter 12 <br> Numerical Solution of Differential Equations

Integration is just a special case of the solution of differential equations. Similarly to numerical integration, the approximate solution of differential equations is of great importance in, among other subjects, physics, engineering and chemistry. We give a short introduction to this subject.

### 12.1 Approximation of Solutions

Differential equations of the form

$$
\begin{equation*}
x^{\prime}=f(t, x), \quad x(\tau)=\xi \tag{12.1}
\end{equation*}
$$

rarely may be solved explicitly. But we may find good approximations of the solutions. Euler proposed the following method. Assuming, for example, ${ }^{1}$ that $\tau^{\prime}>\tau$, let us divide the interval $\left[\tau, \tau^{\prime}\right]$ into $n$ equal subintervals for some large integer $n$, and approximate $f$ by a suitable constant in each of them. Introducing the notations

$$
\begin{equation*}
h:=\frac{\tau^{\prime}-\tau}{n} \quad \text { and } \quad t_{k}:=\tau+k h, \quad k=0, \ldots, n, \tag{12.2}
\end{equation*}
$$

this is equivalent to approximating $x\left(\tau^{\prime}\right)$ by $x_{n}:=z_{n}$, where the numbers $z_{k}$ are defined by the following recurrence formula (see Fig. 12.1):

$$
z_{0}:=\xi \quad \text { and } \quad z_{k+1}:=z_{k}+f\left(t_{k}, z_{k}\right) h, \quad k=0, \ldots, n-1
$$

In order to justify this method we first establish an important inequality.

[^134]Fig. 12.1 Euler's method


Definition A continuous function $x: I \rightarrow X$, defined on an interval $I$, is an $\varepsilon$ approximate solution of the differential equation $x^{\prime}=f(t, x)$ if it is piecewise continuously differentiable with $\left\|x^{\prime}(t)-f(t, x(t))\right\| \leq \varepsilon$ for each $t \in I$, except at a finite number of points. ${ }^{2}$
In particular, every solution is also a 0 -approximate solution.
Proposition 12.1 (Peano) Let $x_{i}: I \rightarrow X$ be an $\varepsilon_{i}$-approximate solution of $x^{\prime}=f(t, x)$ for $i=1$, 2. If $\left\|D_{2} f\right\| \leq L$, then

$$
\left\|x_{1}(t)-x_{2}(t)\right\| \leq\left\|x_{1}(\tau)-x_{2}(\tau)\right\| e^{L|t-\tau|}+\frac{\varepsilon_{1}+\varepsilon_{2}}{L}\left(e^{L|t-\tau|}-1\right)
$$

for all $\tau, t \in I$.
Proof Assuming by symmetry that $t \geq \tau$, we have

$$
\begin{aligned}
\left\|\left(x_{1}-x_{2}\right)(t)\right\| & \leq\left\|\left(x_{1}-x_{2}\right)(\tau)\right\|+\int_{\tau}^{t}\left\|\left(x_{1}-x_{2}\right)^{\prime}(s)\right\| d s \\
& \leq\left\|\left(x_{1}-x_{2}\right)(\tau)\right\|+\int_{\tau}^{t} \varepsilon_{1}+\varepsilon_{2}+\left\|f\left(s, x_{1}(s)\right)-f\left(s, x_{2}(s)\right)\right\| d s \\
& \leq\left\|\left(x_{1}-x_{2}\right)(\tau)\right\|+L \int_{\tau}^{t} \frac{\varepsilon_{1}+\varepsilon_{2}}{L}+\left\|\left(x_{1}-x_{2}\right)(s)\right\| d s
\end{aligned}
$$

Hence the function

$$
\varphi(t):=\frac{\varepsilon_{1}+\varepsilon_{2}}{L}+\left\|\left(x_{1}-x_{2}\right)(t)\right\|
$$

[^135]satisfies the assumptions of Gronwall's lemma 6.8 (p. 155):
$$
\varphi(t) \leq\left(\frac{\varepsilon_{1}+\varepsilon_{2}}{L}+\left\|\left(x_{1}-x_{2}\right)(\tau)\right\|\right)+L \int_{\tau}^{t} \varphi(s) d s
$$
and we conclude that
$$
\varphi(t) \leq\left(\frac{\varepsilon_{1}+\varepsilon_{2}}{L}+\left\|\left(x_{1}-x_{2}\right)(\tau)\right\|\right) e^{L(t-\tau)}
$$
for all $t \in I, t \geq \tau$. This is equivalent to the assertion of the proposition.
Henceforth we assume that $f: D \rightarrow X$ satisfies the assumptions of the CauchyLipschitz theorem. We consider the following generalization of Euler's recurrence formulas, where $\Phi: D \times(-r, r) \rightarrow X$ is some given function for some $r>0$ : given an integer $n>\frac{\tau^{\prime}-\tau}{r}$, we define $h$ and $t_{0}, \ldots, t_{n}$ as in (12.2), and then we set
$$
z_{0}:=\xi, \quad z_{k+1}:=z_{k}+\Phi\left(t_{k}, z_{k}, h\right) h, \quad k=0, \ldots, n-1, \quad x_{n}:=z_{n} .
$$

Proposition 12.2 Let the solution of (12.1) be defined in some interval $\left[\tau, \tau^{\prime}\right]$, and set

$$
K:=\left\{(t, x(t), 0): t \in\left[\tau, \tau^{\prime}\right]\right\} .
$$

Assume that $\Phi$ is uniformly continuous ${ }^{3}$ in some neighborhood $U$ of $K$, and

$$
\Phi(t, x, 0)=f(t, x)
$$

for all $(t, x, 0) \in U$.
Fix $\varepsilon>0$ arbitrarily. If $n$ is sufficiently large, then $z_{0}, \ldots, z_{n}$ are well defined, and the formula

$$
z(t):=z_{k}+\Phi\left(t_{k}, z_{k}, h\right)\left(t-t_{k}\right), \quad t \in\left[t_{k}, t_{k+1}\right], \quad k=0, \ldots, n-1
$$

defines an $\varepsilon$-approximate solution of (12.1).
Proof Fix a constant $M$ satisfying $M>\|\Phi\|$ on the compact set $K$, and choose by continuity an open set $V$ such that $K \subset V \subset U$ and $M>\|\Phi\|$ on $V$. Fix two positive numbers $r_{1}, r_{2}$ such that

$$
(t, y, h) \in V \quad \text { whenever } \quad t \in\left[\tau, \tau^{\prime}\right], \quad\|y-x(t)\| \leq r_{1} \quad \text { and } \quad|h| \leq r_{2} .
$$

[^136]We may assume that $\varepsilon>0$ is sufficiently small such that

$$
\frac{\varepsilon}{L}\left(e^{L\left(\tau^{\prime}-\tau\right)}-1\right)<r_{1} .
$$

Choose $n$ sufficiently large such that

$$
0<h<r_{2}, \quad \frac{\varepsilon}{L}\left(e^{L\left(\tau^{\prime}-\tau\right)}-1\right)+2 M h<r_{1}
$$

and

$$
\left\|\Phi\left(t_{1}, y_{1}, h\right)-\Phi\left(t_{2}, y_{2}, 0\right)\right\|<\varepsilon
$$

whenever

$$
\left(t_{1}, y_{1}, h\right),\left(t_{2}, y_{2}, 0\right) \in V, \quad\left|t_{1}-t_{2}\right| \leq h \quad \text { and } \quad\left\|y_{1}-y_{2}\right\| \leq M h
$$

We prove by induction on $k$ that $z(t)$ is well defined for $t \in\left[\tau, t_{k}\right]$, and $z$ is an $\varepsilon$-approximate solution on $\left[\tau, t_{k}\right]$.

There is nothing to verify for $k=0$. If our claim is true for some $0 \leq k<n$, then applying Peano's inequality we have

$$
\begin{aligned}
\|z(t)-x(t)\| & \leq\left\|z(t)-z\left(t_{k}\right)\right\|+\left\|z\left(t_{k}\right)-x\left(t_{k}\right)\right\|+\left\|x\left(t_{k}\right)-x(t)\right\| \\
& \leq M h+\frac{\varepsilon}{L}\left(e^{L\left(t_{k}-\tau\right)}-1\right)+M h \\
& <r_{1}
\end{aligned}
$$

for all $t \in\left[t_{k}, t_{k+1}\right]$. Hence $(t, z(t), 0),(t, z(t), h) \in V$ for all $t \in\left[t_{k}, t_{k+1}\right]$, and

$$
\left\|z^{\prime}(t)-f(t, z(t))\right\|=\left\|\Phi\left(t_{k}, z\left(t_{k}\right), h\right)-\Phi(t, z(t), 0)\right\|<\varepsilon
$$

for all $t \in\left(t_{k}, t_{k+1}\right)$.
We are going to investigate the speed of convergence of $x_{n}=z_{n}$ to $x\left(\tau^{\prime}\right)$. If $f \in C^{p}$ for some $p \geq 1$, then we introduce for convenience the notation

$$
f^{[0]}:=f, \quad \text { and } \quad f^{[i]}:=D_{1} f^{[i-1]}+f D_{2} f^{[i-1]} \quad \text { for } \quad i=1, \ldots, p .
$$

It follows by induction on $i$ that the maximal solution of (12.1) satisfies the equalities

$$
\begin{equation*}
x^{(i)}(t)=f^{[i-1]}(t, x(t)) \quad \text { for all } \quad t \in I \quad \text { and } \quad i=1, \ldots, p+1 \tag{12.3}
\end{equation*}
$$

Indeed, for $i=0$ this is just the differential equation (12.1). If it holds for some $0 \leq i \leq p$, then it also holds for $i+1$ because

$$
\begin{aligned}
x^{(i+1)}(t) & =\frac{d}{d t} x^{(i)}(t) \\
& =\frac{d}{d t} f^{[i-1]}(t, x(t)) \\
& =D_{1} f^{[i-1]}(t, x(t))+D_{2} f^{[i-1]}(t, x(t)) x^{\prime}(t) \\
& =D_{1} f^{[i-1]}(t, x(t))+f(t, x(t)) D_{2} f^{[i-1]}(t, x(t)) \\
& =f^{[i]}(t, x(t)) .
\end{aligned}
$$

Proposition 12.3 Assume that the hypotheses of the preceding proposition are fulfilled. Assume furthermore that $\Phi \in C^{p}$ for some $p \geq 1$, and

$$
\begin{equation*}
D_{3}^{k} \Phi(t, x, 0)=\frac{1}{k+1} f^{[k]}(t, x) \tag{12.4}
\end{equation*}
$$

for all $(t, x) \in D$ and $k=0, \ldots, p-1$.
Then

$$
\begin{equation*}
x_{n}=x\left(\tau^{\prime}\right)+O\left(n^{-p}\right) \quad \text { as } \quad n \rightarrow \infty . \tag{12.5}
\end{equation*}
$$

Proof Fix two constants $L, M$ satisfying

$$
\begin{equation*}
L>\left\|D_{2} \Phi\right\|, \quad M>\|\Phi\| \quad \text { and } \quad M>\frac{2}{p!}\left\|D_{3}^{p} \Phi\right\| \tag{12.6}
\end{equation*}
$$

on $K$, and fix an open set $K \subset V \subset U$ on which these inequalities are still satisfied.
If $n$ is sufficiently large, then $z_{0}, \ldots, z_{n}$ are well defined by the preceding proposition, and $(t, y, s) \in U$ whenever $t \in\left[\tau, \tau^{\prime}\right], y \in[x(t), z(t)]$ and $s \in[0, h]$. Henceforth, we consider only such large values of $n$.

It suffices to establish the inequalities

$$
\begin{equation*}
\left\|x\left(t_{k+1}\right)-z_{k+1}\right\| \leq(1+L h)\left\|x\left(t_{k}\right)-z_{k}\right\|+M h^{p+1} \tag{12.7}
\end{equation*}
$$

for $k=0, \ldots, n-1$. Indeed, since $x\left(t_{0}\right)-z_{0}=\xi-\xi=0$, they imply the estimate ${ }^{4}$

$$
\begin{aligned}
\left\|x\left(t_{n}\right)-x_{n}\right\| & =\left\|x\left(t_{n}\right)-z_{n}\right\| \\
& \leq \sum_{k=0}^{n-1}(1+L h)^{k} M h^{p+1}
\end{aligned}
$$

[^137]\[

$$
\begin{aligned}
& \leq n(1+L h)^{n} M h^{p+1} \\
& =\left(\tau^{\prime}-\tau\right)\left(1+\frac{L\left(\tau^{\prime}-\tau\right)}{n}\right)^{n} M h^{p} \\
& <\left(\tau^{\prime}-\tau\right) e^{L\left(\tau^{\prime}-\tau\right)} M h^{p} \\
& =M\left(\tau^{\prime}-\tau\right)^{p+1} e^{L\left(\tau^{\prime}-\tau\right)} n^{-p} .
\end{aligned}
$$
\]

For the proof of (12.7) first we apply Taylor's formula. We have

$$
\left\|x\left(t_{k+1}\right)-x\left(t_{k}\right)-\sum_{i=0}^{p-1} \frac{x^{(i+1)}\left(t_{k}\right)}{(i+1)!} h^{i+1}\right\| \leq \max _{t \in\left[t_{k}, t_{k+1}\right]}\left\|x^{(p+1)}(t)\right\| \frac{h^{p+1}}{(p+1)!}
$$

and

$$
\left\|\Phi\left(t_{k}, x\left(t_{k}\right), h\right)-\sum_{i=0}^{p-1} \frac{D_{3}^{i} \Phi\left(t_{k}, x\left(t_{k}\right), 0\right)}{i!} h^{i}\right\| \leq \max _{s \in[0, h]}\left\|D_{3}^{p} \Phi\left(t_{k}, x\left(t_{k}\right), s\right)\right\| \frac{h^{p}}{p!} .
$$

Using (12.3), (12.4) and (12.6) we get

$$
\begin{equation*}
\left\|x\left(t_{k+1}\right)-x\left(t_{k}\right)-\Phi\left(t_{k}, x\left(t_{k}\right), h\right) h\right\| \leq M h^{p+1} . \tag{12.8}
\end{equation*}
$$

Next we apply the Lagrange inequality to get

$$
\begin{aligned}
\left\|z_{k+1}-z_{k}-\Phi\left(t_{k}, x\left(t_{k}\right), h\right) h\right\| & \leq h\left\|\Phi\left(t_{k}, z_{k}, h\right)-\Phi\left(t_{k}, x\left(t_{k}\right), h\right)\right\| \\
& \leq L h\left\|z_{k}-x\left(t_{k}\right)\right\|
\end{aligned}
$$

Combining with (12.8) and using the triangle inequality, the estimate (12.7) follows.

Definition A method is said to be of order $p$ if it satisfies (12.5), but does not satisfy the similar estimate with $p+1$ instead of $p$.

## Examples

- For Euler's method $\Phi(t, x, h)=f(t, x)$ the condition (12.4) of Proposition 12.3 is satisfied for $k=0$ by definition, so that it has at least order one. ${ }^{5}$
- The modified Euler method is defined by the formula

$$
\Phi(t, x, h)=f\left(t+\frac{h}{2}, x+\frac{h}{2} f(t, x)\right)
$$

[^138]Its order is at least two ${ }^{6}$ because the condition (12.4) of Proposition 12.3 is satisfied for $k=0$ and $k=1: \Phi(t, x, 0)=f(t, x)$ and

$$
D_{3} \Phi(t, x, 0)=\frac{1}{2} D_{1} f(t, x)+D_{2} f(t, x) \frac{f(t, x)}{2}=f^{[1]}(t, x)
$$

### 12.2 The Runge-Kutta Method

According to an idea of Runge, developed by Heun and Kutta, we may construct methods of arbitrarily high order in the following way. We replace the integral in the equation

$$
x(t+h)-x(t)=\int_{t}^{t+h} f(s, x(s)) d s
$$

with a suitable numerical integration formula

$$
\int_{t}^{t+h} f(s, x(s)) d s \approx h \sum_{i=1}^{m} b_{i} f\left(t+a_{i} h, x\left(t+a_{i} h\right)\right)
$$

and we replace the integrals of the identities

$$
x\left(t+a_{i} h\right)=x(t)+\int_{t}^{t+a_{i} h} f(s, x(s)) d s
$$

with suitable numerical integration formulas as well:

$$
\int_{t}^{t+a_{i} h} f(s, x(s)) d s \approx h \sum_{j=1}^{i-1} c_{i j} f\left(t+a_{j} h, x\left(t+a_{j} h\right)\right)
$$

This leads to the investigation of functions of the form

$$
\Phi(t, x, h):=\sum_{i=1}^{m} b_{i} k_{i}
$$

where the quantities $k_{1}, \ldots, k_{m}$ are defined recursively by formulas of the type

$$
k_{i}:=f\left(t+a_{i} h, x+h \sum_{j=1}^{i-1} c_{i j} k_{j}\right), \quad i=1, \ldots, m .
$$

[^139]Suitable choices of $m, a_{i}, b_{i}, c_{i j}$ yield powerful numerical methods.

## Examples

- For $m=1, a_{1}=0$ and $b_{1}=1$ we recover Euler's method:

$$
\Phi(t, x, h)=f(t, x)
$$

- For $m=2, b_{1}=0, b_{2}=1, a_{1}=0$ and $a_{2}=c_{21}=1 / 2$ we recover the modified Euler's method:

$$
\Phi(t, x, h)=f\left(t+\frac{h}{2}, x+\frac{h}{2} f(t, x)\right)
$$

- The classical Runge-Kutta method corresponds to the choice

$$
\Phi(t, x, h):=\frac{k_{1}+2 k_{2}+2 k_{3}+k_{4}}{6}
$$

with

$$
\begin{aligned}
& k_{1}=f(t, x), \\
& k_{2}=f\left(t+\frac{h}{2}, x+\frac{h}{2} k_{1}\right), \\
& k_{3}=f\left(t+\frac{h}{2}, x+\frac{h}{2} k_{2}\right), \\
& k_{4}=f\left(t+h, x+h k_{3}\right) .
\end{aligned}
$$

The last method is of order four.

### 12.3 The Dirichlet Problem

Important physical questions ${ }^{7}$ require the solution of the Dirichlet problem

$$
\begin{equation*}
-\Delta u=0 \quad \text { in } \quad \Omega, \quad u=f \quad \text { on } \quad \Gamma, \tag{12.9}
\end{equation*}
$$

[^140]where $\Omega$ is a given bounded domain in $\mathbb{R}^{n}, f: \Gamma \rightarrow \mathbb{R}$ is a given continuous function on its boundary $\Gamma$, and the Laplacian operator denotes the trace of the Hessian:
$$
\Delta u:=\sum_{i=1}^{n} D_{i}^{2} u .
$$

The solution of this problem being out of our scope here, we instead solve an approximate problem. If $u$ solves (12.9), then applying Taylor's formula and using the canonical basis $e_{1}, \ldots, e_{n}$ of $\mathbb{R}^{n}$, we obtain for each $x \in \Omega$ the relations

$$
u\left(x \pm h e_{i}\right)-u(x)= \pm h D_{i} u(x)+\frac{1}{2} D_{i}^{2} u(x) h^{2}+o\left(h^{2}\right), \quad h \rightarrow 0
$$

for $i=1, \ldots, n$. Summing them we obtain the relation

$$
\begin{equation*}
\frac{1}{2 n} \sum_{i=1}^{n}\left(u\left(x+h e_{i}\right)+u\left(x-h e_{i}\right)\right)=u(x)+\frac{h^{2}}{2 n} \Delta u(x)+o\left(h^{2}\right), \quad h \rightarrow 0 . \tag{12.10}
\end{equation*}
$$

Fix a small positive real number $h$, and consider the set $L_{h}$ of lattice points $x \in \mathbb{R}^{n}$ whose components are integer multiples of $h$. Each lattice point has $2 n$ neighbors $y \in L_{h}$ satisfying

$$
\sum_{i=1}^{n}\left|x_{i}-y_{i}\right|=1
$$

Let us denote by $\Omega_{h}:=\Omega \cap L_{h}$ the set of lattice points lying in $\Omega$, and by $\Gamma_{h}$ the set of lattice points outside $\Omega$ that have at least one neighbor in $\Omega$. Pick for each $x \in \Gamma_{h}$ a point $y \in \Gamma \cap B_{h}(x)$ and set $f_{h}(x):=f(y)$.

If $h$ is sufficiently small, then in view of (12.10) we may approximate the solution of (12.9) by the solution of the system of linear equations

$$
\begin{equation*}
A_{h} u=u \quad \text { in } \quad \Omega_{h} \quad \text { and } \quad u=f_{h} \quad \text { on } \quad \Gamma_{h}, \tag{12.11}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{h} u(x):=\frac{1}{2 n} \sum_{i=1}^{2 n} u\left(y_{i}\right) \quad \text { if } \quad x \in \Omega_{h}, \tag{12.12}
\end{equation*}
$$

where $y_{1}, \ldots, y_{2 n}$ denote the neighbors of $x$.

For the solution of this problem we generalize the Banach-Cacciopoli fixed point theorem 1.10 (p. 16) ${ }^{8}$ :

Proposition 12.4 Let $X$ be a complete metric space and $f: X \rightarrow X$. If there exists a positive integer $m$ such that the $m$-fold composition $f^{m}:=f \circ \cdots \circ f$ of $f$ is a contraction, then $f$ has a unique fixed point $x$.

Moreover, $f^{n}\left(x_{0}\right) \rightarrow x$ for each fixed $x_{0} \in X$.
Proof Since $f^{m}$ has a unique fixed point by Theorem 1.10, for the first part it suffices to show that $f$ and $f^{m}$ have the same fixed points. Each fixed point of $f$ is obviously also a fixed point of $f^{m}$. Conversely, if $x$ is a fixed point of $f^{m}$, then $f^{m}(f(x))=$ $f\left(f^{m}(x)\right)=f(x)$, so that $f(x)$ is also a fixed point of $f^{m}$. Since $f^{m}$ is a contraction, we conclude by uniqueness that $f(x)=x$.

For the second part it suffices to observe that each of the $m$ subsequences $\left(\left(f^{m}\right)^{n} f^{r}\left(x_{0}\right)\right), r=0, \ldots, m-1$, converges to this fixed point by Theorem 1.10 as $n \rightarrow \infty$.

Proposition 12.5 The problem (12.11) has a unique solution.
Proof Let us denote by $X$ the set of functions $u: \Omega_{h} \cup \Gamma_{h} \rightarrow \mathbb{R}$ satisfying $u=f_{h}$ on $\Gamma_{h}$. This is a complete metric space for the distance

$$
d(u, v):=\|u-v\|_{\infty}=\max \left\{|u(x)-v(x)|: x \in \Omega_{h}\right\} .
$$

Let us extend the definition of $A_{h}$ for $\Omega_{h} \cup \Gamma_{h}$ by setting

$$
A_{h} u(x):=f_{h}(x) \quad \text { if } \quad x \in \Gamma_{h},
$$

then $A_{h}: X \rightarrow X$.
If $u, v \in X$, then $A_{h} u(x)-A_{h} v(x)=0$ for all $x \in \Gamma_{h}$, while for $x \in \Omega_{h}$ we have

$$
\left|A_{h} u(x)-A_{h} v(x)\right| \leq \frac{1}{2 n} \sum_{i=1}^{2 n}\left|u\left(y_{i}\right)-v\left(y_{i}\right)\right| \leq d(u, v)
$$

where $y_{1}, \ldots, y_{2 n}$ denote the neighbors of $x$. Hence $d\left(A_{h} u, A_{h} v\right) \leq d(u, v)$, and iterating this we obtain the inequalities

$$
\begin{equation*}
d\left(A_{h}^{k} u, A_{h}^{k} v\right) \leq d(u, v) \tag{12.13}
\end{equation*}
$$

for all $u, v \in X$ and $k=1,2, \ldots$.
We need a sharper estimate. Let us denote by $m(x)$ the distance of $x \in \Omega_{h} \cup \Gamma_{h}$ from the boundary $\Gamma_{h}$. More precisely, let $m(x):=0$ if $x \in \Gamma_{h}$. Then, by induction,

[^141]let $m(x):=k+1$ if $m(x)$ has not yet been defined, but $x$ has a neighbor $y$ satisfying $m(y)=k$.

By the definition of $\Omega_{h}$ and $\Gamma_{h}, m(x)$ is well defined for all $x \in \Omega_{h} \cup \Gamma_{h}$. Furthermore, since $\Omega_{h} \cup \Gamma_{h}$ is a finite set, there exists a positive integer $m$ such that $m(x) \leq m$ for all $x \in \Omega_{h} \cup \Gamma_{h}$.

We prove by induction that if $m(x)=k$ for some $x \in \Omega_{h} \cup \Gamma_{h}$, then

$$
\begin{equation*}
\left|A_{h}^{k} u(x)-A_{h}^{k} v(x)\right| \leq\left(1-(2 n)^{-k}\right) d(u, v) \tag{12.14}
\end{equation*}
$$

for all $u, v \in X$.
This is true for $k=0$ because then $u(x)=v(x)=f_{h}(x)$. Let $k \geq 1$ and assume that the estimates hold for all $y \in \Omega_{h} \cup \Gamma_{h}$ with $m(y)=k-1$.

If $m(x)=k$, then at least one neighbor $y$ of $x$ satisfies $m(y)=k-1$. Using (12.13) and applying the induction hypothesis, (12.14) follows:

$$
\begin{aligned}
\left|A_{h}^{k} u(x)-A_{h}^{k} v(x)\right| & \leq \frac{1}{2 n}\left(1-(2 n)^{1-k}\right) d(u, v)+\frac{2 n-1}{2 n} d(u, v) \\
& =\left(1-(2 n)^{-k}\right) d(u, v)
\end{aligned}
$$

It follows from (12.14) that

$$
d\left(A_{h}^{m} u, A_{h}^{m} v\right) \leq\left(1-(2 n)^{-m}\right) d(u, v)
$$

for all $u, v \in X$. We conclude by applying Proposition 12.4 with $f=A_{h}$.
Remark Since our problem was solved by applying the fixed point theorem of contractions, the proof also provides an algorithm for the numerical approximation of the solution.

### 12.4 The Monte Carlo Method

For the approximate solution of the Dirichlet problem another very efficient approach is provided by the so-called Monte Carlo method of von Neumann and Ulam. Let us consider the following random walk problem of Pólya. A person is walking on the lattice points of $\Omega_{h} \cup \Gamma_{h}$ as follows. If he is at some point $x$, then in the next step he moves to one of the $2 n$ neighbors of $x$ with equal probability $=\frac{1}{2 n}$. When he arrives at a point $y$ of the boundary, then he stops and receives the reward $f_{h}(y)$. Let us denote by $u(x)$ the expected value of his reward when he starts from $x$.

Proposition 12.6 The function $u: \Omega_{h} \cup \Gamma_{h} \rightarrow \mathbb{R}$ solves (12.11).
Proof If $x \in \Gamma_{h}$, then the person does not move, so that $u(x)=f_{h}(x)$ by definition.

If $x \in \Omega_{h}$, then he moves to one of the $2 n$ neighbors $y_{1}, \ldots, y_{2 n} \in \Omega_{h} \cup \Gamma_{h}$ with equal probability. Therefore

$$
u(x)=\sum_{j=1}^{2 n} \frac{1}{2 n} u\left(y_{j}\right)
$$

by elementary properties of the expected value, i.e., $u(x)=A_{h} u(x)$, as required.
Remark This method provides a probabilistic method of solving (12.11) numerically, by repeating a large number of times the random walk, starting from a given point $x$, and taking the average of the corresponding rewards.

This is particularly useful if we only need to approximate the solution at some particular points $x$ instead of all $x \in \Omega_{h}$ : it requires much less computation than the method of the preceding section.

### 12.5 The Heat Equation

Given two positive numbers $h$ and $\tau$, we consider the following diffusion problem. If a particle is found in some position $x \in \mathbb{R}^{n}$ at time $t$, then, subject to independent random impacts, it will be at time $t+\tau$, with equal probability, in one of the neighboring positions $x \pm h e_{i}, i=1, \ldots, n$.

We do not know the particle's position at time $t=0$, but we know that it belongs to the lattice $L_{h}:=h \mathbb{Z}^{n}$, , and we know the probability $g(x)$ that it is in position $x$. We are looking for the probability $u(t, x)$ that the particle will be in position $x$ at time $t=\tau, 2 \tau, \ldots$.

We have

$$
u(0, x)=g(x) \quad \text { for all } \quad x \in \Omega_{h}
$$

by definition, and

$$
u(t+\tau, x)=\frac{1}{2 n} \sum_{i=1}^{2 n} u\left(t, y_{i}\right) \quad \text { for all } \quad t=0, \tau, 2 \tau, \ldots \quad \text { and } \quad x \in \Omega_{h}
$$

by elementary probability considerations, where $y_{1}, \ldots, y_{2 n}$ denote the neighbors of $x$. In principle, they allow us to compute the probability distributions $u(k \tau, x)$, $x \in \Omega_{h}$, by induction on $k=0,1, \ldots,{ }^{10}$ but the results are not practical.

[^142]We are interested in the limit problem as $h$ and $\tau$ tend to zero. Let us rewrite the last equation in the form

$$
u(t+\tau, x)-u(t, x)=\frac{1}{2 n} \sum_{i=1}^{2 n}\left(u\left(t, y_{i}\right)-u(t, x)\right)
$$

Applying Taylor's formula and using the relation (12.10) from Sect. 12.3, we obtain for $h, \tau \rightarrow 0$ the relation

$$
\tau \frac{\partial u}{\partial t}(t, x)+o(\tau)=\frac{h^{2}}{2 n} \Delta u(t, x)+o\left(h^{2}\right),
$$

where we use the traditional notation $\frac{\partial u}{\partial t}$ for the first partial derivative $D_{1} u$ of $u$.
Assuming that $\frac{h^{2}}{2 n \tau}$ converges to some positive number $a^{2},{ }^{11}$ letting $h, \tau \rightarrow 0$ we obtain Fourier's heat equation

$$
\frac{\partial u}{\partial t}=a^{2} \Delta u \quad \text { for } \quad t>0 \quad \text { and } \quad x \in \mathbb{R}^{n}
$$

### 12.6 Exercises

Exercise 12.1 Prove that the exact order of Euler's method is one.
Exercise 12.2 Prove that the exact order of the modified Euler method is two.
Exercise 12.3 Given a continuous linear operator $A$ in a real or complex Banach space $X$, we define its spectral radius by the formula ${ }^{12}$

$$
\rho(A):=\inf _{n \geq 1} \sqrt[n]{\left\|A^{n}\right\|}
$$

Prove the following results:
(i) In the finite-dimensional complex case this is equivalent to the definition (11.6) in Exercise 11.5, p. 282.
(ii) The following limit relation always holds:

$$
\sqrt[n]{\left\|A^{n}\right\|} \rightarrow \rho(A) \quad \text { as } \quad n \rightarrow \infty
$$

(iii) If $\rho(A)<1$, then the equation $x=A x+b$ has a unique solution $x_{b} \in X$ for each fixed $b \in X$. Furthermore, for any given $x_{0} \in X$ the sequence $\left(x_{n}\right)$ defined

[^143]by the recursive formula
$$
x_{n+1}:=A x_{n}+b, \quad n=0,1, \ldots
$$
converges to $x_{b}$.
(iv) If $\rho(A) \geq 1$ and $\operatorname{dim} X<\infty$, then there exist $x_{0}$ and $b$ for which $\left(x_{n}\right)$ does not converge.

Exercise 12.4 Given a linear operator $A$ in a finite-dimensional normed space $X$, prove that

$$
\rho(A)=\inf \|A\|^{\prime}
$$

where $\|\cdot\|^{\prime}$ runs over all norms on $X$, and $\|A\|^{\prime}$ is the corresponding operator norm, i.e.,

$$
\|A\|^{\prime}:=\sup _{\|x\|^{\prime} \leq 1}\|A x\|^{\prime}
$$

Exercise 12.5 (Volterra operator) Let $a: T \rightarrow \mathbb{R}$ be a continuous function on the closed triangle

$$
T:=\left\{(t, s) \in \mathbb{R}^{2}: 0 \leq s \leq t \leq 1\right\} .
$$

Given a function $x \in C([0,1])$, set

$$
(A x)(t):=\int_{0}^{t} a(t, s) x(s) d s, \quad t \in[0,1] .
$$

Prove the following results:
(i) $A$ is a continuous linear operator in $C([0,1])$ with the supremum norm.
(ii) $\rho(A)=0$.

Exercise 12.6 (Maximum Principle for Harmonic Functions) Let $\Omega$ be a bounded open domain with boundary $\Gamma$ in $\mathbb{R}^{n}$, and $f: \bar{\Omega} \rightarrow \mathbb{R}$ a continuous function. Prove that if $u$ is harmonic in $\Omega$, i.e., if $\Delta u=0$ in $\Omega$, then

$$
\min _{\Gamma} u \leq u(x) \leq \max _{\Gamma} u
$$

for all $x \in \Omega$.

Exercise 12.7 (Maximum Principle for the Heat Equation) Let $\Omega$ and $\Gamma$ be as in Exercise 12.6, and $T>0$. Consider the cylinder $Q:=(0, T) \times \Omega$, and denote by
$\Sigma$ the union of its lower base and its lateral boundary:

$$
\Sigma:=(\{0\} \times \Omega) \cup[0, T] \times \Gamma .
$$

Prove that if a continuous function $f: \bar{Q} \rightarrow \mathbb{R}$ satisfies in $(0, T] \times \Omega$ the heat equation

$$
\frac{\partial u}{\partial t}-\Delta u=0
$$

then

$$
\min _{\Sigma} u \leq u(t, x) \leq \max _{\Sigma} u
$$

for all $(t, x) \in Q .{ }^{13}$
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## Hints and Solutions to Some Exercises

Exercise 1.1. Applying the second inequality with $x=y$ and using the first one we get the nonnegativity of $d$. Applying the second inequality with $z=y$ and using the first one we get $d(x, y) \leq d(y, x)+d(y, y)=d(y, x)$. Exchanging the role of $x$ and $y$ this yields $d(x, y)=d(y, x)$.

Exercise 1.2.
(iv) If

$$
d(x, y) \geq d(y, z) \geq d(z, x)
$$

then

$$
d(x, y) \leq \max \{d(y, z), d(z, x)\}=d(y, z)
$$

and hence $d(x, y)=d(y, z)$.
(v) If $y \in B_{r}(x)$ and $z \in B_{r}(y)$, then

$$
d(x, z) \leq \max \{d(x, y), d(z, y)\}<r
$$

so that $B_{r}(y) \subset B_{r}(x)$.
Since $y \in B_{r}(x) \Longleftrightarrow x \in B_{r}(y)$, the converse inclusion also holds.
(vi) If $z \in B_{r}(x) \cap B_{s}(y)$ and say $r \leq s$, then

$$
B_{r}(x)=B_{r}(z) \subset B_{s}(z)=B_{s}(y)
$$

by (v).
(vii) It suffices to show that the open sets

$$
\{y \in X: d(x, y)>r\} \quad \text { and } \quad\{y \in X: d(x, y)<r\}
$$

are also closed for any fixed $x \in X$ and $r>0$.

First we prove the following: if $y_{n} \rightarrow y \neq x$, then $d\left(x, y_{n}\right)=d(x, y)$ for all sufficiently large $n$. Indeed, we have $d\left(y, y_{n}\right) \rightarrow 0$, and $d\left(x, y_{n}\right) \rightarrow d(x, y)>0$ by the continuity of the metric, so that $d\left(x, y_{n}\right)>d\left(y, y_{n}\right)$ for all sufficiently large $n$, and then $d\left(x, y_{n}\right)=d(x, y)$ by (iv).

Now let $x \in X$ and $y_{n} \rightarrow y$.
If $d\left(x, y_{n}\right)>r$ for all $n$, then $y_{n} \nrightarrow x$, so that $y \neq x$; applying the above claim we conclude that $d(x, y)>r$. This shows that the closed balls $\{y \in X: d(x, y) \leq r\}$ are also open, because their complements are closed.

If $y \neq x$, and $d\left(x, y_{n}\right)<r$ for all $n$, then applying the above claim we conclude that $d(x, y)<r$. The result obviously holds if $y=x$, too. This shows that the open balls $B_{r}(x)$ are also closed.

## Exercise 1.3.

(i) Consider a rotation of a circle.
(ii) Consider the function $f(x):=\sqrt{1+x^{2}}$ in $[0, \infty)$ or $f(x):=x+\frac{1}{x}$ in $[1, \infty)$. We have $f(x)>x$ for all $x$, hence there is no fixed point. Furthermore, $0<f^{\prime}<1$ in $(0, \infty)$ and $(1, \infty)$, respectively, so that $|f(x)-f(y)|<|x-y|$ whenever $x \neq y$ by the Lagrange mean value theorem.
(iii) Consider a minimal value of the function $x \mapsto \operatorname{dist}(x, f(x))$, and compare $\operatorname{dist}(x, f(x))$ with $\operatorname{dist}(f(x), f(f(x)))$.
(v) Consider the sign of $x-f(x)$.

## Exercise 1.4.

(i) If $a$ is not an accumulation point, then it has a neighborhood containing no accumulation points.
(ii) If $F$ is the set of cluster points of a sequence $\left(x_{n}\right)$ in $X$, then $F$ belongs to the closure of the countable set $\left\{x_{1}, x_{2}, \ldots\right\}$ so that $F$ is separable. (Since $X$ is a metric space, we can also find a countable dense subset of $F$.) If $a \notin F$ then $a$ has an open neighborhood $U$ containing at most a finite number of elements of the sequence $\left(x_{n}\right)$. Since $U$ is a neighborhood of each of its elements, it follows that no element of $U$ belongs to $F$. This proves that $X \backslash F$ is open, and hence $F$ is closed.
(iii) Choose a dense sequence $\left(y_{m}\right)$ in $F$ and then let $\left(x_{n}\right)$ contain each element of ( $y_{m}$ ) infinitely many times, and no other element, e.g.,

$$
\left(x_{n}\right)=y_{1}, y_{1}, y_{2}, y_{1}, y_{2}, y_{3}, y_{1}, y_{2}, y_{3}, y_{4}, \ldots
$$

The set $F_{0}$ of cluster points of $\left(x_{n}\right)$ satisfies the inclusions

$$
\left\{y_{1}, y_{2}, \ldots\right\} \subset F_{0} \subset \overline{\left\{y_{1}, y_{2}, \ldots\right\}}
$$

whence

$$
\overline{F_{0}}=\overline{\left\{y_{1}, y_{2}, \ldots\right\}}=F .
$$

Since $F_{0}$ is closed by (ii), we conclude that $F_{0}=F$.
(iv) If $X$ is compact and $A$ is an infinite set in $X$, then there exists a sequence $\left(x_{n}\right)$ of distinct elements of $A$. By compactness this sequence has a cluster point, and this is an accumulation point of $A$.

If $X$ is non-complete, then there exists a non-convergent Cauchy sequence $\left(x_{n}\right)$ in $X$. Then $\left(x_{n}\right)$ has no cluster point, so that $\left(x_{n}\right)$ has no constant subsequences. It follows that $A:=\left\{x_{1}, x_{2}, \ldots\right\}$ is an infinite set without accumulation points.

If $X$ is not totally bounded, then there exists an $r>0$ and a sequence $\left(x_{n}\right)$ in $X$ satisfying $d\left(x_{k}, x_{n}\right) \geq r$ for all $k \neq n$. Then $A:=\left\{x_{1}, x_{2}, \ldots\right\}$ is an infinite set without accumulation points.
(v) We already know that the cluster points form a closed set. It remains to show that if $a<b<c$ and $a, c$ are cluster points, then $b$ is also a cluster point.

Since $\left(x_{n}\right)$ has infinitely many elements satisfying $x_{n}<b$ (because $a$ is a cluster point) and infinitely many elements satisfying $x_{n}>b$ (because $c$ is a cluster point), there exists a subsequence $\left(x_{n k}\right)$ of $\left(x_{n}\right)$ such that $x_{n_{k}}<b \leq x_{n_{k}+1}$ for all $k$. Then

$$
0<b-x_{n_{k}} \leq x_{n_{k}+1}-x_{n_{k}} .
$$

Since the right-hand side tends to zero by assumption, we conclude that $x_{n_{k}} \rightarrow b$.

Exercise 1.5. Observe that $a_{n} \rightarrow 0 \Longleftrightarrow f\left(a_{n}\right) \rightarrow 0$.
Exercise 1.6. If there is no such $\delta$, then there exist two sequences of points $\left(x_{n}\right),\left(y_{n}\right)$ such that $d\left(x_{n}, y_{n}\right) \rightarrow 0$, and $x_{n} \in U_{i} \Longrightarrow y_{n} \notin U_{i}$ for all $n, i$. Since $K$ is compact, there is a subsequence satisfying $x_{n_{k}} \rightarrow x \in K$, and then we have also $y_{n_{k}} \rightarrow x$.

There exists an $i$ such that $x \in U_{i}$, and then $x_{n_{k}}, y_{n_{k}} \in U_{i}$ if $k$ is sufficiently large. This contradicts the choice of the sequences $\left(x_{n}\right)$ and $\left(y_{n}\right)$.

Exercise 1.7. The functions

$$
f_{i}(t):=\frac{t}{1+2^{i} t}
$$

satisfy the conditions of Exercise 1.5 , and $0 \leq f_{i} \leq 2^{-i}$. Hence

$$
d(x, y)=\sum_{i=1}^{\infty} f_{i}\left(d_{i}\left(x_{i}, y_{i}\right)\right)
$$

is a metric satisfying $0 \leq d \leq 1$.
If $d\left(x^{n}, x\right) \rightarrow 0$, then $f_{i}\left(d_{i}\left(x_{i}^{n}, y_{i}\right)\right) \rightarrow 0$ for each $i$ because

$$
0 \leq f_{i}\left(d_{i}\left(x_{i}^{n}, y_{i}\right)\right) \leq d\left(x^{n}, x\right)
$$

and hence $d_{i}\left(x_{i}^{n}, y_{i}\right) \rightarrow 0$ because $a_{n} \rightarrow 0 \Longleftrightarrow f_{i}\left(a_{n}\right) \rightarrow 0$.

Conversely, if $d_{i}\left(x_{i}^{n}, y_{i}\right) \rightarrow 0$ for each $i$, then also $f_{i}\left(d_{i}\left(x_{i}^{n}, y_{i}\right)\right) \rightarrow 0$ for each $i$. For any fixed $\varepsilon>0$, choosing $m=m(\varepsilon)$ such that $\sum_{i>m} 2^{-i}<\varepsilon$, we have

$$
0 \leq d\left(x^{n}, x\right) \leq \varepsilon+\sum_{i=1}^{m} f_{i}\left(d_{i}\left(x_{i}^{n}, y_{i}\right)\right) \rightarrow \varepsilon
$$

Letting $\varepsilon \rightarrow 0$ we conclude that $d\left(x^{n}, x\right) \rightarrow 0$.
Exercise 1.8.
(iii) The function

$$
2\left(\frac{t_{1}}{3}+\frac{t_{2}}{3^{2}}+\cdots+\frac{t_{n}}{3^{n}}+\cdots\right) \mapsto \frac{t_{1}}{2}+\frac{t_{2}}{2^{2}}+\cdots+\frac{t_{n}}{2^{n}}+\cdots
$$

maps $C$ onto $[0,1]$.
Exercise 1.10.
(ii) Since $\mathbb{R}^{n}$ is the union of countably many compacts sets (for example, of closed balls), there exists a compact set $K$ such that $A \cap K$ is uncountable. We claim that $A \cap K$ even has a condensation point. For otherwise each point $x \in K$ has an open neighborhood $U_{x}$ containing at most countably many points of $A \cap K$. A finite number of these neighborhoods cover $A \cap K$, implying that $A \cap K$ itself is countable, contradicting the choice of $K$.
(iii) The complement of $P$ is open.

## Exercise 1.11.

(i) Set $F=X \backslash G$. For brevity we denote by $d(x, F)$ the distance of $x$ to $F$. Since $F$ is closed, $f(x):=1 / d(x, F)$ is well defined on $G$, and hence

$$
D(x, y):=d(x, y)+|f(x)-f(y)|
$$

is also well defined on $G$. The axioms of the metric are straightforward.
Since $f$ is continuous, we have

$$
d\left(y_{n}, y\right) \rightarrow 0 \Longleftrightarrow D\left(y_{n}, y\right) \rightarrow 0
$$

in $G$. Hence the two metrics define the same open, closed and compact sets in $G$.

If $\left(y_{n}\right)$ is a Cauchy sequence in $(G, D)$, then it is also a Cauchy sequence in $(G, d)$, and the sequence $\left(f\left(y_{n}\right)\right)$ is bounded. Therefore its limit in $(X, d)$ belongs to $G$, so that $y_{n} \rightarrow y$ in $(G, D)$. This proves the completeness of $(G, D)$.
(ii) Set $F_{i}:=X \backslash G_{i}$ and $f_{i}(x):=1 / d\left(x, F_{i}\right)$ on $Y$ for each $i=1,2, \ldots$.

Generalizing the results of the first step we obtain that the formula

$$
D(x, y):=d(x, y)+\sum_{i=1}^{\infty} \frac{\min \left\{1,\left|f_{i}(x)-f_{i}(y)\right|\right\}}{2^{i}}
$$

defines a complete metric on $Y$ which defines the same topology as the restriction of $d$ onto $Y$. ${ }^{1}$
(iii) If $F$ is a closed set, then the sets $G_{n}:=\{x \in X: d(x, F)<1 / n\}$ are open for $n=1,2, \ldots$, and $F=\cap G_{n}$.
(iv) Now let $D$ be a complete metric on some subset $Y$ of $X$, equivalent to the restriction of $d$ to $Y$. Then for each positive integer $n$ and for each $y \in Y$ there exists $0<\varepsilon(n, y)<1 / n$ such that

$$
x \in Y \quad \text { and } \quad d(x, y)<\varepsilon(n, y) \Longrightarrow D(x, y)<\frac{1}{n}
$$

Then the sets

$$
G_{n}:=\cup_{y \in Y}\{x \in X: d(x, y)<\varepsilon(n, y)\}, \quad n=1,2, \ldots
$$

are open in $X$, and $Y \subset \cap_{n=1}^{\infty} G_{n}$.
To prove the converse inclusion we fix $x \in \cap_{n=1}^{\infty} G_{n}$ arbitrarily, and we choose for each $n$ a point $y_{n} \in Y$ satisfying $d\left(x, y_{n}\right)<\varepsilon\left(n, y_{n}\right)$. Since $\varepsilon(n, y)<$ $1 / n$, we have $d\left(x, y_{n}\right) \rightarrow 0$.

Furthermore,

$$
D\left(y_{m}, y_{n}\right) \leq D\left(x, y_{m}\right)+D\left(x, y_{n}\right)<\frac{1}{m}+\frac{1}{n} \rightarrow 0 \quad \text { as } \quad m, n \rightarrow \infty
$$

so that $\left(y_{n}\right)$ is a Cauchy sequence in $(Y, D)$. By the completeness of $D$ we have $D\left(y, y_{n}\right) \rightarrow 0$ for some $y \in Y$, and then also $d\left(y, y_{n}\right) \rightarrow 0$ by the equivalence of the metrics on $Y$.

Since $d\left(x, y_{n}\right) \rightarrow 0$ and $d\left(y, y_{n}\right) \rightarrow 0$, by uniqueness of the limit we conclude that $x=y \in Y$.
Exercise 1.13. If $f: \mathbb{R} \rightarrow \mathbb{R}$ is continuous and $f(x) \neq 0$ for some $x$, then $f(y) \neq 0$ for all $y$ in a neighborhood of $x$, so that the complement of $f^{-1}(0)$ is open.

Conversely, if $F \subset \mathbb{R}$ is a non-empty closed set, then $F=f^{-1}(0)$ for the continuous function $f(x):=\operatorname{dist}(x, F)$. For $F=\varnothing$ we have $F=f^{-1}(0)$ for the constant function $f=1$.
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## Exercise 1.14.

(i) We prove the upper semi-continuity: if $\omega_{f}(x)<A$, then $\omega_{f}(y)<A$ for all $y$ in a neighborhood of $x$. Choose $r>0$ such that

$$
\sup _{B_{r}(x)} f-\inf _{B_{r}(x)} f<A .
$$

If $y \in B_{r / 2}(x)$, then

$$
\sup _{B_{r / 2}(y)} f-\inf _{B_{r / 2}(y)} f \leq \sup _{B_{r}(x)} f-\inf _{B_{r}(x)} f<A .
$$

(iii) Assume on the contrary that

$$
\mathbb{Q}=\bigcap_{n=1}^{\infty}\left\{y \in \mathbb{R}: \omega_{f}(y)<\frac{1}{n}\right\}
$$

for some function $f: \mathbb{R} \rightarrow \mathbb{R}$. Then the closed sets $\left\{y \in \mathbb{R}: \omega_{f}(y) \geq \frac{1}{n}\right\}$ and the one-point closed sets $\{a\}, a \in \mathbb{Q}$, form a countable cover of $\mathbb{R}$. By Baire's Theorem 1.13 at least one of them contains a non-empty open interval $I$. This cannot be a one-point set, so that

$$
I \subset\left\{y \in \mathbb{R}: \omega_{f}(y) \geq \frac{1}{k}\right\}
$$

for some $k$. Take a rational number $a \in I$, then

$$
a \notin\left\{y \in \mathbb{R}: \omega_{f}(y)<\frac{1}{k}\right\},
$$

contradicting our hypothesis.
(v) Consider Thomae's function: let $f(0)=1, f(x)=0$ if $x$ is irrational, and $f(p / q)=1 / q$ otherwise.
(vi) See Oxtoby [377], Theorem 7.1.

Exercise 1.15.
(ii) Assume by scaling that $M=3$, and apply (i) with

$$
A:=\{x \in F: g(x) \leq-1\} \quad \text { and } \quad B:=\{x \in F: g(x) \geq 1\} .
$$

(iii) Iterating (ii) we obtain a sequence of continuous functions $f_{n}: X \rightarrow \mathbb{R}$ satisfying

$$
\left|f_{n}\right| \leq\left(\frac{2}{3}\right)^{n} \frac{M}{2} \quad \text { on } \quad X, \quad \text { and } \quad\left|g-\sum_{k=1}^{n} f_{k}\right| \leq\left(\frac{2}{3}\right)^{n} M \quad \text { on } \quad F
$$

for $n=1,2, \ldots$ Then $f:=\sum_{k=1}^{\infty} f_{k}$ has the required properties.
(iv) Apply (iii) to $\arctan g(x)$.

## Exercise 2.3.

(i) The maps $f(x):=(1-x) / x$ and $g(x):=\ln x$ show that $(0,1),(0, \infty)$ and $(-\infty, \infty)$ are homeomorphic. The non-constant affine maps $h(x):=a x+b$ show that all other open intervals are homeomorphic to them.
(ii) It suffices to use the affine maps $h(x):=a x+b$ in (i).
(iii) Use the same maps as in (i).
(iv) The intervals $(0,1)$ and $[0,1)$ are not homeomorphic because every continuous and injective function $f:(0,1) \rightarrow[0,1)$ is strictly monotone, and hence it cannot take the value 0 . The other cases are similar.

Alternatively, the removal of any point of $(0,1)$ yields a non-connected subspace topology, while removing 0 from $[0,1)$ or $[0,1]$ the resulting subspace topology is still connected. Furthermore, removing any two points from $[0,1)$ yields a non-connected subspace topology, while removing the two endpoints from $[0,1]$ we still obtain a connected subspace topology.

A third argument is that $[0,1]$ is compact, while the other two intervals are not, hence $[0,1]$ is not homeomorphic to any of the other two.
(v) If we remove an arbitrary point from a circle, then the remaining set is connected in the subspace topology. On the other hand, we may remove a point from any non-degenerate interval so that the remaining set is not connected in the subspace topology.

## Exercise 2.4.

(i) $\Longrightarrow$ (ii) Every open set containing $a$ is a neighborhood of $a$.
(ii) $\Longrightarrow$ (iii) Fix a point $x_{V} \in V \cap D$ for each neighborhood $V$ of $a$. Then the net $\left(x_{V}\right)$ converges to $a$ for the usual order relation $V>W \Longleftrightarrow V \subset W$.
(iii) $\Longrightarrow$ (i) If a net $\left(x_{i}\right)$ in $D$ converges to $a$, and $V$ is a neighborhood of $a$, then $x_{i} \in V$ for all sufficiently large $i$, and hence $D \cap V \neq \varnothing$.

For the definition of accumulation points, compare Lemma 1.3 (p.9) with the above equivalences.

In a compact topological space every infinite set has an accumulation point: the solution of Exercise 1.4 (iv) remains valid. On the other hand, in the noncompact topological space of the second example on p. 58 every infinite set has an accumulation point.

Exercise 2.5.
(i) $\Longrightarrow$ (ii) If $\cap F_{i}=\varnothing$ for a family of closed sets $F_{i}$, then their complements form an open cover of $K$. By compactness there exists a finite subcover of $K$, but then the corresponding sets $F_{i}$ have an empty intersection.
(ii) $\Longrightarrow$ (i) If a family of open sets $U_{i}$ covers $K$, then the sets $K \backslash U_{i}$ have an empty intersection. By assumption (ii) there exists a finite number of these complements with an empty intersection, but then the corresponding finitely many open sets $U_{i}$ already cover $K$.

## Exercise 2.6.

(i) If $i$ is continuous for some topology on $Y$, then $i^{-1}(U)=U \cap Y$ must be open in $Y$ for each open set $U$ of $X$ by Proposition 2.10. Hence the topology of $Y$ contains the open sets of the subspace topology.
(ii) If all projections $\pi_{i}: X \rightarrow X_{i}$ are continuous for some topology on $X$, then $\pi_{i}^{-1}\left(U_{i}\right)$ must be open in $X$ for each index $i$ and for each open set $U_{i}$ of $X_{i}$ by Proposition 2.10. Hence the topology of $X$ contains all elements of the subbase defining the product topology.
(iii) If all functions $f_{i}$ are continuous for some topology on $X$, then $f_{i}^{-1}\left(U_{i}\right)$ must be open in $X$ whenever $i \in I$ and $U_{i}$ is an open set in $Y_{i}$. On the other hand, they form a subbase for a topology on $X$.

## Exercise 2.7.

(iv) If all functions $f_{i}$ are continuous for some topology on $Y$, then $f_{i}^{-1}(U)$ must be open in $X_{i}$ for each open set $U \subset Y$ and for each $i \in I$. On the other hand, the sets $U \subset Y$ having this property form a topology on $Y$ by a direct verification.

Exercise 2.8.
(i) We have $\varnothing \in \mathcal{T}$ because $\varnothing$ is open in $X$, and $\bar{X}=\bar{X} \backslash \varnothing \in \mathcal{T}$ because $\varnothing$ is closed and compact in $X$.

It remains to show that $\mathcal{T}$ is stable under arbitrary unions and finite intersections. This is true separately for the subfamilies of the sets $U$ (because this is a topology by assumption), and the sets $\bar{X} \backslash K$, because the intersections and finite unions of closed compact sets are again closed and compact. We conclude by observing that all sets $U \cap(\bar{X} \backslash K)$ and $U \cup(\bar{X} \backslash K)$ belong to $\mathcal{T}$. Indeed,

$$
U \cap(\bar{X} \backslash K)=U \backslash K
$$

is an open set in $X$, while using the closed set $F:=X \backslash U$ of $X$ we have

$$
U \cup(\bar{X} \backslash K)=\bar{X} \backslash(F \cap K),
$$

and $F \cap K$ is closed and compact in $X$.
(ii) Consider an arbitrary open cover of $\bar{X}$ by some sets $U_{i}(i \in I)$ and $\bar{X} \backslash K_{j}(j \in J)$. Then $J \neq \varnothing$, and

$$
\cap_{j \in J} K_{j} \subset \cup_{i \in I} U_{i}
$$

Since the intersection is compact in $X$, there exists a finite subcover

$$
\cap_{j \in J} K_{j} \subset \cup_{k=1}^{m} U_{i_{k}}=: U,
$$

whence

$$
\cap_{j \in J}\left(K_{j} \backslash U\right)=\varnothing \text {. }
$$

The sets $K_{j} \backslash U=K_{j} \cap(X \backslash U)$ being compact in $X$, by Exercise 2.5 (ii) there exist a finite number of $K_{j} \mathrm{~s}$ such that

$$
\cap_{\ell=1}^{n}\left(K_{j_{\ell}} \backslash U\right)=\varnothing .
$$

This is equivalent to

$$
\cap_{\ell=1}^{n} K_{j_{\ell}} \subset U=\cup_{k=1}^{m} U_{i_{k}},
$$

i.e., to

$$
\left(\cup_{k=1}^{m} U_{i_{k}}\right) \cup\left(\cup_{\ell=1}^{n}\left(\bar{X} \backslash K_{j}\right)\right)=\bar{X}
$$

(iii) Since the sets $X \cap(\bar{X} \backslash K)=X \backslash K$ are open in $X, X$ is a subspace of $\bar{X}$. The density follows by observing that each neighborhood of $\infty$ is of the form $\bar{X} \backslash K$ for some compact set $K$ in $X$. Since $X$ is not compact,

$$
X \cap(\bar{X} \backslash K)=X \backslash K \neq \varnothing
$$

i.e., each neighborhood of $\infty$ meets $X$.

Exercise 2.9. Fix an arbitrary point $x=\left(x_{i}\right)_{i \in I} \in X$, where $X=\prod_{i \in I} X_{i}$ is a product of connected spaces, and consider the set $D$ of points $y=\left(y_{i}\right)$ that coincide with $x$, except for at most finitely many components. Then $D$ is the union of the sets

$$
D_{I_{0}}:=\left\{\left(y_{i}\right) \in X: y_{i}=x_{i} \quad \text { if } \quad i \in I \backslash I_{0}\right\},
$$

where $I_{0}$ runs over the finite subsets of $I$. Each $D_{I_{0}}$ is homeomorphic to $\prod_{i \in I_{0}} X_{i}$, and hence connected by Proposition 2.16 (b), p. 48 . Furthermore, they have a common point $\left(x_{i}\right)$, so that $D$ is also connected by Proposition 2.16 (a).

In view of Proposition 2.16 (c) we complete the proof by showing that $D$ is dense in $X$. Given an arbitrary non-empty open set of the form

$$
U:=\left\{\left(y_{i}\right) \in X: y_{i} \in U_{i} \quad \text { if } \quad i \in I_{0}\right\},
$$

where $I_{0}$ is a finite subset of $I$, and $U_{i}$ is an open set of $X_{i}$ for each $i \in I_{0}$, it meets $D_{I_{0}}$ and hence $D .{ }^{2}$ Since they form a basis for the topology of $X$, we conclude that $D$ is dense in $X$.

Exercise 2.10.
(i) If

$$
t=2\left(\frac{t_{1}}{3}+\frac{t_{2}}{3^{2}}+\cdots+\frac{t_{n}}{3^{n}}+\cdots\right)
$$

and

$$
t^{\prime}=2\left(\frac{t_{1}^{\prime}}{3}+\frac{t_{2}^{\prime}}{3^{2}}+\cdots+\frac{t_{n}^{\prime}}{3^{n}}+\cdots\right)
$$

are two points of $C$ such that $t_{n} \neq t_{n}^{\prime}$, then $\left|t-t^{\prime}\right| \geq 1 / 3^{n}$. Indeed, if they first differ at the $k$ th digit, then $k \leq n$, and therefore

$$
\left|t-t^{\prime}\right|=2\left|\sum_{i \geq k} \frac{t_{i}-t_{i}^{\prime}}{3^{i}}\right| \geq \frac{2}{3^{k}}-\sum_{i>k} \frac{2}{3^{i}}=\frac{1}{3^{k}} \geq \frac{1}{3^{n}}
$$

Hence, if $\left|t-t^{\prime}\right|<3^{-2 n}$, then $t_{k}=t_{k}^{\prime}$ for $k=1,2, \ldots, 2 n$ and therefore the components $f_{1}, f_{2}: C \rightarrow[0,1]$ of $f$ satisfy the inequalities

$$
\left|f_{i}(t)-f_{i}\left(t^{\prime}\right)\right| \leq 2^{-n}, \quad i=1,2
$$

This shows that the functions $f_{i}$ are uniformly continuous.
(ii) Since $[0,1] \backslash C$ is a union of pairwise disjoint open intervals, and since $f_{1}, f_{2}$ are defined at the endpoints of these intervals, it suffices to extend each of them linearly to each open interval.
(iii) Define $f=\left(f_{1}, \ldots, f_{N}\right)$ with

$$
f_{i}(t):=\sum_{j=1}^{\infty} \frac{t_{(j-1) N+i}}{2^{j}}, \quad i=1, \ldots, N .
$$

## Exercise 2.11.

(iv) If $\beta:=\sup f$ is not attained, then the sets

$$
\{x \in X: f(x)<\alpha\}, \quad \alpha<\beta
$$

[^146]form an open cover of $X$. Since $X$ is compact, there exists a finite subcover, and then (by monotonicity) there exists $\alpha<\beta$ such that $X \subset\{x \in X: f(x)<\alpha\}$, contradicting the definition of $\beta$.

Exercise 3.1. Setting $A:=\|x\|_{\infty}$ we have

$$
A \leq\|x\|_{p} \leq\left(m A^{p}\right)^{1 / p}=m^{1 / p} A,
$$

and $m^{1 / p} \rightarrow 1$.
Exercise 3.2.
(iv) If

$$
A=\left\{n+\frac{1}{100 n}: n=1,2, \ldots\right\} \quad \text { and } \quad B=\{-n: n=1,2, \ldots\},
$$

then

$$
0 \in \overline{A+B} \backslash(A+B)
$$

Exercise 3.3. The first two sets are not connected, because their images by the continuous determinant function are not connected. The symmetric matrices form a convex set.

Exercise 3.4. We may assume that the neighborhoods $V_{a}$ are open. Since $K$ is compact, it may be covered by a finite number of these neighborhoods, say

$$
K \subset V_{a_{1}} \cup \cdots \cup V_{a_{n}} .
$$

Set $L:=\max \left\{L_{a_{1}}, \ldots, L_{a_{n}}\right\}$. Next, by Exercise 1.6 we may fix $\delta>0$ such that if $x, y \in K$ and $d(x, y)<\delta$, then there exists $1 \leq j \leq n$ satisfying $x, y \in V_{a_{j}}$.

For any given $x, y \in K$, consider a subdivision of the segment $[x, y]$ into a finite number of subsegments $\left[x_{0}, x_{1}\right], \ldots,\left[x_{m-1}, x_{m}\right]$ of length $<\delta$ each, with $a=x$ and $b=y$. Then

$$
\begin{aligned}
\|f(x)-f(y)\| & =\left\|\sum_{j=1}^{m}\left(f\left(x_{j-1}\right)-f\left(x_{j}\right)\right)\right\| \leq \sum_{j=1}^{m}\left\|f\left(x_{j-1}\right)-f\left(x_{j}\right)\right\| \\
& \leq \sum_{j=1}^{m} L\left\|x_{j-1}-x_{j}\right\|=L\|x-y\| .
\end{aligned}
$$

Exercise 3.5. Given any $\varepsilon>0$, for each $x \in K$ there exists an index $n_{x}$ such that $\left|\left(f_{n_{x}}-f\right)(x)\right|<\varepsilon$. Then by continuity there exists a neighborhood $V_{x}$ of $x$ such that $\left|\left(f_{n_{x}}-f\right)(y)\right|<\varepsilon$ for all $y \in V_{x}$. Furthermore, by the monotonicity of the sequence
$\left(f_{n}\right)$ we even have

$$
\left|\left(f_{n}-f\right)(y)\right|<\varepsilon \quad \text { for all } \quad y \in V_{x} \quad \text { and for all } \quad n \geq n_{x} .
$$

Choosing a finite subcover $V_{x_{1}} \cup \cdots \cup V_{x_{m}}$ of the compact set $K$ and setting $N(\varepsilon):=$ $\max \left\{n_{x_{1}}, \ldots, x_{x_{m}}\right\}$, we conclude that

$$
\left|\left(f_{n}-f\right)(y)\right|<\varepsilon \quad \text { for all } \quad y \in K \quad \text { and for all } \quad n \geq N(\varepsilon) .
$$

## Exercise 3.6.

(i) If $f$ and $g$ are piecewise linear, then we may consider a common subdivision in their definition.
(ii) Use the uniform continuity of the functions in $C([a, b], X)$.
(iii) The following trivial estimate holds:

$$
\left\|\int_{a}^{b} f(t) d t\right\| \leq(b-a)\|f\|_{\infty}
$$

(iv) Apply Proposition 3.18.

Exercise 3.7. Assume for simplicity that $[a, b]=[0,2]$, and consider the functions

$$
f_{n}(t):=\operatorname{med}\{0, n(t-1), 1\}, \quad 0 \leq t \leq 2, \quad n=1,2, \ldots,
$$

where med $\{x, y, z\}$ denotes the middle number among $x, y$ and $z$. They form a Cauchy sequence for each norm $\|\cdot\|_{p}, 1 \leq p<\infty$.

If the sequence $\left(f_{n}\right)$ converged in a norm $\|\cdot\|_{p}$ to some continuous function $f$, then we should have $f=0$ in $[0,1]$ and $f=1$ in (1,2], contradicting its continuity.

Exercise 3.8. Let

$$
x=c_{1} x_{1}+\cdots+c_{m} x_{m}
$$

for some $c_{1}, \ldots, c_{m} \in \mathbb{R}$. If $m>n+1$, then the number of the vectors $x_{2}-x_{1}, x_{3}-$ $x_{1}, \ldots, x_{m}-x_{1}$ exceeds the dimension of $\mathbb{R}^{n}$, hence there exist $d_{2}, \ldots, d_{m} \in \mathbb{R}$, not all zero, such that

$$
d_{2}\left(x_{2}-x_{1}\right)+d_{3}\left(x_{3}-x_{1}\right)+\cdots+d_{m}\left(x_{m}-x_{1}\right)=0 .
$$

Setting $d_{1}:=-d_{2}-\cdots-d_{m}$ this may be written in the form

$$
0=d_{1} x_{1}+\cdots+d_{m} x_{m}
$$

For each $t \in \mathbb{R}$ the above two equalities imply that

$$
x=\left(c_{1}+t d_{1}\right) x_{1}+\cdots+\left(c_{m}+t d_{m}\right) x_{m} .
$$

Choosing a non-zero coefficient $d_{j}$ and then choosing $t=-c_{j} / d_{j}$ we obtain that $x$ belongs to the convex hull of $x_{1}, \ldots, x_{j-1}, x_{j-1}, \ldots, x_{m}$.

The theorem follows by repeating this procedure until at most $n+1$ points $x_{i}$ remain.

Exercise 3.9. It is sufficient to consider a set of $n+2$ points $x_{1}, \ldots, x_{n+2} \in \mathbb{R}^{n}$. The homogeneous linear system

$$
\sum_{i=1}^{n+2} c_{i} x_{i}=0, \quad \sum_{i=1}^{n+2} c_{i}=0
$$

has $n+2$ unknowns and $n+1$ scalar equations, hence there is a non-trivial solution $c_{1}, \ldots, c_{n+2} \in \mathbb{R}$. Then the convex hull $A$ of $\left\{x_{i}: c_{i}>0\right\}$ meets the convex hull $B$ of $\left\{x_{i}: c_{i}<0\right\}$, because

$$
c:=\sum_{c_{i}>0} c_{i}=-\sum_{c_{i}<0} c_{i}>0,
$$

and hence both contain the point

$$
\frac{1}{c} \sum_{c_{i}>0} c_{i} x_{i}=\frac{1}{c} \sum_{c_{i}<0}\left(-c_{i}\right) x_{i}
$$

Exercise 3.10.
(i) Assume first that $k=n+2$. By assumption we may choose for each $j=$ $1, \ldots, n+2$ a point $x_{j}$ belonging to all $C_{i}$, except perhaps $C_{j}$. If two of these points coincide, then this point belongs to all $C_{i}$.

Otherwise, applying Radon's theorem (Exercise 3.9) there exists a partition

$$
\left\{x_{1}, \ldots, x_{n+2}\right\}=A_{1} \cup A_{2}
$$

such that the convex hull $K_{1}$ of $A_{1}$ meets the convex hull $K_{2}$ of $A_{2}$. We claim that each $x \in K_{1} \cap K_{2}$ belongs to each $C_{j}$.

Indeed, if $x_{j} \in A_{1}$, then $x_{j} \notin A_{2}$ and therefore $x_{i} \in C_{j}$ for all $i \in A_{2}$. Since $C_{j}$ is convex, the convex hull $K_{2}$ of $A_{2}$ is a subset of $C_{j}$, and therefore $x \in C_{j}$. The case $x_{j} \in A_{2}$ follows by exchanging the role of $A_{1}$ and $A_{2}$.

Proceeding by induction, let $k>n+2$, and assume that the result holds for $k-1$ sets. We already know that any $n+2$ sets have a non-empty intersection. Hence, replacing $C_{k}$ and $C_{k+1}$ by their intersection, any $n+1$ of the sets $C_{1}, \ldots, C_{k-2}$ and $C_{k} \cap C_{k+1}$ have a non-empty intersection. Applying the
induction hypothesis we conclude that

$$
\cap_{i=1}^{k} C_{i}=\left(\cap_{i=1}^{k-2} C_{i}\right) \cap\left(C_{k} \cap C_{k+1}\right) \neq \varnothing .
$$

(ii) The system $\left(C_{i}\right)$ has the finite intersection property by (i). We conclude by applying Exercise 2.5, p. 62.

## Exercise 3.13.

(i) Use Exercise 2.11.
(ii) Use the convexity-concavity conditions.
(iii) If $x_{0}$ belongs to all sets $K(y)$, then

$$
\max _{x} \min _{y} f(x, y) \geq \min _{y} f\left(x_{0}, y\right) \geq \alpha=\min _{y} \max _{x} f(x, y)
$$

(iv) We have

$$
\max _{x} \min _{y} f(x, y)=\min _{y} f\left(x^{*}, y\right) \leq f\left(x^{*}, y^{*}\right) \leq \max _{x} f\left(x, y^{*}\right)=\min _{y} \max _{x} f(x, y)
$$

by the definition of $x^{*}$ and $y^{*}$. By (3.7) we have equality everywhere, and this implies (3.8).
(v) If $\left(x^{*}, y^{*}\right)$ is a saddle point, then

$$
\max _{x} \min _{y} f(x, y) \geq \min _{y} f\left(x^{*}, y\right) \geq f\left(x^{*}, y^{*}\right) \geq \max _{x} f\left(x, y^{*}\right) \geq \min _{y} \max _{x} f(x, y),
$$

proving the non-trivial inequality of the minimax equality.
Exercise 4.1. All three partial derivatives of both components of $f$ exist and are continuous on $\mathbb{R}^{3}$, so that $g \in C^{1}$, and (using the matrix notation)

$$
f^{\prime}(x, y, z)=\left(\begin{array}{ccc}
\cos \left(x-e^{z}\right) & 0 & -e^{z} \cos \left(x-e^{z}\right) \\
2 x & 2 y & 0
\end{array}\right)
$$

for all $(x, y, z) \in \mathbb{R}^{3}$.
Exercise 4.2. The partial derivatives of $f$ exist and are continuous in $U:=\mathbb{R}^{2} \backslash$ $\{(0,0)\}$, so that $f \in C^{1}$ in $U . f$ is not continuous at $(0,0)$, because it takes all values between -1 and 1 in each neighborhood of $(0,0)$, so it is not differentiable at $(0,0)$ either.

Exercise 4.4. For any fixed $x \neq 0$ and $h \rightarrow 0$ the following relations hold:

$$
\begin{aligned}
f(x+h)-f(x) & =\frac{x+h}{\|x+h\|^{2}}-\frac{x}{\|x\|^{2}} \\
& =\frac{\|x\|^{2}(x+h)-\|x+h\|^{2} x}{\|x+h\|^{2}\|x\|^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& =\|x\|^{-4} \frac{(x, x) h-2(x, h) x+o(h)}{1+2\|x\|^{-2}(x, h)+o(h)} \\
& =\|x\|^{-4}[(x, x) h-2(x, h) x+o(h)] \cdot\left[1-2\|x\|^{-2}(x, h)+o(h)\right] \\
& =\|x\|^{-4}[(x, x) h-2(x, h) x]+o(h)
\end{aligned}
$$

so that $f$ is differentiable, and

$$
f^{\prime}(x) h=\|x\|^{-4}[(x, x) h-2(x, h) x]
$$

for all $x \in E \backslash\{0\}$ and $h \in E$.
Exercise 4.5. We have to show the relation

$$
f(a+h)-f(a)-A h=o(h) \quad \text { as } \quad h \rightarrow 0 .
$$

Equivalently, given $\varepsilon>0$ arbitrarily, we have to find $r>0$ such that

$$
\|f(a+h)-f(a)-A h\| \leq \varepsilon\|h\|
$$

for all $h \in X$ satisfying $0<\|h\|<r$.
Since $\lim _{a} f^{\prime}$ exists, we may fix $r>0$ such that

$$
\left\|f^{\prime}(x)-f^{\prime}(y)\right\|<\varepsilon \quad \text { for all } \quad x, y \in B_{r}(a) \backslash\{a\} .
$$

Then, for any $h \in X$ satisfying $0<\|h\|<r$ and for any $t \in(0,1)$, applying Theorem 4.7 there exists an $s \in(t, 1)$ such that

$$
\begin{aligned}
\| f(a+h)-f(a+t h)-f^{\prime}(a & +t h)(1-t) h \| \\
& \leq\left\|\left(f^{\prime}(a+s h)-f^{\prime}(a+t h)\right)(1-t) h\right\| \leq \varepsilon\|h\|
\end{aligned}
$$

Letting $t \rightarrow 0$ the required estimate follows.
Exercise 4.6.
(i) If $f^{\prime}$ is bounded by a constant $L$, then $\|f(x)-f(y)\| \leq L\|x-y\|$ for all $x, y \in U$ by Theorem 4.7.

Conversely, if the last estimate holds, then

$$
\left\|f^{\prime}(a) h\right\|=\lim _{t \rightarrow 0}\left\|\frac{f(a+t h)-f(a)}{t}\right\| \leq L\|h\|
$$

for all $a \in U$ and $h \in X$, so that $\left\|f^{\prime}(a)\right\| \leq L$ for all $a \in U$.
(ii) $f^{\prime}$ is continuous, hence locally bounded.

## Exercise 4.7.

(i) Yes, of order 2 and 0 .
(ii) Differentiating the composite function $t \mapsto f(g(t))$ where $g(t)=t x$, for any fixed $x \neq 0$ and using the identity $f(t x)=t^{m} f(x)$ we obtain for all $t>0$ that

$$
f^{\prime}(t x) x=m t^{m-1} f(x) \quad \text { or equivalently } \quad x \cdot \nabla f(t x)=m t^{m-1} f(x)
$$

For $t=1$ this is the required result.
(iii) It suffices to show that the function $t^{-m} f(t x)$ is independent of $t>0$ for any fixed $x \neq 0$. This is true because its derivative vanishes:

$$
\begin{aligned}
\frac{d}{d t} t^{-m} f(t x) & =-m t^{-m-1} f(t x)+t^{-m} x \cdot \nabla f(t x) \\
& =-m t^{-m-1} f(t x)+t^{-m-1} t x \cdot \nabla f(t x) \\
& =-m t^{-m-1} f(t x)+t^{-m-1} m f(t x)=0
\end{aligned}
$$

Exercise 4.8. Fix $x \in(-r, r)$ arbitrarily. Given any $\varepsilon>0$, there exists a $\delta>0$ such that $[x-\delta, x+\delta] \subset(-r, r)$, and

$$
\left|D_{1} f(z, y)-D_{1} f(x, y)\right|<\varepsilon \quad \text { for all } \quad(z, y) \in[x-\delta, x+\delta] \times[a, b]
$$

by the uniform continuity of $D_{1} f$ on this compact rectangle.
If $|h| \leq \delta$, then

$$
\left|f(x+h, y)-f(x, y)-D_{1} f(x, y) h\right|=\left|\left(D_{1} f(x+t h, y)-D_{1} f(x, y)\right) h\right| \leq \varepsilon h
$$

with some $t=t(y, h) \in[0,1]$ by Theorem 4.7, and therefore

$$
\left|\int_{a}^{b} f(x+h, y) d y-\int_{a}^{b} f(x, y) d y-\int_{a}^{b} D_{1} f(x, y) d y h\right| \leq(b-a) \varepsilon h .
$$

This implies that

$$
F(x+h)=F(x)+\left(\int_{a}^{b} D_{1} f(x, y) d y\right) h+o(h), \quad h \rightarrow 0 .
$$

Exercise 5.1. The case $m=1$ has already been proved. Let $m \geq 2$, and assume that the property holds until $m-1$.

If $f: X_{1} \times \cdots \times X_{m} \rightarrow Y$ is a continuous $m$-linear map, then it is differentiable, and

$$
f^{\prime}(a) h=\sum_{i=1}^{m} f\left(a_{1}, \ldots, a_{i-1}, h_{i}, a_{i+1}, \ldots, a_{m}\right)
$$

for all $a, h \in X_{1} \times \cdots \times X_{m}$. We may write

$$
f^{\prime}=\sum_{i=1}^{m} g_{i} \circ p_{i}
$$

where

$$
p_{i}: X_{1} \times \cdots \times X_{m} \rightarrow X_{1} \times \cdots \times X_{i-1} \times X_{i+1} \times \cdots \times X_{m}
$$

is a continuous linear projection and

$$
g_{i}: X_{1} \times \cdots \times X_{i-1} \times X_{i+1} \times \cdots \times X_{m} \rightarrow L\left(X_{i}, Y\right)
$$

is a continuous $(m-1)$-linear map.
This allows us to conclude by using the differentiability of composite functions.
Exercise 5.2. The function

$$
f\left(x_{1}, \ldots, x_{n}\right)=\sqrt{x_{1}^{2}+\cdots+x_{n}^{2}}
$$

may be written in the form $f=g \circ h$ with the polynomial $h\left(x_{1}, \ldots, x_{n}\right):=x_{1}^{2}+$ $\cdots+x_{n}^{2}$ and with $g(t):=\sqrt{t}$. Since $h$ is of class $C^{\infty}$ in $\mathbb{R}^{n}$, and $g$ is of class $C^{\infty}$ in $(0, \infty)$, the composite function $f$ is of class $C^{\infty}$ in $\mathbb{R}^{n} \backslash\{0\}$.

Let us compute the partial derivatives of $f$. We have

$$
D_{i} f\left(x_{1}, \ldots, x_{n}\right)=\frac{2 x_{i}}{2 \sqrt{x_{1}^{2}+\cdots+x_{n}^{2}}}=\frac{x_{i}}{\|x\|}, \quad i=1, \ldots, n,
$$

so that

$$
f^{\prime}(x)=\frac{x}{\|x\|} .
$$

Furthermore, for $j \neq i$ we have

$$
D_{j} D_{i} f\left(x_{1}, \ldots, x_{n}\right)=-\frac{x_{i}}{\|x\|^{2}} \cdot \frac{x_{j}}{\|x\|}=-\frac{x_{i} x_{j}}{\|x\|^{3}},
$$

while for $j=i$ we get

$$
D_{i}^{2} f\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{\|x\|}-\frac{x_{i}}{\|x\|^{2}} \cdot \frac{x_{i}}{\|x\|}=\frac{1}{\|x\|}-\frac{x_{i}^{2}}{\|x\|^{3}} .
$$

Hence the Hessian matrix is equal to ${ }^{3}$

$$
\frac{1}{\|x\|} I-\frac{1}{\|x\|^{3}}\left(x_{i} x_{j}\right)_{i, j=1}^{n} .
$$

Exercise 5.3. Since $f^{\prime}(x, y)=0 \Longleftrightarrow x=y=0, f$ may have an extremum only in $(0,0)$. It has a strict global minimum here by a direct inspection.

Similarly, $g$ may have an extremum only in $(0,0)$. Since $g(0,0)=0$, and $g$ takes both positive and negative values in each neighborhood of $(0,0), g$ has no extremum here.

Exercise 5.4.
(i) Prove by induction on $k=0,1, \ldots$ that

$$
h^{(k)}(t):= \begin{cases}p_{k}(1 / t) e^{-1 / t} & \text { if } t>0 \\ 0 & \text { if } t \leq 0\end{cases}
$$

with suitable polynomials $p_{k}$, and then that

$$
p_{k}(1 / t) e^{-1 / t} \rightarrow 0 \quad \text { as } \quad t \searrow 0
$$

(ii) Observe that $f=h \circ g$ with the polynomial

$$
g(x):=1-\|x\|^{2}=1-x_{1}^{2}-\cdots-x_{n}^{2} .
$$

Exercise 6.1. This is a separable equation. The solution is

$$
x(t)=\frac{1}{1+\ln \left(1-t^{2}\right)}, \quad t \in(-1,1)
$$

Exercise 6.2. Differentiating $x(t)=t y(t)$ we get $x^{\prime}(t)=y(t)+t y^{\prime}(t)$, and the equation is transformed into

$$
y(t)+t y^{\prime}(t)=f(y) \Longleftrightarrow y^{\prime}=\frac{f(y)-y}{t} .
$$

The solutions of $x^{\prime}=\frac{2 t x-x^{2}}{t^{2}}$ are given by the formulas

$$
x(t)=0, \quad \text { and } \quad x(t)=\frac{t^{2}}{t-c} \quad \text { for } \quad c \in \mathbb{R}
$$

[^147]Exercise 6.3. If $x: I \rightarrow \mathbb{R}$ satisfies $F(t, x(t))=c$ for all $t \in I$, then differentiating we get

$$
0=D_{1} F(t, x(t))+D_{2} F(t, x(t)) x^{\prime}(t)=g(t, x(t))+h(t, x(t)) x^{\prime}(t),
$$

which is equivalent to (6.7).
The concrete differential equation may be rewritten in the form

$$
\left(2 t+3 t^{2} x\right) d t+\left(t^{3}-3 x^{2}\right) d x=0
$$

This is exact, because

$$
\frac{d}{d x}\left(2 t+3 t^{2} x\right)=3 t^{2}=\frac{d}{d t}\left(t^{3}-3 x^{2}\right)
$$

hence there exists a primitive $F$ satisfying

$$
\frac{d F}{d t}=2 t+3 t^{2} x \quad \text { and } \quad \frac{d F}{d x}=t^{3}-3 x^{2}
$$

The first condition implies that

$$
F(t, x)=t^{2}+t^{3} x+c_{1}(x)
$$

with a function $c_{1}(x)$ not depending on $t$. Inserting this into the second condition we obtain $c_{1}^{\prime}(x)=-3 x^{2}$, whence $c_{1}(x)=-x^{3}$ and thus

$$
F(t, x)=t^{2}+t^{3} x-x^{3}
$$

is a suitable primitive. We conclude that the solutions of the algebraic equations

$$
t^{2}+t^{3} x-x^{3}+c=0, \quad c \in \mathbb{R}
$$

satisfy our differential equation.
Exercise 6.4.
(i) If

$$
D_{1} F:=\frac{d F}{d t}=g \quad \text { and } \quad D_{2} F:=\frac{d F}{d x}=h
$$

in $D$, then $F$ is of class $C^{2}$ by Proposition 5.20 (p. 138), and then

$$
D_{2} g=D_{2} D_{1} F=D_{1} D_{2} F=D_{1} h
$$

by Theorem 5.6 (p. 123).
(ii) Fix $\left(t_{0}, x_{0}\right) \in D$ arbitrarily, and set

$$
F_{1}(t, x):=\int_{t_{0}}^{t} g\left(t^{\prime}, x\right) d t^{\prime}
$$

Then $D_{1} F_{1}=g$ and

$$
D_{2} F_{1}(t, x)=\int_{t_{0}}^{t} D_{2} g\left(t^{\prime}, x\right) d t^{\prime}=\int_{t_{0}}^{t} D_{1} h\left(t^{\prime}, x\right) d t^{\prime}=h(t, x)-h\left(t_{0}, x\right)
$$

In order to eliminate the last term we set

$$
F_{2}(x):=\int_{x_{0}}^{x} h\left(t_{0}, x^{\prime}\right) d x^{\prime} \quad \text { and } \quad F(t, x):=F_{1}(t, x)+F_{2}(x)
$$

Then

$$
D_{1} F=g \quad \text { and } \quad D_{2} F=D_{2} F_{1}+F_{2}^{\prime}=h
$$

as required.
Exercise 6.5. Dividing the equation by $t^{2}$ we obtain the exact equation

$$
\frac{x}{t^{2}} d t+\left(-4 x-\frac{1}{t}\right) d x=0
$$

Indeed,

$$
\frac{d}{d x} \frac{x}{t^{2}}=\frac{1}{t^{2}}=\frac{d}{d t}\left(-4 x-\frac{1}{t}\right)
$$

Therefore there exists a function $F$ satisfying

$$
\frac{d F}{d t}=\frac{x}{t^{2}} \quad \text { and } \quad \frac{d F}{d x}=-4 x-\frac{1}{t}
$$

The first condition implies that

$$
F(t, x)=-\frac{x}{t}+c_{1}(x)
$$

with a function $c_{1}(x)$ independent of $t$. Inserting this expression into the second condition we obtain that $c_{1}^{\prime}(x)=-4 x$, so that

$$
F(t, x)=-2 x^{2}-\frac{x}{t}
$$

is a suitable primitive. We conclude that the solutions of the algebraic equations

$$
2 x^{2}+\frac{x}{t}=c, \quad c \in \mathbb{R}
$$

solve our differential equation.
Exercise 6.6. Let $n=2$ to simplify the formulas. Using the equality

$$
\left(\begin{array}{ll}
w_{11}^{\prime} & w_{12}^{\prime} \\
w_{21}^{\prime} & w_{22}^{\prime}
\end{array}\right)=\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right)\left(\begin{array}{ll}
w_{11} & w_{12} \\
w_{21} & w_{22}
\end{array}\right)
$$

we have

$$
\begin{aligned}
\left|\begin{array}{ll}
w_{11} & w_{12} \\
w_{21} & w_{22}
\end{array}\right|^{\prime}= & \left|\begin{array}{ll}
w_{11}^{\prime} & w_{12}^{\prime} \\
w_{21} & w_{22}
\end{array}\right|+\left|\begin{array}{cc}
w_{11} & w_{12} \\
w_{21}^{\prime} & w_{22}^{\prime}
\end{array}\right| \\
= & \left|\begin{array}{cc}
a_{11} w_{11}+a_{12} w_{21} & a_{11} w_{12}+a_{12} w_{22} \\
w_{21} & w_{22}
\end{array}\right| \\
& \quad+\left|\begin{array}{cc}
w_{11} & w_{12} \\
a_{21} w_{11}+a_{22} w_{21} & a_{21} w_{12}+a_{22} w_{22}
\end{array}\right| \\
= & \left|\begin{array}{cc}
a_{11} w_{11} & a_{11} w_{12} \\
w_{21} & w_{22}
\end{array}\right|+\left|\begin{array}{cc}
w_{11} & w_{12} \\
a_{22} w_{21} & a_{22} w_{22}
\end{array}\right| \\
= & \left(a_{11}+a_{22}\right)\left|\begin{array}{ll}
w_{11} & w_{12} \\
w_{21} & w_{22}
\end{array}\right| .
\end{aligned}
$$

Exercise 6.7. The local Lipschitz condition is satisfied everywhere except at $(0,0)$. Determine all maximal solutions in the domain

$$
\left\{(t, x) \in \mathbb{R}^{2}:|x| \neq t^{2}\right\}
$$

Conclude that the initial value problem with $x\left(t_{0}\right)=x_{0}$ has a unique maximal solution if $\left|x_{0}\right|>t_{0}^{2}$, and it has infinitely many maximal solutions otherwise.

Exercise 6.8.
(i) The formula $x(t)=\frac{3-\sqrt{5}}{2} t^{2}$ defines a solution. Its uniqueness follows by a monotonicity argument.
(ii) Show that $x_{2 n}(t)=0$ and $x_{2 n+1}(t)=t^{2}, n=0,1, \ldots$

Exercise 6.9. There are infinitely many solutions, for example $x(t)=c-$ $\sqrt{t^{4}+c^{2}}$ for $c \geq 0$, and $x(t)=c+\sqrt{t^{4}+c^{2}}$ for $c \leq 0$.

Exercise 6.10. Replace $q u$ by $u^{\prime \prime}+\lambda u$ under the integral sign and integrate by parts in $(x-t, x)$ and in $(x, x+t)$ to make $u^{\prime \prime}$ disappear.

Exercise 6.11. The function

$$
f(x):=e^{\alpha x} \int_{x}^{\infty} E(s) d s, \quad x \geq 0
$$

is non-increasing because

$$
f^{\prime}(x)=e^{\alpha x}\left(\alpha \int_{x}^{\infty} E(s) d s-E(x)\right) \leq 0
$$

almost everywhere. Hence

$$
\alpha e^{\alpha x} \int_{x}^{\infty} E(s) d s=\alpha f(x) \leq \alpha f(0)=\alpha \int_{0}^{\infty} E(s) d s \leq E(0)
$$

for all $x \geq 0$. Since $E$ is nonnegative and non-increasing, we conclude that

$$
E(0) e^{-\alpha x} \geq \alpha \int_{x}^{\infty} E(s) d s \geq \alpha \int_{x}^{x+\alpha^{-1}} E(s) d s \geq E\left(x+\alpha^{-1}\right)
$$

Putting $t=x+\alpha^{-1}$ the inequality

$$
E\left(x+\alpha^{-1}\right) \leq E(0) e^{-\alpha x}, \quad x \geq 0
$$

takes the form

$$
E(t) \leq E(0) e^{1-\alpha t}, \quad t \geq \alpha^{-1}
$$

The last inequality also holds for $0 \leq t \leq \alpha^{-1}$ because $E(t) \leq E(0)$.
Exercise 7.2. The equations of the tangent lines at any given point $\left(x_{0}, y_{0}\right)$ are obtained by half substitutions:

$$
\frac{x_{0} x}{a^{2}}+\frac{y_{0} y}{b^{2}}=1, \quad \frac{x_{0} x}{a^{2}}-\frac{y_{0} y}{b^{2}}=1 \quad \text { and } \quad x_{0} x=p\left(y_{0}+y\right)
$$

## Exercise 7.3. Differentiating

$$
x^{3}+y^{3}-3 x y=0
$$

we obtain that

$$
3 x^{2}+3 y^{2} y^{\prime}-3 y-3 x y^{\prime}=0
$$

If $y^{\prime}(x)=0$, then $y(x)=x^{2}$, and hence

$$
x^{3}+x^{6}-3 x^{3}=0
$$

This leaves two candidates: $(x, y)=(0,0)$ and $(x, y)=\left(2^{1 / 3}, 2^{2 / 3}\right)$.
Exercise 7.4.
(i) $f^{\prime}$ is not continuous.
(ii) $f$ is still locally invertible.

## Exercise 7.5.

(i) By homogeneity it suffices to show that if $x_{1} \geq 0, \ldots, x_{n} \geq 0$ and $x_{1}+\cdots+$ $x_{n}=n$, then $x_{1} \cdots x_{n} \leq 1$. By compactness the product $x_{1} \cdots x_{n}$ has a maximum on this set. Since it is necessarily attained at a point satisfying $x_{1}>0, \ldots, x_{n}>$ 0 and $x_{1}+\cdots+x_{n}=n$, it is a maximum of $f_{0}(x):=x_{1} \cdots x_{n}$ in the open set defined by the inequalities $x_{1}>0, \ldots, x_{n}>0$, under the condition

$$
f_{1}(x):=x_{1}+\cdots+x_{n}-n=0
$$

This leads to the condition $\lambda_{0} f_{0}^{\prime}(x)+\lambda_{1} f_{1}^{\prime}(x)=0$, or equivalently

$$
\lambda_{0} x_{1} \cdots x_{n}+\lambda_{1} x_{i}=0, \quad i=1, \ldots, n .
$$

Hence $x_{1}=\cdots=x_{n}=1$, and thus $f_{0}(x)=1$.
(ii) Minimize $\frac{x^{p}}{p}+\frac{y^{q}}{q}$ under the condition $x y=1$.
(iii) Maximize $x_{1} y_{1}+\cdots+x_{n} y_{n}$ under the conditions $x_{1}^{p}+\cdots+x_{n}^{p}=1$ and $y_{1}^{q}+$ $\cdots+y_{n}^{q}=1$.
Exercise 7.6.
(i) If $0<x<y$ or $y<x<0$, then apply Hölder's inequality for $a_{1}^{x}, \ldots, a_{n}^{x}$ and $1, \ldots, 1$ with $p=y / x$ :

$$
a_{1}^{x}+a_{2}^{x}+\cdots+a_{n}^{x} \leq\left(a_{1}^{y}+a_{2}^{y}+\cdots+a_{n}^{y}\right)^{x / y} n^{1-(x / y)} .
$$

Hence $f(x) \leq f(y)$ in the first case, and $f(x) \geq f(y)$ in the second case.
It remains to deal with the case $x=0$. Applying for $a_{1}^{y}, \ldots, a_{n}^{y}$ the inequality between arithmetic and geometric means we obtain that

$$
f(0)^{y}=\sqrt[n]{a_{1}^{y} \cdots a_{n}^{y}} \leq \frac{a_{1}^{y}+a_{2}^{y}+\cdots+a_{n}^{y}}{n}=f(y)^{y} .
$$

Hence $f(0) \leq f(y)$ if $y>0$, and $f(0) \geq f(y)$ if $y<0$.
If $a_{1}=\cdots=a_{n}$, then $f(x)$ does not depend on $x$. Otherwise $f$ is (strictly) increasing.
(ii) Only the continuity at 0 is not obvious. Applying l'Hospital's rule for $\ln f(x)$ we obtain

$$
\begin{aligned}
\lim _{x \rightarrow 0} \ln f(x) & =\lim _{x \rightarrow 0} \frac{\ln \frac{a_{1}^{x}+\cdots+a_{n}^{x}}{n}}{x} \\
& =\lim _{x \rightarrow 0} \frac{n}{a_{1}^{x}+\cdots+a_{n}^{x}} \cdot \frac{a_{1}^{x} \ln a_{1}+\cdots+a_{n}^{x} \ln a_{n}}{n} \\
& =\frac{\ln a_{1}+\cdots+\ln a_{n}}{n} ;
\end{aligned}
$$

hence

$$
\lim _{x \rightarrow 0} f(x)=\sqrt[n]{a_{1} \cdots+a_{n}}
$$

Exercise 7.7.
(i) Minimize the function $f_{0}(x, y, z):=2 x y+2 y z+2 z x$ under the condition $f_{1}(x, y, z):=x y z-V=0$.
(ii) Recalling Heron's formula

$$
4 A=\sqrt{(x+y-z)(y+z-x)(z+x-y)(x+y+z)}
$$

for the area of a triangle of sides $x, y, z$, maximize the product

$$
f_{0}(x, y, z):(x+y-z)(y+z-x)(z+x-y)(x+y+z)
$$

under the condition $f_{1}(x, y, z):=x+y+z-P=0$.

## Exercise 8.2.

(ii) This is a special case of Newton's interpolation formula. A direct proof by induction is as follows. For $k=0$ the formula reduces to the definition of $\Delta_{0}^{(0)}$. If it holds until some $k$, then

$$
a_{k}=\sum_{j=0}^{k}\binom{k}{j} \Delta_{0}^{(j)} \quad \text { and } \quad \Delta_{k}^{(1)}=\sum_{j=0}^{k}\binom{k}{j} \Delta_{0}^{(j+1)}
$$

because $\left(\Delta_{k}^{(1)}\right)$ is also a generalized arithmetic sequence. It follows that

$$
\begin{aligned}
a_{k+1} & =a_{k}+\Delta_{k}^{(1)} \\
& =\sum_{j=0}^{k}\binom{k}{j}\left[\Delta_{0}^{(j)}+\Delta_{0}^{(j+1)}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\Delta_{0}^{(0)}+\left(\sum_{j=1}^{k}\left[\binom{k}{j}+\binom{k}{j-1}\right] \Delta_{0}^{(j)}\right)+\Delta_{0}^{(k+1)} \\
& =\Delta_{0}^{(0)}+\left(\sum_{j=1}^{k}\binom{k+1}{j} \Delta_{0}^{(j)}\right)+\Delta_{0}^{(k+1)} \\
& =\sum_{j=0}^{k}\binom{k}{j} \Delta_{0}^{(j)}
\end{aligned}
$$

so that the formula holds for $k+1$, too.
(iii) We have

$$
1^{2}+\cdots+k^{2}=0\binom{k}{0}+1\binom{k}{1}+3\binom{k}{2}+2\binom{k}{3}=\frac{k(k+1)(2 k+1)}{6}
$$

and

$$
1^{3}+\cdots+k^{3}=0\binom{k}{0}+1\binom{k}{1}+7\binom{k}{2}+12\binom{k}{3}+6\binom{k}{4}=\left[\frac{k(k+1)}{2}\right]^{2}
$$

Exercise 8.3.
(i) For each $\ell \in \Sigma$, the expression

$$
\prod_{j=0}^{n} \prod_{i=0}^{\ell_{j}-1} \frac{x_{j}-i}{\ell_{j}-i}
$$

defines a polynomial of total degree $\ell_{1}+\cdots+\ell_{n} \leq k$, and it vanishes for all $x \in \Sigma$, except if $x_{j} \geq \ell_{j}$ for all $j=0, \ldots, n$. Since

$$
x_{0}+\cdots+x_{n}=k=\ell_{0}+\cdots+\ell_{n}
$$

this can only happen if $x=\ell$, and then the expression is equal to one.
Exercise 8.4. Apply Rolle's theorem $(n-1)$ times to $f-L f$, and use Proposition 8.5 (a).


Fig. 1 Solution of Exercise 8.5

## Exercise 8.5.

(i) and (ii) If we revolve the area between the graph of a function $f:[a, c] \rightarrow \mathbb{R}$ and the $x$-axis, then the volume of the body of revolution is given by the formula

$$
V=\pi \int_{a}^{c} f(x)^{2} d x
$$

Observe that $f(x)=\alpha x+\beta$ is an affine function in the first case, and $f(x)=\sqrt{R^{2}-x^{2}}$ in the second case; see the figure where $r_{a}, r_{b}, r_{c}$ denote the radii of the discs of area $A, B, C$. In particular, the fourth derivative of $f^{2}$ vanishes in both cases, and hence Simpson's formula is exact by formula (8.24), p. 207 (Fig. 1).

The proof of (8.36) is as follows (see Fig. 2):

$$
V=\frac{\pi h}{6}\left(\left(R^{2}-(R-h)^{2}\right)+4\left(R^{2}-\left(R-\frac{h}{2}\right)^{2}\right)\right)=\pi h^{2}\left(R-\frac{h}{3}\right) .
$$

(iii) The proportion is $1: 2: 3$.

Exercise 8.6. Approximate $f^{(k)}$ uniformly with a sequence of polynomials $q_{n}$, and take suitable $k$ th primitives.

Exercise 9.1. The functions $q_{n}(x):=(-1)^{n} p_{n}(x)$ have the same properties, hence $q_{n}=p_{n}$ by uniqueness.

Exercise 9.2. Orthogonal polynomials do not have multiple roots.
Exercise 9.3.
(i) Fix $n$ arbitrarily and set $u(x):=\left(x^{2}-1\right)^{n}$. Since $u$ is a polynomial of degree $2 n, q_{n}=u^{(n)}$ is a polynomial of degree $n$. It remains to prove that $u^{(n)}$ is orthogonal to all polynomials $v$ of degree $<n$. Integrating by parts $n$ times we

Fig. 2 Proof of (8.36)

obtain the equality

$$
\begin{aligned}
& \int_{-1}^{1} u^{(n)} v d x=\left[u^{(n-1)} v-u^{(n-2)} v^{\prime}+\cdots+(-1)^{n-1} u v^{(n-1)}\right]_{-1}^{1} \\
&+(-1)^{n} \int_{-1}^{1} u v^{(n)} d x .
\end{aligned}
$$

We conclude by observing that all terms on the right-hand side vanish. Indeed, since -1 and 1 are zeros of multiplicity $n$ of $u, u^{(j)}( \pm 1)=0$ for $j=0, \ldots, n-$ 1. Furthermore, the last integral also vanishes because $v$ has degree $<n$, and hence $v^{(n)} \equiv 0$.
(ii) This follows from (i) and the uniqueness part of Proposition 9.1 (b), p. 220.
(iii) Fix $n$ arbitrarily. Differentiating the function $u(x):=\left(x^{2}-1\right)^{n}$ we get

$$
\left(x^{2}-1\right) u^{\prime}(x)=2 n x u(x)
$$

Differentiating $n+1$ more times and using the Leibniz formula for the derivation of products we obtain the equality

$$
\begin{aligned}
\left(x^{2}-1\right) u^{(n+2)}(x)+(n+1) 2 x u^{(n+1)}(x) & +\frac{(n+1) n}{2} 2 u^{(n)}(x) \\
= & 2 n x u^{(n+1)}(x)+(n+1) 2 n u^{(n)}(x) .
\end{aligned}
$$

Since $q_{n}(x)=u^{(n)}(x)$, this is equivalent to the differential equation

$$
\left(1-x^{2}\right) q_{n}^{\prime \prime}-2 x q_{n}^{\prime}+n(n+1) q_{n}=0
$$

Exercise 9.4. Adapt the solution of Exercise 9.3 for

$$
u(x):=(1-x)^{n+\alpha}(1+x)^{n+\beta} .
$$

## Exercise 9.5.

(i) It may be proved by induction that

$$
q_{n}(x):=2^{1-n} \cos (n \arccos x)
$$

is a polynomial of degree $n$ with leading coefficient one. By uniqueness it remains to show that they are orthogonal. This follows from the orthogonality of the cosine system by the change of variables $x=\cos t$ : if $n \neq k$, then

$$
\begin{aligned}
\int_{-1}^{1} q_{n}(x) q_{k}(x) & \left(1-x^{2}\right)^{-1 / 2} d x \\
& =2^{1-n} 2^{1-k} \int_{\pi}^{0} \cos n t \cos k t \frac{-\sin t}{\sin t} d t \\
& =2^{1-n} 2^{1-k} \int_{0}^{\pi} \cos n t \cos k t d t=0
\end{aligned}
$$

(ii) It may be proved by induction that

$$
q_{n}(x):=2^{-n} \frac{\sin ((n+1) \arccos x)}{\sin \arccos x}
$$

is a polynomial of degree $n$ with leading coefficient one. By uniqueness it remains to show that they are orthogonal. This follows by the same change of variables $x=\cos t$ as in (i): if $n \neq k$, then

$$
\begin{aligned}
\int_{-1}^{1} q_{n}(x) q_{k}(x) & \left(1-x^{2}\right)^{1 / 2} d x \\
& =2^{-n-k} \int_{\pi}^{0} \frac{\sin (n+1) t}{\sin t} \cdot \frac{\sin (k+1) t}{\sin t} \cdot \sin t \cdot(-\sin t) d t \\
& =2^{-n-k} \int_{0}^{\pi} \sin (n+1) t \sin (k+1) t d t=0
\end{aligned}
$$

Exercise 9.6. Adapt the solution of Exercise 9.3 for $u(x):=x^{\alpha+n} e^{-x}$.
Exercise 9.7. Set $u(x):=e^{-x^{2}}$.
(i) We have $u^{(n)}(x)=q_{n}(x) e^{-x^{2}}$ for $n=0,1, \ldots$ by induction with suitable polynomials $q_{n}$ of degree $n$. Furthermore, the main coefficient of $q_{n}$ is equal to $(-2)^{n}$. Finally, $q_{n}$ is orthogonal to every polynomial $v$ of degree $<n$, because
integrating by parts $n$ times we have

$$
\begin{aligned}
\int_{-\infty}^{\infty} q_{n}(x) v(x) e^{-x^{2}} d x= & \int_{-\infty}^{\infty} u^{(n)} v d x \\
= & {\left[u^{(n-1)} v-u^{(n-2)} v^{\prime}+\cdots+(-1)^{n-1} u v^{(n-1)}\right]_{-\infty}^{\infty} } \\
& \quad+(-1)^{n} \int_{-\infty}^{\infty} u v^{(n)} d x
\end{aligned}
$$

Since $v^{(n)} \equiv 0$, and all derivatives of $u$ tend to zero in $\pm \infty$, the last expression vanishes. We conclude that $q_{n}(x) \equiv(-2)^{n} p_{n}(x)$.
(ii) We have $u^{\prime}(x)=-2 x u(x)$. Differentiating $n+1$ times this yields

$$
u^{(n+2)}(x)+2 x u^{(n+1)}(x)+2(n+1) u^{(n)}(x)=0 .
$$

Since $u^{(n)}(x)=q_{n}(x) e^{-x^{2}}$, and hence

$$
u^{(n+1)}(x)=\left[q_{n}^{\prime}(x)-2 x q_{n}(x)\right] e^{-x^{2}}
$$

and

$$
u^{(n+2)}(x)=\left(q_{n}^{\prime \prime}(x)-4 x q_{n}^{\prime}(x)-2 q_{n}(x)+4 x^{2} q_{n}(x)\right) e^{-x^{2}},
$$

we conclude that

$$
\begin{aligned}
{\left[q_{n}^{\prime \prime}(x)-4 x q_{n}^{\prime}(x)-\right.} & \left.2 q_{n}(x)+4 x^{2} q_{n}(x)\right] e^{-x^{2}} \\
& +2 x\left[q_{n}^{\prime}(x)-2 x q_{n}(x)\right] e^{-x^{2}}+2(n+1) q_{n}(x) e^{-x^{2}}=0 .
\end{aligned}
$$

This may be simplified to

$$
q_{n}^{\prime \prime}(x)-2 x q_{n}^{\prime}(x)+2 n q_{n}(x)=0 .
$$

(iii) Applying Taylor's formula we have

$$
e^{-(x+t)^{2}}=u(x+t)=\sum_{n=0}^{\infty} \frac{u^{(n)}(x)}{n!} t^{n}=\sum_{n=0}^{\infty} \frac{e^{-x^{2}} q_{n}(x)}{n!} t^{n}
$$

for all $x, t \in \mathbb{R}$. Multiplying by $e^{x^{2}}$ hence we obtain that

$$
e^{-2 x t-t^{2}}=\sum_{n=0}^{\infty} \frac{q_{n}(x)}{n!} t^{n}=\sum_{n=0}^{\infty} \frac{p_{n}(x)}{n!}(-2 t)^{n}
$$

Exercise 9.8. See Jackson [254].

Exercise 9.9. We admit from electrostatics ${ }^{4}$ that there is a unique equilibrium position $-1<x_{1}<\cdots<x_{n}<1$, characterized by the system of equations ${ }^{5}$

$$
\sum_{k \neq j} \frac{1}{x_{j}-x_{k}}+\frac{1}{2\left(x_{j}-1\right)}+\frac{1}{2\left(x_{j}+1\right)}=0, \quad j=1, \ldots, n
$$

Setting

$$
f(x):=\left(x-x_{1}\right) \cdots\left(x-x_{n}\right)
$$

it may be rewritten in the form

$$
\frac{f^{\prime \prime}\left(x_{j}\right)}{f^{\prime}\left(x_{j}\right)}+\frac{1}{x_{j}-1}+\frac{1}{x_{j}+1}=0, \quad j=1, \ldots, n .
$$

Since $f\left(x_{j}\right)=0$ for all $j$, this is equivalent to

$$
\left(1-x_{j}^{2}\right) f^{\prime \prime}\left(x_{j}\right)-2 x_{j} f^{\prime}\left(x_{j}\right)+n(n+1) f\left(x_{j}\right)=0, \quad j=1, \ldots, n
$$

Since

$$
\left(1-x^{2}\right) f^{\prime \prime}(x)-2 x f^{\prime}(x)+n(n+1) f(x)
$$

is a polynomial of degree $<n$ by a direct computation of the coefficient of $x^{n}$, it has to vanish identically, so that $f$ satisfies Legendre's differential equation

$$
\left(1-x^{2}\right) f^{\prime \prime}(x)-2 x f^{\prime}(x)+n(n+1) f(x)=0
$$

Exercise 10.1. Given an arbitrary non-empty open subinterval $J$ of $I$, choose a continuous function $f: I \rightarrow \mathbb{R}$ vanishing outside $J$ and positive in $J$. If none of the nodes $x_{k}^{n}$ belonged to $J$, then the convergence in Theorem 10.4 (p. 239) could not hold.

Exercise 10.2.
(i) By convexity the graph of $f$ is between the straight line joining the points $\left(k, f_{k}\right)$ and $\left(k+1, f_{k+1}\right)$, and the tangent line at $k+1$.
(ii) By convexity the slope of the tangent line at $k+1$ is between the slopes of the straight lines joining the point $\left(k+1, f_{k+1}\right)$ to $\left(k, f_{k}\right)$ and $\left(k+2, f_{k+2}\right)$, respectively. Furthermore, all slopes are $\leq 0$ because $f$ is non-increasing.

[^148](iii) We infer from (i) and (ii) that
$$
0 \leq \frac{f_{k}+f_{k+1}}{2}-\int_{k}^{k+1} f(x) d x=t_{k} \leq T_{k}
$$
for each $k$, and
$$
\sum_{k=0}^{\infty} T_{k} \leq \frac{f_{0}-f_{1}}{2}
$$

Summing for $k=0, \ldots, n-1$ this yields

$$
0 \leq\left(f_{0}+\cdots+f_{n}\right)-\frac{f_{0}+f_{n}}{2}-\int_{0}^{n} f(x) d x \leq \frac{f_{0}-f_{1}}{2}
$$

for each $n$. Since the expression in the middle is non-decreasing, it has a limit $\gamma$ as $n \rightarrow \infty$, and

$$
0 \leq \gamma \leq \frac{f_{0}-f_{1}}{2}
$$

Applying this result with $f(x):=(1+x)^{-1}$ and $f(x):=-\ln (1+x)$ we obtain respectively

$$
\frac{1}{2} \leq\left(\frac{1}{1}+\cdots+\frac{1}{n}-\ln n\right)-\frac{1}{2 n} \leq \frac{3}{4}
$$

and

$$
1 \geq \ln n!-\left(n+\frac{1}{2}\right) \ln n+n \geq 1-\frac{\ln 2}{2}
$$

for every $n$, and hence

$$
0.5 \leq \lim _{n \rightarrow \infty}\left(\frac{1}{1}+\cdots+\frac{1}{n}-\ln n\right)-\frac{1}{2 n} \leq 0.75
$$

and

$$
1.922 \approx \frac{e}{\sqrt{2}} \leq \lim _{n \rightarrow \infty} \frac{n!e^{n}}{n^{n+\frac{1}{2}}} \leq e \approx 2.718
$$

We recall that the limits are equal to $C \approx 0.522$ and $\sqrt{2 \pi} \approx 2.507$, respectively.

Exercise 10.3.
(i) $J_{2}$ represents the area of a quarter of the unit disk.
(ii) Integrate by parts.

Exercise 10.4.
(i) Since $f^{\prime}(x) \searrow 0$ as $x \rightarrow \infty, f^{\prime} \geq 0$ and hence $f$ is non-decreasing.
(ii) This was established during the proof of the corollary.
(iii) If $m \geq 1$, then $f^{(2 m+1)}$ is non-increasing by (ii). Since $f^{(2 m+1)} \rightarrow 0$ by hypothesis, we conclude that $f^{(2 m+1)} \geq 0$ and hence $f^{(2 m)}$ is non-decreasing.

It remains to show that $\alpha:=\lim _{\infty} f^{(2 m)}=0$. In case $\alpha>0$ there would exist an $x_{0} \geq 0$ such that $f^{(2 m)}(x)>\alpha / 2$ for all $x \geq x_{0}$, and this would lead to a contradiction:

$$
0=\lim _{\infty} f^{(2 m-1)}(x) \geq \lim _{\infty} f^{(2 m-1)}\left(x_{0}\right)+\frac{\alpha}{2}\left(x-x_{0}\right)=\infty .
$$

In case $\alpha<0$ we would obtain similarly the contradiction

$$
0=\lim _{\infty} f^{(2 m-1)}(x) \leq \lim _{\infty} f^{(2 m-1)}\left(x_{0}\right)+\frac{\alpha}{2}\left(x-x_{0}\right)=-\infty
$$

Exercise 10.5. The function

$$
f(x):=\frac{\pi-x}{2}
$$

is differentiable on $(0,2 \pi)$, hence its Fourier series converges to $f(x)$ at each $x \in$ $(0,2 \pi) .{ }^{6}$ This proves the first equality, which is equivalent to the series of $b_{1}(x)$. The others follow by induction, by taking successive primitive functions.

Exercise 10.8. Apply Exercise 10.7.
Exercise 10.9.
(i) The sum of the first series is $\left(e^{t}-1\right) / t$, and the second series converges by Exercise 10.7. Apply Proposition 10.9 (p. 250).
(ii) Use Exercise 10.7.

[^149]Exercise 10.10. If $|x|<\pi$, then applying 10.9 (iii) we get

$$
\begin{aligned}
x \operatorname{coth} x & =x \frac{e^{x}+e^{-x}}{e^{x}-e^{-x}}=x \frac{e^{2 x}+1}{e^{2 x}-1} \\
& =x+\frac{2 x}{e^{2 x}-1}=x+\sum_{n=0}^{\infty} b_{n} \cdot(2 x)^{n} \\
& =x+1-x+\sum_{n=2}^{\infty} b_{n} \cdot(2 x)^{n}=1+\sum_{k=1}^{\infty} b_{2 k} \cdot(2 x)^{2 k} .
\end{aligned}
$$

Using Euler's relation $e^{i x}=\cos x+i \sin x$ it follows that ${ }^{7}$

$$
x \cot x=(i x) \operatorname{coth}(i x)=1+\sum_{k=1}^{\infty}(-1)^{k} b_{2 k} \cdot(2 x)^{2 k}
$$

Finally, using the identity

$$
\tan x=\cot x-2 \cot (2 x)
$$

for $|x|<\pi / 2$ we obtain

$$
x \tan x=x \cot x-2 x \cot (2 x)=\sum_{k=1}^{\infty}(-1)^{k} b_{2 k} \cdot\left[(2 x)^{2 k}-(4 x)^{2 k}\right]
$$

and hence

$$
\tan x=\sum_{k=1}^{\infty}(-1)^{k} b_{2 k} \cdot\left(2^{2 k}-4^{2 k}\right) x^{2 k-1} .
$$

Exercise 11.1. We obtain the iteration

$$
x_{n+1}:=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}=\frac{(p-1) x^{p}+A}{p x^{p-1}} .
$$

[^150]
## Exercise 11.2.

(i) and (ii) Direct computation.
(iii) Applying Cauchy's mean value theorem (Proposition 4.4 (c), p. 105), the right-hand side of (11.4) is equal to

$$
\frac{f^{\prime}(\alpha)(\alpha-c)-f(\alpha)}{(\alpha-c)^{2} f^{\prime}(\alpha)}
$$

for a suitable $\alpha$ between $x_{n}$ and $x_{n+1}$.
Applying Taylor's formula

$$
0=f(c)=f(\alpha)+f^{\prime}(\alpha)(c-\alpha)+\frac{f^{\prime \prime}(\beta)}{2}(c-\alpha)^{2}
$$

this expression is equal to

$$
\frac{f^{\prime \prime}(\beta)}{2 f^{\prime}(\alpha)}
$$

for a suitable $\beta$ between $x_{n}$ and $x_{n+1}$.
(iv) The last equality is equivalent to

$$
x_{n+2}-c=\frac{f^{\prime \prime}(\beta)}{2 f^{\prime}(\alpha)}\left(x_{n+1}-c\right)\left(x_{n}-c\right) .
$$

Hence

$$
\left|A\left(x_{n+2}-c\right)\right| \leq\left|A\left(x_{n+1}-c\right)\right| \cdot\left|A\left(x_{n}-c\right)\right|,
$$

i.e.,

$$
d_{n+2} \leq d_{n+1} d_{n}, \quad n=0,1, \ldots
$$

(v) Easy proof by induction.

## Exercise 11.4.

(i) Use the continuity of $A$.
(ii) The map $F(x):=A x+b$ is a contraction.
(iii) There exists a (non-zero) eigenvector $x_{0}$ with an eigenvalue $\lambda$ of modulus $\geq 1$. If $\lambda=1$, then $I-A$ is not onto, and the equation $x=A x+b$ has no solution for any $b$ outside the range of $I-A$. Otherwise for $b=0$ the sequence $\left(x_{n}\right)=$ ( $\lambda^{n} x_{0}$ ) does not converge.

## Exercise 11.5.

(i) Use the continuity of $A$ again.
(ii) If $A x=\lambda x$ for some $x \neq 0$, then

$$
|\lambda| \cdot\|x\|=\|A x\| \leq\|A\| \cdot\|x\|
$$

whence $|\lambda| \leq\|A\|$.
(iii) If $X$ has a basis formed by eigenvectors $e_{1}, \ldots, e_{r}$, then the map $F(x):=$ $A x+b$ is a contraction for the equivalent Euclidean norm

$$
\left\|c_{1} e_{1}+\cdots+c_{r} e_{r}\right\|:=\sqrt{\left|c_{1}\right|^{2}+\cdots+\left|c_{r}\right|^{2}}
$$

The general case may be treated similarly, by considering the Jordan decomposition of $A$; see the details, e.g., in Varga [498].
(iv) Repeat the proof of Exercise 11.4 (iii).
(v) Observe that $A^{*} A$ is selfadjoint, and hence ${ }^{8}$

$$
\sup _{\|x\| \leq 1}\left(A^{*} A x, x\right)=\rho\left(A^{*} A\right) .
$$

Since

$$
\|A x\|^{2}=(A x, A x)=\left(A^{*} A x, x\right)
$$

for all $x$, this is equivalent to

$$
\sup _{\|x\| \leq 1}\|A x\|=\sqrt{\rho\left(A^{*} A\right)}
$$

(vi) The definition of the spectral radius implies that $\rho\left(A^{2}\right)=\rho(A)^{2}$. Since $A^{*}=$ $A$, it follows that

$$
\|A\|=\sqrt{\rho\left(A^{*} A\right)}=\sqrt{\rho\left(A^{2}\right)}=\rho(A)
$$

(vii) Consider the matrix

$$
A=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)
$$

[^151]Exercise 12.1. Consider the differential equation $x^{\prime}=x$ with the initial condition $x(0)=1$. Show that for $\tau^{\prime}=t>0$ and $h=t / n$ we have $x_{n}=(1+t / n)^{n}$ and

$$
\inf _{n} n\left(e^{t}-x_{n}\right)>0
$$

Exercise 12.2. Consider the differential equation $x^{\prime}=4 t^{3}$ with the initial condition $x(0)=0$. Its solution is $x(t)=t^{4}$. Applying the modified Euler method with $\tau^{\prime}=1$ and $h=1 / n$ we have $z_{0}=0$ and

$$
z_{k+1}=z_{k}+4\left(\frac{k}{n}+\frac{1}{2 n}\right)^{3} \frac{1}{n}=z_{k}+\frac{(2 k+1)^{3}}{2 n^{4}}
$$

for $k=0,1, \ldots, n-1$. Hence

$$
\begin{aligned}
x_{n} & =\frac{1}{2 n^{4}} \sum_{k=0}^{n-1}(2 k+1)^{3}=\frac{1}{2 n^{4}}\left(\sum_{k=1}^{2 n} j^{3}-\sum_{k=1}^{n}(2 j)^{3}\right) \\
& =\frac{1}{8 n^{4}}\left((2 n)^{2}(2 n+1)^{2}-8 n^{2}(n+1)^{2}\right)=\frac{(2 n+1)^{2}-2(n+1)^{2}}{2 n^{2}} \\
& =1-\frac{1}{2 n^{2}}
\end{aligned}
$$

and therefore

$$
x(1)-x_{n}=\frac{1}{2 n^{2}} .
$$

## Exercise 12.3.

(i) Since both definitions remain unchanged if we replace the norm by an equivalent norm, we may consider a norm as in the proof of Exercise 11.5 (iii).
(ii) It suffices to show that

$$
\limsup _{n \rightarrow \infty} \sqrt[n]{\left\|A^{n}\right\|}<\alpha
$$

for every fixed $\alpha>\rho(A)$. Fixing a positive integer $m$ such that $\sqrt[m]{\left\|A^{m}\right\|}<\alpha$, it suffices to show that

$$
\limsup _{k \rightarrow \infty} \sqrt[k m+r]{\left\|A^{k m+r}\right\|} \leq \alpha \quad \text { for } \quad r=1, \ldots, m
$$

This follows from the estimate

$$
\left\|A^{k m+r}\right\| \leq\left\|A^{r}\right\| \cdot\left\|A^{m}\right\|^{k} \leq\left\|A^{r}\right\| \alpha^{m k}=\left\|A^{r}\right\| \alpha^{-r} \alpha^{m k+r}
$$

implying that

$$
\sqrt[k m+r]{\left\|A^{k m+r}\right\|} \leq\left(\left\|A^{r}\right\| \alpha^{-r}\right)^{1 /(k m+r)} \alpha \rightarrow \alpha .
$$

(iii) If $\rho(A)<1$, then there exists a positive integer $m$ such that $\left\|A^{m}\right\|<1$. The the $m$ th iteration of the function $f(x):=A x+b$ is a contraction in $X$, and we may apply Proposition 12.4.
(iv) The complex case was solved in Exercise 11.5; henceforth we assume that $X$ is a finite-dimensional real normed space.

If $I-A$ is not onto, or if $A$ has a real eigenvalue of modulus $\geq 1$, then we may repeat the proof of Exercise 11.5 (iv). Otherwise identify $X$ with $\mathbb{R}^{d}, A$ with a real square matrix, and consider the operator defined by this matrix in $\mathbb{C}^{d}$. It has a non-real eigenvalue $\lambda=r e^{i \varphi}$ of modulus $r \geq 1$ and a corresponding non-zero complex eigenvector $v \in \mathbb{C}^{d}$. Then $x_{0}:=v+\bar{v} \in \mathbb{R}^{d}$, and for $b=0$ the sequence

$$
x_{n}=A^{n} x_{0}=r^{n} \cos (n \varphi) x_{0}
$$

does not converge as $n \rightarrow \infty$.
Exercise 12.4. Given $\alpha>\rho(A)$ arbitrarily, choose an $n$ such that $\sqrt[n]{\left\|A^{n}\right\|} \leq \alpha$, and define

$$
\|x\|^{\prime}:=\sum_{k=0}^{n-1} \frac{\left\|A^{k} x\right\|}{\alpha^{k}} .
$$

This is a norm on $X$, and

$$
\frac{\|A x\|^{\prime}}{\alpha}=\sum_{k=1}^{n} \frac{\left\|A^{k} x\right\|}{\alpha^{k}} \leq\left(\sum_{k=1}^{n-1} \frac{\left\|A^{k} x\right\|}{\alpha^{k}}\right)+\|x\|=\|x\|^{\prime}
$$

for all $x \in X$.
Exercise 12.5. Show by induction on $n$ that

$$
\left|\left(A^{n} x\right)(t)\right| \leq \frac{M^{n} t^{n}}{n!}\|x\|_{\infty}
$$

for all $t \in[0,1]$ and $n=1,2, \ldots$, where $M$ denotes the maximum of $|a(t, s)|$ on $T$.
Exercise 12.6. We prove the maximum case: the other case is obtained by considering $-u$ instead of $u$. $\mathrm{If}^{9} \max _{\bar{\Omega}}$ is not attained on $\Gamma$, then the modified function

$$
v(x):=u(x)+\varepsilon\left(x_{1}^{2}+\cdots+x_{n}^{2}\right)
$$

[^152]has the same property if $\varepsilon>0$ is chosen sufficiently small. Indeed, denoting by $M$ the maximum of $x_{1}^{2}+\cdots+x_{n}^{2}$ on $\bar{\Omega}$, it suffices to take $\varepsilon>0$ satisfying
$$
\max _{\Gamma} u+\varepsilon M<\max _{\bar{\Omega}} u .
$$

It follows that $\max _{\bar{\Omega}} v$ is attained at some interior point $x \in \Omega$. Then $D_{j}^{2} v(x) \leq 0$ for all $j=1, \ldots, n$, and hence $\Delta v(x) \leq 0$. This, however contradicts the relation

$$
\Delta v(x)=\Delta u(x)+2 n \varepsilon=2 n \varepsilon>0 .
$$

Exercise 12.7. By linearity it suffices to consider again the maximum case. Assume on the contrary that $u$ takes at some point of $\bar{Q}$ a larger value than $\max _{\Sigma} u$, and choose, similarly to the solution of the preceding exercise, a small $\varepsilon>0$ such that the modified function

$$
v(t, x):=u(t, x)+\varepsilon\left(x_{1}^{2}+\cdots+x_{n}^{2}\right), \quad(t, x) \in \bar{Q}
$$

has a maximum at some point

$$
(t, x) \in \bar{Q} \backslash \Sigma=Q \cup(\{T\} \times \Omega)
$$

If $(t, x) \in Q$, then $D_{1} v(t, x)=0$ and $D_{j}^{2} v(t, x) \leq 0$ for all $j=2, \ldots, n+1$, and hence $D_{1} v(t, x)-\Delta v(t, x) \geq 0$. If $(t, x) \in\{T\} \times \Omega$, then $D_{1} v(t, x) \geq 0$ and $D_{j}^{2} v(t, x) \leq 0$ for all $j=2, \ldots, n+1$, and hence $D_{1} v(t, x)-\Delta v(t, x) \geq 0$ again.

This, however, is impossible, because

$$
D_{1} v(t, x)-\Delta v(t, x)=\left(D_{1} u(t, x)-\Delta u(t, x)\right)-2 n \varepsilon<0 .
$$
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## Metric Spaces

The distance $d(x, y):=\left|x_{1}-y_{1}\right|+\cdots+\left|x_{m}-y_{m}\right|$ was first used in Jordan [263], p. 18.

Metric spaces were introduced by Fréchet [174] in his Ph.D. thesis, under the supervision of Hadamard.

Open sets: Cantor [76], p. 135; see also Lebesgue [319], p. 242.
Product sets: Grassmann [202], p. 5.
Closed sets: Cantor [79], p. 217.

Convergent sequences: Bolzano [53], Cauchy [87], Fréchet [174].
Uniform convergence: Weierstrass [507], Seidel [448], Stokes [469], pp. 279281.

Subsequence: Cantor [74], p. 89.
Proposition 1.4: Cantor [79], p. 226.
Limit: d'Alembert [6], p. 542, Cauchy [87].
Cluster points and isolated points: Cantor [75].
Continuous functions: Bolzano [52, 53], Cauchy [87], Weierstrass [507].
Uniform continuity: Heine [228], p. 361. See the remark on Theorem 1.27 below.
Lipschitz continuity: Lipschitz [336].
Cauchy sequence: Bolzano [53]; Cauchy [87], pp. 115-116.
Completeness of $\mathbb{R}$ : Cauchy [87], pp. 115-116.
Completeness in metric spaces: Fréchet [174].
Fixed point theorem 1.10: Banach [26], Cacciopoli [71].
Brouwer's fixed point theorem: Brouwer [67]; see, e.g., Lax [317], Milnor [349], Pontryagin [397], Rogers [425], Aigner-Ziegler [4] for proofs.

Example on the application of the fixed point theorem: W. Bolyai [51] I, 442, 447-449.

Cantor's intersection theorem (Propositions 1.12, 1.23): Cantor [79], p. 217.
Density: Cantor [76], p. 140.
Baire's lemma (Propositions 1.13): Osgood [376], pp. 163-164, Baire [24], p. 65, Kuratowski [294], Banach [28].

Continuous extension of functions: See the comments on Exercise 1.15 (p. 34) below.

Completion of metric spaces (Proposition 1.16): Hausdorff [225]. Generalizing a method of Cantor [75] and Méray [344], he considered as the elements of ( $X^{\prime}, d^{\prime}$ ) certain equivalence classes of Cauchy sequences. The short proof given here, based on an idea of Fréchet [175], p. 161, is due to Kuratowski [296].

Proposition 1.18: Bolzano [53], Weierstrass [509].
Proposition 1.19: See Kürschák [300], p. 60. We do not know of an earlier publication of this result. See the Rising Sun lemma of Riesz [418, 419] (see also in Riesz-Sz.-Nagy [421], p. 6) for an important application of this notion to integration theory.

Compactness: Fréchet [174].
Theorem 1.24: the first version on continuous functions on bounded closed intervals was published by Weierstrass [508] and Cantor [73], p. 82. However, the result had already appeared in Bolzano's book [54], written between 1833 and 1841, but published only in 1930.

Theorem 1.26: Hausdorff [225].
Theorem 1.27: Heine [229], p. 188. It was discovered recently that the notion of uniform continuity and Heine's theorem was already known to Bolzano; see [55].

Precompact sets: Hausdorff [225].
Theorem 1.28: The characterization by finite open subcovers goes back to Heine [229], p. 188, Cousin [115], p. 22, Borel [58], p. 51, Lindelöf [333], Lebesgue [320],
p. 105. See also the historical account of Hildebrandt [241]. The equivalence with complete precompact sets is due to Hausdorff [225].

Exercises 1.9-1.10: Cantor [78], p. 575, Bendixson [34], p. 415, Lindelöf [334]. See, e.g., Alexandroff [11] (pp. 135-147), Kuratowski [295] (pp. 140-141), Sz.Nagy [479] (pp. 45-50) for more details and further results.

Exercise 1.11: Alexandroff [9]. A simple proof was given by Hausdorff [227]. See also Oxtoby [377].

Exercise 1.12: Hausdorff [225].
Exercises 1.13-1.14: See Oxtoby [377] for a nice exposition of these and related results. The set of differentiability of a continuous function $f: \mathbb{R} \rightarrow \mathbb{R}$ was also characterized by Zahorski [518]. Thomae's function was defined in [483, p. 14].

Using his theorem, Baire also proved that if a sequence of continuous functions $f_{n}: \mathbb{R} \rightarrow \mathbb{R}$ converges pointwise to $f: \mathbb{R} \rightarrow \mathbb{R}$, then $f$ is continuous on a dense set of $\mathbb{R}$. We recall ${ }^{1}$ that if the convergence is uniform, then the limit function is (everywhere) continuous.

In fact, Baire proved sharper results: see Oxtoby [377] again.
Exercise 1.15: Tietze's theorem [484] was proved earlier in $\mathbb{R}^{2}$ by Lebesgue [321], pp. 99-100.

Hausdorff [226] gave an explicit formula for a Tietze type extension. Assuming without loss of generality that $g: F \rightarrow[0,1]$, we may take

$$
f(x):=\inf _{y \in F}\left(f(y)+\frac{|x-y|}{\operatorname{dist}(x, F)}-1\right), \quad x \in X \backslash F .
$$

See also Kuratowski [295], pp. 212-213.
Urysohn [495] extended Tietze's theorem to normal topological spaces; see, e.g., Császár [118], Engelking [139], Kelley [273]. See also [285, Proposition 8.6] for a related result.

## Topological Spaces

Topological space: Riesz [412], Hausdorff [225].
Homeomorphism: Poincaré [392], p. 9.
Interior point: Cantor [76], Riesz [412].
Closure: Riesz [412].
Boundary point: Cantor [76], p. 135.
Exterior point: Hausdorff [225]. Neighborhood: Cantor [75].
Continuity in topological spaces and Proposition 2.10: Hausdorff [225].
Counterexamples following Corollary 2.11: they are taken from Steen-Seebach [459], Examples 12, 14.

[^153]The space $C_{b}(K)$ : Fréchet [174].
Connected set: Riesz [412].
Theorem 2.15: Lagrange 1769, pp. 541-542, Bolzano [53], Hausdorff [225].
A simple proof of von Neumann's minimax theorem [265], a fundamental theorem of game theory, is based on the notion of connectedness and mathematical economy.

Cantor's intersection theorem (Proposition 2.20): Cantor [79], p. 217.
Theorem 2.21: Hausdorff [225].
Theorem 2.22: Weierstrass [508], Cantor [73] p. 82.
Proposition 2.23: Hausdorff [225].
Tychonoff's theorem 2.24: Tychonoff [488, 489], Čech [99].
Zorn's lemma 2.25: Kuratowski [293], Zorn [519].
Proposition 2.26: Alexander [7].
Nets: Vietoris [499], Moore and Smith [355], Picone [391].
Filter: Vietoris 1921, H. Cartan [84].
Counterexamples following Proposition 2.27: they are inspired by SteenSeebach [459].

Exercise 2.8 (Alexandroff's one-point compactification): Alexandroff [10].
Exercise 2.10 (Peano curve): Peano [383]. The construction given here is due to Lebesgue [323], pp. 44-45. This is a modification of Cantor's function $f:[0,1] \rightarrow$ $[0,1]$, a continuous function defined by the formula

$$
f\left(\frac{2 t_{1}}{3}+\frac{2 t_{2}}{3^{2}}+\cdots+\frac{2 t_{n}}{3^{n}}+\cdots\right):=\frac{t_{1}}{2}+\frac{t_{3}}{2^{2}}+\cdots+\frac{t_{2 n-1}}{2^{n}}+\cdots
$$

on Cantor's ternary set $C$, and constant on the connected components of $[0,1] \backslash C$. See [242] for a survey of various other interesting features of Cantor's function.

Other interesting constructions of Peano curves were given by Hilbert [237] (see also Hilbert-Cohn-Vossen [240]) and Schoenberg [438].

## Normed Spaces

Norm: Riesz [416].
Proposition 3.1 (Cauchy-Schwarz inequality): Lagrange [305], pp. 662-663 in $\mathbb{R}^{3}$, Cauchy [87], pp. 375-377 in $\mathbb{R}^{n}$, Bouniakowsky [59], p. 4 and Schwarz [442], p. 251 for integrals of functions of one or several variables.

Optimality of Proposition 3.1: Jordan-von Neumann [265].
The norms $\|x\|_{1},\|x\|_{2},\|x\|_{\infty}$ of $\mathbb{R}^{m}$ were introduced respectively by Jordan [263], p. 18, Cantor [78], p. 197 and Peano [380], p. 450, [382], p. 186.

Proposition 3.2: Young [516], Rogers [424] and Hölder [248], Minkowski [350], pp. 115-117.

Proposition 3.3: Riesz [415, 417].
Theorem 3.9: Tychonoff [489].
Proposition 3.11: Kirchberger [276], Borel [58], p. 82, Riesz [416].
Proposition 3.12: Legendre [326], Gauss [186]. See the historical account of Goldstine [197].

Lemma 3.13: Banach [26].
Dual space: Hahn [215].
Theorem 3.20: Helly [230], Hahn [215], Banach [27]. Helly's name is seldom mentioned in this theorem, although the crucial Lemma 3.21 below is due to him. See Hochstadt [243].

Uniqueness of norm-preserving extensions: Taylor [480], Foguel [171].
Lemma 3.21: Helly [230].
Norm in a complex vector space: Wiener [512].
Hilbert space: Hilbert [238], von Neumann [360], Löwig [338], Rellich [407].
The complexification formula $\varphi(x):=\psi(x)-i \psi(i x)$ was discovered by Murray [357], Bohnenblust-Sobczyk [49] and Soukhomlinov [457].

Exercise 3.1: observation of Fischer; see Riesz [414], in [411] I, p. 404.
Exercise 3.5: Dini [133].
Exercise 3.8: Carathéodory [82].
Exercise 3.9: Radon [402]. See Bajmóczy-Bárány [25] for a generalization.
Exercise 3.10: Helly [231].
Exercise 3.11: Jordan-von Neumann [265]. We follow Yosida [514], p. 39.
Exercise 3.12: Joó [261]; see also Stachó [458].
Exercise 3.13: von Neumann [361]; this is the founding theorem of game theory. See also von Neumann-Morgenstern [363] for many applications, including economy. See also [496] for an elementary introduction.

The present proof is due to Joó [261]; see also Stachó [458] and Komornik [280] for some generalizations.

## The Derivative

Lemma 4.1 (a): Weierstrass [508], Stolz [470], Fréchet [176].
Lemma 4.1 (b): Hadamard [213], Carathéodory [83].
Directional derivative: Gâteaux [185]. The last example on p. 104 is due to Peano; see Genocchi and Peano [191], Section 123.

Proposition 4.3: Oresme [375], Kepler [274], Fermat [167], Newton [367].
Proposition 4.4 (a): Rolle [426]. He considered only polynomials. Cauchy [88], pp. 45-46 proved the theorem for functions of class $C^{1}$, including the endpoints. The present proof is due to Bonnet, published by Serret [449] I, pp. 17-19.

Proposition 4.4 (b): Lagrange [310], p. 154.
Proposition 4.4 (c): Cauchy [87].
Corollary 4.5: Johann Bernoulli [39], L’Hospital [245]. See Truesdell [492] for the interesting story of its discovery.

Proposition 4.6: Lagrange [310], p. 154.
The example preceding Proposition 4.9 is taken from Gelbaum-Olmsted [189].
Exercise 4.2: The example is due to Peano; see Genocchi and Peano [191], Section 123.

## Higher-Order Derivatives

Definition of higher-order derivatives: Newton [367], Leibniz [327], Johann Bernoulli [40], Fréchet [178].

Remarks preceding Theorem 5.6: Euler [147, p. 177], [155, §226], Schwarz [441], Peano in Genocchi-Peano [191, §123].

Theorem 5.6: Young [515], p. 22.
Early versions of Taylor's formula: Gregory [206], Johann Bernoulli [41], Taylor [481].

Theorem 5.8: first stated in Genocchi and Peano [191]; the first proofs were published by J. König [290], pp. 532-538 and Peano [381].

Proposition 5.9: Lagrange [310], p. 154. The proof given here is due to Cauchy [88], p. 152. Previously Ampére [12] applied Rolle's theorem only once as follows. ${ }^{2}$

For any fixed number $A$ the function

$$
g(x):=\left(\sum_{k=0}^{n-1} \frac{f^{(k)}(x)}{k!}(b-x)^{k}\right)+A(b-x)^{n}
$$

is continuous on $[a, b]$, differentiable on $(a, b)$, and

$$
g^{\prime}(x)=\left(\frac{f^{(n)}(x)}{(n-1)!}-n A\right)(b-x)^{n-1} .
$$

Choose $A$ such that $g(a)=g(b)$, i.e., set

$$
A=(b-a)^{-n}\left(f(b)-\sum_{k=0}^{n-1} \frac{f^{(k)}(a)}{k!}(b-a)^{k}\right) .
$$

Then Rolle's theorem yields $c \in(a, b)$ such that $g^{\prime}(c)=0$, and then

$$
\frac{f^{(n)}(c)}{(n-1)!}-n A=0
$$

[^154]Taking the value of $A$ into account, the proposition follows.
Theorem 5.11: Johann Bernoulli [41], Cauchy [87], Graves [204].
Theorem 5.12: Lagrange [302], Hesse [234], p. 251.
The example at the end of Sect. 5.4 is due to Peano in Genocchi and Peano [191], Section 123.

Definition of convex functions: Hölder [248] (for $C^{2}$ functions), Jensen [260].
Proposition 5.13: Hölder [248], Jensen [260], p. 180 in the French translation.
Proposition 5.15: Jensen [260], Minty [351].
Proposition 5.17: Hölder [248].
Proposition 5.18: Stolz [471], Jensen [260], pp. 189-190 in the French translation, Blumberg [46]. The present proof follows Roberts-Varberg [422].

Proposition 5.21: Hesse [234], p. 251.

## Ordinary Differential Equations

Section 6.1: Riemann introduced his integral in [408]. The simpler integral of this section was studied for scalar functions in Dieudonné [130].

Section 6.2: Peano's example was published in Peano [382].
Theorem 6.2: Cauchy [89], Lipschitz [336], Elconin-Michal [138]. Cauchy could not publish this result; see, e.g., Hairer-Wanner [217] for possible reasons. It was rediscovered and published only in 1981 (!): see Cauchy [89], p. XIX. See also Choquet [103, p. 22] on a weaker geometric condition ensuring the uniqueness of the solutions.

Remarks following Theorem 6.2: Peano [379, 382]. See also CoddingtonLevinson [112] and Walter [504] for proofs of Peano's theorem.

Generalizing an example of Dieudonné [129], Godunov [196] proved that Peano's theorem fails in every infinite-dimensional Banach space.

Piecewise linear approximation: Euler [156], p. 424. See, e.g., CoddingtonLevinson [112]. We will also use Euler's method in Chap. 12.

Successive approximation: Cauchy [89] (?, part of his notes is still missing), Liouville [335], p. 19, Peano [380], Picard [389], Bendixson [35], Lindelöf [332].

Equivalent integral equation: Laplace [315], p. 236.
Proof of Theorem 6.2: The idea to use the equivalent norm $\|y\|_{L}:=$ $\sup _{t \in J}\|y(t)\| e^{-L|t-\tau|}$ is due to Bielecki [45].

Proposition 6.4: Volterra [500, 501].
Remark following Proposition 6.6: The result mentioned on infinite-dimensional spaces was proved in Dieudonné [129] and Deimling [123] in special cases, and in Komornik-Martinez-Pierre-Vancostenoble [286] for all infinite-dimensional Banach spaces.

Proposition 6.7: Niccoletti [374].
Lemma 6.8: Peano [379], Gronwall [212].
Section 6.5, variation of constants: Lagrange [306, 307].

Exercise 6.4: The second result remains valid for all simply connected domain $D$ instead of rectangles: see, e.g., Walter [505], p. 39.

Exercise 6.8: This exercise is taken from Walter [505], pp. 79-80. Concerning the convergence of the successive approximations, see also Rosenblatt [428] and Hartman [224].

Exercise 6.10: This formula is very useful in the theory of non selfadjoint differential operators; see, e.g., Il'in-Joó [251], Joó-Komornik [262], and [281, 284].

Exercise 6.11: Haraux [222], Lagnese [301], Komornik [282], p. 103. See also the nonlinear generalization of this result in [282], p. 124.

## Implicit Functions and Their Applications

Proposition 7.2: Descartes [125], Dini [134], pp. 153-164.
Folium of Descartes: Descartes [126]. The shape of the curve was determined by Roberval [423] for $x, y>0$ and by Huygens [249] in the general case.

Proposition 7.3: Euler [151], Lagrange [308], pp. 78-79.
Lemma 7.5 and Theorem 7.4: Cauchy [90]. We present his original proof.
Proof of Theorem 7.7: The use of the fixed point theorem in this proof is due to Goursat [199]. The alternative proof in finite dimensions, indicated in the last remark of Sect. 7.4, is due to Kowalewski [288].

Theorem 7.8: Dini [134], pp. 153-164, Graves-Hildebrandt [205]. Originally Dini proceeded by induction on the dimension; see also Fichtenholz [170].

Theorem 7.9: Lagrange [308].
Remarks following Theorem 7.8: Lyusternik [339] (see also Alekseev-Tikhomirov-Fomin [5]), Kuhn-Tucker [292] (see also [285], Theorem 1.7 and Corollary 1.8).

Proposition 7.10: Bendixson [36], Picard [390], Peano [384].
Exercise 7.1 (Cayley-Hamilton theorem): Frobenius [182]. We follow Bernhardt [37].

Exercise 7.5.
(i) Euclid [145] II. 5, V. 25 for $n=2$, Cauchy [87], pp. 373-374 (in his complete works). There is also an elementary proof as follows. ${ }^{3}$ The case $n=1$ is obvious. If the inequality holds for some $n$, and $a_{1} a_{2} \cdots a_{n+1}=1$, then we may choose two elements, say $a_{1}$ and $a_{2}$, such that $a_{1} \leq 1$ and $a_{2} \geq 1$. Then $\left(a_{1}-1\right)\left(a_{2}-1\right) \leq 0$, so that $a_{1}+a_{2} \geq 1+a_{1} a_{2}$. Since

$$
a_{1} a_{2}+a_{3}+\cdots+a_{n+1} \geq n
$$

[^155]by the induction hypothesis, we infer that
$$
a_{1}+a_{2}+a_{3}+\cdots+a_{n+1} \geq 1+a_{1} a_{2}+a_{3}+\cdots+a_{n+1} \geq 1+n
$$

The case $a_{1} a_{2} \cdots a_{n+1} \neq 1$ follows by homogeneity.
(ii) Young [516]. The inequality follows at once from the concavity of the logarithmic function: we have

$$
\ln \left(\frac{1}{p} a^{p}+\frac{1}{q} b^{q}\right) \geq \frac{1}{p} \ln a^{p}+\frac{1}{q} \ln b^{q},
$$

and we conclude by taking exponentials.
There is also an elementary proof. We may assume by continuity that $p=$ $n / m$ and $q=n /(n-m)$ with suitable positive integers $m<n$. Applying (i) with

$$
a_{1}=\cdots=a_{m}=a^{p} \quad \text { and } \quad a_{m+1}=\cdots=a_{n}=b^{q}
$$

we obtain the equivalent inequality

$$
\sqrt[n]{\left(a^{p}\right)^{m}\left(b^{q}\right)^{n-m}} \leq \frac{m a^{p}+(n-m) b^{q}}{n}
$$

There is also a transparent geometric proof; see, e.g., [285, Proposition 2.14].
(iii) Rogers [424], Hölder [248], Cauchy [87], pp. 457-459 (see also [93] (2) III, pp. 375-377). Let us recall an elementary proof. We may assume by homogeneity that $a_{1}^{p}+a_{2}^{p}+\cdots+a_{n}^{p}=b_{1}^{q}+b_{2}^{q}+\cdots+b_{n}^{q}=1$. Applying (ii) for each product $a_{i} b_{i}$ we obtain

$$
\begin{aligned}
a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n} & \leq \frac{a_{1}^{p}+a_{2}^{p}+\cdots+a_{n}^{p}}{p}+\frac{b_{1}^{q}+b_{2}^{q}+\cdots+b_{n}^{q}}{q} \\
& =\frac{1}{p}+\frac{1}{q}=1
\end{aligned}
$$

which is equivalent to our assertion.
Exercise 7.6: Duhamel-Reynaud [136], p. 155, Schlömilch [436].
Exercise 7.7: Heron's formula was probably known by Archimedes two centuries before.

## Interpolation

Proposition 8.1: Gregory [208], Newton [369], Lagrange [309], pp. 284-287.
Theorem 8.2: Cauchy [92].
Theorem 8.3: Chebyshev [95], p. 301. He also proved that equality holds only in the above mentioned case: see, e.g., Achiezer [3], Natanson [359] or Cheney [100].

Proposition 8.5: Gregory [208], Newton [369].
Proposition 8.6: Hermite [233].
Theorem 8.7: Stieltjes [462], pp. 142-144.
Simpson's formula: Cavalieri [94], p. 446, Gregory [207], Simpson [452], pp. 109-111.

Theorem 8.9: Weierstrass [510], p. 5. Among the many proofs, those of Lebesgue [318], Landau [314] and Bernstein [43] are reproduced in [285], Exercises 8.1-8.3, Theorem 8.1 and Proposition 8.16, respectively. See also Borel [58].

Theorem 8.10: Faber [159]. His proof was simplified by Fejér [162]. See, e.g., Natanson [359], or [285].

Erdős-Vértesi theorem: Erdős-Vértesi [144].
Theorem 8.11: Fejér [161].
Definition of splines: Schoenberg [439].
Proposition 8.12: Schoenberg-Whitney [440], p. 258.
Proposition 8.14: Holladay [244].
Exercise 8.2. This is an application of Newton's interpolation formula. We follow Erdős [141].

Exercise 8.4: Cauchy [92].
Exercise 8.5: Archimedes [13] computed the volume of a spherical segment. In the same work he attributes the discovery of the volume of cones to Eudoxos. However, the formula (8.35) for truncated pyramids appears already in the Moscow papyrus [356] around 1850 BC ; see van der Waerden [502].

See Gould [198] for the method of discovery of Archimedes, and Heath in [14] for more on Archimedes' life and work.

Exercise 8.6: Painlevé [378].

## Orthogonal Polynomials

Proposition 9.1: Gram [200], Schmidt 1907.
Proposition 9.2: Stieltjes [463], Schmidt [437].
Legendre polynomials: Legendre [325].
Chebyshev polynomials: Chebyshev [95], p. 301, [96], p. 418.
Jacobi polynomials: Jacobi [257].
Laguerre polynomials: Lagrange [303], pp. 534-539, Abel [1], p. 284, Chebyshev [97], Laguerre [313], pp. 78-81, Sonine [456], p. 41.

Hermite polynomials: Sturm [474], pp. 424-426, Chebyshev [97], Hermite [232].

Proposition 9.3: Stieltjes [463], Schmidt [437].
Proposition 9.4: Stieltjes [463].
Exercise 9.9: Stieltjes [464-466].

## Numerical Integration

Proposition 10.2: Korkin-Zolotarev [287], Stieltjes [461].
Newton-Cotes rules: Newton [369], Cotes [113].
Méray's example: Méray $[345,346]$.
Runge's example: Runge [434]. See Montel [354] or Steffensen [460] for a complete analysis. The Newton-Cotes formulas are unstable for $n=8$ and for all $n \geq 10$ because some of the coefficients $A_{k}^{n}$ become negative: see Bernstein [44].

Theorem 10.3: Gauss [187], Jacobi [255], Christoffel [104]. The last estimate is due to Markov [342].

Theorem 10.4: Stieltjes [463].
Theorem 10.5: Erdős-Turán [143]. The special cases of Legendre polynomials and of the Chebyshev polynomials of the first kind were studied earlier by Fejér [164] and Erdős-Feldheim [142], using a different method.

Proposition 10.7: De Moivre [353] without the exact constant $\sqrt{2 \pi}$, Stirling [468]. See Pearson [386], Hald [219].

Bernoulli polynomials: Jacobi [256].
Bernoulli numbers: Jacob Bernoulli [38]; see p. 99 of the German translation.
Theorem 10.11: Euler [146, 148, 155], p. 310, Maclaurin [340], Book II, Chap. IV, p. 663. It is also called the Euler-Maclaurin formula. The remainder term first appeared in the work of Poisson [394]. The first rigorous proof was given by Jacobi [256]. The proof given here is due to Wirtinger [513] and Jordan [264].

Example to compute $1^{p}+\cdots+n^{p}$ : Jacob Bernoulli [38].
Theorem 10.16: De Moivre [353], Stirling [468].
Romberg's method: Romberg [427].
Exercise 10.3. We follow the original reasoning of Wallis.

## Finding Roots

Theorem 11.1: Descartes [125]. The first proofs were published by Segner [446, 447]; his first paper was believed to have been lost for more than two centuries: see Szénássy [477]. The proof given here is taken from Komornik [283].

Theorem 11.4: Sturm [473]. See its introduction in Fourier's contribution.
Proposition 11.7: Householder-Bauer [247].

Proposition 11.9: Givens [193, 194].
Proposition 11.10: Gerschgorin [192].
Proposition 11.11: Newton [368].
Exercise 11.2: We follow Szidarovszky [478].
Exercise 11.3: Kantorovich [270, 271]. We follow Kantorovich-Akilov [272].
Exercises 11.4-11.5: We follow Varga [498].
Exercise 12.3: (ii) is closely related to a classical theorem of Kakeya [267, 268] on subadditive sequences; see also [396], Part 1, Exercise 131.

Exercise 12.4: We follow Walter [505], pp. 352-353, where the following corollary is also proved:

$$
\rho(A+B) \leq \rho(A)+\rho(B) \quad \text { and } \quad \rho(A B) \leq \rho(A) \rho(B)
$$

whenever $A B=B A$.
The results and the proofs remain valid in infinite-dimensional normed spaces if we define the spectral radius as in Exercise 12.3, and the infimum is taken over all norms on $X$ that are equivalent to $\|\cdot\|$.

## Numerical Solution of Differential Equations

Euler's method: Euler [156], p. 424.
Proposition 12.1: Peano [379].
Modified Euler method: Runge [433], p. 168.
Runge-Kutta method: Runge [433], Heun [235], Kutta [299].
Monte-Carlo method: Ulam-von Neumann, see [347, 494], pp. 196-200, and also [454].

Random walk: Pearson [386], Pólya [395], see also Alexanderson [8].
Heat equation: Fourier [172], and also Bochner [48] and Kahane [266] for historical comments. A slightly more general model leads to the Fokker-Planck equation: see, e.g., Gnedenko [195], pp. 288-290.

Exercise 12.6: The proof given here is due to Privalov [400].
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## Teaching Suggestions

We mention some main differences from conventional textbooks.

## Topology

- It would be more logical to start with topological spaces, and then to treat successively the more special metric and normed spaces. Our teaching experience shows that the present treatment is easier for the majority of students. Incidentally, this reflects the historical evolution of the subject.
- The very short and elegant proof of the completion of metric spaces (p. 21) does not seem to be well-known.
- The simple proof of the Cauchy-Schwarz inequality (p. 67) is not well-known either.
- Baire's theorem (p. 17) is not used in this book (except in Exercise 1.14, p. 34), but is very important in Functional Analysis; see, e.g., [285].
- General topological spaces are rarely used in this book, but they are important, for example, when describing weak convergence in Functional Analysis; see, e.g., [285] again.


## Differential Calculus

- The general framework of arbitrary normed spaces simplifies the statement and proof of most theorems. The readers are encouraged, however, to consider systematically the special cases of $\mathbb{R}$ and $\mathbb{R}^{n}$.
- Carathéodory's equivalent definition of the derivative (formula (4.3), p. 98) simplifies the proof of Propositions 4.2 and 4.10 on composite functions, on the relationship between total and partial derivatives, and of the inverse function theorem 7.7 (pp. 101, 111 and 179).
- Applying Proposition 3.19 (p. 86) we obtain short and transparent proofs for vectorial versions of the mean value theorems and of Taylor's formula. Moreover, we obtain optimal results which are sharper than usual. When dealing with $\mathbb{R}^{n}$ or with Hilbert spaces, Theorem 3.20 may be avoided by using the simple Euclidean case of Proposition 3.19.
- We give a simple alternative proof of an important special case of the SchwarzYoung theorem (p. 123).
- The proof of the local Lipschitz continuity of convex functions (p. 136) is not well-known either.
- Before treating the general case, we give short and transparent proofs of the scalar case of the implicit function theorem and of the Lagrange multiplier theorem (Sects. 7.1 and 7.2, pp. 165 and 171). This special case suffices for many applications: we illustrate this by Cauchy's proof of the diagonalizability of symmetric matrices.


## Approximation Methods

- We present numerical analysis by starting from simple problems and arriving at important general theorems in a natural way. This approach enables us to present several beautiful classical results, which had almost been forgotten.
- As a curiosity, Sturm sequences appear unexpectedly in various places.
- A short and transparent geometric proof is given for Stirling's formula in Exercise 10.2, p. 263.
- We stress some fundamental and rarely taught results of Hungarian mathematicians (Segner, Kürschák, Fejér, Riesz, Erdős, Turán).
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[^0]:    ${ }^{1}$ The references refer to the bibliography at the end of this volume, on page 349 .
    ${ }^{2}$ Analysis in infinite-dimensional spaces.

[^1]:    ${ }^{1}$ We have $\operatorname{diam} \varnothing=-\infty$, and $\operatorname{diam} A \in[0, \infty]$ otherwise.

[^2]:    ${ }^{2}$ Such sequences are called eventually constant.

[^3]:    ${ }^{3}$ See, e.g., Lemma 1.5 below.

[^4]:    ${ }^{4}$ See, e.g., the proof of Theorems 6.2, 7.7, and Exercise 11.4 below, pp. 148, 179 and 281. See also Proposition 12.4, p. 292.

[^5]:    ${ }^{5}$ If $x y \leq 2$, then we have $-1 \leq x y-2 \leq 0$, and therefore $|x y-2| \leq 1 \leq x y$.
    ${ }^{6}$ See Exercise 1.1 for a generalization, p. 280.

[^6]:    ${ }^{7}$ Of course, diam $F_{n}$ is the length of this interval.
    ${ }^{8}$ See also Exercise 1.14 (iii) (p. 34) for one of its first applications.

[^7]:    ${ }^{9}$ Indeed, if $z \in X \backslash \bar{B}_{r}(x)$, then $s:=d(z, x)-r>0$ and $B_{s}(z) \subset X \backslash \bar{B}_{r}(x)$.

[^8]:    ${ }^{10}$ See Exercise 1.15 (p. 34) and the comments on p. 339 on the continuous extension of continuous functions.

[^9]:    ${ }^{11}$ This is called the closure of $h(X)$, see the end of Sect. 2.1 below, p. 42.

[^10]:    ${ }^{12}$ Representing $x_{n}$ by the vertical halfline $\left\{(n, t) \in \mathbb{R}^{2}: t \leq x_{n}\right\}, x_{n}$ is a peak if $\left(n, x_{n}\right)$ is "visible from the right".
    ${ }^{13}$ The empty set is compact because there is no sequence to check this property.

[^11]:    ${ }^{14}$ By Proposition 1.21 (b) the hypotheses are satisfied if $\left(F_{n}\right)$ is a non-increasing sequence of nonempty closed sets in a compact metric space $X$.

[^12]:    ${ }^{15}$ If one of the sets has only one point, e.g., if $K=\{a\}$, then we write $\operatorname{dist}(a, L)$ instead of $\operatorname{dist}(\{a\}, L)$.

[^13]:    ${ }^{16}$ See the footnote to Corollary 1.29 below on the terminology "precompact".

[^14]:    ${ }^{17}$ Since the closure of a totally bounded set is still totally bounded (see the footnote on p .22 on the notion of closure), hence a set in a complete metric space is precompact if and only if its closure is compact.

[^15]:    ${ }^{18}$ The completion of $\mathbb{Q}$ for this metric is the field of $p$-adic numbers.
    ${ }^{19} \mathrm{~A}$ function satisfying the last condition is called subadditive.

[^16]:    ${ }^{20}$ An interval is non-degenerate if it has at least two (and hence infinitely many) points.
    ${ }^{21}$ The superscript $*$ indicates that the intervals $\left(a_{i}, b_{i}\right)$ are pairwise disjoint. The union may be finite or even empty.

[^17]:    ${ }^{22}$ The upper semi-continuity means that if $\omega_{f}(x)<A$, then $\omega_{f}(y)<A$ for all $y$ in a neighborhood of $x$. See also Exercise 2.11, p. 64.

[^18]:    ${ }^{1}$ In the last, optional section of this chapter we introduce a generalization of sequences that is well suited for all topological spaces.
    ${ }^{2}$ The convenient framework for such studies is provided by the uniform spaces, see, e.g., Császár [118] or Kelley [273].

[^19]:    ${ }^{3}$ We do not exclude equality.

[^20]:    ${ }^{4}$ See, e.g., Császár [118] or Kelley [273] for the characterization of metrizable topological spaces. ${ }^{5}$ This is consistent with our terminology on metric spaces: the topology of a metric subspace coincides with the subspace topology.

[^21]:    ${ }^{6}$ The topology of a product of metric spaces coincides with the product of the corresponding topologies. We will also define the product of infinitely many spaces in Sect. 2.4, p. 53.

[^22]:    ${ }^{7}$ This definition is consistent with the definition of density in metric spaces; see pp. 18 and 42.
    ${ }^{8}$ All sets are closed in the discrete topology.

[^23]:    ${ }^{9}$ See Sect. 2.5 for such a modification.

[^24]:    ${ }^{10}$ By Proposition 2.18 (a) the hypotheses are satisfied if $\left(F_{n}\right)$ is a non-increasing sequence of nonempty closed sets in a compact topological space.

[^25]:    ${ }^{11}$ See Exercise 2.8 (p. 63) for an example, and Császár [118] or Kelley [273] for a general treatment.
    ${ }^{12}$ More precisely, but less intuitively, we could consider the functions $x: I \rightarrow X$ defined by the formula $x(i):=x_{i}$.

[^26]:    ${ }^{13}$ This notion is equivalent to the more elegant but less transparent notion of a filter. See Császár [118].

[^27]:    ${ }^{14}$ Use the last property in the definition of directed sets.
    ${ }^{15}$ Adapt the solution of Exercise 1.7, pp. 32 and 301.

[^28]:    ${ }^{16}$ This a generalization of the definition of the complex sphere in complex analysis.

[^29]:    ${ }^{1}$ The complex case will be considered briefly in Sect. 3.6.

[^30]:    ${ }^{2}$ We will show in the next section that the definition of the function spaces $\mathcal{B}(K, X)$ and $C_{b}(K)$ on this page are consistent with the definition of these spaces in the preceding chapter.

[^31]:    ${ }^{3}$ In our terminology a Euclidean space is not necessarily finite-dimensional.
    ${ }^{4}$ The proof below also shows that equality holds if and only if $x$ and $y$ are proportional.
    ${ }^{5}$ Conversely, every norm satisfying the parallelogram identity may be defined by a suitable, unique scalar product. See Exercise 3.11, p. 91.

[^32]:    ${ }^{6}$ The result is essentially a consequence of Pythagoras' theorem: see Fig. 3.2.

[^33]:    ${ }^{7}$ We multiply both $x$ and $y$ by the same positive constant.
    ${ }^{8}$ The norm $\|\cdot\|_{\infty}$ on $C(I)$ has already been defined earlier.

[^34]:    ${ }^{9}$ The notation $\hookrightarrow$ was introduced on p .2 .

[^35]:    ${ }^{10}$ The associated metric is the same as that introduced on p. 46.
    ${ }^{11}$ The proof of Proposition 1.16 allows us to define a suitable linear structure on the completion. See also [285, Corollary 2.21 (b)] for a direct proof using dual normed spaces.
    ${ }^{12} \mathrm{We}$ do not exclude the case $a=b$.

[^36]:    ${ }^{13}$ The last inequality is strict because $(1-t)\|a-y\|<(1-t) r$ if $t<1$, and $t\|b-y\|<\operatorname{tr}$ if $t>0$. As a matter of fact, it is sufficient to prove these relations for $0<t<1$.

[^37]:    ${ }^{14}$ The proof will show that $a$ is the only point satisfying (3.5).

[^38]:    ${ }^{15}$ The product is by definition the composition of the operators.

[^39]:    ${ }^{16}$ See, e.g., the proof of Theorem 3.20 below in the separable case, Exercise 3.6 and the proof of Proposition 6.1 (a), pp. 88, 90, 142.

[^40]:    ${ }^{17}$ See p. 341 on Helly's essential contribution to this theorem.
    ${ }^{18}$ The extension is unique if $X$ is a Euclidean space. Taylor [480] and Foguel [171] have characterized the normed spaces having the unique extension property; see, e.g., [109] or [285, Proposition 2.12].

[^41]:    ${ }^{19}$ The uniqueness of the decomposition $x+t a$ implies that the definition is correct, and that $\psi$ is linear.
    ${ }^{20}$ For example, if $X$ is finite-dimensional.

[^42]:    ${ }^{21}$ The symbol $\mathfrak{R}$ stands for the real part.

[^43]:    ${ }^{22}$ We recall from linear algebra that the convex hull of a set $A$ in a vector space is the set of all convex combinations of the vectors in $A$. Equivalently, it is the intersection of all convex sets containing $A$ as a subset.

[^44]:    ${ }^{23}$ Considering a linear order relation on $\left[y_{1}, y_{2}\right]$ we may express these conditions by the inequalities $y_{1}<y_{3}<y_{4}<y_{5} \leq y_{2}$.

[^45]:    ${ }^{1}$ The notation $\hookrightarrow$ was introduced on p. 2.

[^46]:    ${ }^{2}$ The symbol $\equiv$ means in this book that equality holds for all points where both sides are defined.

[^47]:    ${ }^{3}$ We apply Proposition 3.19 on p. 86 with $c=x-a$, and we divide the resulting functional by $\|c\|^{2}$.

[^48]:    ${ }^{4}$ This is equivalent to the continuity of $\varphi$, see Lemma 5.1 below, p. 118 .

[^49]:    ${ }^{5}$ Here $\varphi$ denotes the continuous bilinear map introduced in Proposition 3.16, p. 84.

[^50]:    ${ }^{6}$ We return to this question in Proposition 4.12, p. 113.

[^51]:    ${ }^{7}$ A bounded closed interval if $A$ is finite, and a closed halfline if $A$ is infinite.

[^52]:    ${ }^{8}$ It is pronounced "nabla f ".

[^53]:    ${ }^{9}$ We recall that a differentiable function is defined on an open set by definition.

[^54]:    ${ }^{10}$ The points $z_{j}$ depend on $x$. If $y_{j-1}=y_{j}$ we may take $z_{j}=y_{j}$.

[^55]:    ${ }^{11}$ See the definition in Exercise 3.4, p. 90.

[^56]:    ${ }^{1}$ Proposition 4.6 (p. 107) corresponds to the case $n=1$.

[^57]:    ${ }^{2}$ See Proposition 6.1 (d) below, p. 142.

[^58]:    ${ }^{3}$ If $\operatorname{dim} X<\infty$, then an equivalent definition is that $A(h, h)>0$ for all non-zero vectors $h$.

[^59]:    ${ }^{4}$ Since $x, y \in K$, it suffices to check this inequality for $x \neq y$ and $t \in(0,1)$.

[^60]:    ${ }^{5}$ We have already encountered this notion in Exercises 3.4 and 4.6, pp. 90, 116.

[^61]:    ${ }^{6}$ We recall the proof in Section 7.3 below (p. 174).

[^62]:    ${ }^{7}$ We consider the usual Euclidean norm.
    ${ }^{8}$ See also Section 12.3 below, p. 290.
    ${ }^{9}$ See Section 12.5 (p. 294) for a derivation of this equation.

[^63]:    ${ }^{1}$ The books of Arnold [16, 17], Burkill [70], Coddington-Levinson [112], Hartman [224], Ince [252], Pontryagin [398] contain many more results.
    ${ }^{2}$ In Exercise 3.6 (p. 90) a slightly less general notion was introduced by the same method.

[^64]:    ${ }^{3}$ We denote by $\chi_{A}$ the characteristic function of a set $A$, i.e., $\chi_{A}(x)=1$ if $x \in A$, and $\chi_{A}(x)=0$ otherwise.
    ${ }^{4}$ This is a so-called "bootstrap argument".

[^65]:    ${ }^{5}$ When $f(t, x)$ does not depend on $x$, then changing the initial value $\xi$ the graph of the solution is translated "vertically".
    ${ }^{6}$ When $f(t, x)$ does not depend on $t$, then changing the initial value $\xi$ the graph of the solution is translated "horizontally".

[^66]:    ${ }^{7}$ For $X=\mathbb{R}$ the following definition reduces to the earlier definition of $D_{2} f$.

[^67]:    ${ }^{8}$ Lipschitz was not aware of Cauchy's unpublished work, see p. 343. The condition (6.3) is weaker than the local Lipschitz property of Proposition 5.18 (p. 136).
    ${ }^{9}$ We will also use Euler's method in Chap. 12.

[^68]:    ${ }^{10}$ The condition (6.3) will be used only in Step 2. If the local Lipschitz condition is assumed instead of the continuity of $D_{2} f$ in the theorem, then (6.3) is satisfied for sufficiently small $r$.

[^69]:    ${ }^{11} \mathrm{We}$ do not need this stronger property in the sequel.

[^70]:    ${ }^{12}$ Observe that the choice of $L$ was not needed before.

[^71]:    ${ }^{13}$ The reasoning of the preceding step is valid for any other point $\left(\tau^{\prime}, \xi^{\prime}\right) \in D$ instead of $(\tau, \xi)$.
    ${ }^{14}$ This is an interval because $\tau \in \cap I_{\alpha}$.
    ${ }^{15}$ The local boundedness is already sufficient.
    ${ }^{16}$ If $I$ is compact, then this reduces to the former notation.

[^72]:    ${ }^{17}$ The first part of that proof is obvious here: $F$ maps $C(K, X)$ into itself.
    ${ }^{18}$ Linear differential equations are studied in detail in Pontryagin [398], Burkill [70], Coddington [111], and Walter [505].

[^73]:    ${ }^{19}$ Many more are given in Kamke [269]. See also Exercises 6.1-6.5, pp. 160-162.

[^74]:    ${ }^{20}$ The uniqueness holds without this extra hypothesis: see, e.g., Walter [505, pp. 16-17].

[^75]:    ${ }^{21}$ This is the simplest case of the method of variation of constants, due to Euler and Lagrange.

[^76]:    ${ }^{22}$ Sometimes it is easier to solve the second problem than the first one.
    ${ }^{23}$ Then $F$ is called a potential function for the vector field ( $g, h$ ).

[^77]:    ${ }^{24} \mathrm{We}$ consider a one-sided derivative at 0 .

[^78]:    ${ }^{1}$ We recall that all finite-dimensional normed spaces are complete.

[^79]:    ${ }^{2} \mathrm{We}$ indicate in Fig. 7.2 the sign of $f$ at some points in the case $n=1$.

[^80]:    ${ }^{3}$ For $n>1$ the partial derivative $D_{1} f\left(x_{1}, y_{1}\right)$ is defined in a generalized sense, as $D_{2} f\left(t_{0}, x_{0}\right)$ in the Cauchy-Lipschitz theorem, p. 148.

[^81]:    ${ }^{4}$ Compare to (7.4).

[^82]:    ${ }^{5}$ We differentiate $f_{0}\left(y_{1}, \ldots, y_{m-1}, g\left(y_{1}, \ldots, y_{m-1}\right)\right)$ with respect to $y_{k}$.

[^83]:    ${ }^{6}$ See, e.g., von Neumann [362] and Reed-Simon [406].

[^84]:    ${ }^{7}$ It may be adapted to infinite-dimensional Hilbert spaces, too.

[^85]:    ${ }^{8}$ See, e.g., Milnor [348] for more details.
    ${ }^{9}$ See, e.g., [285, Theorem 1.10].

[^86]:    ${ }^{10} \mathrm{We}$ may take, for example, $\left(\lambda_{0}, \ldots, \lambda_{n}\right):=x-y$, where $y$ is the orthogonal projection of an arbitrarily chosen point $x \in \mathbb{R}^{n+1} \backslash M$ in the sense of Proposition 3.12, p. 81. The subspace $M$ is finite-dimensional, hence closed.
    ${ }^{11}$ The formula is meaningful if $n$ is sufficiently large.

[^87]:    ${ }^{12}$ Further results are given, for example, in Coddington-Levinson [112] and Pontryagin [398].

[^88]:    ${ }^{13}$ We may choose $L(t)=\left\|D_{2} f(t, x(t))\right\|$.

[^89]:    ${ }^{14}$ See Fig. 7.3.

[^90]:    ${ }^{1}$ We say that $a$ is a root of multiplicity $m$ of a function $f$ if

    $$
    f^{(j)}(a)=0 \quad \text { for } \quad j=0, \ldots, m-1, \quad \text { and } \quad f^{(m)}(a) \neq 0 .
    $$

    ${ }^{2}$ We recall that in this book the symbol $\equiv$ means that equality holds for all points where both sides are defined.
    ${ }^{3}$ In higher dimensions this equivalence holds only for domains having a sufficiently regular boundary. See, e.g., Grisvard [211].

[^91]:    ${ }^{4}$ The general case follows by an affine change of variable.

[^92]:    ${ }^{5}$ Observe that the main terms of $p$ and $\omega$ eliminate each other.

[^93]:    ${ }^{6}$ More precisely, we take the coefficients of $x^{k-2}$ in $p, q$ and of $x^{k-1}$ in $r$.

[^94]:    ${ }^{7}$ See the definition of multiplicity in the footnote of page p. 193.

[^95]:    ${ }^{8}$ The integrals of the odd powers of $x$ vanish.
    ${ }^{9}$ We recall that in this chapter the letter I denotes always a compact interval.

[^96]:    ${ }^{10}$ We use the expressions "almost all" and "almost every" in Lebesgue's sense. See, e.g., Burkill [69], Halmos [220], Rudin [430], or [285].
    ${ }^{11}$ Fejér used the expression step parabolas to emphasize that their graphs have horizontal tangents at the nodes.

[^97]:    ${ }^{12}$ We use the relations $\arccos x_{k}=\frac{2 k-1}{2 n} \pi$.

[^98]:    ${ }^{13}$ See, e.g., Laurent [316] for a general exposition.

[^99]:    ${ }^{14}$ If $\left(a_{k}\right)$ is of order $d$, then for $j>d$ the binomial coefficients vanish.
    ${ }^{15}$ The result of this exercise is the starting point of the finite element method for the numerical solution of partial differential equations. See, e.g., Ciarlet [107], Raviart-Thomas [405].

[^100]:    ${ }^{1}$ See Proposition 3.12, p. 81.
    ${ }^{2}$ See Szegő [476] for a more general class.

[^101]:    ${ }^{3}$ In other words, the integrals exist and are finite.

[^102]:    ${ }^{4}$ Courant-Hilbert [114], Jackson [254], Natanson [359] and Szegő [476] contain many additional results.

[^103]:    ${ }^{5}$ See the graphs of some Legendre polynomials in see Figs. 9.1-9.4.

[^104]:    ${ }^{6}$ This follows from (a), but it is sufficient to recall that the number of non-real roots of a real polynomial is even.

[^105]:    ${ }^{7}$ See the formula (8.6), p. 197.

[^106]:    ${ }^{1}$ See, e.g., Ralston-Rabinowitz [404] for a more detailed exposition.

[^107]:    ${ }^{2}$ For the proof we refer to Achieser [3], Natanson [359] or Timan [491].
    ${ }^{3}$ See Exercise 9.5 (ii), p. 228.

[^108]:    ${ }^{4}$ Compare with the estimate (8.24), p. 207.

[^109]:    ${ }^{5}$ Here we have $m=2 n$ and $\Omega=\omega^{2}$.

[^110]:    ${ }^{6}$ However, the composite Newton-Cotes rules (like in Sect. 10.9 below, p. 260) remain efficient.

[^111]:    ${ }^{7}$ See also Exercise 10.2 (p. 263) for a geometric proof.

[^112]:    ${ }^{8}$ See again Exercise 10.2 (p. 263) for a geometric proof.

[^113]:    ${ }^{9}$ See Exercise 10.3, p. 264.
    ${ }^{10}$ The proof will show that the inequalities are strict except in the trivial case where $f_{0}(x) \equiv 0$.

[^114]:    ${ }^{11}$ The inequality follows from (d) if $a \leq x \leq c$. The case $c \leq x \leq b$ hence follows by observing that $\int_{a}^{x}=\int_{a}^{2 c-x}$.
    ${ }^{12}$ In order to avoid any misunderstanding, henceforth we indicate the variable $x$ of the Bernoulli polynomials. We observe that $\operatorname{deg} b_{n}(x)=n$.

[^115]:    ${ }^{13}$ See Exercise 10.7 below, p. 265.

[^116]:    ${ }^{14}$ Compare to that of Theorem 5.11, p. 129.
    ${ }^{15} \mathrm{We}$ apply the binomial formula and then we replace each $B^{k}$ by $B_{k}$.

[^117]:    ${ }^{16}$ Compare with Exercise 8.2, p. 214.

[^118]:    ${ }^{17}$ If $f^{\prime}$ is non-decreasing, then we may apply this remark to $-f$.

[^119]:    ${ }^{18}$ The two cases occur simultaneously only if $f^{\prime}$ is constant, and thus $f^{\prime} \equiv 0$.
    ${ }^{19}$ A proof is given in Exercise 10.6, p. 265.

[^120]:    ${ }^{20}$ See the example following Proposition 10.6, p. 244.

[^121]:    ${ }^{21}$ See Exercises 10.7 and 10.8, p. 265.
    ${ }^{22}$ See, e.g., Burkill [70], Erdélyi [140], Watson [506], Whittaker-Watson [511].
    ${ }^{23}$ See Hairer-Wanner [217], pp. 129 and 164.

[^122]:    ${ }^{24}$ See Propositions 10.6 and 10.7, p. 244.

[^123]:    ${ }^{1}$ After the removal of its zero elements. For example, the sequence $1,3,-2,0,1,-4$ has 3 sign changes.

[^124]:    ${ }^{2}$ For example, when $p$ is the characteristic polynomial of a symmetric matrix.

[^125]:    ${ }^{3}$ It can be computed by the Euclidean algorithm.
    ${ }^{4}$ Notice the sign change for the remainders.

[^126]:    ${ }^{5}$ We consider the usual Euclidean norm on $\mathbb{R}^{m}$.

[^127]:    ${ }^{6}$ The matrices $H(v)$ are symmetric, but we do not need this property here.

[^128]:    ${ }^{7}$ See the remark following the statement of the proposition.

[^129]:    ${ }^{8}$ The spectrum of a matrix is by definition the set of its eigenvalues.
    ${ }^{9}$ We will find that $A$ has $n$ distinct (real) eigenvalues in this case.
    ${ }^{10}$ See also the second remark following the proof of Proposition 9.4.

[^130]:    ${ }^{11}$ See Exercise 11.3 for a more general result, p. 281.
    ${ }^{12}$ The more general condition " $f^{\prime} \neq 0$ and $f^{\prime \prime} \neq 0$ in $[a, b]$ " may be reduced to this one by replacing $f(x)$ with $f(-x),-f(x)$ or $-f(-x)$.

[^131]:    ${ }^{13} \mathrm{~A}$ convergence of this kind is called quadratic.

[^132]:    ${ }^{14}$ Compare to the example on p .280.

[^133]:    ${ }^{15}$ Properties (ii) and (iii) will be improved in Exercise 12.3, p. 295.
    ${ }^{16}$ See Exercise 12.3 for the real case.

[^134]:    ${ }^{1}$ The results of this chapter remain valid for $\tau^{\prime}<\tau$ with obvious modifications.

[^135]:    ${ }^{2}$ We assume that the one-sided derivatives exist and are continuous at the exceptional points.

[^136]:    ${ }^{3}$ It is sufficient to assume the mere continuity if $\operatorname{dim} X<\infty$ because we may assume $U$ to be compact and then Heine's theorem implies the uniform continuity.

[^137]:    ${ }^{4}$ We recall that $n h=\tau^{\prime}-\tau$ and that $(1+x / n)^{n}<e^{x}$ for all $x>0$.

[^138]:    ${ }^{5}$ In fact, it is exactly one: see Exercise 12.1 below, p. 295.

[^139]:    ${ }^{6}$ In fact, it is exactly two: see Exercise 12.2 below, p. 295.

[^140]:    ${ }^{7}$ See, e.g., Brezis-Browder [65], Evans [158], Feynman [169], Petrovsky [388], Sobolev [455], and Tikhonov-Samarskii [490].

[^141]:    ${ }^{8}$ This proposition is closely related to the definition of the spectral radius in Exercise 12.3, p. 295.

[^142]:    ${ }^{9}$ See Sect. 12.3.
    ${ }^{10}$ Using the linear operator $A_{h}$ of Sect. 12.3, now defined on $L_{h}$, we have $u(k \tau, x)=\left(A_{h}^{k} g\right)(x)$.

[^143]:    ${ }^{11}$ This assumption is justified by physical motivations; $a^{2}$ is called the diffusion coefficient.
    ${ }^{12}$ Note that $\rho(A) \leq\|A\|$ by definition.

[^144]:    ${ }^{13}$ There is a natural physical interpretation of this property: if the boundary of a body is maintained at a constant temperature, then its temperature at any point always remains between the minimal and maximal temperatures of the body at the initial moment.

[^145]:    ${ }^{1}$ We adapt the solution of Exercise 1.7.

[^146]:    ${ }^{2}$ The intersection $U \cap D_{I_{0}}$ is formed by the points $\left(z_{i}\right)$ satisfying $z_{i} \in U_{i}$ for $i \in I_{0}$ and $z_{i}=x_{i}$ for $i \in I \backslash I_{0}$.

[^147]:    ${ }^{3}$ We denote by $I$ the identity matrix.

[^148]:    ${ }^{4}$ See Szegő [476], Section 6.7 for more details and to a generalization to all Jacobi polynomials.
    ${ }^{5}$ For each fixed $j$ the sum is taken over the $n-1$ indices $k$ different from $j$.

[^149]:    ${ }^{6}$ We recall that a piecewise continuous, $2 \pi$-periodic function is the sum of its Fourier series at each point where it is differentiable. This is a special case of a theorem of Lipschitz and Dini; see, e.g., Chernoff [101] (or [285, Exercise 8.5]) for a simple proof.

[^150]:    ${ }^{7}$ The use of complex numbers may be avoided, but the computations are longer; see, e.g., [170, Section 449].

[^151]:    ${ }^{8}$ See the proof of Lemma 7.5, p. 174.

[^152]:    ${ }^{9}$ Observe that $\bar{\Omega}$ and $\Gamma$ are compact, so that $\max _{\bar{\Omega}} u$ and $\max _{\Gamma} u$ exist.

[^153]:    ${ }^{1}$ See Proposition 2.13, p. 46.

[^154]:    ${ }^{2}$ See Valiron [497]. This proof works under the weaker assumptions that $f$ is continuous on $[a, b]$, $n$ times differentiable on $(a, b)$, and $n-1$ times continuously differentiable at $a$ and $b$.

[^155]:    ${ }^{3}$ See, e.g., Beckenbach-Bellman [32], Korovkin [291].
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