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Foreword

It is well known that in plasma physics, many different models are used: fluid
or kinetic models (where the ion and electron populations are characterized by
a distribution function in the velocity space); but also hybrid models where
kinetic equations are coupled with fluid systems. This book is restricted to some
fluid models. It will be followed by another book dedicated to kinetic models.
A first motivation for undertaking this work is to understand and justify (from a
mathematical point of view) the derivations of some classical-specific models from
more general ones. Even if these derivations are generally assumed to be well known
by physicists, it seems to me that it is worth emphasizing the underlying assumptions
and describing some apparently simple approximations that are more complex than
they look.1 So, I have tried to give justifications of such approximations by using
asymptotic analysis whenever possible.

Another main motivation is the following: precise statements of the systems
of partial differential equations with the appropriated boundary conditions are
necessary to perform efficient numerical simulations mainly in multidimensional
cases. Of course, this work does not aim to deal mainly with the related numerical
methods, which is an entire subject unto itself; but some enlightenment is presented
in relation to numerical methods for some classical problems.

Since it was necessary to make a choice for this book, I have focused on
models involving the quasi-neutrality approximation, on problems related to laser
propagation in a plasma, and on coupling plasma waves and electromagnetic waves.

Despite the heaviness of the notation, I have tried to keep it more or less in the
physics literature. So, I hope that this work will be helpful for young physicists who
are often overwhelmed by so many different models, and who are not sure of the
exact underlying assumptions (perhaps also for vocabulary purposes). Of course,

1For example, as F. F. Chen notices about the notion of quasi-neutrality in the textbook Introduction
to Plasma Physics’ first published in 1974 (Academic Press, New York), “it is usually possible to
assume the electric charge is zero and the divergence of the electrostatic field is not zero at the
same time. It is a fundamental trait of plasmas, one which is difficult for novices to understand.”
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viii Foreword

I hope also that applied mathematicians will find in this work a stimulating
introduction to the “marvellous world” of plasma physics and an incitement to
address actual plasma physics models (and not only theoretical plasma models).
They can find a few open problems (referred in the index at the end of the book)
related to these actual models, which are very rich from a mathematical point
of view.

The book is organized as follows.
In a short first chapter, after a historical account, we display heuristically some

classical characteristic quantities that always appear in plasma physics.
In Chap. 2, we emphasize some basic introductory features which for the

most part are used in the other chapters: the principles of the massless-electron
approximation which is presupposed if one wants to perform the quasi-neutrality
approximation (Sect. 2.1), then the justification of this quasi-neutrality approxima-
tion (Sect. 2.2). This is made by a mathematically rigorous asymptotic analysis
(using a small parameter related to the Debye length). In the last section, we
emphasize the approximations made to derive the two-temperature Euler system
and the magneto-hydrodynamics (more precisely the so-called electron-magneto-
hydrodynamics or electron-MHD model). These quasi-neutral models may be
found, of course, in standard physics textbooks, but it seemed useful to focus on
their derivation and to gather some properties related to these models, especially the
formulation of these systems in the Lagrange framework, the spectral properties of
their hyperbolic part, and the boundary conditions. Indeed, the results presented here
were scattered across many different research papers and were not easily accessible
by physicists up to now.

In Chap. 3, our concern is with models related to laser wave propagation in a
plasma, and also in the interaction between laser and plasma. The heart of most
models related to laser–plasma interaction is the paraxial approximation for the laser
wave, which is based on time and space envelope modelling, and is related to the
classical WKB (Wentzel–Kramers–Brillouin) expansion. So in Sect. 3.1, we explain
firstly how the time envelope technique works; secondly, the WKB expansion
is explained in our framework in order to state classical results on geometric
optics; and thirdly, the WKB expansion is used one order further for the paraxial
approximation.

Section 3.2 is devoted to a problem related to laser–plasma interaction, when
the coupling of the laser waves with the ion acoustic waves is accounted for; this
is the well-known Brillouin instability (the coupling with the Langmuir waves is
here neglected). The novelty is that we focus on a crucial mathematical structure
of the so-called three-wave coupling system which is in evidence even in a one-
dimensional framework. In this system, for each wave we must address a transport
equation involving a coupling term related to the product of the fields corresponding
to the two other waves. It is worth noticing that this kind of three-wave coupling
system was introduced 40 years ago by Kadomstev for modelling plasma turbulence.
It is very well-known in the physics literature, but very few mathematical studies
have been published up to now in this area.
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In Chap. 4, we address firstly, for the sake of completeness, the classical problem
of Langmuir waves and, secondly, the coupling of these electron waves with an ion
population, which leads to the Zakharov equations. Even if these equations are well
known by some mathematical teams, it seemed important to recall precisely the link
to the physics and the approximations that are made, as well as to recall the main
mathematical properties of the different models related to these Zakharov equations.

Chapter 5 is concerned with laser–plasma interaction involving electron waves.
First, we focus on the modelling of Raman instabilities where the paraxial model
for the laser beam is coupled with a model for the Langmuir waves. We give
some enlightenment on this kind of model which is trickier than the Brillouin
instability model, since we need to deal with a space-and-time envelope of the fields
corresponding to the Langmuir waves. It is worth noticing that the modelling and the
numerical simulations of the Raman instabilities are still fields of intense research.
In the second part of the chapter, we briefly give some comments on specific models
for dealing with interaction between an ultra-intense laser pulse and a plasma; so
we address the system that consists of the Maxwell equations coupled with a fluid
system for the electrons; moreover, we show how an envelope description may be
useful in some cases.

In the final chapter, we consider two kinds of modelling. In the first section, we
consider plasmas with two ion species, besides the electron population: after some
closures, it leads to various models all based on the two-temperature Euler equations
in the quasi-neutral framework; our aim here is to specify the approximations made
to derive these models describing the averaged ion fluid. In the same way the role
played by the different assumptions is clarified. The second section is devoted to
models in a different framework: the weakly ionized plasmas. Besides the main
flow of neutral particles, there are ions and electrons that undergo collisions with
the neutral particles. We deal also here with the quasi-neutral approximation, and we
justify the so-called ambipolar diffusion approximation by an asymptotic analysis
analogue to the one of Chap. 2.

Paris, France Rémi Sentis
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Chapter 1
Introduction: Some Plasma Characteristic
Quantities

Abstract The first chapter is devoted to a heuristic presentation of some basic
concepts in plasma physics and the definition of some plasma characteristic
quantities.

Keywords Debye length • Plasma frequency • Alfven speed • Magnetic
pressure • Magneto-hydrodynamics • Electron magneto-hydrodynamics
• Ohm’s law

1.1 Historical Account

A plasma consists of an ion population and an electron population (with possibly
neutral particles) whose evolutions are coupled through collision processes and
long-range electromagnetic forces. The term plasma was first used in physics
by Langmuir and Tonks in 1929 when they observed in an electric discharge
tube that there were periodic variations of the electron density, although it was
known much earlier that ions and electrons exhibit collective behavior in the
fourth state of matter due to long-range Coulomb forces. A decade after these
historic observations, plasma physics developed in many other directions including
magneto-hydrodynamics (MHD), wave propagation in plasmas, and confinement of
plasmas using magnetic fields.

Indeed, in 1938–1939, in experiments producing electrical discharges in gas,
Merril and Webb demonstrated the part played by the oscillations of an electron
beam in a plasma [85], and Loeb published his book Fundamental Processes of
Electrical Discharges [80]. Moreover, Ramo analyzed the propagation of an electric
charge wave in a one-dimensional device. In 1941, the work of Bailey’s team
on electron mobility was published [66]. After the work of the Russian physicist
Klarfeld, the phenomena of electron plasma waves, also called Langmuir waves,
became progressively clearer.

R. Sentis, Mathematical Models and Methods for Plasma Physics, Volume 1, Modeling and
Simulation in Science, Engineering and Technology, DOI 10.1007/978-3-319-03804-9__1,
© Springer International Publishing Switzerland 2014
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2 1 Introduction: Some Plasma Characteristic Quantities

Astrophysical observations gave rise to fundamental developments for magne-
tized plasmas; indeed, after his first observations in 1942, Alfven stated that the
dynamics of ionized gases, which are a conductor, may by treated in a unified
theory with classical fluid dynamics. This theory was explained in 1950 in the
classical book Cosmical Electrodynamics [1]. Alfven noted in his introduction that
“in cosmic physics the positive space charge in a volume is always approximately
equal to [the] negative space charge”; moreover, he pointed out clearly the so-
called plasma approximation by claiming that “the presence of an electric field
is essential” even with a negligible electric charge. In his description of so-called
magneto-hydrodynamics—the most popular model for magnetized plasmas—the
modelling was based on a classical single-fluid hydrodynamic system where the
magnetic pressure tensor was added to the matter pressure.

After Alfven’s pioneering works, at the beginning of the 1950s, MHD was used
by Herfolson, Thompson, Lunquist [83], Chandrasekhar [26] and other physicists.
A book by Cowling [34] was devoted to this subject; moreover, it is worth
noting the works of Delcroix and co-workers [40, 41] in the field of weakly
ionized plasmas. Their studies focused on laboratory plasmas, but also on the
explanation of atmospheric phenomena related to the Earth’s magnetic field (e.g.,
the magnetic reconnecting processes by which magnetic field lines suddenly change
their topology, boreal auroras, etc.. . . ). Since that period, MHD models have also
been used for modelling astrophysics problems related to solar flares, sunspots, star
formation, etc.. . .

On the other hand, since 1949, various theories of electromagnetic wave
propagation through nonuniform magnetized plasmas have been developed, e.g., see
Ginzburg [58,59]. In 1958, Van Allen discovered the radiation belts surrounding the
Earth, using data transmitted from the satellite Explorer. This was the beginning of
exploring the Earth’s magnetosphere via satellite, and it opened up a new field of
plasma physics: it was discovered that a layer of partially ionized gas in the upper
atmosphere reflects radio waves but may be also responsible for deficiencies in radio
communications.

In all this early literature related to MHD, the current-carrying fluid was assumed
to be neutral. But, in 1947, Bohm and Aller observed the importance of the Debye
length, which is defined as a length over which the electrostatic field of a single
charge is shielded by the response of the surrounding charges (see the last section
of this Chap.). They noted that although the electron charge and the ion charge
are locally almost equal, it was important to make a distinction between these two
populations particularly when the Debye length is not small with respect to the
characteristic length of the plasma, mainly near electrodes [19]. This fact was also
pointed out by Loeb [81] and in the second edition of Alfven’s book in 1963.

This was of particular importance in the devices designed by some pioneer
Russian scientists such as Artsimovich, Safranov, and Yurchenko from 1960, where
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the plasma was confined in a vessel by external magnetic fields—the popular
tokamak,1 cf. [5, 6, 102]. Some years later, one of the main topics was the study
of plasma instabilities, which have been extensively studied, for example, by
Kadomstev [72] (indeed, when there is a small perturbation of the electromagnetic
fields, the response of the two components is the opposite and thus generates
an electrically charged plasma wave). Moreover, electron thermal conduction was
systematically studied by Spitzer, cf. [111].

In another direction, research on thermonuclear fusion has been carried out since
1950 independently by both the United States and the Soviet Union; this has led
to the publication of a number of immensely important and influential papers. The
best-known books are those of Landau-Lifschitz [76] and Zel’dovich-Raizer [117].
Since it was necessary to perform numerical simulations to predict the behavior of
very hot plasma, theoretical plasma physics emerged as a mathematically rigorous
discipline in these years.

Finally, the development of high-powered lasers after 1960 opened up a new
field of plasma physics: indeed, when such a laser beam strikes a solid target,
the matter vaporizes and becomes ionized. A lot of studies related to laser–plasma
interaction have been performed following the pioneering publication of Basov and
Krokhin [9].

Nowadays, plasma physics is a very wide-ranging domain with many different
applications, including astrophysics, electrical discharges, hot magnetized plasmas
for magnetic confinement fusion, laser-heated plasmas for inertial confinement
fusion (ICF), generation of high-energy particle beams by laser-plasma interaction,
and spatial plasmas.

1.2 Notations

We denote by r the gradient and by � the Laplace operator with respect to the
spatial variable. For two vector fields Q;Q0; let Q�Q0 be the vector product and QQ0
be the tensor product, that is, .QQ0/ij D .Q/i .Q0/j : Denote by r:Q the divergence
of Q. The tensors are denoted by a special font such as T (or sometimes like � !).

Denote by r:T the divergence of the tensor T; thus, r:.QQ0/ is the vector with
components that are .r:.QQ0//i D r:.QQ0i / and by T W T0 the contracted product
of two tensors. The identity tensor is denoted by I:

Moreover, we define the tensor rQ by .rQ/ij D @
@xi
.Q/j .

1The principle of tokamak experiments is to confine a dilute plasma in a torus-shaped vessel,
applying strong poloïdal and toroïdal magnetic fields. The plasma must be heated by radio-
frequency waves and the ions are accelerated by the magnetic field.



4 1 Introduction: Some Plasma Characteristic Quantities

The complex conjugate is denoted by � . For a quantity f; instead of f C f we
write f C c:c: (c:c: for complex conjugate).

Finally, if O D R3 or if it is an open set, we denote by L2.O/ the set of
functions whose square is integrable, it is a Hilbert space endowed with the norm
kukL2 D Œ

R
O ju.x/j2dx�1=2; moreover,L1.O/ is the set of functions whose modulus

is integrable it is a Banach space endowed with the norm kukL1 ; and L1.O/ is the
space of bounded functions on O endowed with the norm kuk1 D supx2O ju.x/j:
We denote by H1.O/ the space of functions u in L2.O/ such that ru is also in
L2.O/ endowed with the natural norm Œkuk2

L2
C kruk2

L2
�1=2:

We denote byC.0; t ILp.O// the space of functions depending on time and space
variables that are continuous from Œ0; t � into Lp.O/:

For physical quantities, the following general notations will be used.
qe; me are the charge and the mass, respectively, of the electrons (qe > 0),
m0 is the mass of ions (when there is only one ion species),
Z is the ionization level of ions (assumed to be a positive constant), so the ion

charge is Zqe;
N0, Ne are the ion and electron density, respectively (expressed as numbers by

volume unit),
U, Ue are the ion and electron velocities, respectively,
P0, Pe denote the ion and electron pressures, respectively,
T0, Te denote the ion and electron temperatures, respectively (the Boltzmann

constant is included in the expression of temperatures, so Te; T0 are expressed in
energy units),
� D m0N0 is the specific ion density of the plasma (called also the specific

plasma density),
J is the total electric current, J D qe.ZN0U �NeUe/;

E0, Ee are the ion and electron internal energies, respectively (expressed in energy
units by volume unit),
"0 D E0=�, "e D Ee=� are the ion and electron internal specific energies,

respectively (expressed in energy units by mass unit),
c is the speed of light,
"0, �0 are the vacuum dielectric and permeability constants, respectively

(�0"0c2 D 1),
E, B are the electric and the magnetic fields, respectively.2

We denote also by Nref a characteristic value of the electron density and by Tref a
characteristic value of the electron temperature.

2We use always the rationalized MKSA units (except for the temperature, 1 K being equal to 1:38�
10�23 J); so the electric and magnetic field are expressed in Volt/m and in Tesla and the Lorentz
force reads as qe.ECU � B/:



1.3 Heuristics for Introducing Some Plasma Characteristic Quantities 5

We define also
�D D ."0Tref=.q

2
eNref//

1=2, the Debye length,
!p D .q2eNref=."

0me//
1=2, the electron plasma frequency,

vT;e D
p
Te=me and vT;0 D

p
T0=m0, the electron and ion thermal velocity,

cs; the ion sound speed of a plasma,
vAl D 1

m0Nref�0
jBj2, the Alfven speed of a magnetized plasma,

PB D 1
�0

�
I

2
jBj2 � BB

�
, the magnetic pressure tensor,

�e0; the Coulomb collision coefficient of between electrons and ions,
�e0N0=me D 	�1e , the Coulomb collision frequency.

Note to the Reader. The proof of the mathematical results are given when they
are not too complicated and I hope that they may be understood by the physicists
who are not in the habit of the details of mathematical analysis. These proofs
are postponed to the end of each subsection. Moreover, some simple technical
calculations are written in the form [Indeed. . . and . . . �].

Some useful formulas of tensor analysis and some usual results of functional
analysis are recalled in the appendix.

1.3 Heuristics for Introducing Some Plasma Characteristic
Quantities

In this book, we limit ourselves to a physical framework where electron and ion
populations may be described with fluid quantities, which corresponds to the cases
where the collisional mean free paths of the particles are small if compared to a
characteristic length of observation. Therefore, for both populations, for electrons
and ions, the distribution functions with respect to the microscopic velocity are
assumed to be close to Maxwellian functions, that is, functions that are proportional

to the Gauss function, exp � .me
jvj2
2Te
/ (where v denotes the microscopic velocity).

So, in this work, the electron population is at local thermodynamic equilibrium
with a temperature Te. Besides Te; it is fully characterized by its density Ne; its
macroscopic velocity Ue , and its pressure Pe which depends on Ne and Te through
an equation of state: this equation of state links the pressure and the internal energy

Ee D 3

2
NeTe

and is of the perfect gas law type, precisely:

Pe D NeTe D 2

3
Ee:
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(let us note that for some models, physicists introduce other equations of state). In
this framework, the electron momentum balance reads in the following form

meŒ@t .NeUe/Cr:.NeUeUe/�CrPe D electromagnetic forces.

For the ion population, we assume in the same way that the population is at
thermodynamic equilibrium, and its distribution function is close to a Maxwellian
function at temperature T0; in the simple case without internal degree of freedom,

it is proportional to the Gauss function, exp � .m0
jvj2
2T0
/; so, besides T0; the ion

population is fully characterized by its density N0; its macroscopic velocity U, and
its pressure P0; this pressure is linked to the internal energy through an equation of
state of perfect gas law type

P0 D N0T0; E0 D N0T0

2=3
:

Notice that sometimes it is assumed that the ion molecules own internal degrees of
freedom; then the distribution function at thermodynamic equilibrium is a modified
Gauss function and one may take an equation of state of the following type: P0 D
N0T0 and E0 D N0T0


0�1 (where constant 
0 is such that 1 < 
0 � 3).
In this work, we focus on the case where the interactions with neutral particles

are negligible (except in the last chapter where the neutral flow is prevailing). For
the sake of presentation, we assume also that the ionization level is a constant ZI
but, of course, for realistic plasmas with heavy ions, a crucial difficulty is to evaluate
accurately this ionization level which depends strongly on the temperature and the
density.

Before gathering some typical characteristic quantities classically used in plasma
physics, we give by a heuristic way some classical features related to quasi-
neutrality approximation also called plasma approximation. It presupposes another
approximation, the so-called massless-electron approximation which is valid only at
a large enough time scale (see Chap. 2, Sect. 2.1); it claims that the electron inertia
may be neglected (indeed the electron mass is much smaller than the ion mass).
So the electron momentum balance reduces to an equilibrium between the pressure
force and the electromagnetic forces (qeNeECqeNeUe�B) and it reads in the form
(using the definition of the current)

r.NeTe/C qeNeE D Q; with Q D .J � qeZN0U/ � B: (1.1)

We have not accounted here for the plasma resistivity (i.e., the collisions with the
ions are neglected). Then plugging this relation (called generalized Ohm’s law)
into the fundamental Gauss relation "0r:E D qe.ZN0 � Ne/; we get the classical
Poisson equation

��2D
1

Tref
r:
�
1

Ne
r.NeTe/

�

C �2D
1

Tref
r:.Q 1

Ne
/ D ZN0

Nref
� Ne

Nref
:
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Here, it appears the so-called Debye length �D defined by

�2D D
"0Tref

q2eNref
:

An important characterization of a plasma is the number of electrons in a Debye
sphere (the radius of which is equal to the Debye length �D)

�3DNref D N�1=2ref ."0Tref/
3=2q�3e

which is a nondimensional number, called a plasma parameter. In the sequel, we
consider only phenomena where this plasma parameter is large. They are called
weakly coupled plasmas. In such a plasma, a charged particle located at the centrum
of a Debye sphere does not modify the equilibrium at the exterior of the sphere. The
Debye length is like a screening length.

When the Debye length �D is small with respect to the characteristic length of
the variation of the ion density, one sees heuristically that the solution Ne of this
equation satisfies

Ne ' ZN0
(see the asymptotic analysis below in Chap. 2, Sect. 2.2); it is the quasi-neutrality
approximation (as it is explained by Zel’dovich [117]: since the electric field is
“strong enough” in a hot plasma, “the electrons are rigidly coupled with the ions
through the electric forces”).

Now, denote by vth,i D .Tref=m0/
1=2; the ion thermal velocity which is also

the characteristic value of the ion velocity. In the same way, denote by vth,e D
.Tref=me/

1=2 the electron thermal velocity (notice that in some physics textbooks,
the thermal velocity is often defined as .3Tref=me/

1=2 which is the quadratic mean
velocity). We assume also that the electron temperature Te is smaller than 108 K,
so vth,e is smaller than 0:13 times the light velocity c and vth,i is smaller than 0:003
times c; thus a nonrelativistic framework is sufficient.

Let us now assume that the quasi-neutrality approximation holds: Ne ' ZN0.
By a classical way, the ion momentum balance equation accounting for the
electromagnetic forces reads as

m0

�
@

@t
.N0U/Cr:.UUN0/

�

CrP0 D qeZN0EC qeZN0U � B

So combining with relation (1.1), it reads also

m0

�
@

@t
.N0U/Cr:.UUN0/

�

CrP0 Cr.ZN0Te/ D J � B: (1.2)
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On the left-hand side, we notice the gradient of electron pressure added to ion
pressure. Now, we assume that the classical relation curl B D �0J holds and that
the magnetic field satisfies r:B D 0 and (which comes from a simplification of the
Maxwell–Ampère equation). Applying the vectorial identity

A � curl .A/ D r:
�
I

2
jAj2 � AA

�

C .r:A/A (1.3)

(see the appendix at the end of the book) to the magnetic field, we see that the
right-hand side of (1.2) reads as

J � B D �r:PB; PB D 1

�0

�
I

2
jBj2 � BB

�

:

The tensor PB is called the magnetic pressure tensor (see Chap. 2, Sect. 2.3 for a
justification).

Thus, gathering (1.2) and the continuity equation @
@t
N0Cr:.UN0/ D 0, leads to

the hydrodynamic system

N0.
@

@t
CU:r/N�10 � r:U D 0

m0N0.
@

@t
C U:r/UCr.P0 CZN0Te/C 1

�0
r:
�
I

2
jBj2 � BB

�

D 0

We may address two limit cases, the first one corresponding to a magnetic pressure
negligible with respect to the material pressure and the second one corresponding to
a material pressure negligible with respect to the a magnetic pressure.

First, if the magnetic pressure is negligible, we check that there exists a
characteristic sound speed (called ion sound speed) which is equal to ..P0 C
ZN0Te/=m0N0/

1=2 D ..T0 C ZTe/=m0/
1=2 up to a multiplicative constant (in the

order of 1); thus, this ion sound speed is in the order of the ion velocity vth,i:

Now, if the material pressure is negligible with respect to the magnetic one, we
may check that a characteristic wave velocity appears, the so-called Alfven speed
vAl. Indeed, consider the linearization of the previous momentum equation in the
case of a homogeneous plasma with zero velocity

m0Nref
@

@t
UC 1

�0
r:
�
I

2
jBj2 � BB

�

D 0;
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And the characteristic speed vAl is defined by

v2Al D
1

m0Nref�0
jBj2:

As a matter of fact, in one-dimensional geometry, it is a speed of a magnetic
perturbation wave corresponding to the component of the magnetic field which is
orthogonal to the direction of the wave propagation; see Chap. 2, Sect. 2.4 for a
mathematical justification.

Using the characteristic values of the electron velocity and of the Debye length
�D , we may define a time characteristic value for electron evolution as !�1p where
!p is given by

!p D vth,e=�D D
q
Nrefq2e=."

0me/

This quantity is usually called the electron plasma frequency.
Another characteristic of a plasma is the Coulomb collision coefficient �e0 which

is related to the long-range Coulomb interaction between ions and electrons; it is
proportional to the collision frequency 	�1e of electrons against ions

me	
�1
e D �e0N0;

and this frequency is expressed as (see, e.g., [38])

	�1e �
4

3

Zq4e
."0me/1=2

Nref

T
3=2
e

logƒ D 4Z

3
logƒ

N
1=2
ref qe

."0me/1=2
:

1

�3DNref
:

Here logƒ: which is called the Coulomb logarithm, is in the order of some units;
roughly speaking, it is proportional to the logarithm of the plasma parameter (it is
a characteristic quantity of the plasma that depends on the density, the averaged
electron and ion temperatures, and the ion species).

Notice that 	�1e � !p , since the plasma parameter �3DNref is large.
Let us give here some orders of magnitude for these quantities.
First, recall that the ratio between proton and electron mass is equal to 1837:
According to the type of plasmas, the electron and ion temperatures and the

electron density may range over several orders of magnitude; but in this work, we are
only concerned with plasmas that are nondegenerated, i.e., the electron temperature
Te is larger than the Fermi temperature defined by TFermi D h2.3�2Ne/

2=3=.2me/

[here h is Planck constant]. For a plasma with an electron density of 1027 m�3; the
Fermi temperature is equal to 3000K; so for this density of plasma one only has to
consider hot plasmas.
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For instance, in the cavity of an ICF target, the ion and electron temperature are
in the order of 106 or 107 K3 and the density Ne of 1027 m�3. At a typical value
of the temperature of 106 K, the ion and electron thermal velocity is equal to 105

and 42 � 105 m/s. Then, in this case the Debye length is about 2:3 � 10�9 m and
the plasma frequency about 1:8 � 1015 s�1: Now, in the capsule of a ICF target the
electron density may rise up to 1030 m�3 and the electron temperature is larger than
107 K.

In the sun corona, the temperature is in the order of 106 K and the density is in
the order of 1014 m�3:

In the ionosphere, they are in the order of 103 K and 1012 m�3, respectively. Then
we have also Te � TFermi. The Debye is in the order of 2:3� 10�3 m and the plasma
frequency is in the order of 6 � 107 s�1; moreover, the Alfvén speed is equal to
0:07m/s for a magnetic field equal to 1 Gauss (105 T).

3Since the energy to move an electron against a potential of one Volt is equal to 1:60� 10�19 J, the
eV (electron-Volt) is also used as unit of temperature; it corresponds to 11,600 K.



Chapter 2
Quasi-Neutrality and Magneto-Hydrodynamics

Abstract In this chapter, we justify firstly the massless-electron approximation
from the general ion–electron electrodynamic model. Secondly, we present the
quasi-neutrality approximation, which is the heart of most of the fluid models
presented in this book; this approximation is rigorously proved by an asymptotic
analysis where a small parameter related to the Debye length goes to zero. We then
present the two-temperature Euler system which is the basic model for quasi-neutral
plasmas; in this framework we deal also with thermal conduction and radiative
coupling. Lastly, we introduce the well-known model called electron magneto-
hydrodynamics (MHD) which is the fundamental model for all magnetized plasmas.
We give some details about the related boundary conditions.

Some crucial mathematical properties related to the “ideal part” of the previous
models are displayed at the end of this chapter.

Keywords Debye length • Massless-electron approximation • Quasi-neutrality
approximation • Poisson equation • Two-temperature Euler system • Electron
magneto-hydrodynamics • Ideal magneto-hydrodynamics • Boundary conditions
for MHD

2.1 Massless-Electron Approximation

Before dealing with the massless-electron approximation, we first state the general
electrodynamic model related to the ion–electron Euler system coupled with
Maxwell equations (cf. the first subsection below). From this model, we may address
either modelling based on high-frequency electron waves, called Langmuir waves,
which develop at the electron time scale !�1p (in this framework the ions are
assumed to be either at rest or mobile; see Chap. 4 for this topic) or modelling related
to the evolution of the ion population at a time scale much larger than !�1p .

R. Sentis, Mathematical Models and Methods for Plasma Physics, Volume 1, Modeling and
Simulation in Science, Engineering and Technology, DOI 10.1007/978-3-319-03804-9__2,
© Springer International Publishing Switzerland 2014
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In the second framework, which corresponds to the topic of the second subsection
and the other sections of this chapter, we address an observation time scale Tobs that
is in the order of Lplasma=vth,i or Lplasma=vAl (whereLplasma is a characteristic length
of variations of the plasma density) and the picture is the following

Tobs 	 Lplasma

vth,i
;
Lplasma

vAl

 !�1p D

�D

vth,e

Since one has always �D � Lplasma; one sees that Lplasma

vth,i

 �D

vth,e
; so the previous

ordering is very general and corresponds to the case where electron inertia is
neglected with respect to the ion inertia. Thus, we can make the massless-electron
approximation. It consists of assuming that, in the ion–electron Euler–Maxwell
system, the electron massme is negligible compared to ion massm0; so the electron
momentum balance equation reduces to the so-called generalized Ohm’s law which
links the electric field to the electron density (we stress that there are various ways
to state such a Ohm’s law depending on the physical effects to be accounted for).
Moreover, if there is no external electromagnetic source, no phenomena travel at the
speed of light and a simplified version of the Maxwell equations corresponding to an
infinite speed of light may be used. So we are led to the so-called ion Euler–Poisson
system [system (M) below] where the electric field reduces to an electrostatic
one; it is valid even if the Debye length �D is not very small with respect to the
characteristic length.

Now, in the first subsection, we recall the general electrodynamic model. It is
a classical one (cf. [38, 112]) although it is almost never used for numerical
simulations because the order of magnitude of the characteristic times of the
subsystems are very different. It is worth focusing on it because it gives the
conservation balance for the mass, momentum, and energy of the two populations,
and it enables us to derive numerous fluid models with formal asymptotics.

2.1.1 The Ion–Electron Electrodynamic Model

Let us state the system corresponding to the classical conservation laws for the
two populations of ions and electrons. First of all, the continuity equations for both
species are

@N0

@t
Cr:.N0U/ D 0; (2.1)

@Ne

@t
Cr:.NeUe/ D 0: (2.2)
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Denote by �e0 the Coulomb collision coefficient, it is related to collision frequency
between electrons and ions which is equal to �e0N0=me: Then, the ion momentum
balance equation reads as

m0

@

@t
.N0U/Cm0r:.N0UU/CrP0 D qeZ.N0ECN0U � B/��e0NeN0.U�Ue/:

(2.3)
On the right-hand side, the first term corresponds to the Lorentz force and the second
one to the Coulomb collisions between the two species; at this level it reduces to a
simple friction force proportional to the relative velocity .U � Ue/ (but we stress
that there are different expressions of this friction force).

Moreover, the ion internal energy equation reads classically

@

@t
E0 Cr:.UE0/C P0r:U D �0e; (2.4)

where the term �0e is related to the energy exchange between the ion and
electron populations due to the Coulomb collisions. The relationship between this
term and the corresponding term �e0 for the electrons will be given below [see
relation (2.16)].

In the same way as above, the electron momentum balance equation reads as

me

@

@t
.NeUe/Cmer:.NeUeUe/CrPe D �qe.NeECNeUe�B/C�e0NeN0.U�Ue/;

(2.5)

and the electron internal energy equation

@

@t
Ee Cr:.UeEe/C Per:Ue Cr:qth,e D �e0: (2.6)

Here qth,e denotes the heat flux for the electron energy; its simplest expression is the
so-called Spitzer flux which is proportional to rT 7=2e ; the details about Spitzer flux
are given below in Sect. 2.3.1, see also [111].

Of course, the previous energy equations may be stated in term of ion and
electron total energy, i.e.,

@

@t
.E0 Cm0N0

1

2
jUj2/Cr:.U.E0 Cm0N0

1

2
jUj2//Cr:.UP0/

D �0e C qeN0U:E � �e0NeN0U:.U � Ue/; (2.7)

@

@t
.EeCmeNe

1

2
jUej2/Cr:.Ue.EeCmeNe

1

2
jUej2//Cr:.UePe/Crqth,e

D �e0 � qeNeUe:EC �e0NeN0Ue:.U � Ue/: (2.8)
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We now deal with the Coupling with the Electromagnetic Fields.
First, using the electric current J D qeZN0U � qeNeUe; the electromagnetic

fields E;B satisfy the full Maxwell equations (respectively Maxwell–Ampère and
Maxwell–Faraday relations)

1

c2
@

@t
E � curl BC �0J D 0; (2.9)

@

@t
BC curl E D 0: (2.10)

It is also necessary to account for the electric Gauss relation

"0r:E D qe.ZN0 �Ne/: (2.11)

and the magnetic Gauss relation which reads as r:B D 0:
According to the continuity equations (2.1) and (2.2), we see that the electric

current satisfies the so-called consistency relation for electric charge

qe
@

@t
.ZN0 �Ne/Cr:J D 0: (2.12)

This consistency relation implies that relation (2.11) holds always if it holds at initial
time (indeed, we have @

@t
r:EC 1

"0
r:J D 0).

We now give the classical conversation relations related to this electrodynamic
model.

(a) Momentum Balance Relation.

Adding (2.3) and (2.5), we get

@

@t
.meNeUe Cm0N0U/Cr: .meNeUeUe Cm0N0UU/Cr.P0 C Pe/ (2.13)

D "0E.r:E/C J � B

On the other hand, according to the Maxwell equations, one checks that the
electromagnetic momentum E�B (equal to the Poynting vector, up a multiplicative
constant) satisfies

1

c2�0
@

@t
.E � B/ � 1

�0
.curl B/ � B� "0.curl E/ � EC J � B D 0:

Now, using the tensor PB D 1
�0
. 1
2
IjBj2 � BB/ and identity (1.3), recall that

� 1

�0
curl B � B D r:PB
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so introducing the tensor S D PB C "0
�
I

2
jEj2 � EE

	
, we see that

1

c2�0
@

@t
.E � B/Cr:SC qeE.ZN0 �Ne/C J � B D 0;

therefore, we get a classical result of the conversation of global momentum

@

@t

�
1

c2�0
.E � B/CmeNeUe Cm0N0U0

�

Cr: .SCmeNeUeUe Cm0N0UU/Cr.P0 C Pe/ D 0:

(b) Energy Balance Relation.

Using the classical vector identity r:.A � B/ D B:curl A �A:curl B, we get for
the electromagnetic energy,

@

@t
Eelectro Cr:. 1

�0
E � B/C J:E D 0; with Eelectro D "0 jEj

2

2
C 1

�0
jBj2
2

(2.14)

where 1
�0

E � B is the Poynting vector. For the plasma energy balance, we first
add (2.7) and (2.8), then on the right-hand side, we get the term

J:EC�e0 C�0e � �e0NeN0jU �Uej2

So we arrive at the following global energy balance relation

�
@

@t
Cr:.U�/

��

E0 Cm0N0
1

2
jUj2

�

C
�
@

@t
Cr:.Ue �/

�

�
�

Ee CmeNe
1

2
jUej2

�

C @Eelectro

@t
(2.15)

Cr:
�
1

�0
E � B

�

Cr:.P0UCPeUe/Cr:qth,e D �e0C�0e ��e0NeN0jU�Uej2:

According to the energy conservation principle, the right-hand side must be zero;
thus we must have

�e0 D ��0e C �e0NeN0jU � Uej2 (2.16)

Moreover, the classical form of �0e is the following

�0e D !0em0N0.Te � T0/ (2.17)
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where !0e is a positive quantity with an inverse !0e�1 known as the characteristic
time of temperature relaxation. Notice that expression (2.17) is obtained by taking
the two first moments of the Vlasov–Fokker–Planck equations for the ion and
electron population evolution (see the companion book on “Kinetic Models”, [118]),
where !0e depends on the electron temperature and the electron density, e.g., it may
be assumed to be proportional to

NeZ
2.logƒ/=T 3=2e

2.1.2 The Ion Euler System with Massless-Electron
Approximation

Consider the evolution of a plasma with an observation time Tobs large enough
compared with the inverse of the plasma frequency (but with a Debye length �D
not necessarily very small with respect to Lplasma).

Tobs 	 Lplasma

vth,i

 !�1p ; Tobs 
 Lplasma

c
;

Lplasma 	 �D or Lplasma 
 �D:

This situation is very frequent. For instance in the ionosphere problems, recall some
orders of magnitude: the Debye is in the order of 2:3 � 10�3 m and the inverse
of the plasma frequency is in the order of 1:5 � 10�8 s, and for electrical discharge
concerning small Earth-orbiting satellites the characteristic time is larger than 10�5 s
and the characteristic length is larger than 10�2 m.

In the same way, for cavity plasmas in Inertial Confinement Fusion, the Debye
length is about 2:3� 10�9 m and the inverse of plasma frequency about 6� 10�16 s,
but the characteristic time is larger than 10�12 s and the characteristic length is larger
than 10�5 m ; indeed the variation of laser intensity is in the order of 10�11 s and the
size of the target is in the order of a few millimeters.

So, in this framework electron inertia may be neglected with respect to the ion
inertia, and the characteristic speed of the phenomena is much smaller than the
electron thermal speed (and, of course, the speed of light).

Let us first stress that we can assume that the speed of light c is infinite in the
previous general electrodynamic model by assuming that the displacement current
1

c2�0
@E
@t

in (2.9) is negligible with respect to the electric current J. In this framework,
the Maxwell equations and Gauss relations reduce to

curl B D �0J; (2.18)

and
8
<

:

.i/ curl E D �@tB;

.ii/ r:B D 0;

.iii/ "0r:E D qe.ZN0 �Ne/:
(2.19)
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Here there is no formal asymptotic analysis with a small parameter and we do not
take care of the relation "0�0c2 D 1; in this approximation "0 and�0 are solid values
(and we simply set c�1 ' 0). It is worth noticing that once the densities N0;Ne are
known one can find B and E satisfying (2.18) and (2.19) only if the electric current
satisfies

r:J D 0:
Thus, the approximation “infinite speed of light” is not appropriated with any
general model for the electrons: it is made when the electron velocity is evaluated
thanks to the electric current J, in particular in the framework of the massless-
electron approximation.

With the approximation of “infinite speed of light”, from (2.18), the electromag-
netic momentum balance reduces to

r:PB C J � B D 0;
[using identity (1.3)].

Now, according to the above vector identity for r:.E � B/, we see that the
magnetic energy balance reads as

1

2�0
@

@t
jBj2 C 1

�0
r:.E � B/C J:E D 0: (2.20)

Thus, for the global energy (the sum of ion energy, electron energy, and magnetic
energy), we get
�
@

@t
Cr:.U�/

�

.E0Cm0N0
1

2
jUj2/C

�
@

@t
Cr:.Ue �/

�

.Ee/Cr:.P0UCPeUe/Cr:qth,e

D �J:E D� 1

2�0
@

@t
jBj2 � r:

�
1

�0
E � B

�

:

This conservative balance is the same kind as the one displayed in (2.14) but Eelectro

is replaced by the magnetic energy 1
2�0
jBj2.

In the framework of the massless-electron approximation, which is the frame-
work of the rest of the chapter, the electron density and velocity are not characterized
by the mass and momentum conservation laws. The picture is the following.

On the one hand, the electron density is evaluated thanks to the Poisson equation
which is obtained by inserting an expression of the generalized Ohm’s law (see
(2.21) below) into the electric Gauss relation. On the other hand, we claim that the
electric current J is given by (2.18) and the electron velocity defined by NeUe D
ZN0U�q�1e J . Moreover, the magnetic field is the solution of the evolution equation
obtained by inserting the expression of E given by (2.21) into the Maxwell–Faraday
equation (2.19(i)).

More precisely, the massless-electron approximation corresponds to the case
where the electron massme is assumed to be very small with respect to the ion mass.



18 2 Quasi-Neutrality and Magneto-Hydrodynamics

Then a formal asymptotics (corresponding to a small parameterme=m0! 0) leads
to the following model. Since the electron and ion density are in the same order
of magnitude and the electron velocity Ue is in the same order of magnitude as
the ion one U, we check that the electron momentum is negligible with respect to
the ion momentum and that the electron kinetic energy meNe

1
2
jUej2 is negligible

with respect to the ion kinetic energy. For a rigorous result, see the analysis in the
one-dimensional framework in [63] or [71] and also [2].

Therefore, from the electron momentum balance equation (2.5), we have firstly
the relation

rPe C qeNeEC qeZN0U � B � J � B D �e0NeN0.U �Ue/

D �e0N0.U.Ne �ZN0/C Jq�1e /:

But it is usual in the ion momentum equation (2.3) and in the previous equation to
replace the term �e0N0.U � Ue/ with a closure of the form qe�

0J where  is a
positive function depending on the ion density and temperature. Then we get the
relation

rPe C qeNeEC qeZN0U � B � J � B � qeNe�0J D 0; (2.21)

which is called the generalized Ohm’s law (see e.g., [108] or [38]). Coefficient �0

is called the specific electric resistivity of the plasma.
Secondly, combining relation (2.21) with (2.3), we get a new relation for

momentum balance

m0

@

@t
.N0U/Cm0r: .N0UU/Cr.P0 C Pe/ D J � BC "0E.r:E/

D �r:PB C "0E.r:E/: (2.22)

Thirdly, according to the previous remarks, the electron global energy
�
Ee CmeNe

1
2

jUej2
	

reduces to its internal energy Ee. Thus, using (2.16), (2.8) reads now as
follows

�
@

@t
Cr:.U�/

�

.Ee/Cr:.PeU/ � r:
�
5

2
Te

J
qe

�

Cr:qth,e D ��0e � qeNeUe:EC qe�0NeJ:U:

or equivalently

�
@

@t
Cr:.U�/

�

.Ee/Cr:.PeU/� r:
�
5

2
Te

J
qe

�

Cr:qth,e (2.23)

D ��0e C Ue:rPe C qe�0NeJ:.U � Ue/
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(indeed, according to (2.21), we have qeNeUe:ECUe:rPe � qe�0NeJ:Ue D 0 ).
Note that the term 5

2
Te in (2.23) stands for .Ee C Pe/=Ne.

The ion internal energy E0 is given by (2.4).
The key point is to define the electron density Ne; this is done by gathering the

electric Gauss relation and Ohm’s law (2.21); see below.
Now, using the evaluation of E given by the generalized Ohm’s law (2.21), the

Maxwell–Faraday equation reads now as an evolution equation for the field

@

@t
B�curl .

ZN0

Ne
U�B/ D curl

�
1

qeNe
rPe � 1

�0qeNe
curl B � B

�

�curl .curl B/

(2.24)

It is called the diffusion magnetic equation. On the right-hand side, the last term
is the usual resistive diffusion operator; moreover, the quadratic term, curl. 1

Ne
curl

B � B/ is called the Hall’s effect term (it is taken into account only if the electron
density is small enough and if the magnetic field is strong enough).

Lastly, we have the Gauss relation

r:B D 0I
of course, if this relation holds at initial time, it holds at any time.

(a) The Ion Euler–Poisson Model Without Resistivity.

For the sake of this presentation, we state first the Euler–Poisson model by
neglecting the resistive term in Ohm’s law, i.e.,  D 0I afterwards we will
reintroduce the resistivity. So, in this framework the Ohm’s law reduces to

qe.EC ZN0

Ne
U � B/ D � 1

Ne
r.NeTe/C 1

Ne
J � B; (2.25)

and, according to the electric Gauss relation, we get

� "
0

qe
r:. 1

Ne
r.NeTe//� "

0

qe
r:.qe ZN0

Ne
U � B� 1

Ne
J � B/ D qe.ZN0 �Ne/:

Then, we are led to the following equation for defining the electron density Ne

� �
2
D

Tref
Œr:.Ter.logNe//C�Te��

�2D
Tref
r:
�
1

Ne
.qeZN0U�B�J�B/

�

DZN0
Nref
� Ne
Nref

:

(2.26)

It is a nonlinear Poisson equation and it is crucial in plasma modelling when
the quasi-neutrality assumption is not valid. Of course, this nonlinear elliptic
equation needs to be supplemented by boundary conditions, for instance, Neumann
conditions if the electrostatic field may be set to zero on the boundaries. But
in simulations where one has to account for probes or electrodes, one must use
Dirichlet conditions or more implicit boundary conditions (e.g., related to the
electric current); this kind of problem is related to the so-called plasma sheath theory
(see, e.g., [3, 109]).
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Denoting Ne=Nref D eˆ; the nonlinear Poisson equation reads also as

� �
2
D

Tref
r:.Terˆ/Ceˆ� �

2
D

Tref
r:..qeZN0U � B � J � B/

e�ˆ

Nref
/ D ZN0

Nref
C �

2
D

Tref
�Te

(2.27)

Note that relation Ne D Nrefe
ˆ; where ˆ is an electric potential divided by a

temperature, is called the Maxwell–Boltzmann relation; it is often used in physics
literature when the magnetic effects are not important (then (2.25) reduces qeE D
�Terˆ � rTe). Notice that if the reference density Nref is modified, we must
also modify the potential ˆ by adding a constant; as a matter of fact, in physical
applications, these constants are fixed by the boundary conditions (see, e.g., [65]).

Summary. Assuming that B solves (2.24), the model consists of the following
Euler–Poisson system. Recall that Ee D 3

2
NeTe; Pe D TeNe and J D 1

�0
curl B:

(M)

(i)
@

@t
N0Cr:.N0U/D0;

(ii) mo

�
@

@t
Cr:.U�/

�

.N0U/Cr.P0CPe/Cr:PBDqeE.ZN0�Ne/;

(iii)

�
@

@t
Cr:.U�/

�

.E0/CP0r:UD�0e;

(iv)

�
@

@t
Cr:.U�/

�

.Ee/CPer:U�r:
�
5Te

2qe
J
�

Cr:qth,e

D ��0eCrPe
Ne

:

�

U.ZN0�Ne/� J
qe

�

;

(v) � �2D
Tref
Œr:.Ter.logNe//C�Te�� �2D

Tref
r:
�
1

Ne
.qeZN0U�B�J�B/

�

DZN0�Ne
Nref

:

with

EC ZN0

Ne
U � B D � 1

qe

rPe
Ne
C 1

qe

1

Ne
J � B: (2.28)

Of course, this system needs to be supplemented with boundary conditions; for the
nonlinear Poisson equation, the simplest one is the Neumann condition.

Equation (iv) reads also as (2.23). We can state once more an energy balance
accounting only for ion and electron energy:
�
@

@t
Cr:.U�/

��
EeCE0Cm0

2
N0 jUj2

�
Cr:

�

.PeCP0/UC5Te
2qe

J
�

Cr:qth,eDJ:E:

(2.29)
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[indeed, if we multiply by .ZN0 �Ne/U the relation defining the field E; we get

�qe.ZN0 �Ne/U:E D �.ZN0 �Ne/U:rPe
Ne
C .ZN0

Ne
� 1/U:J � B D J:E

moreoverZN0
1

Ne
U:.J�B/�J:rPe 1

qeNe
D J:E; so we have the previous balance

by using equation (ii) multiplied by U and remembering that r:PB D �J � B. �]
In the previous relation, term J:E is the one which appears in the magnetic energy

equation [see (2.20)].

Remark 1. To my knowledge, it is an open problem to make a rigorous asymptotic
analysis leading to a massless-electron model in the multidimensional framework
(i.e., to let the ratio of electron mass to ion mass me=m0 converge to zero in the
ion–electron Euler system); see [63] for a proof in a monodimensional case. �

Notice that the nonlinear Poisson equation (v) may be replaced by a simpler one
if necessary and in equation (iv), term .ZN0 �Ne/U may be neglected with respect
to J=qe:

This system looks quite complicated. As a matter of fact, it is an open problem to
show its well-posedness from a mathematical point of view. Nevertheless, we have
a result that is a clue in this direction: it shows that equation (v) above is well-posed
and that its solution Ne is positive.

If we denote

Q D 1

Nref
.J � B � qeZN0U � B/; g D 1

Tref
�Te;

(2.26) reads as

� �2Dr:.
Te

Tref
r logNe/C Ne

Nref
C �2D

1

Tref
r:.QNref

Ne
/ D ZN0

Nref
C �2Dg: (2.30)

Let O be a bounded set with a smooth boundary and denote by n the outwards
normal to the boundary @O of O. Equation (2.30) needs to be supplemented with
a boundary condition on @O. For the sake of simplicity, we can take one of the
following conditions on @O

(i)
@

@n
.NeTe/ D 0; or (ii)

@

@n
Ne D 0: (2.31)

The first condition corresponds to the case where the normal gradient of the electron
pressure is zero, i.e., the electric field is tangential to the boundary (if there is no
magnetic effect); the second condition is a simplification of the first one.

Assume that N0; g;Q and r:Q belong to L1.O/; that N0 is strictly positive,
and that Te is a strictly positive bounded function. So we have:

Proposition 1. Assume that infx. Z
Nref
N0 C �2Dg/ > 0. For (2.30) supplemented

with one of the conditions (2.31) on @O; there is a unique solution Ne in the cone
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of functions of H1.O/ which are strictly positive and bounded, if �2D kr:QkL1

is
small enough. Moreover, we have

1

Nref
Ne.x/ � 1

2
inf
x

�
ZN0

Nref
C �2Dg

�

Of course, we have also Ter log.NeTe/ 2 L2.O/.
We may also address this problem in the case where the spatial domain is the

whole space R3 (or R2) and the result is the same, provided that N0 is in L2.O/:
It is worth noting that (2.30) is also sometimes called the Poincaré equation

(cf. [96]), at least in its simple form ��2D�.logNe/ C Ne D N0; and it arises in
many physical areas.

(b) A Simplified Model without Magnetic Effects

In the case where the magnetic effects are neglected, we may address a simplified
model based on the barotropic approximation for the ion pressure: it is given by a
closure with respect to N0; for instance, P0 is defined by P0.N / D �pN


 (where
�p and 
 � 1). In this model, there is only one energy equation (the coupling term
�0e disappears) and the four unknownsN0;U; Te and Ne satisfy the system.

@

@t
N0 Cr:.N0U/ D 0; (2.32)

m0

�
@

@t
Cr:.U�/

�

.N0U/CrP0.N0/ D �ZN0 1
Ne
r.NeTe/; (2.33)

�
@

@t
Cr:.U�/

��
3

2
NeTe

�

CNeTer:U D .ZN0 �Ne/ 1
Ne

U:r.NeTe/; (2.34)

� �
2
D

Tref
r:. 1

Ne
r.NeTe// D ZN0 �Ne

Nref
: (2.35)

In the momentum equation, the right-hand side may also be stated in a conservative
form, which reads as

�r.NeTe/C "0.r:.EE/� 1
2
r:jEj2/

with qeE D 1

Ne
r.NeTe/:

As usual, we need to supplement this system with boundary conditions on @O.
For the three first equations, it is sufficient to state two conditions (for this topic, see
the last section of this chapter); so, for the sake of simplicity, we can state

@

@n
Te D 0; n:U D 0:

For elliptic equation (2.35), we consider condition (2.31 (ii)) (which is now
identical to (2.31 (i))
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We also have to supplement this system with initial conditions, that is to say
N0.0/ D N ini

0 ; U.0/ D Uini, Te.0/ D T ini
e ; where these initial values satisfy the

boundary conditions and N ini
0 ; T

ini
e are strictly positive.

Then, we may define the ion internal energy by E0.N / D P0.N /=.
�1/ if 
 ¤ 1
and E0.N / D �p.N log.N /C 1/ otherwise, and we have the following result.

Proposition 2. For system (2.32)–(2.35), supplemented with the previous boundary
conditions, we have the energy balance relation
�
@

@t
Cr:.U�/

��
3

2
NeTe C E0.N0/C m0

2
N0jUj2

�

Cr:.U.Pe C P0.N0/// D 0
(2.36)

Moreover, as soon as the temperature Te remains strictly positive and bounded, the
electron density Ne is a positive bounded function such that r log.NeTe/ 2 L2.O/.

Using the boundary conditions, property (2.36) implies that for all times t;we get
Z

O

�
3

2
NeTe C E0.N0/C m0

2
N0jUj2

�

dx D C0

that is to say there is a good balance for the global energy which is 3
2
NeTeCE0.N0/C

m0
2
N0jUj2.

(c) The Ion Euler–Poisson Model with Resistivity.

In order to account for the resistive term in the generalized Ohm’s law (2.21), we
need to modify the previous system. Due to (2.21), the following expression of E

EC ZN0

Ne
U � B D � 1

qe

rPe
Ne
C 1

qe

1

Ne
J � BC �0J

may be plugged in Gauss relation, so we get the modified nonlinear Poisson

�"0r:. 1
Ne
r.NeTe//�"0r:.qe ZN0

Ne
U�B� 1

Ne
J � B/C"0r:.�0qeJ/Dq2e .ZN0�Ne/:

Or with the same notations as above

��2Dr:.
Te

Tref
r logNe/C Ne

Nref
C�2D

1

Tref
r:.QNref

Ne
/ D ZN0

Nref
C�2D.g��0qeJ:r/:

From a mathematical point of view this equation is the same as in the case  D 0

(only the right-hand side is changed).
The model for the evolution of N0; U; E0 is the same as in system (M); the only

difference is that there is a resistive term in the evolution equation (v) for Ee
�
@

@t
Cr:.U�/

�

.Ee/C Per:U � r:
�
5Te

2qe
J
�

Cr:qth,e (2.37)

D ��0e C rPe
Ne

:

�

U.ZN0 �Ne/� J
qe

�

C qe�0NeJ:.U � Ue/:
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We can easily check that the global energy balance (2.29) is still true. It is worth
noticing the supplementary term NeJ:.U � Ue/; which is called the Joule effect
term. Indeed, we will see below that in the quasi-neutral case, J and Ne.U � Ue/

will be equal up to the constant qe; then this term equal to jJj2 will be positive.
It corresponds to the heating of the plasma occurring due to the electric current and
the energy exchange due to the friction between electrons and ions.

2.2 Quasi-Neutrality Approximation

As above, we make the massless-electron approximation, but we assume more-
over that the Debye length �D is very small if compared to the characteristic
length Lplasma: In this framework corresponding to the so-called plasma approxi-
mation, the picture is now

�D � Lplasma; Tobs 	 Lplasma

vth,i

 !�1p ; Tobs 
 Lplasma

c

Then the electron density is close to the ion density Ne ' ZN0 (this is the quasi-
neutrality approximation), but as claimed previously the electric field cannot be set
to zero.

Our aim is to explain how this quasi-neutrality may be justified from a mathe-
matical point of view. This analysis will be performed from the ion Euler–Poisson
system in two different physical frameworks

• The first case corresponds to the case where the magnetic phenomena are
negligible and a simple Ohm’s law suffices; see (2.38)

• The second case corresponds to the general case, where the magnetic field needs
to be accounted for and Ohm’s law reads as (2.25)

In both cases, starting from the Gauss relation

�2D
qe

Tref
r:E D 1

Nref
.ZN0 �Ne/

where the Debye length comes into sight, we derive a nonlinear Poisson equation of
the form (2.26).

2.2.1 Asymptotic Analysis in the Nonmagnetized Case

We introduce a dimensionless spatial variable related to LPlasma and we set � D
�D=LPlasma which is small with respect to 1:

Here, we assume that instead of (2.25) we simply have

qeE D � 1

Ne
r.NeTe/ (2.38)
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then the potential log.Ne=Nref/ is solution to a nonlinear Poisson equation. Set

ˆ� D log.Ne=Nref/

in order to make clear the dependency with respect to the parameter �; so Poisson
equation [which is a simplified form of (2.26)] reads as

� �2r:
�
Te

Tref
rˆ�

�

D ZN0

Nref
� eˆ� C �2g (2.39)

recalling that g D 1
Tref
�Te: In the same way, in the sequel, denote the electric field

by E� instead of E.
The asymptotic analysis of this equation when the small parameter tends to 0was

addressed in [23] about 20 years ago in the case of a constant temperature. A wide
range of literature is devoted to this subject; see, e.g., [110, 115] and the references
therein. Notice also that it is interesting to address such an asymptotic analysis with
a vanishing Debye length in order to design numerical schemes for Euler–Poisson
models in the case where quasi-neutral and non–quasi-neutral regions coexist in the
same simulation domain; see, e.g., [35, 36, 39].

Here for the sake of completeness we state a generalization of the initial result
of [23] in the case of a nonconstant temperature. We first assume that the spatial
domain O is a smooth bounded open set; of course, (2.39) needs to be supplemented
with a boundary condition, and as previously we set

@ˆ�

@n
D 0I (2.40)

This corresponds to the case of an insulating material. It also possible to address a
boundary condition of the type ˆ� equal to given data (see below). Now, to state a
rigorous mathematical result, we need to make some technical assumptions. First,
we assume

inf
x
Te > 0; inf

x
N0 > 0; Te 2 L1.O/; N0 2 H1.O/ \L1.O/; �Te 2 L1.O/:

(2.41)

Moreover, for the sake of simplicity, we impose

@

@n
N0 D 0; on @O:

Proposition 3. Assume that assumptions (2.41) hold. When � goes to 0, the unique
solution ˆ� of nonlinear equation (2.39) with the boundary condition (2.40)
satisfies1

Nref exp.ˆ�/! ZN0 in L2.O/,

rˆ� ! r log.ZN0/ in L2.O/ weakly:

1A sequence un converges weakly to u; if
R

unv! R
uv for any v in L2.
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The proof is given below. Notice that there are also results with weaker
assumptions on the regularity of N0 (see the proof). This proposition shows first
that the quasi-neutrality holds

Ne ' ZN0; Pe ' ZN0Te:

Moreover, this implies that the electric field E� satisfies

qeE� D �Terˆ� � rTe ! � 1

N0
r.N0Te/ in L2.O/ weakly,

that is to say, it may be approximated in the following way

qeE� ' � 1

N0
r.N0Te/: (2.42)

This last relation for the electric field is a very usual one. In the case where the
electron temperature is almost constant, this relation reads qeE� ' �Ter.logN0/
as it appears in the beginning of the handbook [27].

Other boundary conditions of Dirichlet type may be addressed; for instance.
for the modelling of a plasma surrounded by a conducting material. As a matter
of fact, if a given electric potential may be applied on two different parts of
the boundary that correspond to conducting material, we can make the following
modelling: assume that �1 and �2 are two smooth parts of the boundary @O that
are disconnected, such that the potential ˆ is given by a constant: B1 on �1 and B2
on �2:

Then we have the following result.

Proposition 4. With the same assumptions as above, there exists a unique solution
ˆ� in H1.O/ to (2.39) with the boundary conditions

ˆ� D B1 on �1I ˆ� D B2 on �2I @

@n
ˆ� D 0 on @O n .�1 [ �2/ (2.43)

Moreover, when � goes to 0;we have

Nrefe
ˆ� ! ZN0 in L2.O/; (2.44)

rˆ� ! r log.ZN0/ in L2.O/ weakly: (2.45)

Generally, there exists boundary layers on the parts�1 and �2; sinceNref exp.Bq/
is not equal to ZN0:

See also [3,64] for other boundary condition problems related to the electrostatic
sheath phenomena. We stress that it may lead to technical difficulties related to
boundary layers where the quasi-neutrality fails.
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Of course, we may address the case where the spatial domain O is the full space
O D R3 (or R2) and the asymptotic result may be proven in the same way.

Remark 2. Instead of (2.39), we may state the Poisson equation in the form

��2r:
�
Te

Tref
r.logPe/

�

D ZN0

Nref
� Pe

NrefTe
;

@Pe

@n
j@O D 0;

which is interesting if one prescribes a boundary condition on @O of the type
@Pe
@n D 0: Then, denoting Pe;� instead of Pe , Proposition 3 reads as follows: when �

goes to 0; the solution Pe;� of this equation satisfies

Pe;� ! ZN0Te in L2.O/ strongly;

r.logPe;�/! r.logN0Te/ in L2.O/ weakly. �

Remark 3. In the quasi-neutral approximation, determination of the electric field is
a local problem in the interior of the domain, as it appears in (2.42); evaluation of
E is performed with the local fluid variables only. But near the boundary @O;this
evaluation is more complex due to the boundary layers. �

2.2.2 Asymptotic Analysis in the Magnetized Case

We now address the more realistic case corresponding to a magnetized plasma
(called also current-carrying plasma). We assume that the evolution of the field
B is known (recall that the electron velocity is given by Ue D 1

Ne
N0U � 1

Neqe
J ).

We consider the generalized Ohm’s law (2.25), i.e.,

qe.EC ZN0

Ne
U � B/ D � 1

Ne
r.NeTe/C 1

Ne
J � B (2.46)

(if we want to account for the resistivity, it suffices to add to the right-hand side a
term of the type �0J/: The electron density Ne D Nrefe

ˆ� is given by the solution
of the nonlinear Poisson equation (2.27), which reads as

� �2r:. Te
Tref
rˆ�/C eˆ� C �2 1

Tref
.r:Qe�ˆ�/ D ZN0

Nref
C �2g (2.47)

Heuristically, if � vanishes; we see that eˆ� is very close to the function ZN0
Nref

, i.e.,
the quasi-neutrality holds, and we may use the following approximations

Ne D Nrefe
ˆ� ' ZN0; Pe ' ZN0Te; (2.48)

1

Ne
rNe ' 1

N0
rN0 (2.49)
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So, according to (2.46), we get

qe.ECU � B/'� 1

N0
r.N0Te/C J � B

ZN0

Let us justify these approximations by an asymptotic analysis. So, we address
equation (2.47) as above in a bounded open set O, with boundary conditions (2.40)

Proposition 5. Assume that (2.41) holds and that g;Q and r:Q are bounded in
L1. Then, when � goes to 0, the unique solution ˆ� to (2.47) with boundary
condition (2.40) satisfies

Nrefe
ˆ� ! ZN0 in L2.O/ (2.50)

rˆ� ! r logN0; in L2.O/ weakly (2.51)

Thus, denoting the electric field by E� instead of E; it satisfies

qeE� D �Terˆ��rTeCQe�ˆ� ! � 1

N0
r.N0Te/CQ

Nref

ZN0
in L2.O/ weakly

To justify the statement of quasi-neutral models, we must now address terms where
the electric field appears in the general massless-electron model above. In particular,
we need to deal with the term "0E�.r:E�/ in the momentum equation (2.22). With
the previous notations, we have qeE� D �Terˆ��rTeCQe�ˆ� (recall that Q D 0
in the nonmagnetized case) and

"0

Nref
E�.r:E�/ D

�
Terˆ�CrTe�Qe�ˆ�

	 �2

Tref

�

r:. Te
Tref
rˆ�/�r:.Qe�ˆ�/Cg

�

We now claim

Proposition 6. Assume that the same assumptions as the one of Proposition 5 hold,
then we have if �! 0,

"0

Nref
E�.r:E�/! 0 in L1.O/.

[Indeed, according to Proposition 5, we get

�2.r:.Qe�ˆ�/� r:. Te
Tref
rˆ�// D ZN0

Nref
� eˆ� C �2g! 0 in L2.O/I

moreover, we know that rˆ� is bounded in L2.O/: Therefore, �2rˆ�.r:.Qe�ˆ�/
�r:. Te

Tref
rˆ�//! 0 in L1:�]

Summary (About quasi-neutrality). The previous proposition means that either
the plasma is resistive or not, and the term "0E.r:E/ may be neglected; then (2.22)
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becomes simply

m0

@

@t
.N0U/Cm0r:.N0UU/CrP0 CrPe D J � B: (2.52)

D �r:PB
Thus, the basic principles of quasi-neutral approximation may be summarized as
follows.

• One prescribes Ne D ZN0 and Pe D ZN0Te:
• For ion modelling, one has a classical fluid dynamic system, e.g., (2.52) for the

momentum equation.
• The electrostatic field E is given by Ohm’s law, which may read in the form:

qeZN0.EC U � B/�J � BCrPe D 0; (2.53)

or, accounting for the resistive effect,

qeZN0.EC U � B/�J � BCrPe D qeZN0�0J: (2.54)

In these relations, the field .EC U � B/ comes into sight; it is a natural quantity
in all the MHD models. Moreover, it is worth noticing that the electron velocity
never appears explicitly in these models (it is always evaluated thanks to U and J)
and that, generally, one has to account for the evolution of the electron temperature.

2.2.3 Proofs of the Propositions of Sects. 2.1 and 2.2

Proof of Proposition 1. Let us set � D �D which is fixed. For the sake of concise-
ness, we set Tref D 1 and Te D T . Let us address equation (2.30) where Ne=Nref

is denoted by u ; moreover f D ZN0
Nref
C �2g and r D �r:Q are assumed to be

bounded. It reads

� �2r:
�
T

u
ru

�

C �2 1
u2

Q:ruC u D f C �2 r
u
: (2.55)

It is supplemented with Neumann boundary condition @
@n u D 0I with the other

boundary condition @
@n .T u/ D 0, the proof is similar. There exist two constants ˛

and f1 independent of � such that

0 < 2˛ D inf
x
f; f .x/ � f1

Denote also Tm D inf T; q1 D supkD1;3 kQkk1 and r1 D sup krk1 :
We will prove the existence and the uniqueness of a solution in the convex subset

K D fv 2 L2.O/=˛ � inf v � ˇg of the space L2.O/; where ˇ is defined below.
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Existence of a Solution (Based on the Fixed-Point Schauder Theorem2). For all
functions v in K; let us define the operator S from K into L2.O/ defined by
S.v/ D u; where u is the unique solution in H1.O/ to the linear equation

� �2r:
�
T

v
ru

�

C �2 1
v2

Q:ruC u D f C �2 r
v

(2.56)

with boundary condition @
@n u D 0. Since j r

v
j � r

1

˛
; according to the maximum

principle,3 we have

2˛ � �2 r1
˛
� u � f1 C �2 r1

˛
:

We assume now that � is smaller than �0 D ˛=pr1I therefore, we get

˛ � u � ˇ

where ˇ D f1 C ˛ and u D S.v/ 2 K:
To show that S is compact and continuous on L2.O/; let us consider a sequence

vn in K that is bounded in L2.O/ and we set S.vn/ D un: So we have

�2


T

vn
run;run

�

C �2


1

v2n
Q:run; un

�

C kunk2 D �2



r
1

vn
; un

�

;

(in the sequel k � k means k � kL2.O/). This implies

�2
Tm

ˇ
krunk2 C kunk2 � �2.Ckunk C q

1

˛2
krunkkunk/ � �2

�
Tm

2ˇ
krunk2 C ˇq2

1

2Tm˛4
kunk2 C Ckunk

�

:

Therefore, the sequence run is bounded in L2.O/ and un is in a compact set
of L2.O/:

Assume now that the sequence converges to v� in L2.O/: We have seen that the
sequence un is bounded in H1.O/I thus a subsequence, still denoted un; converges
to a function u� in L2.O/ and run converges weakly to ru�: Moreover, for each
test function  we have

�2



run;
T

vn
r 

�

C �2



Q:run;
1

v2n
 

�

C hun;  i D �2



r
1

vn
;  

�

2Let S be a mapping from a convex subset of a Banach space into itself, if S is continuous and
compact with respect to the Banach topology, then S has a fixed point.
3See result 1 in the Appendix.
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Now since the mappings v 7! 1
v

and v 7! 1
v2

are Lipschitz on K; we know that
T
vn
r ! T

v
�

r and 1
v2n
 ! 1

v2
�

 in L2 strongly; thus we can pass to the limit in

the previous relation and we get

�2



ru�;
T

v�
r 

�

C �2



Q:ru�;
1

v2�
 

�

C hu�;  i D �2



r
1

v�
;  

�

Therefore, u� is a solution to (2.56) with v D v�. If another subsequence of un
converges to a function u� in L2.O/; this function u� is also a solution to (2.56)
with v D v�.

Since this solution is unique, we have u� D u� and the entire sequence un
converges to u� in L2.O/

S.vn/! u� D S.v�/ in L2.O/

The operator S is continuous from K into K endowed with the norm of L2.O/.
According to the Schauder theorem, there exists a fixed point u D S.u/; it belongs
to H1.O/ and is a solution of (2.55):

Uniqueness of the Solution. Assume that there exist two solutions u and U of (2.55)
belonging to H1.O/ which are strictly positive and bounded: for some ˛ and ˇ
we have

˛ � u � ˇ; ˛ � U � ˇ;

and they satisfy

��2r: .Tr.log u � logU //C�2 1
u2

Q:ru��2 1
U 2

Q:rUCu�U D �2
�r

u
� r

U

�
:

Then multiplying by log.u=U /; we get

�2
D
r log

u

U
; Tr log

u

U

E
� �2



1

u
� 1

U
;Q:r.log

u

U
/

�

C
D
u� U; log

u

U

E
D �2



r

u
� r

U
; log

u

U

�

:

(2.57)

If we had have Q D 0; r D 0; the uniqueness would come from relation
.u � U / log u

U
� 0. In the general case, denoting z D .u � U /=U , we see that

jzj � ˇ=˛ and notice that



1

U.1C z/
� 1

U
;Q:r log.1C z/

�

� C0kr log.1C z/kkzk:

So, (2.57) implies

�2Tmkr log.1Cz/k2ChU z; log.1C z/i � �2C0kr log.1Cz/kkzkC r1
˛2
ˇ�2 hz; log.1C z/i :
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Then we have

˛ hz; log.1C z/i � �2

4Tm
C2
0 kzk2 C

r1
˛2
ˇ�2 hz; log.1C z/i :

Thus, for �2 � ˛3=.2ˇr1/; we get

hz; log.1C z/i � �2

2Tm
C2
0 kzk2:

and z D 0 if � satisfies also �2C 2
0 � 2Tm

˛
ˇ

log.1C ˇ

˛
/. �

Proof of Proposition 2. According to (2.32) we haveN�10 .@tCU:r/.N0/ D �r:U;
so using (2.33) we get in a classical way

N0.@t C U:r/.N�10 / D r:U;

m0N0.@t C U:r/.U/ D �rP0.N0/�ZN0 1
Ne
r.NeTe/:

Since .N�10 E0.N0//0 D N�20 P0.N0/; we get

N0.@t C U:r/.m0jUj2 CN�1
0 E0.N0// D N0N

�2
0 P0.N0/.@t C U:r/.N0/� U:rP0.N0/�ZN0 1

Ne
U:r.NeTe/;

D �P0.N0/r:U� U:rP0.N0/�ZN0 1
Ne

U:r.NeTe/

Moreover, using the identity N0.@t C U:r/w D @t .N0w/ C r.N0wU/; if we add
this relation and (2.34), we get

.@t Cr.U:// .Ee/C .@t Cr.U://
�

m0N0
1

2
jUj2 C E0.N0/

�

CNeTer:UCr.P0.N0/U/

D �ZN0 1
Ne

U:r.NeTe/C .ZN0 �Ne/ 1
Ne
r.NeTe/:U D �U:r.NeTe/:

Then, the result follows. �

Proof of Proposition 3. For � small enough, the function f� D ZN0=Nref C �2g
satisfies f� � 2˛ for ˛ strictly positive (independent of �); it is bounded in L2

uniformly with respect to �: According to Proposition 1, there exists a unique
solution ˆ� in H1.O/ to the equation

� �2r: .Trˆ�/C eˆ� D f�: (2.58)

and we have expˆ� � ˛:
We now multiply (2.58) by ˆ� and integrate with respect to the space variable

�2 hTrˆ�;rˆ�i C
˝
eˆ� � 1;ˆ�

˛ D hf� � 1;ˆ�i :
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Using the identity .e � e'/. �'/ � . �'/2 min.e ; e'/ for each  ; ' (i.e., the
convexity of the exponential function), we get

�2Tmkrˆ�k2 C ˛kˆ�k2 � ˛

2
kˆ�k2 C 1

2˛
kf� � 1k2; (2.59)

so there exists a constant C0 (independent of �) such that kˆ�k � C0: Using this
bound, we get the estimate

�2Tmkrˆ�k2 � C0kf� � 1k:

Thus, it exists C1 such that

�krˆ�k � C1: (2.60)

We now denote F D log.ZN0=Nref/, so multiplying (2.58) by ˆ� � F; we get

�2 hTrˆ�;r .ˆ� � F /i C
˝
ˆ� � F; eˆ� �ZN0=Nref

˛ D �2 hˆ� � F; gi :

Since hTrˆ�;r .ˆ� � F /i � hTrF;r .ˆ� � F /i, according to the above
mentioned property of the exponential function, we see that it exists ˛0 independent
of � such that

˛0kˆ� � F k2 �
˝
ˆ� � F; eˆ� �ZN0=Nref

˛

� �2T1krˆ�kkrF k C �2kˆ�kkgk � �2 hF; gi

Due to (2.60) and the hypothesis of the proposition, we have when � goes to 0

ˆ� � F D ˆ� � log.ZN0=Nref/! 0 in L2;

eˆ� �ZN0=Nref ! 0 in L2: (2.61)

Since rˆ� is bounded in L2.O/, according to result 4 in the Appendix, we get
rˆ� * rF in L2.O/ weakly; so (2.45) holds. �

Remark 4. If the smoothness assumption on N0 is false, i.e., rN0 is not in L2.O/;
then using the bound ofˆ� in L2.O/; we may show thatˆ� ! log.ZN0/ in L2.O/
weakly, but one can only prove that rˆ� ! r log.ZN0/ in distribution meaning.

�

Proof of Proposition 4. We will use the following lemmas, the proof of which is
given below.
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Lemma 1. Let ‚� be the solution of

� �2�‚� C‚� D 0; (2.62)

supplemented with the boundary conditionW ‚�j�1 D 1; ‚�j�2 D 0; @
@n‚�j@On�1

[�2 D 0: Then, we have

(i)
Z

O
‚� � C��; (ii) kr‚�k � C0 1

�
; (iii)

Z

@O

ˇ
ˇ
ˇ
ˇ
@‚�

@n

ˇ
ˇ
ˇ
ˇ � C1

1

�
:

Lemma 2. With the assumptions of the proposition, the solution ˆ� of (2.39) and
(2.43) is such that there exists C2 with

Z

�1[�2

ˇ
ˇ
ˇ
ˇ
@ˆ�

@n

ˇ
ˇ
ˇ
ˇ � C2

1

�
:

As for the Neumann boundary condition, for all �, there exists a unique solution
ˆ� to the Poisson equation

��2r: .Trˆ�/C eˆ� D f�
supplemented with (2.43). Moreover, for � small enough, there exist two constants
˛; ˇ (independent of �) such that

log˛ � ˆ� � logˇ:

Multiplying the Poisson equation by ˆ�; we get as above

�2
D
T; jrˆ�j2

E
C ˝eˆ� � 1;ˆ�

˛ D hf� � 1;ˆ�i C �2
Z

�1[�2
ˆ�T

@ˆ�

@n
:

Since
˝
eˆ� � 1;ˆ�

˛ � ˛ˆ2�; according to Lemma 2, one sees that

�2Tminkrˆ�k2 C ˛

2
kˆ�k2 � C3 C �C2C4;

therefore we get

krˆ�k � C5=�:
On the other hand, with F D log.ZN0=Nref/; multiplying the Poisson equation by
ˆ� � F; we get

�2 hTr.ˆ� � F /;rˆ�i C



ˆ� � F; eˆ� � ZN0
Nref

�

D

�2
X

qD1;2

Z

�q

.Bq � F /T @ˆ�
@n
C �2 hˆ� � F; gi
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Thus, using the inequality hTr.ˆ� � F /;rˆ�i � hTr.ˆ� � F /;rF i, we get
according to Lemma 2:

˛kˆ� � F k2 � �2T1krF kkrˆ�k C �C2.sup.B1; B2/C kF k1/T1 C C6�2:
So we see that kˆ� � F k2 D O.�/ and the remaining part of the proposition
follows. �

Proof of the Lemma 1. Denote by ı.x/ the distance from x to the boundary �1. Let
now �� be the solution of ��2��� C �� D 0; supplemented with the boundary
condition ��j@O D 1: We have the usual bound (cf. Lemma 2 of [17])

0 � ��.x/ � e�ı.x/=4�; for ı.x/ � 4�=3
Then, for each local map Oq , one knows that there exists a local coordinate system
x1; x2; x3 such that the boundary is of the form x3 D f .x1; x2/ and a constant r
such that

ı.x/ � r.x3 � f .x1; x2//:
so integrating over x, we get

Z

O\Oq

��.x/dx �
Z

O\Oq

e�ı.x/=4�dx �
Z Z

x2Oq

 Z
C1

0

e�r.x3�f .x1;x2//=4�dx3

!

dx1dx2 � C�:

Then
R
O ��.x/dx � C��. Now, since 0 � ‚� � ��; we get point (i).

Moreover, ‚� is the minimum function in H1.O/ for the functional ‚ 7�!
�2 kr‚k2 C k‚k2 with the constraints ‚�j�1 D 1; ‚�j�2 D 0: Thus, there exists
C0 such that �2 kr‚�k2 � C2

0 (it suffices to compare with a smooth function �
such that �j�1 D 1; �j�2 D 0). Now consider a positive smooth test function �
(independent of �) such that �j�1 D 1; �j�2 D 0 and multiply (2.62) by � and
integrate over the domain O; we have

0 � �2
Z

�1

@

@n
‚� D �2

Z

O
r�r‚�dx C

Z

O
�‚�dx � �C0 kr�k C �C�:

In the same way, multiplying (2.62) by � such that �j�1 D 0; �j�2 D 1 and
integrating over the domain O; we get

0 � ��2
Z

�2

@

@n
‚� D ��2

Z

O
r�r‚�dx �

Z

O
�‚�dx � �C0 kr�k C �C�;

then the last point follows. �

Proof of Lemma 2. Since ˆ� is bounded by logˇ; we first notice that

1Cˆ� � exp.ˆ�/ � ˆ� C 
:

with 
 D max.ˇ; 1 � log˛/
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Let a1 D inf� infx.f�/; and a2 D sup� supx.f�/:Now, let �1 and �2 be the solutions
of the linear problems

��2r: �Tr�1�
	C �1� D a1 � 


��2r: �Tr�2�
	C �2� D a2 � 1

with the same boundary conditions �q�
ˇ
ˇ
�1
D B1, �

q

�

ˇ
ˇ
�2
D B2: So, according to the

maximum and minimum principle, we check that

�1� � ˆ� � �2�:
Therefore, we get on each part �1 and �2 of the boundary

ˇ
ˇ
ˇ
ˇ
@

@n
ˆ�

ˇ
ˇ
ˇ
ˇ � max.

ˇ
ˇ
ˇ
ˇ
@

@n
�1�

ˇ
ˇ
ˇ
ˇ ;

ˇ
ˇ
ˇ
ˇ
@

@n
�2�

ˇ
ˇ
ˇ
ˇ/

So if we prove that

Z

�1

ˇ
ˇ
ˇ
ˇ
@

@n
�
q

�

ˇ
ˇ
ˇ
ˇ D O.

1

�
/; for q D 1; 2 (2.63)

and the same bounds for �2; then the lemma follows.
According to linearity properties, to show (2.63), it suffices to prove this relation

for the following toy problem. So consider ‰ solution to

��2r: .Tr‰/C‰ D 0; ‰j�1 D 1; ‰j�2 D 0;
@

@n
‰

ˇ
ˇ
ˇ
ˇ
@On�2[�1

D 0:

This solution is positive and bounded by 1: So, multiplying it by ‚�; we get

Z

�1

T
@‰

@n
D
Z

O
Tr‰:r‚� C 1

�2
h‰;‚�i :

and multiplying (2.62) by T‰;

Z

�1

T‰
@‚�

@n
D
Z

O
Tr‰:r‚� C 1

�2
hT‰;‚�i :

Therefore, we have

0 � Tmin

Z

�1

@‰

@n
� T1

Z

�1

ˇ
ˇ
ˇ
ˇ
@‚�

@n

ˇ
ˇ
ˇ
ˇC

1

�2
h.1 � T /‰;‚�i C C:

Then, according to Lemma 1, we see that the right-hand side is a O.��1/ and
that (2.63) holds for �1: For �2; it suffices to integrate the equation satisfied by
‰ over the domain O and to use Lemma 1. �
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Proof of Proposition 5. Recall that f� D ZN0=Nref C �2g is uniformly bounded,
then the equation reads as

��2r: .Trˆ�/C �2r:.e�ˆ�Q/C eˆ� D f�
According to Proposition 1, we know that 1

2
.infx f�.x// D ˛ � expˆ� � ˇ with

˛; ˇ independent from �:Then, multiplying this equation by ˆ�; we get

�2 hTrˆ�;rˆ�i C
˝
ˆ�; e

ˆ� � 1˛ D hˆ�; f� � 1i C �2
˝
e�ˆ�Q;rˆ�

˛

�2Tmkrˆ�k2 � C.1C �2/C �2Ckrˆ�kke�ˆ�k:

Then by the same argument as above, there exists a constant C� independent from
� such that

�krˆ�k � C�
Moreover, multiplying by ˆ� � F; where F D log.f�/; we get

�2 hTrˆ�;r .ˆ� � F /i C
˝
ˆ� � F; eˆ� � f�

˛ D �2 ˝ˆ� � F;r:.e�ˆ�Q/
˛
:

Since hTrˆ�;r .ˆ� � F /i � hTrF;r .ˆ� � F /i, we obtain

˛kˆ��F k2 �
D
ˆ� � g; eˆ� � f

E
� �2T1krˆ�kkrF kC�2.kˆ�kCkF k/.C CCC�/:

thus kˆ� � F k ! 0: Then, the result follows. �

2.3 Two-Temperature Euler Models
and Magneto-Hydrodynamics

We now perform the quasi-neutrality approximation that is justified above. With this
approximation, different quasi-neutral models may be stated; these models depend
on the physics to be accounted for. We address in the first subsection plasmas
without magnetic effect, which leads to the usual two-temperature Euler system
that we address in different physical situations.

In the second subsection, we describe the popular magneto-hydrodynamic
(MHD) system, which is relevant if we must account for magnetic effects; we
address this in the two-temperature framework, which enables us to emphasize the
energy exchange among ion population, electron population, and magnetic energy.
To get the one-temperature MHD system, it suffices to mingle the ion and electron
temperature, as explained below.
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It is worth noticing that the two-temperature Euler system with radiative coupling
and thermal conduction is the basis of most of the computational codes for solar
astrophysics and for the simulation of Inertial Confinement Fusion experiments,
while the electron MHD system is the basis of all models of reduced MHD (see
below) which are used in practice for the fluid simulations of the evolution of
tokamak plasmas.

2.3.1 The Two-Temperature Euler System

Here, we do not account for the time evolution of the magnetic field. Firstly,
we address the case where no electric current is accounted for and we state a
simple system including the evolution of the ion temperature and of the electron
temperature without radiative phenomenon. Secondly, we give some enlightenment
on a simple thermal conduction model and on a radiative diffusion model. Lastly,
we deal with the case of current-carrying plasmas.

As was explained above, since the quasi-neutrality approximation is valid, the
general prescription is that Ne D ZN0, Pe D ZN0Te and the Ohm’s law reduces to

qeE D �.ZN0/�1rPe D �N0�1r.N0Te/

Now, the ion momentum equation reads

m0

@

@t
.N0U/Cm0r:.N0UU/CrP0 CrPe D 0: (2.64)

Recall that �0e is proportional to .Te � T0/ (see formula (2.68) below) and the ion
and the electron energy balance equations (2.4) and (2.37) simply read as

@

@t
E0 Cr:.E0U/C P0r:U D �0e; (2.65)

@

@t
Ee Cr:.EeU/C Per:UCrqth,e D ��0e: (2.66)

Then, for the ion total energy balance, we get the relation

�
@

@t
Cr: .U�/

��

E0 Cm0N0
1

2
jUj2

�

Cr:.P0U/C U:rPe D �0e;

and for the global energy balance relation

�
@

@t
Cr: .U�/

��

E0 C Ee Cm0N0
1

2
jUj2

�

Cr:.P0UC PeU/Cr:qth,e D 0:
(2.67)
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It is classical to use the density � D m0N0 and to introduce the specific internal
energies

"0 D E0
m0N0

; "e D Ee
m0N0

D 3

2

Z

m0

Te:

Recall that the relation between pressure and internal energies is given by

Pe D 2

3
Ee D 2

3
�"e D ZN0Te; P0 D .
 � 1/E0 D .
 � 1/�"0 D N0T0:

(i.e., an equation of state of perfect gas law type). Then besides the continuity
equation (2.1)

@

@t
N0 Cr:.N0U/ D 0;

the system that consists of (2.64)–(2.66) is closed. It is formally equivalent to the
system (2.64), (2.66), and (2.67).

Now, introduce the Lagrangian derivative

D

Dt
� D @

@t
� CU:r.�/:

According to the continuity equation, we check that

�
D

Dt
� D @

@t
.��/Cr:.U��/:

Summary. Using the Lagrangian derivatives, the system may be stated as follows

.E2T /

(i) �
D

Dt
��1 � r:U D 0;

(ii) �
D

Dt
UCr.P0 C Pe/ D 0;

(iii) �
D

Dt
"0 C P0r:U D �0e;

(iv) �
D

Dt
"e C Per:UCr:qth,e D ��0e

Of course, equation (iii) may be replaced by the following equation for the total
energy

�
D

Dt

�

"0 C "e C 1

2
jUj2

�

Cr:.P0UC PeU/Cr:qth,e D 0
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that is to say

�
@

@t
Cr:.U�/

��

E0 C Ee C �1
2
jUj2

�

Cr:.P0UC PeU/Cr:qth,e D 0

It is worthwhile noticing that although the roles of ions and electrons seem to
be similar in (2.65) and (2.66), it is not the case. Indeed, we know that when
shocks occur, some information is missing if we state only the system (2.64)–(2.66).
In its reduced form without the thermal conduction term qth,e, it has been analyzed
recently from a mathematical point of view; it is related to the definition of the non-
conservative products like Per:U when U is discontinuous. It may be shown that
one has to add some information on the entropy deposition, see [37] for example.
Zel’dovich and Raizer noted a long time ago in [117] that this entropy deposition
needs to be made on ion population only. This fact has been justified also in [32] with
an asymptotic analysis (in the case where the Debye length goes to zero). In [31], it
has been proved in one dimension that the solution of the ion Euler system coupled
with the nonlinear Poisson equation converge to the solution of (2.1) and (2.64) in
the case of constant temperatures.

Notice also that without accounting for the thermal conduction r:qth,e; this
system may enter into the framework of the well-posed Lagrangian system
described in [44]. Its numerical treatment is a whole subject not covered in this
book, but it is related to the hyperbolic property of this system; this property is
analyzed in the last section of this chapter.

2.3.1.1 Accounting for the Thermal Conduction

More than 50 years ago, Spitzer [111] stated a usual formula for the electron thermal
conduction in hot plasmas. In its simplest term, it reads as

qth,e D � �

m0

rT 7=2e

where � is a positive coefficient that is roughly speaking proportional to the inverse
of the Coulomb logarithm logƒ (recall that logƒ is in the order of some units and
may be considered as a very smooth function of the space variable).

Notice that the accurate modelling of the electron thermal conduction is a very
active area; besides [111], see pioneering works such as [54, 79] and more recent
works [94, 104] and the references therein (as a matter of fact, in hot plasmas the
heat flux is not simply proportional to the gradient of the temperature, so it is called
a nonlocal heat flux).

To achieve the statement of the evolution system .E2T /; notice that the coupling
term �0e between the ion and electron temperatures reads generally as

�0e D �

m0

�.Te/.Te � T0/ (2.68)
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where the inverse of the relaxation time � between the two temperature is given by

�.Te/ D ��C =T 3=2e

here the coefficient �C is proportional to Z2.logƒ/, see [38, 111] for more details.
From .E2T /; let us focus on the subsystem corresponding to the two-temperature

evolution equations with thermal conduction and two-temperature coupling; it reads

�
D

Dt
"0 C P0r:U D �

m0

�.Te/.Te � T0/;

�
D

Dt
"e C Per:U � r:. �

m0

rT 7=2e / D �

m0

�.Te/.T0 � Te/:

Here, we can consider a “hydrodynamics part” corresponding to the pressure terms
and a “thermal part” corresponding to the conduction and the two-temperature
coupling. This thermal part reads as follows

�
3Z

2

@

@t
Te � r:.�rT 7=2e / D ��.Te/.T0 � Te/ (2.69)

�
3

2

@

@t
T0 D ��.Te/.Te � T0/; (2.70)

where the density � D �.x/ is frozen and is strictly positive, � is a strictly positive
function depending on x; and � is a strictly positive function of x; Te . We now
consider this system on a bounded open set O with smooth boundary and state a
result for its well-posedness. Of course, it needs to be supplemented with boundary
conditions for Te and initial conditions T ini

e ; T
ini
0 : For the sake of simplicity, we

consider the Neumann boundary condition

@

@n
Te D 0

and we assume that two constants ˛ and ˇ exist and are such that

0 < ˛ � T ini
e � ˇ; ˛ � T ini

0 � ˇ: (2.71)

Now, we need to make technical assumptions. The function � satisfies the following
properties: two constantsK; �0 exist and are such that

�.x/ � �0 > 0I j�.x; Te/� �.x; T 0e /j � KjTe � T 0e j for all x; Te; T
0
e s.t. ˛ � Te; T 0e � ˇ

(2.72)

Then we have the following result (the proof of which is given at the end of the
section).
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Proposition 7. Assume that (2.72) holds and the initial conditions satisfy (2.71)
and belong to H1.O/ and L2.O/. Then for system (2.69), (2.70) and for any
final time tf ; there is a unique solution .Te.t/; T0.t// belonging to the spaces
L2.0; tf IH1.O// \ C.0; tf ; L2.O// and C.0; tf IL2.O// and such that

˛ � Te.t/ � ˇ; ˛ � T0.t/ � ˇ (2.73)

Of course, according to (2.73), if the density � is bounded, the function �.x; Te/
which is proportional to �.x/T �3=2e satisfies the Lipschitz condition (2.72).

Notice that if assumption (2.72) is not true and if the initial conditions .T ini
e ; T

ini
0 /

are zero in a subdomain there are some technical difficulties to prove the uniqueness
of the solution (up to my knowledge, it is an open problem).

2.3.1.2 Accounting for Radiative Coupling

In the case of hot plasmas, such as in stellar plasmas or in Inertial Confinement
Fusion plasmas, radiative coupling has also to be taken into account. So, we describe
here a simple model to address radiative phenomena: the frequency-dependent
radiative diffusion. To account for these phenomena, we must introduce the radiative
energy density E�.t; x/ corresponding to the energy of the photon population with
frequency �; at time t and position xI the frequency variable � belongs to the half-
line RC (a photon of frequency � has a energy equal to h� where h is the Planck
constant). Notice that E� is evaluated in the fluid’s reference frame.

Recall that each hot material emits spontaneously and continuously photonic
radiation over a wide spectrum of frequency; if it is at local thermodynamic
equilibrium, the emitted radiation is described by Planck’s function which is a
universal function depending only on the electron temperature Te and frequency
variable � and which reads

B�.Te/ D 8�

c3
h�3.exp.

h�

Te
/� 1/�1

up to a multiplicative factor c=.4�/. It is called black body emission. The integral
of B�.Te/ over all the frequency is equal to arT

4
e (here ar is the universal radiation

constant).
Denote by �� D ��.Te/ the frequency-dependent absorption coefficient (also

called opacity); it depends on the temperature and on the material characteristic.
For instance, for fully ionized plasma, we may use the so-called Kramer formula for
the opacity

�� D C0 1
�3

1

Te1=2
.exp.

h�

Te
/� 1/
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where the coefficient C0 is a function of the atomic number of the material and its
density. Moreover, denote by �th the so-called Thomson scattering coefficient given
by �Th D �consNe (where �cons is a universal constant).

Now, besides evolution equations for �;U; "0; "e, we have to state the evolu-
tion equation for the radiative energy density E� I it reads

@

@t
E�Cr:.UE� /C 1

3
.E�� @.�E�/

@�
/r:U�r:

�
c

3.�� C �Th/
rE�

�

D c��.B�.Te/�E�/CG�.Te;E� /:

or in the Lagrangian framework

�
D

Dt

�
E�
�

�

C 1

3
.E� � @.�E�/

@�
/r:U�r:

�
c

3.�� C �Th/
rE�

�

D c��.B�.Te/� E� /CG�.Te; E�/:

The term @.�E�/
@�

is related to the so-called Doppler effect, i.e., the frequency shift
due to the expansion or compression of the matter. Moreover, the operatorG�.Te; �/
corresponds to the so-called Compton effect; it is defined by

G�.Te; E� / D �C� .4TeE��h�E�.1C E�
h�3c�3

//C @

@�

�

�C�h�
2E� .1C E�

h�3c�3
/C �C�Te�

6 @

@�
.
E�
�4
/

�

(�C� is a coefficient close to the Thomson coefficient �Th); the Compton effect is
negligible when the plasma is not very hot. One notices in these equations the

radiative diffusion term r:
�

c
3.��C�th/

rE�
�

and the term ��.B�.Te/ � E�/ related

to the emission/absorption phenomena between radiation and matter.
Notice that the quantity

Er D
Z C1

0

E�d�;

corresponds to the total radiative energy (evaluated in the fluid’s reference frame)
and we may define the radiative pressure by 1

3
Er .

Now, the radiative phenomena are coupled with the plasma model in the
following way. In system .E2T /; equation (iv) must account for the exchange term
between radiation and matter; it reads now as

�
D

Dt
"eCPer:UCr:qth,e D ��0eCc

Z C1

0
Œ��E����B�.Te/�d��

Z C1

0
G�.Te;E�/d�

Moreover, equation (ii) is modified by the following way

�
D

Dt
UCr.P0 C Pe C 1

3
Er / D 0:

Then, the energy balance equation reads

�
D

Dt
."0C"eC 1

2
jUj2CEr

�
/Cr:..P0CPeC1

3
Er /U/Cr:qth,e�r:

Z
C1

0

crE�
3.��C�th/

d� D 0:

(2.74)
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For this modelling and the mathematical analysis, see, e.g., [87, 97] and more
recently [78] and the references therein. Without accounting for the hydrodynamics
part, it has been proved that with appropriated assumptions, the reduced system

@

@t
E� � r:

�
c

3.�� C �th/
rE�

�

D c��.B�.Te/� E�/;

�
@

@t
"e D c

Z C1

0

��E�d� � c
Z C1

0

��B�.Te/d�:

is well-posed; see [8]. But the full system is quite difficult to handle.
There is also a simpler radiative model called the gray-diffusion approximation

which may be derived from the previous one by making some elementary closures.
We emphasize it now (disregarding the Compton effect).

Instead of the frequency-dependent energy density E� , we need to consider only
one evolution equation for the gray energy density Er : Then, we define the Planck
averaged opacity �P .Te/ as

�P .Te/ D
Z
��B�.Te/d�:

�Z
B�.Te/d�

��1

and the term
R
��.B�.Te/�E�/d� for the emission/absorption phenomena is simply

replaced by �P .arT
4
e � Er /. The evolution equation for Er reads as

@

@t
Er Cr:.UEr /C 1

3
Err:U � r:

�
c

3�R
rEr

�

D c�P .arT
4
e � Er / (2.75)

or in the Lagrangian framework

�
D

Dt

�Er
�

�

C 1

3
Err:U � r:

�
c

3�R
rEr

�

D c�P .arT
4
e � Er /;

where the Rosseland averaged opacity �R.Te/ defined as

1

�R.Te/
D
Z C1

0

1

�� C �th

@B�

@Te
.Te/d�:

�Z C1

0

@B�

@Te
.Te/d�

��1

See, e.g., [77, 97] or [21] for such a model.
If we disregard the thermal diffusive term, the previous system reads as
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.E2T R/

�
D

Dt
��1 � r:U D 0;

�
D

Dt
UCr.P0 C Pe C 1

3
Er / D 0;

�
D

Dt
"0 C P0r:U D �

m0
�.Te/.Te � T0/;

�
D

Dt
"e C Per:U D �

m0
�.Te/.T0 � Te/C c�P .Er � arT

4
e /;

�
D

Dt

�Er
�

�

C 1
3
Err:U � r:

�
c
3�R
rEr

�
D c�P .arT

4
e � Er /:

Of course, there is a energy balance equation that reads as

�
D

Dt

�

"0 C "e C 1

2
jUj2 C Er

�

�

Cr:
�

.P0 C PeC1
3
Er /U

�

�r:
�
c

3�R
rEr

�

D 0:

We may notice that in model (E2T R) as for system (E2T ), there are difficulties
when shocks occur which are related to the definition of the nonconservative
products such as Per:U or 1

3
Err:U. As a matter of fact, we need to add some

information on the entropy deposition: the two quantities Er and Ee play a similar
part, and from a physical point of view one needs to claim that the entropy deposition
is made on the ion population only.

Remark 5. The usual Rosseland approximation corresponds to the fact that in
system (E2T R) we set Er D arT

4
e and we gather together the two last equations

and replace them by

�
D

Dt
."e C ar

�
T 4e /C .Pe C

1

3
arT

4
e /r:U � r:

�
car

3�R
rT 4e

�

D �

m0

�.Te/.T0 � Te/;

For mathematical results related to the well-posedness of this system and to
a justification of the Rosseland approximation, see, e.g., [8]. For some other
models and numerical methods, see [15]. For details of the modelling of radiative
hydrodynamics using with transport equations, see [25]. �

2.3.1.3 Accounting for Electric Current

We deal now with current-carrying plasmas: the magnetic field B is either an
external field or is given by an evolution equation (see the following subsection
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where the electron magneto-hydrodynamics model is complete). For the sake of
legibility, we disregard the radiative coupling phenomena.

So, we address a two-temperature quasi-neutral model with given fields B and J
(with r:B D 0) and we take a generalized Ohm’s law given by (2.54); that is to say

EC U � B� 1

qeNe
J � BC 1

qeNe
rPe D �0J:

Recall that the ion momentum equation (2.22) reads

m0

@

@t
.N0U/Cm0r:.N0UU/CrP0 CrPe D J � B (2.76)

or equivalently

m0

@

@t
.N0U/Cm0r:.N0UU/CrP0 D qeNe.EC U � B/� qeNe�0J: (2.77)

Let us go back now to the ion and electron energy equations (2.4) and (2.37). Thanks
to the quasi-neutrality, since U � Ue D J.qeNe/�1; the ion energy equation reads

@

@t
E0 Cr:.E0U/C P0r:U D �0e; (2.78)

and the electron equation may read in one of the two equivalent forms

@

@t
EeCr:.EeU/CPer:UCr:qth,e D ��0eCr:

�
5

2
Te

J
qe

�

� 1

Neqe
J:rPeC�0jJj2:

(2.79)

@

@t
Ee Cr:.EeU/C Per:UCr:qth,e D ��0e Cr:

�
5

2
Te

J
qe

�

C J:.EC U � B/:

One moves from one form to the other by using the following relation (obtained
thanks to the Ohm’s law)

J:.EC U � B/ D � 1

Neqe
J:rPe C �0jJj2:

Using the specific internal energies, the previous system reads as
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.E2T J/

(i) �
D

Dt
��1 � r:U D 0;

(ii) �
D

Dt
UCr.P0 C Pe/ D J � B;

(iii) �
D

Dt
"0 C P0r:U D �0e;

(iv) �
D

Dt
"e C Per:UCr:qth,e D ��0e Cr:

�
5Te

2qe
J
�

� 1

qeNe
J:rPe C �0jJj2:

The term �0jJj2 corresponds to the so-called Joule effect or Ohmic heating.
Of course, multiplying (2.76) by U and combining with (2.54), we get as above

the global energy balance

@

@t
.EeCE0Cm0N0

1

2
jUj2/Cr:.EeUeCE0U/Cr:.P0UCPeUe/Crqth,e D J:E

(the term J:E being related to the work of electromagnetic forces).

Remark 6. The two terms r:
�

5
2qe
TeJ

�
and 1

ZN0qe
J:rPe are not always taken into

account in the literature, but they appear, e.g., in [21, 38].
The first term may be considered as a part of the thermal conduction flux. But

the second one is the counterpart of the term J:E and it is necessary to have the
right energy balance (recall that � 1

ZN0
rPe is the main term in the expression that

defines E). �

2.3.2 Electron Magneto-Hydrodynamics

In the framework of the quasi-neutral approximation, we now account for the full
electron magneto-hydrodynamics , i.e., the magnetic field equation is coupled with
the previous system: the field B obeys an evolution equation coming from the
Maxwell–Faraday equation and the generalized Ohm’s law.

Beside the first paragraph where the conductivity � is a scalar, we address in a
second paragraph the case where the conductivity is a tensor (which is generally
used in the cases where the magnetic field is very strong).
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2.3.2.1 Case with Scalar Conductivity

Here the electric resistivity4  is of Spitzer type: i.e., it is the inverse of the electric
conductivity � (up to the constant�0); we have with the notations introduced above.

.�0/�1 D � D Zq2e=�e0
so it is also proportional to the Coulomb collision frequency 	e D me=(�e0Nref/:

Notice that the electric conductivity is strongly related to the conductivity
function (4.11) given below by � (!/ D .ZN0q2e /.�e0N0�ime!/

�1 since the Debye
length is negligible; as a matter of fact, we get

Re.�.!/�1/ D ��1 D �0: (2.80)

When we take the “curl” of relation (2.54), we get

curl.EC U � B/ D �curl.
1

qeNe
rPe/C curl.�0J/C curl.

1

qeNe
J � B/:

Therefore, the Maxwell–Faraday equation leads to

@

@t
B�curl.U � B/Ccurl .curl B/ D curl

� rPe
qeNe

�

�curl

�
1

qeNe�0
curl B � B

�

;

with the constraint that B has to satisfy the magnetic Gauss relation

r:B D 0: (2.81)

Of course, if B is initially divergence-free, it remains divergence-free always.
According to this constraint and identity (A.1), we may write the left-hand side
of this evolution equation in other forms

@

@t
B � curl.U � B/ D D

Dt
BC B.r:U/�.B:r/U

D �
D

Dt
.
B
�
/ � .B:r/U:

To get the last line, relation r:U D N0DtN
�1
0 D �Dt�

�1 has been used.
On momentum equation [E2T J(ii)], since the current is curl B=�0; we display

the magnetic pressure tensor r:PB: Then, we get the following system for the
evolution of �;U; "0; "e;B

4As a matter of fact, the electric resistivity is defined as �0; it is also denoted by � in some physics
textbooks.
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.MHD/

(i) �
D

Dt
��1 � r:U D 0;

(ii) �
D

Dt
UCr.P0 C Pe/Cr:PB D 0;

(iii) �
D

Dt
"0 C P0r:U D �0e;

(iv) �
D

Dt
"e C Per:UCr:qth,e D ��0e Cr:

�
5Te

2qe

curlB
�0

�

� rPe
qeNe

:
curlB
�0
C 

�0
jcurlBj2

(v) �
D

Dt

�
B
�

�

�.B:r/UC curl .curlB/ D curl

� rPe
qeNe

�

�curl

�
1

qeNe�0
curlB � B

�

;

with the constraint (2.81).
Of course, we may state this system in an Euler framework, it suffices to replace

equation (i) by

@

@t
�Cr:.�U/ D 0

and in the other equations to replace �
D

Dt
X by @

@t
.�X/C r:.�XU/: Then the last

equation reads as

@

@t
BCr:.UB/�.B:r/UCcurl .curlB/ D curl

� rPe
qeNe

�

�curl
�

1

qeNe�0
curlB � B

�

In equation (v), the quadratic term (curl B � B), which is related to the Hall effect,
may be neglected if the magnetic field is not very strong. Note that there is no
contribution of the Hall effect term in the energy balance (indeed, we have always
B:curl(N�1e curlB � B/ D 0 ).

The term r:.5Te
2qe

curlB
�0

/ is called the thermoelectric one; it is zero if the electron

temperature is constant.
It is worth noticing that in equation (v) the term with .rPe/=Ne corresponds

to the so-called self-generated magnetic field and reads also as curl.N�1e rPe/ D
rPe �r.N�1e /; it is an external source that is not zero if the gradient of the plasma
density and the gradient of the electron temperature are not parallel.
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It has its counterpart at the right-hand side of equation (iv). Therefore, it is
possible to neglect these terms with .rPe/=Ne both in equation (iv) and (v).

Energy Balance

Let us recall that the magnetic energy is equal to 1
2�0
jBj2. Recall that rU denotes

the tensor .rU/i;j D @xiUj . Let us multiply the last equation of (MHD) by B=�0:
For the first part of the magnetic energy balance relation, we get

1

�0
B:
�
D

Dt
BC B.r:U/�.B:r/U

�

D D

Dt

 
jBj2
2�0

!

C 1

�0
ŒjBj2 r:U � B..B:r/U/�

D � D
Dt

 
jBj2
2��0

!

CPB W rU;

indeed we have as usual �
D

Dt
.
jBj2
2�

/ D 1
2

D

Dt
jBj2 � 1

2
jBj2 .r:U/ and obviously

B..B:r/U/ D BB W rU. For the second part, using identity (A.2), we get

B:curl

�

J� 1
�0
rPe
qeNe

� 1

�0qeNe
J � B

�

D

r:
��

J� 1

�0
rPe
qeNe

C 1

�0qeNe
J � B

�

� B
�

C �0J:
�

J� 1

�0
rPe
qeNe

�

:

So we may state the magnetic energy balance equation

�
D

Dt

 
jBj2
2��0

!

CPB W .rU/Cr:
��

J� 1

�0
rPe
qeNe

C 1

�0qeNe
J� B

�

� B

�

C�0jJj2�J:
rPe
qeNe

D 0:

Introduce the global energy

Etot D 1

2�0
jBj2 C Ee C E0 C 1

2
m0N0 jUj2 :

Therefore, multiplying the momentum equation by U and using the tensor iden-
tity (A.5), we get finally

�
D

Dt

�
Etot

�

�

Cr:..P0 C Pe/U/Cr:.PB:U/Cr:qth,e

D r:
�


�0
B � curlBC 1

�0
B �

�

� rPe
qeNe

C 1

qeNe
J � B

��

:

Since the right-hand side is a divergence of a vector, we see that this energy balance
relation is a conservative one.
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Remark 7. The usual simplified resistive electron-MHD system is obtained when
one disregards the Hall effect terms and the self-generated magnetic field (this is
justified in the cases where the magnetic field is not very strong) and the thermo-
electric term (justified if the electron temperature is quite constant).

More precisely, it corresponds withdrawing the right hand side of equation
[MHD(v)] and keeping only the Joule effect term (and the two-temperature
coupling) in the electron energy equation; so [MHD(iv), (v)] are replaced by

�
D

Dt
"e C Per:UCr:qth,e D ��0e C 

�0
jcurlBj2 (2.82)

@

@t
B� curl.U � B/C curl .curlB/ D 0: (2.83)

Of course, the above global energy balance relation reads now as

�
D

Dt

�
Etot

�

�

Cr:..P0CPe/U/Cr:.PB:U/Cr:qth,e D r:
�


�0
B � curlB

�

: �

2.3.2.2 Case with a Tensor Conductivity

We now address the case of the strongly magnetized plasma and we want to
determine a link between the electric current J and the fields E and B. Therefore,
we define the unit vector b D B=jBj and the electron Larmor frequency

!ce D qe

me

jBj

and we begin with the Ohm’s law (2.54) which we write in the following form

J � b
me!ce

�e0N0
C J � q

2
eZ

�e0
.EC U � B/ D qe

�e0N0
rPe: (2.84)

Thanks to this expression, we now perform a closure by dropping the r.h.s. term
related to the thermo-electric effect. By a classic way, Ek D b.E:b/ denotes the
parallel component and E? D b�.E � b/ the perpendicular component of the
electrostatic field. Since we have b�.W � b/=W; for all vectors W orthogonal to b;
it may be checked that (2.84) leads to (s is the scalar resistivity defined as above
by �e0q�2e 1

Z�0
)

J D 1

�0s
Ek C 1

�0s

1

1C !2ce
�2

.E? C U � B/C 1

�0s

1
�
!ce
C !ce

�

b�.E? C U � B/

This expresses the desired closure

J D � !.EC U � B/ (2.85)
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where the tensor � ! may read in the system of coordinates defined by

b;b�. OE�b/; .b � OE/ (where OE D E 1
jEj ) as follows

�0 � ! D

2

6
4

�1s 0 0

0 �1s .1C !2ce
�2
/�1 0

0 0 �1s . �
!ce
C !ce

�
/�1

3

7
5 :

Moreover, the resistivity tensor  ! is given by  !�
0 D � !

�1 and reads as

 ! D

2

6
4

s 0 0

0 s.1C !2ce
�2
/ 0

0 0 s.
�
!ce
C !ce

�
/

3

7
5 :

We can now proceed as in the previous paragraph. Since

curl E D �curl.U � B/Ccurl .EC U � B/ D �curl.U � B/Ccurl . � !
�1J/;

the Maxwell–Faraday equation leads to the evolution equation of the magnetic field.

@

@t
B � curl.U � B/Ccurl .  !curlB/ D 0:

As above, this equation may read also as

�
D

Dt
.
B
�
/�.B:r/UC curl

�

 !curlB
�

D 0 (2.86)

We may state the MHD system in this framework

.MHDT /

(i) �
D

Dt
��1 � r:U D 0;

(ii) �
D

Dt
UCr.P0 C Pe/Cr:PB D 0;

(iii) �
D

Dt
"0 C P0r:U D �0e;

(iv) �
D

Dt
"e C Per:UCr:qth,e D ��0e C 1

�0
curlB:  !:curlB;

(v) �
D

Dt
.
B
�
/�.B:r/UC curl

�

 !:curlB
�

D 0:
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Let us now focus on the Joule effect term

sJoule D 1

�0
curlB:  !:curlB D J:.EC U � B/

In the above-defined system of coordinates fb;b�. OE�b/; .b � OE/gwe may compute

this term. Since J D � !:.ECU�B/;we get .ECU�B/ D �0sJkC�0s.1C!2ce
�2
/J?

where Jk D .J:b/:b. and J? D J � JkI then we see that

sJoule D �0s jJkj2 C �0s.1C !2ce
�2
/jJ?j2:

We notice that the term with . �
!ce
C !ce

�
/ in the resistivity tensor does not appear in

this formula (this term corresponds to the component of  !:J which is orthogonal

to E).

Remark 8 (Energy Balance). We now state the magnetic energy balance. Since,
according to (A.2), we have

B:curl

�

 !:J
�

D r:
��

 !:J
�

� B
�

C �0J:  !J

we get

�
D

Dt

 
jBj2
2��0

!

CPB W rUCr:
��

 !:J
�

� B
�

C �0J:  !:J D 0:

Thus, for the global energy balance relation, we get as above

�
D

Dt

�
Etot

�

�

Cr:..P0CPe/U/Cr:.PB:U/ D r:
�

B �
�
1

�0
 !:curlB

��

: �

Remark 9. As a matter of fact it is also possible to add in the r.h.s. of [MHDT (v)]

the term curl

� rPe
qeNe

�

; related to the self-generated magnetic field. �

Remark 10. As in the case of scalar conductivity, the conductivity tensor
� ! is closely related to the conductivity tensor function � !.!/ proposed in

Sect. 4.1.1 of Chap. 4 which links the envelope fields QJ and QE by a relation of
the type QJ D � !.!/ QE (where the envelope fields are such that E D QEeik:x�i!t ,
J D QJeik:x�i!t ). �
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2.3.2.3 Boundary Conditions. Axi-Symmetric Geometry Case

(a) Boundary Conditions in the 3D Framework

We analyze here some different boundary conditions for the MHD models, but
we disregard the two energy equations (indeed, for the sake of simplicity, one
may assume that the ion and electron temperatures are somehow constant near the
boundary). Roughly speaking, there are two kinds of material boundaries for such
models: either the boundary corresponds to an insulation material or a conducting
material. Of course, the wall material may also own magnetic properties; then we
need to deal with impedance conditions on this boundary (but this is more tricky).

Since we assume that the temperatures are given, c2sr� may replace r.PeCP0/
with an appropriated sound velocity cs , so we may address the following simplified
problem near the boundary

@

@t
�Cr:.�U/ D 0 (2.87)

@

@t
.�U/Cr:.�UU/C c2sr�Cr:PB D 0 (2.88)

@

@t
B�curl.U � B/C curl .curlB/ D 0 (2.89)

with PB D 1
�0
. I
2
jBj2 � BB/:

In the sequel, we denote as usual by n the outwards unit normal vector to the
boundary � of domain O:

It is worth noticing first that curl.curl B/ is a diffusion-like term; then for the
boundary conditions, there are two different cases: firstly,  is strictly positive near
the boundary; secondly,  is zero near the boundary. We focus here only on the
first case corresponding to a resistive model, which is assumed to be valid up to
the boundary. Therefore, we do not account for the existence of a “vacuum” near
the boundary. (“Vacuum” means that the ion density is zero near the boundary. This
case is quite difficult because the electron population is nonzero and a corresponding
electric current needs to be addressed.)

Since  is strictly positive, (2.89) is of parabolic type and its boundary condition
is specific and may be imposed independently of the two other equations.

It is also worth recalling that system (2.87) and (2.88), which reads in the form

@

@t
.
�

�U
/Cr:

�

F.
�

�U
/

�

D 0; with F

�
�

�U

�

D
�

�U
�UUCc2s �IC PB;

�
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is hyperbolic5 and the eigenvalues of the Jacobian matrix are equal to n:U ˙ cs ;
indeed, PB does not depend on � and U; thus it does not come into the Jacobian
matrix (notice that the computation of the eigenvalues for the full MHD system
is made in Sect. 2.4 below). One knows (see, e.g., [60]) that if the flow near the
boundary is supersonic with an outgoing velocity, i.e., n:U > cs , then no boundary
condition needs to be imposed; moreover, if it is subsonic, i.e., jn:Uj � cs , one must
impose a scalar equation for the boundary condition.

Generally, the plasma flow is subsonic and we must handle one boundary
condition related to the normal ion velocity n:U: This point is quite sensitive,
since there are sheath effects according to the presence of a electric current at the
boundary; moreover, the quasi-neutrality does not hold in the neighborhood of
the conductor in a width of about a few tens of typical Debye lengths which is
called the Langmuir sheath (and is related to the Child–Langmuir problem when
an electric potential is imposed). There is a wide range of literature related to this
problem; see, e.g., [28] for a review.

Nevertheless, in the case where there is no external electric circuit and the surface
of the material is not insulated, there is a crude approximation known as the Bohm
criterion, which claims that the ion velocity near the boundary must satisfy

n:U D cs:
On the contrary, if the surface is perfectly insulated, we can assume that n:U D 0:

Let us address now the boundary condition problem for (2.89). But firstly, let us
go back to the classical calculus for the magnetic energy. If we multiply (2.89) by
B and integrate over the spatial domain, using the vector identity (A.5) and setting
S D � RO jcurlBj2dx C RO.U � B:curlB/dx the usual inner term, we get

1

2

@

@t

Z

O
jBj2dx D

Z

O
B:curl.U � B� curlB/ dx D S C

Z

�

n:.U � B� curlB/� Bd�.x/

D S C
Z

�

..U � B� curlB/� n/Œ.B � n/� n�d�.x/

[using the usual formula n:.A � B/ D.A � n/:..B � n/ � n/ ]. This shows that
the normal component of the Pointing vector .U � B�curlB/�B on the boundary
is related to the tangential components of the two vectors E D �U � BCcurlB
and B.

We now address two kinds of boundary material.

1. If it is a purely conductive material, since the electric potential of the conductor
is constant, we must have E � n D 0; which implies the following condition.

5For a one-dimensional space variable, a system of the form @tY C @
@x
.F.Y// D 0 is called

hyperbolic if all the eigenvalues of the Jacobian matrix @F=@Y are real and there exists a complete
set of eigenvectors. For a three-dimensional space variable, a system @tYC †j @

@xj
.Fj .Y// D 0

is called hyperbolic if one has the analogous property for the Jacobian matrix @
@Y .!1F1 C !2F2 C

!3F3/ for all coefficients !1; !2; !3.
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.U � B�curlB/ � n D 0:

2. If it is not a purely conductive material, one needs to impose a boundary
condition that links the tangential components of the electric field E and the
magnetic one B; so with a positive coefficient ˛ depending on the material, we
may impose the so-called impedance boundary condition

˛.U � B�curlB/�nC .B � n/ � n D 0:

This type of condition is usual in electromagnetism. Notice that the case ˛ D 0

corresponds to a pure insulated material.

Remark 11 (Transparent Boundary Conditions). Generally the simulation domain
needs to be truncated and it is necessary to pay attention to the treatment of the
artificial boundaries. For the subsystem (2.87) and (2.88), if the flow is hypersonic
with an outgoing velocity, one must not impose any boundary condition; but if the
flow is subsonic, one needs to impose a transparent boundary condition. One may
address this problem by using a perfectly matched layer technique as in [11] (see,
e.g., [89]); one may also use a technique related to the Riemann invariants of the
system (�n:U˙�cs), see, e.g., [60].

In all cases, one needs to deal also with boundary conditions for the resistive part
.curl.curlB// and the analysis made above needs to be adapted for dealing with
this problem.

Notice that in the case where  D 0 near the boundary, the full system (2.87)–
(2.89) is hyperbolic, and the statement of the boundary conditions is different and
depends on the flow characteristics—more precisely on the signs of the eigenvalues
of this hyperbolic system (see Sect. 2.4). �

(b) The Two-Dimensional Axi-Symmetric Geometry

For many applications, e.g., for tokamak simulations or for Z-pinch simulations, one
needs to deal with the previous system in this geometry. Let us give some notations:
.r; z/ denotes the coordinates (r is the distance to axis of axi-symmetric geometry),
� denotes the angular coordinate in the direction of rotation, and e� denotes the unit
vector at point .r; z; �/ in the direction of rotation. All the fields and functions are
functions of .r; z/ only. A vector field A in 3D may be decomposed into a toroidal
component A�e� (where A� is a scalar function) and a two-dimensional poloidal
component Aƒ D .Ar ; Az/ which has no component according to e� I i.e., to say
A D A�e� C Aƒ. Recall that the divergence of the two-dimensional vector field is
defined by

r:Aƒ D 1

r
@r .rAr/C @zAz
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and for the curl we get

ŒcurlA�� D r �Aƒ D @

@z
Ar � @

@r
Az;

Œcurl.A�e� /�r D � @
@z
A� ; Œcurl.A�e� /�z D 1

r

@

@r
.rA�/

Then the magnetic field B must be decomposed into its toroidal component B� and
its poloidal component Bƒ D .Br ; Bz/. The constraint r:B D 0 (in R3) reads
now as

r:Bƒ D 0
Using this relation, the divergence of the magnetic tensor becomes

�0Œr:PB�r D B�
r

@

@r
.rB�/ � Bz

@

@z
Br C 1

2

@

@r
B2

z

D 1

2

@

@r

�jBƒj2 C B2
�

	C 1

r
B2
� �

@

@z
.BrBz/ � 1

r

@

@r
.rB2

r /

�0Œr:PB�z D 1

2

@

@z
B2
� � Br

@

@r
Bz C 1

2

@

@z
B2
r

D 1

2

@

@z

�jBƒj2 C B2
�

	 � 1
r

@

@r
.rBrBz/ � @

@z
B2

z :

The system .MHDT / may now read as follows (with the notation Qr:� D @
@r
�r

C @
@z�z )

�
D

Dt
UCr.P0 C Pe/Cr:PB D 0;

�
D

Dt
"0 C P0r:U D �0e;

�
D

Dt
"e C Per:UCr:qth,e D ��0e C sJoule;

�
D

Dt
.
B�

�
/� B� Ur

r
� Qr:

�

 !:
1

r
r.rB�/

�

D 0;

�
D

Dt
.
Bƒ
�
/�.Bƒ:r/UCcurl

�

 !:J�
�

D 0; J� D e�
�0
.curlBƒ/�

where

sJoule D 1

�0
J� :  !:J� C

1

�0
1

r2
r.rB�/:  !:r.rB�/
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In a Euler framework, the two last equations read as

@B�

@t
Cr:.UB�/ � B� Ur

r
� Qr:

�

 !:
1

r
r.rB�/

�

D 0;

@Bƒ
@t
Cr:.UBƒ/�.Bƒ:r/UCcurl

�

 !:J�
�

D 0:

It is worth noting that, in this model, the two components of the magnetic field are
somehow no longer coupled, the Joule effect term being the sum of the contribution
of the two components.

Notice that a lot of work has been made in order to state so-called reduced models
of MHD in the axi-symmetric case, see, e.g., [45] and the references therein.

(c) Boundary Conditions in the Two-Dimensional Axi-Symmetric Framework

The boundary conditions for the magnetic field state for an insulated material is as
follows

B� D 0I
moreover, there is no boundary condition for Bƒ:

For the case of a conductive material, the conditions for the two components of
B read as

n�.U � Bƒ/�n�curlBƒ D 0; csB� C Œnz
@

@z
B� C nr

1

r

@

@r
.rB� /� D 0:

indeed .U � Bƒ/ and curlBƒ are parallel to e� : Therefore, we check that the
boundary conditions for B� and for Bƒ are no longer coupled.

=============

Proof of Proposition 7. Let us set �; T instead of Te; T0: Set alsom D 7=2 and drop
the coefficient 3

2
(it is possible with a change of time scaling). Then system (2.69)

and (2.70) reads as

�Z
@

@t
� � r:.�m�m�1r�/ D ��.�/.T � �/

�
@

@t
T D ��.�/.� � T /

Assume first that there exists a solution .�; T / belonging to L2.0; tf ;H1.O// \
C.0; tf ; L

2.O//; and C.0; tf ; L2.O//. The first key point is to prove the maximum
principle (2.73).

For all functions Y; let us define the so-called sign � function s�.Y / by

s�.Y / D 0 if Y � 0; s�.Y / D 1 if Y < 0:
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then we have s�.Y /Y � 0 for all Y: Notice that s�.Y /Y D 0 is equivalent to
Y � 0.

Let us denote

Q� D � � ˛; QT D T � ˛
and set

I.t/ � Z
Z

O
�s�. Q�.t; x// Q�.t; x/dx C

Z

O
�s�. QT .t; x// QT .t; x/dx

We have, of course, I.0/ D 0, so it suffices now to prove that

@tI.t/ � 0; (2.90)

indeed, this implies I.t/ D 0 and

Q� D � � ˛ � 0; QT D T � ˛ � 0:
As a matter of fact, to be rigorous, we must introduce a regularized differentiable
function s".Y / with compact support that is decreasing and that converges toward
s�.Y /: Then

I.t/ � lim
"!0

�

Z

Z

O
�s". Q�.t; x// Q�.t; x/dx C

Z

O
�s". QT .t; x// QT .t; x/dx

�

Since @s"

@Y
! ıYD0 (where ı is the Dirac distribution), we have @

@t
.Ys".Y // D

s".Y / @Y
@t
C Y @s"

@Y
@Y
@t
! s�.Y / @Y

@t
; in the distribution meaning. Thus, we have

lim
"!0 �Z

@

@t
. Q�s". Q�// D lim

"!0 s
". Q�/r:.�m�m�1r Q�/C s�. Q�/��.�/. QT � Q�/

lim
"!0 �

@

@t
. QT s". QT // D s�. QT /��.�/. Q� � QT /

and we get

@tI.t/ D
Z

O
��.�/. QT � Q�/.s�. Q�/ � s�. QT //dx � lim

"!0

Z

O
�m�m�1r Q�:rs". Q�/dx

For the first integral, to determine the sign of the integrand there are four cases
according to the values of s�. Q�/ and s�. QT /: If one has s�. Q�/ D 1; s�. QT / D 0; then
we have Q� < 0 and QT � 0 and . QT � Q�/.s�. Q�/ � s�. QT // � 0I in the case s�. Q�/ D
0; s�. QT / D 1; then we have QT < 0 and Q� � 0 and . QT � Q�/.s�. Q�/ � s�. QT // � 0:
Therefore,

Z
��.�/. QT � Q�/.s�. Q�/� s�. QT //dx � 0:
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Let us focus on the second integral. We see that r Q�:rs". Q�/ D .@Y s"/. Q�/jr Q� j2 � 0
for all function Q� in H1.O/: And passing to the limit, we get

lim
"!0

Z
�m�m�1r Q�:rs". Q�/dx � 0:

Therefore, (2.90) follows and �.t/ � ˛, T .t/ � ˛ for all t:
By the same technique, we can prove that for all t

�.t/ � ˇ; T .t/ � ˇ: (2.91)

Now let us show an a priori estimate. Assume that �.t/; T .t/ is a solu-
tion of (2.69) and (2.70) such that � and T belong to L2.0; tf ;H

1.O// and
L2.0; tf ; L

2.O//. Multiplying (2.69) by � and (2.70) by T and integrating over
the domain O;we get

Z

2

@

@t

Z
��2dx C

Z
�m�m�1jr� j2dx D

Z
��.�/.T � �/�dx;

1

2

@

@t

Z
�T 2dx D �

Z
��.�/.T � �/Tdx:

Thus, since we have � � ˛; we obtain

@

@t

�
Z

2

Z
��2dx C 1

2

Z
�T 2dx

�

C �0m˛m�1
Z
jr� j2dx � 0

then for all time intervals Œ0; tf � we have

C0
�
��.tf /

�
�2
L2.O/ C C0

�
�T .tf /

�
�2
L2.O/ C C

Z tf

0

kr�k2L2.O/ dt

� Z

2

Z
�� ini2dx C 1

2

Z
�T ini2dx (2.92)

Existence of a Solution. For system (2.69) and (2.70), there exists a weak solution
.�; T / belonging to L2.0; tf IH1.O// �L2.0; tf IL2.O//, if .�; T / satisfy

Z

2

@

@t

Z
���dx C

Z
�r.�m/:r�dx D

Z
��.�/.T � �/�dx

@

@t

Z
�T dx D

Z
���.�/.T � �/ dx

for all  ; � in L2.0; tf IH1.O// �L2.0; tf IL2.O//.
We use a usual Galerkin method by approximating the original system by a

system in a finite dimension.
More precisely, consider a family of finite-dimensional subspaces .H1

.p/.O/;
L2.p/.O// of .H1.O/; L2.O// such that [p.H1

.p/.O/; L2.p/.O// is dense in

.H1.O/; L2.O//. First, we can check that there exists a sequence of solutions
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.�p.t/; Tp.t// that are continuous from Œ0; tf � into .H1
.p/.O/ � L2.p/.O//; which

satisfy

Z

2

@

@t

Z
��p�dx C

Z
m��m�1p r�p:r�dx D

Z
��.�p/.Tp � �p/�dx (2.93)

@

@t

Z
�Tp dx D

Z
���.�p/.Tp � �p/ dx (2.94)

for all .�;  / belonging to .H1
.p/.O/ � L2.p/.O//: This is a system of ordinary

differential equations.
Moreover, it is easy to check that these functions .�p.t/; Tp.t// satisfy the

bounds (2.91) and the analogous bounds of (2.92) since r..�p/m/ D m�m�1p r�p .
So, we see that there exists a constant C independent from p such that

Z tf

0

�
��p

m
�
�2
H1.O/ dt � C;

�
��p.t/

�
�
L1.O/ � ˇ;

�
�Tp.t/

�
�
L1.O/ � ˇ;

for all t 2 Œ0; tf �: Thus, there exists a subsequence still denoted by �p; Tp and two
functions � in L2.0; tf IH1.O// \ L1.0; tf IL1.O/ and T in L1.0; tf IL1.O/
such that

�p ! � and �p
m ! �m in L2.0; tf IL2.O// strong

�p ! � in L1.0; tf IL1.O// weak-*

Tp ! T in L1.0; tf IL1.O// weak-*

and

r.�pm/! r.�m/ in L2.0; tf IL2.O// weak.

Since � is Lipschitz continuous, we have �.�p/ ! �.�/ in L2.0; tf IL2.O//
strongly and

�.�p/.Tp � �p/! �.�/.T � �/ in L2.0; tf IL2.O// weak.

(due to the usual result 4 stated in the appendix). Therefore, we can pass to the limit
in (2.93) and (2.94); thus, .�; T / is a weak solution of the systems (2.69) and (2.70).

Now, note that the equation satisfied by � is of the type @t�CA.�/ D �.�/ where
� is a Lipschitz continuous function and A is a continuous operator from H1 into
the space H�1: Due to the classic Aubin–Lions lemma,6 we know that � belongs

6The Aubin–Lions lemma says that if � 2 L2.0; t; H1/ and @t � 2 L2.0; t; H�1/; then � 2
C.0; t; L2/:(H�1 is the dual space of H1).
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to C.0; tf IL2.O//I thus, it is a classic solution in the space L2.O/; i.e., we have
�.t/ � �.0/ D R t

0
�.�.s//ds � R t

0
A.�.s//ds for all t .

Moreover, according to result 1 in the appendix, we know that T belongs also to
C.0; tf IL2.O//.

Uniqueness. Assume that � and T belong toL2.0; tf IH1.O//\C.0; tf IL2.O//
and C.0; tf IL2.O// are solutions to the system (2.69), (2.70), and that O� D � C Y
and OT D T CX belonging to the same spaces are also solutions to this system:Then
we have

�Z
@

@t
Y � r:.�.r O�m � r�m// D ��.� C Y /.T CX � � � Y /� ��.�/.T � �/

�
@

@t
X D ���.� C Y /.T CX � � � Y /C ��.�/.T � �/

Denote now S.:/ the sign function (S.Y / D 1; if Y � 0 and S.Y / D �1; if Y < 0)
and S".:/ is a regularized function of S.:/ that increases with compact support and
such that lim" S

".Y / D S.Y /. Then, multiplying by S".Y / and integrating over O;
we get, with �� .Y / D �.� C Y /� �.�/;

lim
"!0

@

@t

Z
�ZYS".Y /dx C lim

"

Z
�r..� C Y /m � �m/:rS".Y /dx

D
Z
��. O�/.X � Y /S.Y /dx C

Z
��� .Y /.T � �/S.Y /dx

lim
"!0

@

@t

Z
�XS".X/dx D

Z
���. O�/.X �Y /S.X/dx�

Z
��� .Y /.T ��/S.X/dx

Therefore, using the same kind of argument as above, we get

@

@t

Z

�ŒZjY jCjX j�dxClim
"
B" D

Z

��. O�/.X�Y /.S.Y /�S.X//dxC
Z

��� .Y /.T ��/.S.Y /�S.X//dx

where we have

B" D
Z
m�..� C Y /m�1 � �m�1/rY:rS".Y /dx

D
Z
m�..� C Y /m�1 � �m�1/.@Y S"/.Y /jrY j2dx ! 0; if "! 0:

We check that
Z
��. O�/.X � Y /.S.Y / � S.X//dx � 0:
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Therefore, since �� is Lipschitz continuous and jS.Y / � S.X/j � 2; we have

@

@t

Z
�ŒZjY j C jX j�dx � C

Z
�jY jdx � C

Z

Z
�ŒZjY j C jX j�dx

Now, according to Gronwal’s lemma, we see that

�Z
�ŒZj O� � � j C j OT � T j�dx

�

.t/ � eC t=Z
Z
�ŒZj O�ini��ini jCj OT ini�T ini j�dx:

and uniqueness follows. �

2.4 Analysis of the Hyperbolic Part of Systems .E2T /

and .MHD/

Here we are concerned only with the “ideal part” of systems .E2T / and .MHD/;
the ideal part corresponds to keeping only the terms with first-order spatial
derivatives and neglecting the right-hand-side terms (see below). Our aim is to
check that this ideal part is hyperbolic: we need to check that the eigenvalues of the
matrix of the first-order derivatives are real. To do this, we choose the Lagrangian
framework. We introduce the specific volume

	 D 1=�,

which is the good unknown function for the continuity equation; indeed, we have

�
D

Dt
	 D r:U:

For the ideal part of two models, the electron energy equation reduces to

�
D

Dt
"e C Per:U D 0

and may be replaced by

D

Dt
"e C Pe D

Dt
	 D 0:

But, since "e D 3
2m0
ZTe and Pe D ZN0Te D 2

3
"e=	; it is equivalent to

D

Dt
log."e	2=3/ D 0:
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Then a natural quantity "e	2=3 D 3
2
Pe	

5=3 appears, called the electron entropy, and
this entropy is preserved by the Lagrangian derivative (it is equal to the physical
entropy up to the sign and a multiplicative constant).

Therefore, defining the specific total energy by

e D "0 C "e C 1

2
jUj2

the ideal part of system .E2T / has the following form

�
D

Dt
	 � r:U D 0;

�
D

Dt
UCrPp D 0;

�
D

Dt
e Cr:.UPp/ D 0;

�
D

Dt
"e	

2=3 D 0:

Set Y as the vector (of dimension 6) of the physical state and F.Y/ as the tensor,
which are then characterized by

Y D

2

6
6
4

	

U
e

"e	
2=3

3

7
7
5 ; and F.Y/ D

2

6
6
4

�U
PpI

UPp

0

3

7
7
5 :

(recall that I is the identity tensor), system .E2T / reads as

�
D

Dt
ŒY�Cr: ŒF.Y/� D 0: (2.95)

Now for .MHD/; the specific total energy is given by

e D "0 C "e C 1

2
jUj2 C 1

2�0
	 jBj2 :

Using the identity r:.BU/ D U.r:B/ C .B:r/U (and the fact that r:B D 0), the
magnetic field equation is

�
D

Dt
.	B/ D r:.BU/:

So, the ideal MHD system reads as (2.95) but the vector Y (of dimension 9) and
F.Y/ are now given by
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Y D

2

6
6
6
6
6
4

	

U
	B
e

"e	
2=3

3

7
7
7
7
7
5
; and F D

2

6
6
6
6
6
4

�U
PpIC PB

�UB
PpUC PB:U

0

3

7
7
7
7
7
5
:

2.4.1 On the Galilean Transformations

We now make a regular transformation of the unknown variables Z D Zu.Y/
corresponding to a fixed translation of vector u, (i.e., a Galilean transforma-

tion); so the density � is not changed. Then system (2.95) becomes �
D

Dt
ŒZ� C

@Z
@Y
r: ŒF.Y.Z//� D 0I since the Jacobian matrix @Z

@Y is constant, the new system

reads

�
D

Dt
ŒZ�Cr:

h QF.Z/
i
D 0

with QF.Z/ D @Z
@Y
:F.Y.Z//: The system is called “invariant through a Galilean

transformation,” if for any fixed vector u; after the transformation, we have QF D F:

For the .MHD/ model, consider now a Galilean transformation related to a
translation u; since we have 	 0 D 	; "0e D "e , "00 D "0; U0 D U� u and B0 D B; the
characteristic vector Z D Zu.Y/ reads

Z D

2

6
6
6
6
6
4

	 0
U0
	 0B0
e0

"0e.	 0/2=3

3

7
7
7
7
7
5
D

2

6
6
6
6
6
4

	

U � u
	B

e C . 1
2
juj2 �U:u/
"e.	/

2=3

3

7
7
7
7
7
5

Of course, we have P 0p D Pp;P
0
B D PB . Since u is constant, we have @tu D 0 and

r:u D 0; then we see that

QF D

2

6
6
6
6
6
4

�U
PpIC PB

�UB
PpU0 C PB:U0

0

3

7
7
7
7
7
5
D

2

6
6
6
6
6
4

�U0
PpIC PB

�U0B0
PpU0 C PB:U0

0

3

7
7
7
7
7
5
:
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Indeed, for the energy we have

�
D

Dt
.e �U:u/ D r:..PpIC PB/:U/ � u:r.PpIC PB/ D r:..PpIC PB/:U0/

Thus, this model is invariant through this Galilean transformation.
For the model .E2T /; it is the same calculus.
Moreover, for both models, it is crucial to notice that the electric field becomes

E0 D EC u � B and the generalized Ohm’s law reads as

qeZN0.E0 C U0 � B0/CrPe D 0
One may also check that in these models, the flux tensor has the general form
described in [43].

2.4.2 Hyperbolic Properties of Both Models

Our concern is analysis of the ideal part of both systems, so we focus on the
Lagrangian framework in the one-dimensional case, i.e., all the physical quantities
depend only on the x-variable. It is useful to introduce the new variable m defined
by dm D �dx; the tensor F.Y/ reduces to a vector F and the system for the ideal
part reads now as

D

Dt
YC @

@m
F.Y/ D 0: (2.96)

(i) For Model .E2T /:
Since 	; e depends only on the x-variable, the evolution of U D .Ux Uy; Uz/

reduces to the one of Ux . So we have to deal with the system

D

Dt
	 � @

@m
Ux D 0;

D

Dt
Ux C @

@m
.P0 C Pe/ D 0;

D

Dt
e C @

@m
.Ux.P0 C Pe// D 0;
D

Dt
log."e	2=3/ D 0:

It is a four-dimensional vector system of type (2.96) with

Y D

2

6
6
4

	

Ux
e

"e	
2=3

3

7
7
5 ; and F.Y/ D

2

6
6
4

�Ux
Pp

UxPp

0

3

7
7
5
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where we set (assuming that 
0=5=3)

e D "p C 1

2
U 2
x ; "p D "0 C "e; Pp D P0 C Pe D 2

3
"p	
�1:

Proposition 8. The eigenvalues of the Jacobian matrix of the flux term
@F
@Y

are

�ao; 0; 0; ao; where a2o D
5

3
�Pp

It can be seen that for the double eigenvalue 0; the space of the eigenvector is
of dimension two, so the system is hyperbolic. We recover that when the original
system (2.95) is written in a Eulerian framework, the eigenvalues of the Jacobian
matrix are �ao=�; 0; 0; ao=� (when the plasma velocity is zero).
Note that

ao

�
D
s
5

3

Pp

�

is the usual expression for the sound speed (of course, the pressure taken into
account is the total pressure).
(ii) For Model .MHD/:

Recall that B D .Bx; By; Bz/ and U D .Ux; Uy; Uz/ which depends only on
the x-variable. According to the constraint on the magnetic field r:B D 0; we get
@
@x
Bx D 0I then we have also @

@t
Bx D 0I so Bx is a given constant and the system

reads as

D

Dt
	 � @

@m
Ux D 0;

D

Dt
Ux C @

@m
.Pp C Pmag/ D 0;

D

Dt
Uy � Bx

�0
@

@m
By D 0;

D

Dt
Uz � Bx

�0
@

@m
Bz D 0;

D

Dt
.By	/ � Bx @

@m
Uy D 0;

D

Dt
.Bz	/� Bx @

@m
Uz D 0;

D

Dt
e C @

@m
.Ux.Pp C Pmag//� @

@m

�

.UyBy C UzBz/
Bx

�0

�

D 0;

D

Dt
."e	

2=3/ D 0;
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where e D "p C 1
2
jUj2 C 	

2�0
.jBx j2 C jBy j2 C jBzj2/ and Pp; "p defined as above,

Pmag D 1
2�0
.B2

y C B2
z � B2

x/.
Of course, if Bx D 0; we recover model .E2T /. We are now concerned with the

eigenvalues of the Jacobian matrix of this system. For the sake of simplicity, assume
that Uz and Bz are zero. We simplify the notations by setting U D Ux; V D Uy;

M D By	; ˇ D Bx: So we get

"p D e � 1
2
U 2 � 1

2
V 2 � 1

2�0	
M2 � 	

2�0
ˇ2I

Pp C Pmag D 2

3

1

	
"p C 1

2�0

�
M2

	2
� ˇ2

�

D 2

3

1

	

�

e � U
2

2
� V

2

2

�

C 1

6�0	2
M2 � 5

6�0
ˇ2

and the six-dimensional vector system reads
D

Dt
YC @

@m
F.Y/ D 0; with

Y D

2

6
6
6
6
6
6
6
4

	

U

V

M

e

"e	
2=3

3

7
7
7
7
7
7
7
5

; and F.Y/ D

2

6
6
6
6
6
6
6
4

�U
Pp C Pmag

� ˇ

�0
M	�1

�ˇV
U.Pp C Pmag/ � ˇ

�0
VM	�1

0

3

7
7
7
7
7
7
7
5

:

Proposition 9. The six eigenvalues of the Jacobian matrix
@F
@Y

ˇ
ˇ
ˇ
ˇ
Y

are given by

�
q
Xfast =�, -

p
Xslow=�, 0, 0,

p
Xslow=�,

q
Xfast =�

where

Xslow D 1

2

�
a20
�
C jBj

2

�0

�

� 1
2

"�
a20
�
C jBj

2

�0

�2
� 4a

2
0

�

ˇ2

�0

#1=2

Xfast D 1

2

�
a20
�
C jBj

2

�0

�

C 1

2

"�
a20
�
C jBj

2

�0

�2
� 4a

2
0

�

ˇ2

�0

#1=2

:

Therefore, the six eigenvalues � of the original problem are the following

�p�Xfast ; �p�Xslow; 0; 0;
p
�Xslow;

p
�Xfast :

Remark 12. It may be checked that if jBj goes to zero, the two roots Xslow and
Xfast converge to 0 and a20=�, and the eigenvalues � converge to

�a0; 0; 0; 0; 0; a0:
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(recall that ˙a0 are exactly the eigenvalues of the model .E2T /). One may prove
(see [43]) that the dimension of the eigenspace corresponding to 0 is equal to 4, thus
the system is strictly hyperbolic.

Assume on the contrary that the sound speed a0 is very small compared to

the magnetic energy; then we have

��
a20
�
C jBj2

�0

�2
� 4a20

�

ˇ2

�0

�1=2
' jBj2

�0
C a20

�
.1 �

2ˇ2=jBj2/; then we get

�Xslow ' a20
ˇ2

jBj2

�Xfast ' �
jBj2
�0
C a20.1 �

ˇ2

jBj2 /

So, we see that the two eigenvalues � related to Xfast are at first order equal to
˙p�=�0jBj and the corresponding characteristic speeds are equal to˙jBj=p��0;
that is to say the Alfven speed. �

2.4.3 Proofs of the Propositions of the Section

The following lemma will be useful.

Lemma 3. If a system
D

Dt
ŒY� C @

@m
ŒF.Y/� D 0 is invariant through a Galilean

transformation, the eigenvalues of the Jacobian matrix
@F
@Y

ˇ
ˇ
ˇ
ˇ
Y

are the same as the

ones of the Jacobian matrix
@F
@Y

ˇ
ˇ
ˇ
ˇ
Y0

when Y 0 is the state obtained by setting U D 0:

Proof. It is clear that if we apply a transformation corresponding to a fixed
translation of vector u; the new system will have a Jacobian matrix

@ QF
@Z

ˇ
ˇ
ˇ
ˇ
ˇ
Z

D @Z
@Y
:
@F
@Y

ˇ
ˇ
ˇ
ˇ
Y.Z/

:
@Y
@Z

Since
@Z
@Y

is the inverse of
@Y
@Z
; if � is an eigenvalue for the matrix

@F
@Y

ˇ
ˇ
ˇ
ˇ
Y
; it is also

an eigenvalue for the matrix
@ QF
@Z

ˇ
ˇ
ˇ
ˇ
ˇ
Z

: For a given point x;we can apply this remark by

choosing u D �U.x/; then the state Z corresponds to the same state as the original
one, but the velocity U0 is equal to 0 at point x. So, according to the fact that QF D F;
the lemma follows. �
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Proof of Proposition 8. The Jacobian matrix of the flux term is the matrix
@F
@Y

given by

2

6
6
4

0 �1 0 0

� 2
3
"t	
�2 � 2

3
Ux	

�1 2
3
	�1 0

� 2
3
Ux"t 	

�2 2
3
"t 	
�1 � 2

3
U 2
x 	
�1 2

3
Ux	

�1 0
0 0 0 0

3

7
7
5

Then the characteristic polynomial is � det.A � �I/ D 0; where A is the same as
above without the last row and column, i.e.,

A D
2

4
0 �1 0

��Pp � 2
3
Ux�

2
3
�

�Ux�Pp Pp � 2
3
U 2
x �

2
3
Ux�

3

5

According to the previous lemma, one may evaluate the eigenvalues of A after
setting Ux to zero and we get

det.A� �I/ D �3 � 5
3
�Pp�: �

Proof of Proposition 9. The Jacobian matrix of the flux term

@F
@Y

�
reduces (after

withdrawing the last column and the last row) to the matrix given by

2

6
6
6
6
6
6
6
6
4

0 �1 0 0 0

� 2e�jUj

2

3	2
� 1

3�0	3
M2 � 2

3	
U � 2

3	
V 1

3�0
M

1

	2
2
3

1

	
ˇ

�0
M

1

	2
0 0 � ˇ

�0

1

	
0

0 0 �ˇ 0 0

�U 2e�jUj

2

3	2
C UM2

3�0	3
C ˇVM

�0	2
Pp C Pmag � 2

3	
U 2 � 2

3	
UV � ˇ

�0	
M 1

3�0	2
UM � ˇ

�0	
V 2

3	
U

3

7
7
7
7
7
7
7
7
5

According to the previous lemma, one may evaluate the eigenvalues of this matrix
after setting U D V D 0: Then, going back to the physical variables, we have to
compute the characteristic polynomial det.A0 � �I/ where

A0 D

2

6
6
6
6
6
6
4

0 �1 0 0 0

��Pp � �R 0 0 1
3�0
�By

2
3
�

ˇ

�0
�By 0 0 � ˇ

�0
� 0

0 0 �ˇ 0 0

0 Pp C Pmag � ˇ

�0
By 0 0

3

7
7
7
7
7
7
5
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[here we have set R D 1
3�0
.2B2

y C ˇ2/] and this polynomial reads as

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

�� �1 0 0 0

��Pp � �R �� 0 1
3�0
�By

2
3
�

ˇ

�0
�By 0 �� � ˇ

�0
� 0

0 0 �ˇ �� 0

0 Pp C Pmag � ˇ

�0
By 0 ��

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

D 0

and we get after some tedious calculus

��5C�3�
�

Pp CRC 2

3
Pp C 2

3
Pmag C ˇ2

�0

�

C��2
�

� 2
3

ˇ2

�0
.Pp C Pmag/C ˇ2

�02
B2y � ˇ2

�0
.Pp C R/

�

D 0:

We see that 0 is, of course, a root of this equation. The other roots are obtained by
solving a second-degree equation with �2 D �X; where this equation in X reads as

follows (using the notation a20 D 5
3
�Pp and noticing that 2

3
Pmag CR D B2y

�0
)

X2 �X
"
a20
�
C B2

y C ˇ2
�0

#

C
�
a20
�

ˇ2

�0

�

D 0:

Its discriminant is � D
�
a20
�
C B2yCˇ2

�0

�2
� 4a20

�

ˇ2

�0
[which is always greater than

.
a20
�
� ˇ2

�0
/2]. Since Bz D 0, notice that

B2yCˇ2
2�0

D jBj2
�0

is the magnetic energy and the
two roots are Xslow and Xfast given in the proposition. Then the eigenvalues of the
initial Jacobian matrix are

�pXfast ;�
p
Xslow; 0; 0;

p
Xslow;

p
Xfast : �



Chapter 3
Laser Propagation: Coupling with Ion Acoustic
Waves

Abstract This chapter contains most of fundamental concepts for the laser–plasma
interaction. We first derive the paraxial approximation for the laser propagation
from the full Maxwell equations. This is done by using a time envelope model
and performing the Wenzel–Kramer–Brillouin (WKB) expansion. By the way, we
compare the geometrical optics approximation and the paraxial approximation.
In the second part of this chapter, we focus on the modelling of the Brillouin
instability which corresponds to a coupling of the laser waves and an ion acoustic
wave. This leads to the so-called three-wave coupling system which was introduced
40 years ago by Kadomstev. We give some crucial mathematical properties of this
system, which are new according to our knowledge and which enable a better
understanding of the structure of the three-wave coupling system.

Keywords Laser-plasma interaction • Geometrical optics • Paraxial
approximation • Ponderomotive force • WKB. expansion • Brillouin instability
• Three-wave coupling system

In some experimental devices, such as the ones for Inertial Confinement Fusion
(ICF), laser beams are designed to propagate in a plasma and to heat a specified
region of this plasma. So, it is of particular importance to use accurate and well-
adapted modelling for the propagation of a laser beam and its interaction with
the plasma. Recall that a laser beam is a monochromatic electromagnetic planar
wave with a wavelength on the order of 1�m and different phenomena occur during
the propagation. Of course, if the plasma is not very dense and the laser intensity
is not very large, the beam propagates according to the laws of classical optics,
accounting for the deflection (due to the variation of the index of refraction),
the diffraction, and the absorption of laser energy by the plasma. When the laser
intensity is large enough, there are different phenomena related to the occurrence of
the so-called ponderomotive force, which are created by the pressure of laser light
onto the plasma—e.g., the digging of the plasma that leads an autofocusing of the

R. Sentis, Mathematical Models and Methods for Plasma Physics, Volume 1, Modeling and
Simulation in Science, Engineering and Technology, DOI 10.1007/978-3-319-03804-9__3,
© Springer International Publishing Switzerland 2014
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laser beam; a coupling of the laser waves with the ion plasma waves that leads to
the so-called Brillouin instability; and, lastly a coupling of the laser waves with the
electron plasma waves, which leads to the so-called Raman instability.

This chapter is devoted to problems related to laser propagation, laser autofusing,
and the coupling with ion plasma waves. In all cases the plasma behavior is
described by an ion fluid model with the quasi-neutral approximation. The coupling
of the laser fields with the electron plasma waves will be addressed in Chap. 5.

In this kind of problem, some typical lengths and some typical speeds occur
which range over several orders of magnitude. The laser field is assumed to be purely
monochromatic, it is characterized by electromagnetic fields oscillating with a
pulsation !0 (called laser frequency in the sequel). Considering the spatial variable,
besides the Debye length �D , three other scales are relevant:

1. the typical length Lplasma of variation of the mean density of the plasma;
2. the typical length Ll of variation of the amplitude of the laser intensity, 2�Ll is

on the order of the width of the speckles (which are hot spots of light in the laser
beam); Ll is also the length of variation of the local perturbation of the plasma
density;

3. the laser wavelength in the vacuum which is fixed and equal to 2�=k0, with

k0 D !0=c:

For example, in Inertial Confinement Fusion experiments with high-power intensity
laser beams, the wavelength is equal to a fraction of one micron (typically 0:351�m
or 0:522�m), Ll is typically on the order of one micron (then k0Ll � 10 ). For
a typical plasma, the ion temperature is on the order of 107 Kelvin and electron
temperature of 4. 107 Kelvin and the Debye length in the interesting region for laser
interaction is smaller than 0:04 microns; Lplasma is larger than 100 microns.

Then, for the observation length Lobs of interest, the picture is the following

�D � 2�=k0 � 2�Ll � Lobs 	 Lplasma

On the other hand, compared to the speed of light c, the electron thermal speed
(proportional to the square root of the temperature) and the ion sound speed are
very small: the electron thermal speed is on the order of 0:05c and the ion sound
speed is on the order of 10�3c. The observation times that interest us in this chapter
are on the order of

Tobs 	 Lobs

vth,i

in the framework of laser propagation; or

Tobs 	 Lobsp
c
p
vth,i

in the framework of the Brillouin instability.
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The chapter is organized as follows. In the first section we deal with laser
propagation and the phenomena that develop at the scale of the width of the speckles
Ll (or larger): the deflection due to the variation of the optical index, the absorption,
the diffraction, and the “digging” of the plasma by the ponderomotive force. One of
our aims is to justify the so-called paraxial approximation. In the second subsection,
we focus on the laser–plasma interaction, strictly speaking, which is related to much
smaller spatial scales (on the order of the laser wavelength) and we deal with the
Brillouin instabilities corresponding to an interplay between ion plasma waves and
laser waves.

3.1 Laser Propagation in a Plasma

The laser propagation corresponds to the propagation of the highly oscillating
electromagnetic fields with a fixed pulsation !0 in a medium with a non constant
optical index and the coupling with the plasma hydrodynamics. So, we have to
derive a model for the time envelope of these electromagnetic fields from the full
Maxwell equations. In particular, we show how the electromagnetic forces may be
reduced to the ponderomotive force. Within the quasi-neutral approximation, it leads
to the so called basic time envelope model (see (BT E) below), where the unknown
functions are the time envelope of the transverse laser field, the density, and the ion
velocity of the plasma. This system consists in a Schrödinger equation coupled with
the ion Euler equation (e.g., it is stated in [52]).

From a numerical point of view, some realistic two-dimensional simulations
based on this model are now feasible; but they require very expensive computations
since at least ten cells per wavelength are necessary to get accurate results. So, the
Wenzel–Kramer–Brillouin (WKB) expansion is made in order to have a simplified
modelling.

We explain the derivation of this modelling below: the classical geometrical
optics model in the second subsection, and the paraxial model in the third
subsection. The justification of this last model is obtained by performing the same
asymptotic expansion as the one for geometrical optics but one order further. It is
done in a framework where there is an incident angle between the direction of the
incoming laser wave and the gradient of the mean density of the plasma. If the
incident angle is zero, one recovers the classical paraxial equation. We sketch briefly
some features concerning the numerical methods for this model. Paraxial models
of this type have been used for a long time in laser–plasma interaction; see, e.g.,
[7, 13, 50].

3.1.1 On the Time Envelope Models

Denote by Nc; the critical density defined by

!20 D Ncq2e=."0me/;
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i.e., the plasma frequency corresponding to the density Nc is equal to !0:: We
introduce also the electron–ion collision frequency

�ei D �e0N0=me:

[Often, �ei is assumed to be constant in the considered spatial domain].
The starting point of the modelling is the theoretical electrodynamics

model (2.1)–(2.3), (2.5) coupled with the full Maxwell equations. In this kind
of problem, one generally assumes that there is no shock, then for the sake of
simplicity one claims that the ion fluid is adiabatic, i.e., the ion pressure is simply
proportional to the ion density to the power 
: For the electron temperature we make
also a similar assumption (see below).

In the whole chapter, we assume that, at the entrance of spatial domain, the
main laser wave travels in a direction defined by unit vector et r . We have to make
the following decomposition of the total electromagnetic fields. On the one hand,
consider the part of these fields related to the monochromatic laser beam Er ;Br :
they are rapidly oscillating with frequency !0 and they are called transverse fields
(for reasons given below). On the other hand, there is a slowly varying part of the
electric field Ee called the electrostatic field. So we state

E D Er C Ee ; B D Br : (3.1)

In this chapter, we neglect the slowly varying part of the magnetic field.
In the same way, we decompose also the electron velocity into two components

Ue D Ur
e CUe

e;

the one Ur
e, called transverse velocity, is the rapidly oscillating part (with a pulsation

equal to !0) and the other one Ue
e , called the electrostatic component, is the slowly

varying part. Now, since the plasma is driven by the laser electromagnetic fields, we
may notice that

jEej � jEr j;

and in the same way,

jUe
ej � jUr

ej:

Since the mass ratio between the ion and electron is large, the ion velocity may be
considered to be negligible with respect to the electron velocity and there is no ion
contribution to the electric transverse current. So we set J D Jr C Je with

(i) Jr D �qeNeUr
e; (ii) Je D qeZN0U � qeNeUe

e; (3.2)

and we have also

jJej � jJr j:
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3.1.1.1 Decomposition of the Electromagnetic Fields

The fast oscillating electromagnetic fields satisfy the Maxwell equations

(i)
@

@t
Er � c2curl Br C 1

"0
Jr D 0; (3.3)

(ii)
@

@t
Br C curl Er D 0:

So, taking the time derivative of the first equation and the curl of the second one, we
get the classical equation

@2

@t2
Er C c2curl .curl Er / D � 1

"0
@

@t
Jr : (3.4)

Remark 13. Before dealing with the evaluation of the transverse electric current
Jr ; recall some classical features about a purely monochromatic planar wave. Let
us assume that it propagates in a linear medium, i.e., the electromagnetic fields
satisfying (3.3) are in the form

Er .t; x/ D E0.x/
1

2
e�i!0t C c:c:; Br .t; x/ D B0.x/

1

2
e�i!0t C c:c:

with E0 and B0 time independent, and the current Jr is given by Jr .t; x/ D
J0.x/ 1

2
e�i!0t C c:c: where J0 D .� C i!0m/E0, with � and m being positive

constants. Then, Maxwell equations read as

�i.!0 C i� � !0m/E0 D c2curl B0; i!0B0 D curl E0:

and E0 solves the Helmholtz equation !20.1 C i�
!0
� m/E0 C c2�E0 D 0 (since

r:E0 D 0 and curl .curl E0/ D ��E0). To enable the propagation, we must have
m < 1 and we check that E0 and B0 defined by

E0.x/ D feietr :xk0
p
1�mCi�=!0 ; B0.x/ D i

p
1 �mC i�=!0

c
et r�feietr :xk0

p
1�mCi�=!0 ;

are solutions of Maxwell equations with f a constant complex vector orthogonal
to et r .

Here
p
1 �mC i�=!0 is the square root with a positive imaginary part.

So the picture is the classical one: Er and Br belong to the plane orthogonal to
et r ; we have r:Er D r:Jr D 0 and cjBr j is on the order of magnitude of jEr j.

By using a coordinate system x D .x1; x2; x3/ where the third com-
ponent is in the direction of et r ; we have f D .f1; f2; 0/ and the angle
Arg.f2=jf2j/�Arg.f1=jf1j/ is related to the phase between the two directions
of polarization of the wave. �
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Let us go back to the evaluation of Jr . Toward this aim, starting with the rapidly
oscillating part of electron momentum equation (2.5), which reads as

@

@t
JrC.r:Ue/JrC.Ue:r/Jr� qe

me
rPeC�eiJr D q2e

me
NeErC q

2
e

me
NeUee � Br� qe

me
Jr � Br ;

(3.5)

we claim that this equation may be replaced by the following,

@

@t
Jr C �eiJr D q2e

me

NeEr : (3.6)

[Justification of (3.6).
According to the remark about plane waves, we may assume that Er ;Br and

Jr ;Ur
e are in the plane orthogonal to et r ; that j @

@xi
Jr j is smaller than k0jJr j; and that

cjBr j is on the order of magnitude of jEr j. Now we address the fast oscillating part
of both sides of (3.5). Since j @

@xi
Jr j is smaller than k0jJr j and jUe

ej is negligible with

respect to c; we see that .Ue
e:r/Jr is negligible with respect to j @

@t
Jr jwhich is on the

order of !0jJr j D ck0jJr jI In the same way .r:Ue
e/J

r is also negligible with respect
to @

@t
Jr : Now, since jUe �Br j is negligible with respect to jcBr j; it also is negligible

with respect to jEr j. Moreover, since Jr and Br are both oscillating at frequency !0;
in the product Jr � Br there are terms oscillating at frequency 2!0 and terms that
are slowly varying with time; so their contribution to (3.5) is zero. In the same way,
.Ur

e:r/Jr and .r:Ur
e/J

r do not contribute to (3.5). Then, we get

@

@t
Jr � qe

me

rPe C �eiJr D q2e
me

NeEr :

Now, notice that in the electron density equation qe @@t Ne D r:Jr C r:Je; the first
component of the r.h.s. may be withdrawn (as a matter of fact, it is zero for a pure
monochromatic planar wave); then the fast oscillating part of @

@t
Ne may also be

neglected; therefore, the contribution of term qe
me
rPe may be withdrawn and (3.5)

reduces to (3.6). �]
Strictly speaking we need to address system (3.6) (3.4) for Er and Jr . Consider-

ing this system, we see that if

r:Er D 0; and r:Jr D 0 (3.7)

is true at the initial time, this is also true at any time. Thus, in the sequel we assume
that (3.7) holds.

Using the definition of Nc; the final equation (3.6) reads now as

1

"0
@

@t
Jr C �ei

"0
Jr D !20

Ne

Nc
Er : (3.8)
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Usually �ei is small with respect to !0I then we can make a last simplification of
this equation by a simple perturbation argument. As a matter of fact, at order zero
when �ei vanishes, we have

1

"0
@Jr

@t
' �!20

Ne

Nc
Er I

moreover, since the field Jr is rapidly oscillating at the frequency !0, in a first
approximation we have �!20Jr ' @2

@t2
Jr ; so by taking the time derivative of (3.8),

we get at order zero

1

"0
Jr ' �Ne

Nc

@

@t
Er

Therefore, at the first order with respect to �ei ; (3.8) may be replaced by

1

"0
@

@t
Jr D !20

Ne

Nc
Er C �ei Ne

Nc

@

@t
Er ; (3.9)

Using this relation and (3.7), (3.4) reads finally as a classical wave equation with
diffraction and absorption:

@2

@t2
Er � c2�Er C !20

Ne

Nc
Er C �ei Ne

Nc

@

@t
Er D 0: (3.10)

Now, we can make the time envelope of the solution of this equation.
First, since r:Br D 0; we introduce the potential vector !�10 Ar defined by

curl Ar D !0Br

with the gauge r:Ar D 0; then we have

!0Er D � @
@t

Ar

Since the electromagnetic fields are rapidly oscillating with pulsation !0; it is
convenient to introduce the time envelope and to set

Ar .t; x/ D 1

2
A.t; x/e�i!0t C c:c:

where A is a slowly time-varying quantity. Of course, we have

Br D 1

2!0
curl Ae�i!0t C c:c: and Er D A

i

2
e�i!0t C c:c:: (3.11)
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Now, since A is slowly time varying, we can approximate @2

@t2
.e�i!0tA/ by the

expansion

.�!20AC2i!0 @
@t

A/e�i!0t

and (3.10) reads as

2i
1

c

@

@t
AC 1

k0
�AC k0.1 � Ne

Nc
/AC i�0A D 0; (3.12)

with

�0 D �ei Ne
cNc

Notice also that due to (3.9) we have

1

"0
Jr D �.!0 � i�ei /Ne

Nc
A
1

2
e�i!0t C c:c:: (3.13)

See, e.g., [75] (Chaps. 3–6) and [95] (Chaps. 1 and 5) for a physical presentation of
the above derivation, in particular for a justification of formulas (3.8) and (3.9) of
the plasma conductivity. See also [100, 101].

Orientation

It is worth to noticing that in a plasma, electron Langmuir waves may be excited or
not. That corresponds with the two different ways of dealing with the electrostatic
field Ee and two families of models.

� Family 1. The electron Langmuir waves are accounted for.

In this framework, one must state wave equations for the electron densityNe and
for the electrostatic field Ee . These models are necessary if one needs to consider
the Raman instabilities. They will be addressed in Chap. 4.

� Family 2. One ignores the electron Langmuir waves.

In this framework, one makes the electron massless approximation, so the
electron density is given by the Poisson equation, as was explained in Chap. 2.

As was also noted earlier, we focus in this chapter only on the second way and
neglect the coupling with the electron Langmuir waves.
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3.1.1.2 Coupling Laser Waves and Ion Waves

The aim is now to derive a basic time envelope model that is a good way for the
understanding the coupling of the laser waves and the acoustic ion waves. Beside the
propagation, it takes into account the diffraction, the refraction, and the autofocusing
of the laser beam; it is also relevant for dealing with the filamentation instability
phenomena and the Brillouin instability phenomena.

Our starting point is the model that consists in the above time envelope equation
for the potential vector (3.12) coupled with the Euler equations for ions and
electrons (2.1)–(2.5) where the transverse components of electromagnetic fields are
given by (3.11).

According to the relation (3.7), the electric Gauss relation reduces to the
following for the electrostatic field Ee :

r:Ee C 1

"0
qe.ZN0 �Ne/ D0: (3.14)

Now, in order to obtain the low-frequency ion fluid model, we make the massless
approximation and afterwards the quasi-neutrality approximation that is crucial for
a useful modelling of the plasma.

� The electrostatic field and the ponderomotive force.

First, one checks that the slowly varying component of the electron momentum
equation (2.5) reads

me

�
@

@t
.NeUee/Cr:.NeUeeUee/CNe.Ure:r/Uee C .r:.NeUre//U

e
e

�

CrPe C qeNeEe D

�qeNeUe � Br �mer:.NeUreU
r
e/C �eimeNe.U �Uee/:

Since we deal with the low-frequency evolution, we may take the mean value over
a laser period of both sides of the equation. Denoting by the bracket h:i the time
integral over a laser period 2�

!0
, according to the approximation (3.13), we have

hNeUr
ei D 0, hr:.NeUr

e/i D 0 and also h.NeUr
e:r/Ue

ei D 0. According to (3.11),
we have hUe

e � Br i D Ue
e � hBr i D 0: Then, neglecting the friction term, we have

me

Ne

�
@

@t
.NeU

e
e/Cr:.NeUe

eU
e
e/

�

C 1

Ne
rPeCqeEe ' �me



qe

me

Ur
e � Br C 1

Ne
r:.NeUr

eU
r
e/

�

:

Due to the electron massless approximation, we neglect as usual the time derivative
and assume that meNejUe

ej2 is negligible with respect to NeTe , so we arrive at the
following relation

1

Ne
rPe C qeEe ' �me



qe

me
Ur
e � Br C 1

Ne
r:.NeUr

eU
r
e/

�

' �me


qe

me
Ur
e � Br Cr:.Ur

eU
r
e/

�

;

(3.15)
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We now need to evaluate a closure for the right-hand side of (3.15); this expression
corresponds to the so-called ponderomotive force . To perform this, we use
the evaluation of the transverse electron velocity given by (3.8) neglecting the
absorption term �eiJr [and using (3.13)]

Ur
e '

qe

me!0
Ar ;

then

� qe

me!0
Ur
e � Br � r:.Ur

eU
r
e/ ' �

�
qe

me!0

�2
.Ar � curlAr Cr:.ArAr //:

Thus, using r:Ar D 0, the vector identity (A.8) and the fact that
˝jAr j2˛ D 1

2
jAj2,

we can see that

hAr � curlAr Cr:.ArAr /i D 1

4
rjAj2:

Thus, we see that (3.15) can be reduced to

qeEe ' �
ur.jAj2/ � 1

Ne
rPe; with 
u D q2e

4me!
2
0

:

� Quasi-neutrality.

According to (3.14), this leads to the Poisson equation

� "
0

q2e
r:
�
1

Ne
rPe

�

� "
0

q2e
�h D ZN0 �Ne:

where we have denoted by h the potential

h D 
ujAj2

Using the Debye length �D D
p
"0Tref=.Nrefq2e /, the above equation becomes

��2D
1

Tref
r:.Ter.logPe// D 1

Nref
.ZN0 � Pe

Te
/C �2D

1

Tref
�h

Assume that �D is small if compared to the characteristic length Ll : Then, as in
Sect. 2.2, if the length scale is normalized by Ll ; the quantity � D �D=Ll is a small
parameter. From an heuristic point of view, we can see that Pe may be approximated
by ZN0Te: We now bear this assertion.

Then, we write P�
e instead of Pe to exhibit the dependency with respect to � and

the previous equation reads as

� �2 1
Tref
r:.Ter.logP�

e // D
1

Nref
.ZN0 � P

�
e

Te
/C �2 1

Tref
�h (3.16)
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It is considered on a bounded smooth domain O and supplemented with boundary
conditions, e.g.,

@

@n
P�
e D 0; on @O

We need to make other technical assumptions:

inf
x
Te > 0; inf

x
N0 > 0; Te;rTe 2 L1.O/; N0 2 H1.O/\ L1.O/; @

@n
N0 D 0;

Proposition 10. For all � small enough, there exists P�
e in H1.O/ solution

to (3.16) supplemented with the boundary condition @
@nP

�
e D 0 on @O: Moreover,

when � goes to 0; one has

P�
e ! ZN0Te in L2.O/ strongly; r.logP�

e /!r.log.ZN0Te// in L2.O/ weakly:

The proof is the same as the one made in Sect. 2.2 and is omitted. The physical
meaning of these convergence results is the quasi-neutrality of the plasma and we
get the following approximations

Ne ' ZN0; Pe ' ZN0Te;

qeEe ' � 1

ZN0
rPe � 
urjAj2: (3.17)

Now, if we use relation (3.17) in the low-frequency part of the ion momentum
equation (2.3), we get

@

@t
.N0U/Cr:.N0UU/C 1

m0

r.Pe C P0/ D �N0
prjAj2; (3.18)

with: 
p D 
u

m0

D Zq2e

4m0me!
2
0

Remark 14. We have neglected in (3.15) the friction term me
m0
�ei .U � Ue

e/. If we
account for it, we can perform an asymptotic analysis analogous to the previous one
and we will get the same result for the ion momentum equation. �

� Statement of the basic time envelope model.

From the above calculus, one checks that jAj2 is the time envelope of the density
of the electromagnetic energy, it is called the laser intensity. From (3.12), one may
easily check that

2

c
A:
@

@t
A � A:

�

i
1

k0
�AC ik0.1� Ne

Nc
/A
�

C �0jAj2 D 0I
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thus, taking the real part of the integral of this relation, we get (denoting d� the
natural measure on the boundary @D)

1

c

@

@t

Z

D
jAj2dxC 1

2k0

Z

@D

�

iA:
@

@n
AC c:c:

�

d� C
Z

D
�0jAj2dx D 0:

The term 1
2

R
@D
h
iA: @

@n AC c:c:
i
d� corresponds to the incoming and outgoing

energy through the boundary of the domain. Therefore, one checks that the density
of energy lost by the laser per unit of volume is equal to

�0jAj2:

According to the origin of the model, it may be checked that this energy is absorbed
by the electron component of the plasma. In this kind of model, there are different
ways to deal with the energy balance relations. As a matter of fact, one may state
both an ion energy balance equation and an electron energy balance, but generally
one assumes that the ion flow is adiabatic, i.e.,

P0 D N5=3
0 PrefN

�5=3
ref ;

and one keeps only an evolution equation for the electron energy "e D 3
2
ZTe , where

one accounts for the heating term coming from the laser energy absorption.

@

@t
N0 Cr:N0U D 0;

N0

�
@

@t
C U:r

�

UC 1

m0

r.P0 C Pe/ D �N0
prjAj2:

m0N0
3
2
Z

�
@

@t
C U:r

�

Te C Per:UCr:qth,e D �0jAj2;

2i
1

c

@

@t
AC 1

k0
�AC k0.1 � ZN0

Nc
/AC i�0A D 0:

In the sequel, we assume for the sake of simplicity that the electron temperature
equation is somehow de-coupled from the remainder part of the system, so we do
not take it into account.

Namely, according to the expression of the ion pressure, we have rP0 D
5
3
Pref

N
5=3
ref

N
2=3
0 rN0:Therefore, after introducing the acoustic sound speed cs given by

cs D
r

.
5

3
P0N

�1
0 CZTe/=m0
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we get

r.Pe C P0/ D m0c
2
srN0 CZN0rTe

It is also convenient to define the dimensionless electron density

N D Z

Nc
N0:

From now on, we assume that the polarization of the incoming laser wave is
linear (see Chap. 5 for another kind of polarization), i.e., with the notations of
Remark 13 above, we have at the entrance of the domain E D feietr :xk0

p
1�N e�i!0t

with f D f .x1; x2/Of and Of a fixed unit vector:
Now we assume in the sequel that vector potential A oscillates according to

this fixed unit vector OfI so the electric field Er oscillates also according to vector
Of: Moreover, we also assume that we are in the framework of the s-polarization:
i.e., vector Of is orthogonal to the plane defined by the wave vector at the entrance
to the spatial domain (which is here parallel to et r ) and the gradient of the mean
electron density at the entrance to the spatial domain. If we assume that along the
propagation of the laser beam, the wave vector corresponding to A and the gradient
of the mean electron density remain in the same plane (i.e., if the three-dimensional
aspects of the plasma behavior are not crucial), this plane remain orthogonal to OfI
thus, the vector field A.t; x/ may read as OfA where A.t; x/ is a scalar function.

Summary. The unknowns of the basic time envelope model are the laser field A;
the dimensionless electron density N; and the ion velocity U: Neglecting the spatial
gradient of the electron temperature, they satisfy

.BT E/

(i) 2i
1

c

@A

@t
C 1

k0
�AC k0.1 �N/AC i�0A D 0;

(ii)
@N

@t
Cr:.NU/ D 0;

(iii)
@

@t
.NU/Cr:.NUU/C c2srN D �N
prjAj2:

The sound speed cs is a smooth function of the electron temperature and of the
densityN . In the sequel, for the sake of simplicity, we will assume it is independent
of time; sometimes we will assume that this speed is a constant.

Of course, one needs to state boundary conditions for these three equations; in
particular, an inflow boundary condition needs to be prescribed for the Schrödinger
equation (i); see the following subsection.

This model may be considered as the basis of all the other models of this chapter.

Remark 15. Related models. Let us now describe some models derived from the
basic one. We assume here that the ion sound speed cs is constant.
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(a) By neglecting the inertial term in the momentum equation and combining with
the mass conservation equation, we get a linear wave equation for the plasma
response

@2

@t2
N � c2s �N D 
pr.NrjAj2/: (3.19)

Then, we set N D N avCw; where the average density N av is a constant and w
a small perturbation called an ion acoustic wave; linearizing the ponderomotive
term, we get the following system

2i
1

c

@

@t
AC 1

k0
�AC k0.1 �N av/AC i�0A D k0wA; (3.20)

@2

@t2
w� c2s �w D 
pN av�jAj2: (3.21)

(b) Another type of model is obtained by dropping the time derivative in (BT E-i).
Then we need to consider

1

k0
�AC k0.1�N/AC i�0A D 0; (3.22)

@2

@t2
N � c2s �N D 
pr.NrjAj2/: (3.23)

In some cases, when the transient phenomena have disappeared and the
variation of density is very small, one may replace the last wave equation by a
simpler closure (see, e.g., [98]). Using the equilibrium c2srNC
pNrjAj2 D 0,
we get

N D Nref exp.�
pjAj
2

c2s
/; with Nref constant;

thus, A solves the following stationary equation of Sine–Gordon type

1

k0
�AC k0

�

1 �Nref exp.�
pjAj
2

c2s
/

�

AC i�0A D 0:

�

3.1.1.3 Properties of the Basic Time Envelope Model

We address here model (BT E) and focus on the momentum balance property.
Since the low-frequency component of Ee�Br is zero, we see, according to (3.1),

that the low-frequency component of the magnetic momentum is

M D i "
0

4!0
A � curl AC c:c: D i "0

4!0
.ArA �ArA/
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Lemma 4. The following global momentum balance holds (where the tensor S1 is
given below)

@

@t
.MCm0N0U/Cr:.m0N0UU/Cr.Pe C P0/ D "0

4k20
r:S1 � r.m0
pjAj2N0/

[Indeed, according to (BT E-i), we have

2i

c

@

@t
.ArA�ArA/ D 1

k0


Ar.�A/�.� A/rACAr.�A/�.�A/rA�

Ck0

Ar..1�N/A/CAr..1�N/A/�.1�N/.ArACArA/� :

But it is easy to check that the following identity holds

Ar.�A/� .�A/rAC Ar.�A/� .�A/rA D 2r:S1;

S1 D I.
1

2
A.�A/C 1

2
A.�A/C jrAj2/� .rA/.rA/� .rA/.rA/: (3.24)

Thus we get :
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Now, multiplying (BT E-iii) by m0Nc=Z, we get the desired result.�]
In the previous relation, one sees that m0
pjAj2N0 may be interpreted as a laser

pressure.

� Boundary conditions and energy balance.

Generally, one needs to consider the previous models on a bounded simulation
domain D: We must focus on the boundary conditions on the one hand for (BT E-i)
or (3.22) and on the other hand for (BT E-ii, iii) or (3.23) on boundary @D:

(a) For (BT E-i) or (3.22), denoting by eb the unit vector characterizing the
propagation direction of the laser, we first need to consider the enlighted part of
the boundary �in defined by

�in D fx 2 @D; such that eb:n < 0g; n; the outwards normal vector.

By assuming that the density N is a constant N in on this part of the boundary �in;
we set

Kin D eb.1 �N in/1=2;

and the incident wave is assumed to be of the form ˛ineik0Kinx, knowing that
˛in D ˛in.x/ is the restriction to �in of a smooth function. The incoming boundary
condition on �in reads as

.k�10 n:r C iKin:n/.A � ˛ineik0Kinx/ D 0: (3.25)
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On the other hand, if we set �out D @D X �in ( where eb:n � 0 ), the boundary
condition on �out reads as :

.k�10 n:r � ip1 �N/A D 0: (3.26)

Denote by d� the surface measure on �in or on �out ; we have now the following
laser energy balance.

Proposition 11. Let A; solution to (3.22), (3.25), (3.26); then we get
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[Indeed, one multiplies (3.22) by A and integrates by part.]
This relation may be interpreted as an energy balance equation for the laser

intensity jAj2I moreover, the laser energy flux through a surface with the normal
n; is equal to 1

4j1�N j1=2 jk�10 @
@nAC i

p
1 �NAj2: Then the energy flux incoming on

�in is equal to the flux outgoing on �in and �out; respectively, plus the absorbed
energy

R
�0jAj2dx:

From a numerical point of view, since the light speed c is very large compared
to the ion sound speed cs; it is necessary to solve equation (BT E-i) with an implicit
method; as a matter of fact, the time derivative term 2i

c
@
@t
A may be considered as a

perturbation of the Helmholtz equation

1

k0
�AC k0.1 �N/AC i�0A D 0:

Then, for numerical simulations based on this model, the spatial mesh has to be
fine enough (at least six cells per wavelength in each direction). Moreover, it has
been noticed for a long time that the boundary treatment is crucial on �out ; at least
on the part of �out where the wave does not go away in an orthogonal direction
of the boundary. This problem has been studied for a long time for the Helmholtz
equation and here it is exactly the same. Different techniques may be used, but the
most efficient is definitely the perfectly matched layer (PML) technique described in
[11, 89]; see also [46] for a practical implementation. Let us recall briefly the
principle of this technique in a finite-difference type mesh: near the boundary, one
builds a layer L with a width that is equal to about three wavelength in which
an artificial damping coefficient is plugged. Let us detail this technique in a one-
dimensional framework (3.22) that reads as
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Integrating on a cell with an index denoted by j and with a width equal to ıx;the
standard discretization yields to
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where �j is a real coefficient corresponding to a ad hoc function that is equal to
about 10�2 at the interior boundary of L and that grows exponentially up to a value
equal to about 1; 000 at the exterior boundary of L:

(b) The problem of boundary conditions for the barotropic hydrodynamic model
(BT E-ii, iii) is classical at least in the subsonic case: one needs to give only
one boundary condition. As a matter of fact, one of the transparent conditions
evoked in Sect. 2.3.2.3 of the previous chapter needs to be used (and for the
wave equation (3.23), it is the same kind of transparent boundary condition).

Remark 16. Numerical Simulations. Simulations based on this model have been
performed, e.g., in [68] for a small spatial domain; see also [52]. But for a two-
dimensional large spatial domain where we need to solve at each time step a
linear system with some 108 degrees of freedom (corresponding to the values of
A in each cell of the domain), it is a challenging work of scientific computing
(see, e.g., [46]).

We present below some numerical illustrations of model (BT E) in a two-
dimensional framework for the propagation of a laser beamlet in a plasma with an
initial electron density that grows linearly from 0:2 up to 0:9. Figure 3.1 shows the
propagation of a beamlet with four very narrow hot spots that cross over and spread
into filaments due to auto-focalization phenomena. It is worth noticing here and in
the simulations corresponding to following figures that the profile of the plasma
density depends on time (due to the occurrence of the ponderomotive force) so even
if the entrance laser field does not depend on time, the map of the laser intensity
does change with time. As a matter of fact, the general picture is always the same
after a transition period, but the filaments that may be seen of Fig. 3.1 stir a little
when the time increases.

Figure 3.2 (and Fig. 3.3 for a zoom) shows a map of the laser intensity without
absorption for a beam that presents more than fourteen speckles at the entrance
boundary, while Fig. 3.4 is the same but with a small absorption coefficient.
One may notice that the main absorption phenomenon occurs in a region near a
surface called caustic surface [which will be defined precisely in the sequel]; the
regions where the speckles becomes narrow correspond to a digging of the plasma
that leads to the auto-focalization of the speckles. In the above simulations, the
length of the simulation domain is about 600 �m in the horizontal direction.
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Fig. 3.1 Map of laser intensity with model (BTE) for a beamlet with four hot spots which
propagates from the bottom

Lastly, in Fig. 3.5 we show a map of the laser intensity for a laser propagating
in the same type of plasma in the case where the laser field at entrance boundary is
modelized by a more sophisticated way (with a lot of speckles which overlap); this
map is obtained after a long simulation time corresponding to a physical time equal
to 23 ps (recall that the time for the laser to propagate through the whole plasma is
equal to about 2 ps). �

Orientation

In the sequel, the basis assumption is that the laser wavelength 2�=k0 is small if
compared to the length Ll . So, we introduce a small dimensionless parameter:

� D .k0Ll /�1:

As mentioned above, for our applications, � may be on the order of 0:1 or less.
Since the wavelength is small, we solve approximately the basic equation (BT E-i)
by using a WKB (Wenzel–Kramer–Brillouin) asymptotic expansion technique. The
classical geometrical optics approximation corresponds to the case where this
asymptotic expansion is made at first order with respect to � and the so-called
paraxial approximation corresponds to the case where it is made at second order.

So, the geometrical optics, presented in the following subsection, is the first step
of the expansion leading to the paraxial approximation, which is the focus of the next
subsection. Roughly speaking, the geometrical optics approximation is a paraxial
approximation without accounting for diffraction.
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Fig. 3.2 Map of laser intensity with model (BTE) for a beamlet with fourteen hot spots that
propagates from the left in a plasma with an initial density N that grows linearly from 0.2 up
to 0.9 (without absorption)

3.1.2 Geometrical Optics

In most plasma experiments we have in mind, the laser wavelength is small with
respect to the size of simulation domain, thus for solving Helmholtz equation (3.22)
supplemented with the boundary condition (3.25), we may use the WKB expansion
technique. The principle is to approximate the solutionA of (3.22) by the product of
a function slowly varying with the space variable (called amplitude) times a complex
exponential of a phase (which varies fast with the space variable). Therefore, the
amplitude is an envelope function with respect to the space variable.

This approximation at first order is called the geometrical optics. We now recall
briefly its principle in our framework.

The derivation of geometrical optics model has been well known for a long time
and the related ray-tracing method has been explained in the historical paper on
“Geometric theory of diffraction” by Keller in 1953 (which was re-published in
[74]). The geometrical optics for propagation in plasma was used already in [59].
The reader is also referred to [53] for details on the geometrical expansion ratio in
the ray-tracing method.
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Fig. 3.3 Detail of the
previous picture near the
caustic surface

Fig. 3.4 Map of laser intensity with model (BTE) for the same beamlet in the same plasma (with
a small absorption coefficient)

One knows that some difficulties arise due to the fact that a caustic phenomenon1

may occur in the laser propagation. Here we only recall some simple features of

1When one performs the geometrical optics approximation, a caustic phenomenon occurs if a
family of optical rays have a envelope surface (which is called the caustic surface).
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Fig. 3.5 Map of laser intensity for a sophisticated laser field at the entrance boundary, the laser
propagates in the same initial plasma [simulation made using model .BTE/]

this problem and we do not worry about the laser energy transport after the caustic
surface (for specific caustic problems, see, e.g., [53] and the references therein,
see also [10] in a Euler framework). One assumes that the incoming field A (which
is the time envelope of the physical field) does not depend on time; i.e., the time
derivative may be withdrawn in this model. See the remark below for the case where
one has to account for this time derivative in (BT E � i ).

For the geometrical optics approximation, we assume that

• the plasma hydrodynamics is not coupled with the laser propagation, i.e., the
dimensionless plasma densityN is assumed to be a smooth function of the space
variable, independent from the time variable (we write N.x/ D N 0.x/),

• the incoming laser intensity ˛in is also independent from the time variable (this
last assumption may be removed; see the remark below).

3.1.2.1 The WKB Expansion

With the above assumptions, (3.22) may be recast in the following way

�Ll�AC 1

�Ll
.1 �N 0/AC i�0A D 0: (3.27)
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The principle of the WKB expansion is to write the solution A of this equation in
the form

A.x/ ' .a0.x/C �a1 C � � � / exp

�

i
�.x/
�Ll

�

;

where a0 and � are slowly space varying functions. Of course, the term exp
�
i
�.x/
�Ll

�

is highly oscillating with respect to the space variable. The quantities � and a0 are
called the phase and the amplitude of the laser field. Since
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we get by plugging the previous expansion in (3.27)
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1 �N 0 � jr�j2�C

C �0.i�0a0 C 2i.r�/:ra0 C ia0��/
C � : : :

In order to have a nontrivial value of a0; it is necessary for the phase � to satisfy the
so-called eikonal equation

jr�j2 D 1 �N 0: (3.28)

On the incoming part of the boundary �in; the direction of r� needs to be parallel
to the fixed vector e0b then the boundary condition for the eikonal equation is (with
Kin defined above)

r�j�in D Kin:

On the other hand, if we denote K D r�; we get the following laser field transport
equation for the laser field a0 (recall it is a complex function)

�0a0 C 2K:ra0 C a0r:K D 0: (3.29)

On the incoming part of the boundary �in , one has to prescribe the value of
the laser field:

a0j�in D ˛in:

One checks that the laser intensity ja0j2 satisfies the energy transport equation

�0ja0j2 Cr:
�
Kja0j2

	 D 0: (3.30)
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Notice that when we integrate this relation over any small subdomain D of D we
get an energy balance equation (recall that d� is the restriction of the Lebesgue
measure to a boundary of a subdomain)

Z

D

�0ja0j2dxC
Z

@D

n:Kja0j2d� D 0:

The vector Kja0j2d� is the laser energy flux through the elementary surface d� .
The quantity

p
1 �N 0ja0j2 D jKjja0j2 is often called the scalar laser energy flux

and it differs from the laser intensity ja0j2. One recovers here the fact that �0ja0j2 is
the density of absorbed laser energy. In optics, it is classical to introduce the index
of refraction

� D
p
1 �N 0:

For the coupling with the dynamics of the plasma, it suffices to add in the right-hand
side of the electron energy equation the absorbed laser energy, i.e.,

m0N0

�
@
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C U:r

�

"e C Per:UCr:qth,e D c�0ja0j2:

Let us stress that despite its simple form, the eikonal equation is quite complicated.
As a matter of fact, it is a stationary Hamilton–Jacobi equation that reads as follows

H.x;r�/ D 0; with H.x;K/ D 1

2
.jKj2 � �2.x// (3.31)

Ii is worth noticing that there are two cases for the solution of this eikonal equation.
The first case corresponds to a density N 0 that is small enough; let us say � is

larger than 0.8 (for an incident angle larger than �=4); then no caustic appears in the
simulation domain and the solution � is single-valued.

But there is another case corresponding to the case where N 0 is larger than one
in some region of the simulation domain, then the beam cannot propagate in all of
the domain. As a matter of fact, there is a caustic surface C and the solution of the
eikonal equation does not exist in the shadow region, which is “after the caustic
surface C:” Moreover in the region between the illuminated surface and the caustic
C; the solution � consists of two branches corresponding to a “direct path” and to
a “return path” of the beam. But, in the sequel we do not worry about the “return
path.”

Remark 17. We assume here that one needs to account for the time derivative in
(BT E � i ); then the laser amplitude a0 D a0.t; x/ must satisfy

2

c

@

@t
a0 C �0a0 C 2K:ra0 C a0r:K D 0:
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On the incoming part of the boundary�in, we must prescribe as above a0.t/ D
˛in.t/ and ˛in may be a function depending slowly on time. Moreover, we must give
the initial value of the amplitude a0.x/jtD0:

One checks that the laser intensity ja0j2 satisfies

1

c

@

@t
ja0j2 C �0ja0j2 Cr:

�
Kja0j2

	 D 0:

Notice that the laser intensity propagates with the velocity cK with a modulus that
is c�; which is called the group velocity. �

3.1.2.2 On the Ray-Tracing Method

For dealing numerically with eikonal equation (3.31) and the energy transport
equation (3.30), the most popular method is the ray-tracing method. We address this
problem without accounting for the time dependence, so the incoming condition
˛in and the profile of � are known functions. We first give some elements of
the classical theory of bi-characteristics for the Hamilton–Jacobi equation (3.31)
(cf. [74]); then we apply this theory to the numerical solution of system
(3.31) (3.30).

The principle of the method of bi-characteristics is to define curves .r.:/;K.://
in the space R3 � R3 which are parametrized by a parameter 	 (belonging to RC)
and which are solutions of the following system

dr
d	
D @H

@K
.r;K/ D K.	/;

dK
d	
D �@H

@x
.r;K/ D �.r/r�.r/:

with a starting point rin belonging to the boundary �in and a direction vector equal
to Kin D eb�.rin/. We check that

d

d	
H.r.	/;K.	// D @H

@x
.r;K/

@r
@	
C @H

@K
.r;K/

@K
@	
D 0I

then, since we have H.rin;Kin/ D 0 on the boundary, we get H.r.	/;K.	// D 0

for all 	 I i.e.,

jK.	/j2 D �2.r.	//
Moreover, for each ray .r.:/;K.://; we introduce the solution ' of the ODE d'

d	
D

@H
@K .r;K/:K.	/ D jK.	/j2 and we define � by �.r.	// D '.	/; then d

d	
�.r.	// D

r�: dr
d	
D r�: dr

d	
thus r�.r.	//:K D jK.	/j2: It may check also that the rays r.:/

are orthogonal to the surfaces � D C antI then r�.r/ is parallel to the tangent of the
rays K.:/ and we get

r�.r.	// D K.	/

so � is a local solution to the eikonal equation (3.31).
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We now define a more practical parameter � defined by d� D d	=jK.	/j ; so we
have dr

d�
D 1
jKjK (which means that � is the arc length along the ray) and d

d�
K D

�.r/
jKj r�.r/. We have also H.r.�/;K.�// D 0 for each ray. Therefore, the previous
system reads also

d

d�
r D 1

jKjK rj�D0 D rin (3.32)

d

d�
K D r�.r/; Kj�D0 D Kin (3.33)

Address now a portion of a narrow tubeD around a particular ray r0 between r0.��/
and r0.�C/. That is, the normal vector n to @D at r is orthogonal to d

d�
r; the sections

†.��/ and †.�C/ of the tube are normal to the tube; then upon integrating the
energy balance equation (3.30) on the tube D; we get
Z

†.��/

�.��/ja0.��; :/j2d† �
Z

†.�C/

�.�C/ja0.�C; :/j2d† D
Z

D

�0ja0j2dx

(3.34)

Denote j†.�/j as the area of the surface†.�/. If there would be no absorption, the
previous relation means that in a narrow tube, the quantity �.�/ja0.�/j2j†.�/j is
constant; from a physical point of view, this means that the scalar laser energy flux
multiplied by the area of the section of the elementary tube is constant.

Now introduce the Jacobian � of the transformation rin 7! r.�/. Upon
differentiating the system (3.32) (3.33), it may be seen (see [53]) that the couple
.�.�/; �.�// D . @r

@rin .�/;
@K
@rin .�// satisfies the system of ODEs (with D2� the

Hessian matrix of �)
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�.r/ I � 1
�3.r/KK

D2�.r/ 1
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�j�D0
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�

D
�
I
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�

Moreover, denoting j�j as the determinant of �;we see that for all ��; �C the two
sections †.��/ and †.�C/ of a narrow tube satisfy

j†.��/j=j†.�C/j D j�.��/j=j�.�C/j
The determinant j�j is called the geometrical expansion ratio (related to a ray);
recall that �.x/ja0.x/j2 is the scalar laser energy flux. Thus, if there would be
no absorption, relation (3.34) means that the scalar laser energy flux times the
geometrical spreading is constant along each ray.

Our concern is now the discretization of (3.31) together with energy transport
equation (3.30). First, the energy j˛inj2 may be discretized on �in: One needs to
choose a partition of the boundary�in with small surfaces†q where the centers are
the discretization points rq;in. The corresponding scalar laser energy flux integrated
on surface†q is

W q;in D j†qj�.rq;in/ja0.rq;in/j2:
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One defines the ray starting at rq;in by the bi-characteristics .rq;Kq/

d

d�
rq D 1

jKqjK
q; rqj�D0 D rq;in;

d

d�
Kq D r�.rq/; Kqj�D0 D Kin:

Let us also define .�q; �q/ by the system of ODEs

d
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qr� 1
�.rq/ I� 1

�3.rq/K
qKq

D2�.rq/ 1
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�q
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;

Let us denote W q.�/ as the scalar laser energy flux integrated on the narrow tube
around the ray rq.:/; i.e.,

W q.�/ D j†qjj�q.�/j�.rq.�//ja0.rq.�//j2:

Now, upon integrating (3.30) in the direction transverse to the ray, we get

�0ja0.rq.�//j2j�q.�/j C @

@�
.j�q.�/j�.rq.�//ja0.rq.�//j2/ D 0;

therefore, we get

@

@�
.W q.�// D ��0.r

q.�//

�.rq.�//
W q.�/; W qj�D0 D W q;in:

When the ray enters in a subdomain D with a scalar energy flux W q.�D/; its
intensity for an abscisa � > �D is given by

W q.�/ D W q.�D/

Z �

�D
exp

�

��0.r
q.� 0//

�.rq.� 0//

�

d� 0:

So we get a simple method for evaluating the absorbed laser intensity in a sub-
domain D: Notice that to evaluate the laser intensity, it is necessary to get an
evaluation of the geometrical expansion ratio j�q;j which needs to solve two
supplementary ODEs for �q and �q:

Remark 18. It may happen that the ray reaches a caustic surface, i.e., the rays are
very close to one another, and the geometrical spreading �.:/ vanishes: Since the
quantity �.�/�.�/ja0.�/j2 is finite (it would be constant if there was no absorption),
one sees that the laser intensity ja0.�/j2 goes to infinity. But if one handles both
the geometrical spreading and the scalar laser energy flux, it is possible to use the
ray-tracing method even after the caustic. This property of the geometrical optics
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approximation is well known and is related to the Maslov index theory; see, e.g.,
[53,74]. Notice that without the geometrical optics approximation, the laser intensity
jA.:/j2 remains finite (This fact is well known in one-dimensional geometry: indeed,
consider the Airy function a.x/ which is a solution of �2 @

@x2
a C .1 � x=L/a D 0

on Œ0;C1/, it is bounded; but making the geometrical optics approximation for
ja.x/j2 leads to a function that goes to infinity when x ! L and that is integrable;
see, e.g., [10]). �

Remark 19. Of course, the ray-tracing method may extended to the case where the
boundary condition ˛in depends on time and a finite speed of light needs to be
accounted for. That is, W q;in depends on time. One needs to pay attention to the
fact that the wave travels with the group velocity c�.r/ (smaller than c); then we get
d� D c�dt . In the case where the index of refraction is independent from the time,
one may state the ray equations (3.32) (3.33) using the time variable:

d

dt
r D c�

1

jKjK; rjtD0 D rq;in;

d

dt
K D c�r�.r/; KjtD0 D Kin:

In the same way, we may state the differential system for the couple .�; �/ using the
time derivative; moreover, the scalar energy flux W q is transported on the ray rq

according to the following ODE

@

@t
.W q.t// D �c�0.rq.t//W q.t/; W q jtD0 D W q;in:

�

3.1.3 The Paraxial Approximation

We now deal with the diffraction phenomenon and refraction at the small length
scale. So we need to perform a more accurate approximation of equation (BT E-i).

As before, we assume that the direction eb of the incoming laser is fixed. The
simulation domain D is assumed to be a parallelepiped and the incoming boundary
is a part of hyperplane �in: In order to study the paraxial approximation of the
solution A, we need to make the following hypothesis.

• The density function is a sum of a function at the scale of Ll depending on a
one-dimensional variable and a small perturbation; more precisely, there exists a
unit vector eva such that if z D eva:x; the functionN may be decomposed as

N.t; x/ D N 0.x/C �2G.t; x/ and N 0.x/ DM.eva:x/; (3.35)
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where G is a bounded function depending on the time and space variables and
M.z/ is a smooth function of z such that its derivative is small enough ( @

@zM D
O.�/ ) and is equal to a constant N in near the boundary �in.

• The function M is such that there is no caustic in the simulation domain.
• The incoming laser field ˛in.t/ on the boundary �in (or on one edge of the

parallelepiped) is slowly time varying; more precisely, we can write

˛in.t/ D Q̨ in.�t/

with Q̨ in a smooth function of the reduced time variable T D �t:
• The absorption length ��10 is large enough compared to Ll , i.e., there exists �1 an

absorption coefficient such that

�0 D ��1:

According to assumption (3.35), the eikonal equation reads now as (denoting x? D
x � zeva/

jr�.z; x?/j2 D 1 �M.z/; with r�.z; x?/ D eb
p
1 �N in on �in

and we have an explicit solution given by

@�

@x?
D .eb � eva.eva:eb//

p
1 �N in

@�

@z
D
p
1 �M.z/ � .1 � .eva:eb/2/.1�N in/

As above, we set K D r�; since @
@zM D O.�/;we check that there exists a constant

C such that

jr:K.x/j D C�:

Moreover, we make the following change of time scale T D �t and define QA.T / by

QA.T / D A.T=�/:

Then, equation (BT E-i) may be recast in the form

2
i�

c

@

@T
QAC �Ll� QAC 1

�Ll
.1 �N 0/ QA � �

Ll
G QAC i��1 QA D 0: (3.36)
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3.1.3.1 The WKB Expansion

We now perform the WKB asymptotic expansion (with respect to �) of the solution
QA in a similar way as previously

QA.T; :/ D .a0.T; :/C �a1.T; :/C �2 : : :/ exp.
i�

�Ll
/;

where a0; a1 are now functions depending on the reduced time variable T and on
the space variable.

After plugging this asymptotic expansion into (3.36), we get

0 D ��1 a0
Ll


1 �N 0 � jKj2�

C �0i.2K:ra0/

C �
�

i.
2

c

@a0

@T
C 2K:ra1 C �1a0/ � G

Ll
a0 C Ll.�a0/

�

C i.a0r:K/

C �2 : : :

According to the eikonal equation, the ��1 terms are zero. The term of order zero
needs to be also zero; thus, the transport equation for the field a0 reduces to

K:ra0 D 0; a0.T / D Q̨ in.T / on �in: (3.37)

(notice that the variable T is a simple parameter). For the terms of order 1, we get

i

�
2

c

@a0

@T
C 2K:ra1 C a0r:K

�
C �1a0

�

C Ll�a0 � G

Ll
a0 D 0:

By combining (3.37) with this last equation, we get

i

�

�
2

c

@a0

@T
C 2K:r.a0 C �a1/C a0rKC��1a0

�

C .�Ll /�a0�� G
Ll
a0 D 0:

Let us define the transverse gradient rK? (“transverse” means orthogonal to K) and
the transverseLaplace operator by (as usual KK is a tensor)

rK?� D r � �
K
jKj2K:r�I �K?� D r:Œ.I �

KK
jKj2 /r�� D r:.r

K?�/:

According to (3.37), we can easily check that

ra0 D rK?a0; �a0 D �K
?a0:
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If we now set QE D a0 C �a1, a formal calculation leads to

i

 

�
2

c

@ QE
@T
C 2K:r QE C QEr:KC ��1 QE

!

C �Ll�K? QE � �
G

Ll
QE D O.�2/:

Dropping the O.�2/ and coming back to the physical variables, that is to say by
defining E.t; :/ D QE.�t; :/, we may claim that

A.t; x/ ' E.t; x/eik0�; (3.38)

i

�
2

c

@E

@t
C 2K:rE C E.r:K/C�0E

�

C 1

k0
.�K?E/�k0.N �N 0/E D 0: (3.39)

This equation is called a time-dependent paraxial equation. It may be noticed that,
the time derivative term 1

c
@E
@t

is a perturbation term compared to the advection
one K:rE; indeed the previous calculation has shown that this term is only a order
� term. The term �0E corresponds to the laser energy absorption.

It is necessary to supplement equation (3.39) with an initial condition E.0; :/.
Moreover, according to the incoming boundary condition (3.25), we see that the
correct boundary condition for this equation on the boundary �in is

.k�10 n:r? C 2iK:n/.E.t; :/ � ˛in.t; :// D 0: (3.40)

Since k�10 is assumed to be small if compared to the characteristic length Ll , this
condition implies that the value of E at the boundary is close to ˛in. When n:r? is
not zero, (i.e., n not parallel to K), the problem may be called a tilted frame paraxial
equation.

The coupling with the hydrodynamic system is made as follows

(Para)

(i) @
@t
N Cr:.NU/ D 0;

(ii) @
@t
.NU/Cr:.NUU/C c2srN D �N
prjEj2;

(iii) i
�
2
c
@E
@t
C 2K:rE CE.r:K/C�0E

�
C 1

k0
.�K?E/ � k0.N �N 0/E D 0:

Of course, one must account for the boundary conditions: (3.40) for the paraxial
equation (iii) and classical subsonic conditions for (i) and (ii). Instead of (i) and (ii),
one may also couple equation (iii) with the wave equation (3.19).

The vector cK is called the group velocity.
From a practical point of view, N 0 may be the averaged value of N in the

direction orthogonal to a principal one (then the variations of N orthogonal to this
principal direction are weak).
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Momentum Conservation

If K is not constant, it is not possible to prove a rigorous momentum conservation
relation as the one presented in previous sub-section. So we assume here that N 0 is
constant and thus K is constant. Set M D "0

4!0
.2k0jEj2KCi.ErE�ErE// which

is the low frequency component of the magnetic momentum defined for system
(BT E).

Proposition 12. Let .N;U; E/ be a solution to the system (Para), then we get the
global momentum balance relation

@

@t
.MCm0N0U/Cr:.m0N0UU/Cr.Pe CP0/ D "0

4k20
r:S3 �r.m0
pjEj2N0/;

where S3 is a tensor such that S3 D S1 CO.�/ [ S1 is given by (3.24)].

See the proof below.

Other Properties

We show here, at least in the case where the time derivative is withdrawn,
that (3.40) is a good boundary condition on �in for (3.39) and we give some
enlightenments about the well-posedness of this equation. So after dropping this
time derivative, (3.39) reads as a Schrödinger-type equation

i .2K:rE C E.r:K/C�0E/C 1

k0
.�K?E/� k0.N �N 0/E D 0: (3.41)

For a given functionN; this is a linear equation. Notice that in the special case where
the vector K is parallel to the normal vector n to the boundary �in, (3.41) reduces
to a classical paraxial equation (it is a Schrödinger equation where the propagation
direction plays the part of the time variable).

We give here a classical result related to laser intensity jEj2:
Proposition 13. Assume that .k�10 n:r? C 2in:K/˛in 2 L2.@D/: If E 2 H1.D/ is
a solution to (3.41), (3.40),

(i) then the following energy relation holds

Z

D
�0jEj2dxC

Z

�in
jn:Kj jEj2d� � �Im

�Z

�in
E.k�1

0 n:r
?

C2in:K/˛ind�
�

:

(3.42)

(ii) Moreover, there exists a constant C depending only on K such that

Z

D
�0jEj2dxC

Z

�in
jn:Kj jEj2d� � C

Z

�in
j.k�10 n:r? C 2in:K/˛inj2d�:
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If the absorption coefficient �0 is a strictly positive function, this result shows on the
one hand that there exists at most one solutionE 2 H1.D/ to (3.41), (3.40) for any
regular function ˛in; and on the other hand the solution is stable with respect to the
boundary condition.

Remark 20. For a general domain D, it is difficult to prove that problem (3.41),
(3.40) is well-posed in the case where �0 is zero, but we can analyze this problem
in the special case where spatial domain D is a half-space. For instance in two-
dimensional geometry, if one assumes that D D fx D .x1; x2/ 2 R2 jx1 > 0g
where the boundary�in corresponds to x1 D 0 and thatN D N 0 and K D .K1;K2/

are constant, then problem (3.41), (3.40) may read as

i.K1@x1CK2@x2/EC
1

2
k�10 .K2

2 .@
2/x1x1�2K1K2.@

2/x1x2CK2
1.@

2/x2x2/ECi�0ED0;
ik�10
2jKj .K1K2@x2 �K2

2@x1 /E CK1EDK1g; on �in;

[where g D .1C ik�1
0

2K1jKj .K1K2@x2 �K2
2@x1//˛

in]; it has been proved that it is well-
posed even if �0 D 0 (see [51]). �

3.1.3.2 The Classical Paraxial Equation

We now consider a laser beam that enters in the spatial domain D (corresponding to
the plasma) without any incidence angle: the unit vector eb is equal to both vector
eva and to the inwards normal vector�n to the boundary�in (eb D eva ), thus denote

z D eb:x:

Then the solution of the eikonal equation reads now as

K.x/ D ebK.eb:x/; K.eb:x/ D
p
1 �N 0.x/; (3.43)

and (3.39), (3.40) read as

i

�
2

c

@E

@t
C 2K @E

@z
C E @K

@z
C�0E

�

C 1

k0
.�?E/� k0.N �N 0/E D 0; (3.44)

supplemented with an initial condition E.t; :/jtD0 and a boundary condition

E.t; :/ D ˛in.t; :/; on �in:

This equation is very close to the one stated at the beginning of [14] [in that
reference, there is an extra term corresponding to a time derivative of the phase �].
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For the sake of simplicity, we assume in the sequel that the spatial domain D
is either a half-space or a strip between the two boundaries �in and �out or a
parallelepiped (in that case, ˛in is nonzero only on a part of the boundary—which
is included in �in).

If D is the half-space fz � 0g; multiplying (3.44) by E, integrating with respect
to the transverse directions and taking the complex conjugate, we see that

1

c

@

@t

�Z

R2
jEj2dx?

�

C @

@z

�Z

R2
KjEj2dx?

�

C 2
Z

R2
�0jEj2dx? D 0:

Thus, if ˛in does not depend on t and if a stationary solution is reached, then this
solution satisfies for any z positive

K.z/
Z

R2
jE.z; x?/j2dx? C 2

Z z

0

Z

R2
�0jE.z0; x?/j2dx?d z0 D K.0/

Z

R2
j˛in.x?/j2dx?:

it is an energy balance for the scalar laser energy flux which is K.z/jE.z; x?/j2.
Thus, if we have �0 D 0, then the scalar laser energy flux integrated on the transverse
surface is conserved when z increases (in the direction of laser propagation).

3.1.3.3 Numerics for the Classical Paraxial Equation

For the simulation of laser propagation in Inertial Confinement Fusion plasma,
one often must deal numerically with the hydrodynamic system coupled with the
equation of propagation (3.44) on a spatial domain D with sizes that are typically
on the order of one millimeter (the vector eb is parallel to an edge of the box).

We consider a Cartesian mesh of finite difference type. In order to have a
good discretization of the speckles, the mesh size in the transverse directions
needs to be on the order of a fraction of a micron; the mesh size ız in the z
direction may be two or three times larger. Denote by ıt the time step. For the
hydrodynamic system, one must use a time step satisfying the CFL condition of the
type max.jUj; cs/ıt=min.ıx; ıy; ız/ < 1. Therefore, we expect to use a numerical
method that is stable with a time step such that csıt=ıx be on the order of 1; then
cıt=ız will be very large compared to 1:

For numerical purpose, the simulation domain is generally a parallelepiped where
one edge is parallel to z and one must state boundary conditions on transverse
boundaries �?: it may be seen that the Neumann condition corresponds to a reflec-
tion of the light on �?; which is not well-suited. When dealing with this problem,
one can withdraw the time derivative and the absorption; the behavior of the solution
corresponds to a solution of a Schrödinger equation @E

@z � i 1
2k0K

�?E D 0. From a
theoretical point of view, it is tricky to have good transparent boundary conditions
for this equation (these conditions involve pseudo-differential operators on �?, see,
e.g., [4]).
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At each time step Œtn�1; tn�1 C ıt�; one needs to solve successively the
hydrodynamic system and the paraxial equation of propagation (3.44). For the
hydrodynamics system, an explicit numerical scheme of Lagrange–Euler type may
be used (e.g., in the momentum equation, the ponderomotive force 
prjEj2 must
be taken into account by a standard centered discretization); see also [7].

Let us focus now on the treatment of the paraxial equation (3.44) in a two-
dimensional geometry (for the sake of simplicity). Let y be the transverse direction
and denote by En

j;m the evaluation of E at time tn D n:ıt at position zj D j:ız and
ym D m:ıy.

If there was only a propagation phenomenon, i.e., if one had to deal with the
advection operator . 1

c
@
@t
CK @

@z C �0/; we would use a time implicit scheme and we
would get the values En

j at time tn from step to step in the direction of propagation
from the entrance side z D 0. Here, we perform a splitting of (3.44), with respect to
the z variable. We move from En

j;� to En
jC1;� through the intermediate state AEn

jC1;�:

1. The first step: advection.

The valuesEn
j;� are assumed to be known and we must solve between zj and zjC1

the advection equation:

K
@E

@z
C 1

c

@E

@t
C
�

�0 C 1

2

@K

@z

�

E D 0:

Let us denote�jC1=2 D 1
2
.�0;j C�0;jC1/C.KjC1�Kj /=2ız:One could get AEn

jC1;�
by a classical upwind scheme with respect to the z variable

Kj

BEn
jC1;m � En

j;m

ız
C 1

c

En
j;m � En�1

j;m

ıt
C �jC1=2

4
.En

j;m CBEn
jC1;m/ D 0: (3.45)

This method is referred to below as the naive method. We propose now an improved
method to deal with the advection equation. We do not address it directly, but the
corresponding equation for the laser intensity (square of the modulus of E), i.e., we
search E D En for the solution of

K
@

@z
jEj2 C 1

cıt

�jEj2 � jEn�1j2	C .2�0 C @K

@z
/jEj2 D 0;

e.g., one may use a simple upwind scheme and set

jAEn
jC1;m

j2 D
�

jEn
j;mj2.1� ��

�jC1=2ız

2Kj

/C �jEn�1
j;m j2

��

1C �jC1=2ız

2Kj

�
�1

; with � D 1

cK

ız

ıt
:

(3.46)

Afterwards one solves a simple advection equation for the quantity of En� =jEn� j
which is related to the phase of En�
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2. The second step: diffraction.

Denote now ıN D N �N 0. Once BEn
jC1;� is obtained, there are two ways to find

En
jC1;� by solving

K
@E

@z
D i

2k0
.�?E/� i k0

2
.ıN /E:

In the first way, one discretizes the Laplace operator �? by a Crank–Nicolson
technique

KjC1

En
jC1;m �AEn

jC1;m

ız
D i

2k0

�
.�

?

eEn
jC1

/m C .�?

En
jC1/m

�
� i k0

2
.ıN /jC1=2

�
AEn
jC1;m

CEn
jC1;m

�
;

(3.47)

where .�?E/m stands for the discretized form of the transverse Laplace operator
[i.e., .2Em �EmC1 �Em�1/=ıx2? in a 2D framework]. To deal with the transparent
boundary conditions on �? from a numerical point of view, the PMLs technique
[11] may be adapted to paraxial equations and appears to be very efficient.

In the second approach, one uses an analytic formula to deal with the i k0
2
ıN term

and a spectral method for the transverse Laplace operator. More precisely, if F.Ej /
denotes the value of the Fourier transform in the transverse direction of the function
Ej .x?/ and � the corresponding value of the Fourier variable, we simply set

F.EjC1/.�/ D exp.�i �2

2Kk0
ız/F.AEn

jC1/.�/;

En
jC1 D exp.i

k0

2K
.ıN /jC1=2ız/F�1.F.EjC1//:

Of course, from a numerical point of view, the fast Fourier transform (FFT) and the
inverse FFT are used for F and F�1: To deal with nonreflective boundary conditions
on �?, it is necessary to add some ad hoc artificial absorbing coefficient in boundary
layers.

Properties of the Numerical Schemes

The natural criterion for such an implicit scheme is

sup
ız

cKj

< ıt:

We address now the problem of numerical stability. So, for j fixed, we denote by
kEjk the l2 norm in the transverse direction (kEjk2 D P

m jEj;mj2). For the sake
of simplicity, assume that there are reflection boundary conditions (i.e., Neumann
condition) on the boundary in the transverse direction: @

@nE D 0:
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Fig. 3.6 Map of the laser
intensity at the entrance
boundary of the simulation
domain (boundary data of the
problem).

Proposition 14. With the previous criterion on ıt , the previous scheme satisfies

sup
j

KjkEn
j k2 � max

 

sup
N

�
K0k˛in;N k2

	
; sup
j

KjkE0
j k2

!

8n;

This expresses that the proposed splitting scheme is stable for the norm
supj Kj kEjk2:
Remark 21. Numerical illustrations of classical paraxial simulations. The numer-
ical solution of the system (Para) based on the paraxial model with an implicit
method is of course much faster than the numerical solution of system (BT E), and
it is possible to perform realistic simulations in the 3D framework. We show below
some illustrations related to such a simulation with 500 million cells (with ız on the
order of one wavelength and ıx? on the order of one half wavelength), they have
been obtained thanks to the HERA code; see [7]. Figure 3.6 below shows the laser
intensity map at the entrance boundary (it is the data of the problem) which shows
the complexity of a realistic set of speckles in an actual laser beam. Figure 3.7 is a
map of a 2D-cut of the laser intensity on a plan parallel to the propagation axis; this
shows that each elementary speckle interferes with each of its neighboring speckles.
Figure 3.8 shows the laser intensity at the rear side boundary; here the correlation
between speckles is very different from the one observed in the entrance boundary.

�
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Fig. 3.7 Map of a 2D-cut of the laser intensity on a longitudinal plan parallel to the propagation
axis (propagation from left to right). One notices that each elementary speckle interferes with each
of its neighboring speckles when it propagates.

Fig. 3.8 Map of the laser
intensity at the rear side
boundary of the simulation
domain (after some
picoseconds). Compare the
correlation between the
speckles here and on the
boundary data in Fig. 3.6

Proof of Propositions of Sect. 3.1

Proof of Proposition 12. According to (Para-iii), we have

i

c

@

@t
.ErE �ErE/ D 1

2k0


Er.�

?

E/� .�
?

E/rE CEr.�
?

E/� .�
?

E/rE�

C 1
2
k0

Er..N 0 � N/E/CEr..N 0 �N/E/� .N 0 � N/.ErE CErE/�

�iK:r.ErE �ErE/:
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The second line of the right-hand side reads simply �k0jEj2rN; and with classical
identities one can prove that the following relation holds,

Er.�?E/� .�?E/rE C Er.�?E/� .�?E/rE D r:S2;
where

S2 D I.E.�
?

E/CE.�
?

E/C2.rE/:.rE//�.rE/.r
?

E/�.r
?

E/.rE/�.r
?

E/.rE/�.rE/.r
?

E/:

Thus, we get:

4k0

"0
@

@t
M D 1

2k0
r:S2�k0jEj2rN�iK:r.ErE�ErE/CKŒi.E�

?

E�E�
?

E/�2k0K:rjEj2�:

But since we have rE:.I � KK
jKj2 /r?E D rE:.I � KK

j Kj2 /r?E; we check that

�iK:r.ErE�ErE/CKŒi.E�?E�E�?E/ D ir:

EK.rE Cr?E/

�Cc:c::

In summary, we get

@

@t
M D "0

4k20
r:S3� "

0

4
jEj2rN; with S3 D 1

2
S2�2k20KKjEj2Ck0 iEK.rE Cr

?

E/C c:c:� :

Then the result follows by combining with (Para-ii) multiplied by m0Nc=Z: The
last assertion is due to the estimate K:rE D O.�/ . �

Proof of Proposition 13. (i) By multiplying (3.41) by E , integrating over D and
taking the complex conjugate, we see that

2

Z

D
Œ�0jEj2 Cr:.KjEj2/�dx D k�10

Z

�in
Œ�iE.n:r?E/C iE.n:r?E/�d�;

but according to (3.40), we have ik�10 n:r?E D 2K:nEC.ik�10 n:r?�2n:K/.˛in/;
then

2

Z

D
�0jEj2dxC

Z

�in
2n:KjEj2d� D

Z

�in
4n:KjEj2d� C

Z

�in
ŒiE.k�1

0 n:r
?

C 2in:K/.˛in/C cc�d�;

and we get the result of point (i).
(ii) According to the previous point, we have
Z

D
�0jEj2dxCjn:Kj

Z

�in
jEj2d��

�Z

�in
j.k�1

0 n:r
?

C2in:K/˛in j2d�
�1=2 �Z

�in
jEj2d�

�1=2
;

(3.48)

therefore, we see that

�Z

�in
jEj2d�

�1=2
� 1

inf jn:Kj
�Z

�in
j.k�10 n:r? C 2in:K/˛inj2d�

�1=2
;
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and plugging this upper bound into (3.48), we get the desired result. �

Proof of the Proposition 14. If one assumes that K is constant, one can see
that (3.46) yields

jBEn
jC1;mj2 � max

�
jEn

j;mj2; jEn�1
j;m j2

�
;

Now in the general case, one can check that

KjC1jBEn
jC1;mj2 � Kj max

�
jEn

j;mj2; jEn�1
j;m j2

�
: (3.49)

For the Crank–Nicolson technique, according to (3.47), we get:

X

m

KjC1
En
jC1;m �BEn

jC1;m
ız

.En
jC1;m CBEn

jC1;m/C c:c: D

X

m

�

� i
4
.ıN /jC1=2;m.AE

n
jC1;m

CEn
jC1;m/C

i

2k0
..�

?

eEn
jC1

/m C .�?

En
jC1/m/

�

.En
jC1;mCAEn

jC1;m
/Cc:c::

By applying the standard relation †m.2um � umC1 � um�1/um D †m.um �
umC1/.um � umC1/ 2 R to u D AEn

mC1 C En
mC1; we check easily that the right-hand

side of the above equation is zero [this is the discrete counterpart of the relationR
RE.y/�yE.y/dy 2 R]. Then, we have the conservation of energy during the

second step kEn
jC1k2 D kAEn

jC1k2.
Thus, (3.49) yields kEn

jC1k2 � max
�
kEn

j k2; kEn�1
j k2

�
and by induction the

result. The proof is similar for the FFT method. See [7] for the details. �

3.2 The Brillouin Instability in Laser–Plasma Interaction

We deal here with only one type of model used in laser–plasma interaction.
We consider the coupling with the ion acoustic waves in order to account for the
Brillouin instability. It occurs by the coupling of three waves: an ion acoustic wave
(which is a perturbation of ion density), the main laser wave which travels forwards
(called the pump wave) and a backscattered laser wave which travels backwards
(called the stimulated Brillouin backscattered wave).

So, besides the macroscopic density and the velocity of the plasma, one needs
to handle the time–space envelope of the main and backscattered transverse laser
fields (as in the first section) as well as the space envelope of the ion acoustic waves
generated by the Brillouin instability.

This modelling of Brillouin instability has been performed for a long time, but
it is quite tricky; see the articles [14, 69, 82, 99] (see also [105] for a mathematical
introduction to this derivation). For a physical introduction to the phenomenon of
the classical three-wave coupling model, see, e.g., [88].
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We first explain how to set a first Brillouin model where the plasma flow is
decomposed into the classical macroscopic hydrodynamics and a wave system
satisfied by the ion acoustic wave (here only the outlines of the derivation are given).

Afterwards, in the framework of a homogeneous plasma, we explain how to
obtain the three-wave coupling model, which is the most popular for modelling the
Brillouin instability (it is also known as the standard decay model).

The main assumptions are :

� The simulation domain is a strip between an entrance boundary �in and an
outgoing boundary �out :

� The incoming laser field ˛in.t/ the entrance boundary �in on the simulation
domain is slowly time varying and the main laser beam is assumed to propagate
according to the unit vector eb normal to �in (we set z D eb:x/:

� The dimensionless macroscopic electron density N 0.t; x/ is close to Nref and is
a smooth function. Here Nref is strictly smaller than 1 (and in practice less than
0:5). More precisely, we will set

N.t; x/ D N 0.t; x/CN 0.t; x/n.t; x/; jnj � 1:

where n will be a perturbation of the plasma density (called ion acoustic wave).
As above, the laser wave is represented by the electromagnetic field

Er D Er .t; x/ solution to

@2

@t2
Er � c2�Er C !2p

N 0

Nref
.1C n/Er D 0 (3.50)

where

!p D !0N 1=2
ref

is the plasma frequency. Recall that the group velocity and the laser wave number
are given by

cg D c
p
1 �Nref; kp D 1

c

q
!20 � !2p D k0

p
1 �Nref:

Here the phase function � satisfies the trivial eikonal equation jr�j2 D k2p=k
2
0 ;

then it is given by k0�.x/ D ˙kpz: Recall that if we had not accounted for the
backscattered laser wave, we would have set Er .t; x/ ' E.t; x/eikpz�i!0t C c:c:
with E a scalar complex function solving the paraxial approximation

@tE C cg@zE C �aE � i c
2k0

�?E D iˇ0

�

1 � N 0

Nref
.1C n/

�

E:

ˇ0 D !0
Nref

2
D !2p

2!0
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But now we decompose the laser field Er .t; x/ into two components, the forward
one Eeikpz�i!0t C c:c: and the backscattered oneˆe�ikpz�i!0t C c:c: (E and ˆ are
slowly varying functions with respect to space and time)

Er .t; x/ ' E.t; x/eikpz�i!0t C c:c�C ˆ.t; x/e�ikpz�i!0t C c:c:� ;
As above, two waves satisfy the paraxial equations

@

@t
E C cg@zE C �aE � ic

2k0
�?E D �iˇ0 N

0

Nref
ne�2ikpzˆC iˇ0

 

1 � N 0

Nref
.1C n/

!

E

(3.51)

@

@t
ˆ� cg@zˆC �aˆ� ic

2k0
�?ˆ D �iˇ0

N 0

Nref
ne2ikpzE C iˇ0

 

1 � N 0

Nref
.1C n/

!

ˆ

(3.52)

Notice that rjEr j2 D r e2ikpzEˆC e�2ikpzˆE
� C r.jˆj2 C jEj2/ so upon

neglecting terms like rˆ with respect to 2ikpˆ; we get

r e2ikpzEˆ
� ' e2ikpz2ikpEˆ:

Therefore, the ponderomotive effect generates a highly oscillating force with respect
to z according to the frequency 2kp .

For the plasma response we decompose the plasma flow N;U into two subsys-
tems:

� firstly, the macroscopic flow .N 0;U0/; which is the solution of a system
(BT E-ii, iii) but with .jEj2 C jˆj2/ replacing jAj2;

� secondly, a perturbation wave that corresponds to highly oscillating functions n
and U1;

N ' N 0.1C n/; U ' U0 C U1:

For the macroscopic flow, we get the classical system (recall that cs is the ion
acoustic sound speed and 
p is the ponderomotive coefficient)

@

@t
N 0 Cr:.U0N 0/ D 0;

@

@t
.N 0U0/Cr:.U0U0N 0/C c2srN 0 D �
pN 0r.jEj2 C jˆj2/;

and after some calculus, we get the perturbation system for the quantities n;U1

N 0.
@

@t
C U0:r/nCN 0r:U1 D �U1:rN 0; (3.53)

.
@

@t
C U0:r/U1 C c2srnC 2�L.U1 � U0/ D �U1:rU0 � 
p.2ikpEˆe2ikpz C c:c:/;

(3.54)
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We have accounted here for a supplementary term 2�L.U1 �U0/ due to the Landau
damping effect (it is stated here in its simplest form, which is a friction term). So
we check that a plasma wave is generated that corresponds to a wave number

ks D 2kp:

It is called an ion acoustic wave. It is coupled with the main laser wave, which
travels forwards, and the back-scattered laser wave, which travels backwards.

To explain how the three-wave coupling systems are derived, we assume in the
next two subsections that

N 0 D Nref and U0 D 0

for the sake of simplicity. The first model comes straightforward from the previous
decomposition and is called full modified decay model (or simply modified decay
model). The simple way to derive the second one, the so-called standard decay
model, is to make simplifications based on a stability analysis.

3.2.1 The Modified Decay Model in a Homogeneous Plasma

We neglect now all the transverse effects for an ion acoustic wave; then the above
system for .n;U1:eb/ reads simply as follows if we denote q D U1:ebc�1s ).

@

@t
nC cs@zq D 0; (3.55)

@

@t
q C cs@znC 2�Lq D �
pc�1s .iksEˆe

iksz C c:c:/ (3.56)

The propagation equation for ˆ reads as

@

@t
ˆ � cg@zˆ D �iˇ0neikszE � iˇ0nˆ

Remark 22. The momentum balance.
According to the previous system, we check easily that

@

@t
.nq/C cs@z.

n2

2
C q2

2
/C 2�Lnq D �
pks

cs
n.iEˆeiksz C c:c:/

cs

cg

@

@t
jˆj2 � cs@zjˆj2 D �ˇ0n.ieikszEˆC c:c:/
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Thus, we see that there exists a constant ˛ > 0; such the following relation holds

@

@t

�

Nrefcsnq � ˛ cs
cg
jˆj2

�

Ccs@z

�

˛jˆj2 CNrefc
2
s .
n2

2
C q2

2
/

�

C2Nref�Lcsnq D 0:
(3.57)

So, if the damping coefficient �L is set to zero, this is a conservation law for a
perturbation of global momentum where the quantity �˛ cs

cg
jˆj2 corresponds to the

magnetic momentum of the backscattered wave. �
The source term on (3.56) is highly oscillating with respect to the space only,

then the solution .n; q/ is also highly oscillating with a wave number equal to ks:
We may take the space envelopeM (which is not highly oscillating) of n; i.e., we set

n.t; z/ DM.t; z/eiksz C c:c:

thus, neglecting as above the terms @zˆ; @zE with respect to iksˆ, iksE; the
previous system is equivalent to the following equation for M

@2

@t2
M � c2s .@z C iks/2M C 2�L @

@t
M D �
pk2s Eˆ: (3.58)

After neglecting the terms Mˆe�2iksz and MEe2iksz which are highly oscillating
with respect to the space variable, the propagation equations for E and for ˆ may
read as

@

@t
E C cg@zE D �iˇ0Mˆ; (3.59)

@

@t
ˆ � cg@zˆ D �iˇ0ME: (3.60)

Equations (3.58)–(3.60) make up the so-called modified decay model for the
Brillouin instability. Of course, it must be supplemented by initial conditions
E.0; :/; ˆ.0; :/;M.0; :/ and boundary conditions on both sides of the simulation
interval for M and on the sides z D 0 and z D L for E and ˆ.

3.2.2 The Standard Decay System in a Homogeneous Plasma

Our aim is now to derive the so-called “standard decay model” from (3.55), (3.56),
(3.59), and (3.60). In this framework we set �a D 0 and neglect all the transverse
effects. The trick is the following: one first assumes that the main laser field E is
constant, then we re-introduce the evolution equation for E:
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� First step

Assuming that E is constant, we address the linear system (3.55), (3.56), and
(3.60) for .n; q;ˆ/ from a stability analysis point of view, then we consider it on the
whole space (z 2 R). In the case when �L is set to zero, after introducing the space
envelopem and s of the two traveling waves .nC q/=2 and .n � q/=2;

nC q
2
D m.z/eiksz C c:c:; n � q

2
D s.z/eiksz C c:c:;

we get the following advection equation form; s and ˆ [in this last case, the highly
oscillating term .mC s/Ee2iksz is neglected]:

@

@t
mC cs.iks C @z/mC �L.m � s/ D �i 
pks

2cs
Eˆ (3.61)

@

@t
s � cs.iks C @z/s C �L.s �m/ D i 
pks

2cs
Eˆ: (3.62)

�
@

@t
� cg@z

�

ˆ D �iˇ0.mC s/E (3.63)

Now we are aimed at replacing this system with a simpler one, which consists of
withdrawing the function s, i.e.,

@

@t
mC cs.iks C @z/mC �Lm D �i 
pks

2cs
Eˆ (3.64)

�
@

@t
� cg@z

�

ˆ D �iˇ0mE (3.65)

From the point of view of stability analysis, we address these two systems on the
whole space (z 2 R) in the case �L D 0 (for the sake of simplicity). So we need to
search m; s and ˆ in the form (with m]; s]; and ˆ] constant)

m.t; z/ D m]e�i�t ei�z; s.t; z/ D s]e�i�t ei�z; ˆ.t; z/ D Eˆ]ei�t e�i�z

For the existence of a nontrivial solution .m]; s]; ˆ]/, the dispersion relation reads
as follows.

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� � cs.� C ks/ 0 �ˇ�10 B2

0 �C cs.� C ks/ ˇ�10 B2

ˇ0 ˇ0 �C cs�="

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
D 0 (3.66)

denoting " D cs=cg and

B D jEj
q
ˇ0
pks=2cs D jEjk0"�1=2

q
Nref
p=2
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For the simplified system, the dispersion relation reads as

ˇ
ˇ
ˇ
ˇ
� � cs.� C ks/ �ˇ�10 B2

ˇ0 �C cs�="
ˇ
ˇ
ˇ
ˇ D 0: (3.67)

We justify first this replacement by a heuristic calculus; afterwards we give a more
rigorous result.

Heuristic Justification
Dispersion relation (3.67) reads as .��cs.�Cks//.�Ccs�="/CB2 D 0: For this

second-order equation in�; the determinant�� is equal to c2s
�
ks C 1

"
�.1C "/	2 �

4B2: The growth of the instability corresponds to the case where there exists a
couple .��; �/ such that�� < 0 and Im.��/ > 0 and it behaves like exp.tIm.��//:

Since we have

Im.��/ D 1

2

p��� D 1

2

s

�c2s
�

ks C 1C "
"

�

�2
C 4B2

the maximum value of this quantity is obtained for

� D �� D �ks "

1C " :

The corresponding amplification coefficient is

Im.��
�

/ D B D jEjk0"�1=2
q
Nref
p=2 (3.68)

Consider now the subsystem for .s;ˆ/: We get the dispersion relation

ˇ
ˇ
ˇ
ˇ
�C cs.� C ks/ ˇ�10 B2

ˇ0 �C cs�="
ˇ
ˇ
ˇ
ˇ D 0

i.e., .�C cs.ks C �//.�C cs�="/� B2 D 0; so the solutions�s are given by

�s D 1

2
˙ 1

2

s

c2s

�

ks C 1C "
"

�

�2
C 4B2 � 4c2s .� C ks/

�

"

For � D ��; we get

�s D 1

2
˙ 1

2

s

4B2 C 4c2s k2s
1

.1C "/2 :
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Therefore,�s are always real, so the s-wave does not grow with respect to the time
and it is negligible with respect to the m-wave, which behaves like exp.tB/. The
same type of calculus may be performed in the case where �L is not zero. Thus, we
may claim that s is negligible with respect tom when the time increases. That is,M
may be replaced bym in the coupling terms in laser propagation equations.

For the density fluctuation, we get the following approximation

n.t; z/ ' eikszm.t; z/C c:c:

Second Justification
A more rigorous justification is based on the following proposition; nevertheless

a complete proof dealing with the four-equation system is still an open problem.

Proposition 15. In order to have the existence of a nonreal root � of dispersion
relation (3.66) for all values of the parameter B; it is necessary that � D ��: For
this value, there is a root �full of dispersion relation (3.66) such that Im.�full/ > 0
which is close to Im.��

�

/ D B solution of (3.67). More precisely we have (when
B=.csks/ is small)

Im.�full/=Im.��
�

/ D 1C a0.B=.csks//2 CO..B=.csks//3/; with a0 ' 0:51.1C "/2

This means that the equivalence between the two systems for .m; s;ˆ/ and .m;ˆ/
is justified if the quantityB=.csks/ D jEjc1=2c�3=2s

p
Nref
p=2 is small with respect

to 1: From a practical point of view, this constraint may be relaxed if the damping
coefficient �L is not zero and generally it reduces to jEjc1=2c�3=2s

p
Nref
p smaller

than a constant of the order of 1 (this is generally the case; see below the numerical
application where jEj has been replaced by ˛ref).

Whatever system is addressed, notice that the smaller is the laser intensity jEj2;
the smaller is the growth of the Brillouin instability.

� Second step

We now address the system (3.64), (3.65), neglecting s; and we supplement
it with the evolution equation for the wave E (where the highly oscillating term
mˆe�2iksz is neglected). So we get the so-called standard decay system

@tE C cg@zE D �iˇ0mˆ
@tˆ � cg@zˆ D �iˇ0mE;

@tmC cs.iks C @z/mC �Lm D �i 
pks
2cs

Eˆ

Notice that in this system, the two characteristic speeds cg and cs occur, which are,
respectively, on the order of the speed of light and the speed of sound. The quadratic
coupling terms on the right-hand side correspond to the coupling between the three
waves.
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When this system is posed on the interval Œ0; zmax� it is supplemented with the
following natural boundary conditions

E.t; 0/ D ˛in; ˆ.t; zmax/ D 0; m.t; 0/ D 0: (3.69)

If the initial values ofm andˆ are zero, thenˆ.t/ D m.t/ D 0 is a trivial solution.
To get a nontrivial solution for the previous system, it is sufficient to have m.0; :/
equal to a small random noise [or to address a boundary condition on m by setting
m.t; 0/ equal to a small random noise].

3.2.3 Model with a Nonhomogeneous Plasma

We now re-introduce the space variation of the plasma density at the macroscopic
scale by assuming that the macroscopic flow .N 0;U0/ is somehow given and we set

� D N 0=Nref;

it is assumed to be a smooth function depending only on space and being close to
one (at this scale it does not depend on time).

We now perform the calculus as above, accounting for the Landau damping term,
the variation of �; and the macroscopic plasma velocityU 0 D U:eb: So, without the
transverse terms, the linearized system for the perturbation density reads as follows

N 0

�
@

@t
nC cs@zq C U 0@zq

�

D �csq@0zN 0;

@

@t
q C .cs C U 0/@znC 2�Lq D �i 
pks

cs
N 0Eˆ� q@zU

0:

using the same approximation for the ponderomotive force as before. Let us set
c0s D cs C U 0: The corresponding equation for the spatial envelope m of the ion
acoustic wave n.z/Cq.z/

2
reads as

@tmC c0s.iks C @z/mC �L�m D � i
pks
2cs

�Eˆ �m@z.U
0 C cs log�/: (3.70)

For the laser waves, we use the same paraxial equations (3.51), (3.52), as above:

@tE C cg@zE C �aE � i c
2k0

�?E D iˇ0.1 � �/E � iˇ0�mˆ; (3.71)

@tˆ � cg@zˆC �aˆ � i c
2k0

�?ˆ D iˇ0.1 � �/ˆ � iˇ0�mE: (3.72)
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Roughly speaking, these three equations make up the full three-wave coupling
system; it is the simplest one that is solved in the large three-dimensional codes
HERA [82] or PF3D [14]. Of course, (3.70) may be more complicated, accounting
for transverse diffusion or harmonic decomposition; see, e.g., [69, 88]. Notice that
the size of the cells need to be adapted to the physical phenomena, particularly as it
is shown below that the typical length of the Brillouin instability is quite small—it
may be on the order of the laser wavelength. Then the longitudinal size of the cells
needs to be a little smaller than this wavelength; thus, one needs to deal on a huge
finite difference mesh (with hundreds of millions of cells) for handling significant
simulations.

3.2.4 A Three-Wave Coupling System and Its Analysis

In the one-dimensional framework, without the zero-order terms on the right-hand
sides, such as .1 � �/; log� , the system (3.71) (3.72) (3.70) reads as follows:

(T WC)

(i) @tE C cg@zE D �iˇ0�mˆ;

(ii) @tˆ � cg@zˆ D �iˇ0�mE;

(iii) @tmC c0s.iks C @z/mC �L�m D � i
pkp2cs
�Eˆ:

The main mathematical difficulties of this system may be posed on a bounded
interval. It is supplemented with the natural boundary conditions like (3.69) (and, of
course, with initial conditions).

Notice that if the initial values ˆ.0; :/ and m.0; :/ are zero, then there is a trivial
solution that ism D ˆ D 0 andE is the solution of @tECcg@zE D 0: But we shall
see that this solution is unstable.

3.2.4.1 Conservation Properties

It is easy to check that if a solution (E;ˆ;m) satisfies this system on an interval
Œ0; L�, we get

@t

�Z L

0

jEj2dx C
Z L

0

jˆj2dx
�

CcgŒjE.L/j2Cjˆ.0/j2� D cgŒjE.0/j2Cjˆ.L/j2�;

This means that the time variation of the total laser energy is equal to the incoming
laser intensity cgŒjE.0/j2Cjˆ.L/j2�minus the outgoing intensity. Moreover, we get
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@t

�Z L

0

jmj2dx C Y
Z L

0

jEj2dx
�

C 2�L�
Z L

0

jmj2dx � cgY jE.0/j2 C jm.0/j2:

with

Y D 2cs


pkpˇc
:

This is a balance relation related to the quanta jmj2. Of course, we have also the
following relation, which a combination of the two previous ones:

@t

�Z L

0

jmj2dx � Y
Z L

0

jˆj2dx
�

C 2�L�
Z L

0

jmj2dx � c0

s

�jm.0/j2 � jm.L/j2	C Ycg Œjˆ.0/j2 C jˆ.L/j2�:

This balance relation is of the same type as the one related to the global momentum
in the modified decay model (3.57), and they are, of course, also true if, in a three-
dimensional framework, one accounts for diffraction phenomena in this system.

3.2.4.2 Characteristic Values of the System (T WC)

For the sake of simplicity, we do not account here for the variation of �; i.e., we
assume � D 1:

For classical FCI plasma the group velocity cg of the laser field is very close to
light velocity 3�108 m/s. If the plasma electron temperature is on the order of some
107 K, the speed of sound cs is somehow smaller than 105 m/s and c0s also; thus, if
we set

" D c0s
cg

this parameter is typically on the order of 10�3: Denoting ˛ref a characteristic value
of ˛in; let us define OE; Ô ; OM as follows

E D OE˛ref; ˆ D Ô ˛ref; m D �i Om˛ref

c0s

s

2
p
1 �Nref

Nref
:

Then if we set


0 D ˛ref
k0

c0s

r

p

2
Nref;

the previous system reads

@t OE C c0s
"
@z OE D �c

0
s

"

0 Om Ô ;
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@t Ô � c
0
s

"
@z Ô D c0s

"

0 OmcEp;

@t OmC c0s.iks C @z/ OmC �L Om D c0s
0 OE Ô :
Therefore, good characteristic length and time of the three-wave coupling problem
are given by 
0�1 and .c0s
0/�1:

Before going on, let us give some order of magnitude of the different quantities
in the application we have in mind. The typical physical values of the problem we
are interested in are the following. For the plasma we take Nref D 0:15 and with
a temperature on the order of 35: 106 K, then cs ' 5:6 106 cm=s and c0s also. In a
very hot speckle of the laser beam, we may assume that the laser intensity is about
1016 W/cm2; which corresponds to ˛ref on the order of some 1011 V/m. Then let’s
say ˛ref ' 1011 V/m. With a laser wavelength equal to 0:35 �, we have k0 D
1:79 � 107 m�1 and !0 D 5:3 � 1015 s�1 then

p

p ' 3 � 10�6 in S.I. units; thus

we get


�10 ' 4 � 10�7m; .cs
0/
�1 ' 0:7 � 10�12s:

Notice that with these values, the growth coefficient B of the germ of the instability
of .m;ˆ/ [see (3.68)] corresponding to jEj D ˛ref and �L D 0 is given by

B D ˛refk0"
�1=2

q

p
2
Nref D "�1=2cs
0, so it is 70 times larger than cs
0.

3.2.4.3 Dimensionless Form

To get this form of the system, define first the dimensionless time and space
variables

t 0 D c0s
0t; x D z
0; � D �L=
0:
With these units, if � D 0, the Brillouin insatiability grows like exp.t 0"�1=2/ for the
most important wave numbers, which have been exhibited in (3.68).

Then let us perform the change of notations:

OE.t; z/ D u.t 0; x/; Ô .t; z/ D v.t 0; x/; Om.t; z/ D w.t 0; x/:

Thus, we get the following system after writing t instead of t 0,

."@t C @x/u D �vw;

."@t � @x/v D uw;

.@t C @x/wC .iks C �/w D uv:

A first simple property is the following one. If we set
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U D ue�i�.t�"x/; V D vei�.tC"x/; W D we2i�t ;

then the previous system reads as

"@tU C @xU D �V W;
"@tV � @xV D WU;

.@t C @x/W C .iks � 2i�C �/W D UV :

Therefore, with a simple change of unknown functions (it suffices to set � D ks=2),
the system to be addressed may read as

."@t C @x/u D �vw; (3.73)

."@t � @x/v D uw (3.74)

.@t C @x/wC �w D uv; (3.75)

This system, called the Boyd–Kadomstev system , is supplemented with the bound-
ary condition

u.T; 0/ D uin; v.t; L/ D 0; w.t; 0/ D 0:

where juinj is on the order of 1 and L is large enough compared to 1. Notice that
w.t; 0/ may also be a function of t that is small compared to 1. Of course, initial
conditions need also to be prescribed, e.g.,

u.0; :/ D u0; v.0; :/ D 0; w.0; :/ D w0

where u0 and w0 are bounded functions. In general, the L1-norm of u0 is on the
order of 1 and the one of w0 is much smaller than 1:Notice that this kind of quadratic
wave coupling phenomena occur in other areas; e.g., in the Rossby wave problem
in classical fluid dynamics (see [47]) or for vibrating string modelling.

As for system (T WC), the conservation properties hold and read as

"@t

�Z L

0

juj2dx C
Z L

0

jvj2dx
�

C ju.L/j2 C jv.0/j2 D juinj2; (3.76)

@t

�Z L

0

jwj2dx C "
Z L

0

juj2dx
�

C 2�
Z L

0

jwj2dx C ju.L/j2 C jw.L/j2 D juinj2:
(3.77)

Remark 23. A stationary solution on the half-line.
Assume that the time derivative is cancelled in the previous problem and that it is

addressed on the domain RC (i.e., L D C1 ) with the condition limxD1 v.x/ D 0;
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then one checks that, if � solves the O.D.E. @2

@x2
.log �/ D �j�j2 with the conditions

�.0/ D 1; @x.log �/jxD0 D 0; the triplet (us D �; vs D �; ws D �@x.log �/)
is a stationary solution to the system (3.73)–(3.75) with � D 0. [Indeed, setting
w D � log � , the O.D.E may be written as w00 D e�2w with w.0/ D w0.0/ D 0:

Thus, we get .jw0j2/0 D �.e�2w/0: According to the boundary conditions, that
implies jw0j2 D 1 � e�2w and � 0 D ��p1 � �2; so the result follows.]

But this analytic calculus has little interest since it does not provide information
on the time evolution of the solution. �

To our knowledge, except the work of Novikov and Zakharov in 1984 on solitons
[91] (where x ranges over the full space R), there was no convincing published
mathematical work related to this system before [86, 106].

We first show that this system is well-posed for all � � 0; more precisely, we
have the result [86].

Theorem 1. Consider system (3.73)–(3.75) with initial data u0; v0;w0 in L2x.0; L/
and the previous boundary conditions (uin bounded); for all final time T; there exists
a unique solution .u; v; w/ in ŒC.0; T IL2x/�3.

Moreover, if the initial data belong to L1x , then u; v and w belong to
L1t .0; T IL1x /.

The proof of this theorem is given below.
For this system, typical initial values are: u0 on the order of 1, v0 D 0; and w0

small with respect to 1. It is a good model for the growth of the Brillouin instability;
indeed for u fixed, if we consider the linear system (3.74) (3.75) on the full space R
and if we take the Fourier transform (in x), the growth of the solution of this linear
system is somehow related to the behavior of the solution . Ov.t; �/; Ow.t; �// of the
ordinary differential equation (assuming that the damping coefficient � is zero)

@

@t

 
Ov
Ow

!

D
�
i�=" u="

u �i�
� Ov
Ow

!

;

and we check that for u D uc frozen, one of the eigenvalues of the 2 � 2 matrix has
a positive real part which is given by .jucj2 � �2.1C "/2 14" /1=2=

p
": It is the largest

for � vanishing; so the growth of this solution is like exp.jucjt=p"/: Then we may
claim that for the full system (3.73)–(3.75), there is a characteristic time that is on
the order of

p
". Recall also that the characteristic value of the space variable is on

the order of the laser wavelength [cf. the calculus leading to (3.68)].
When one looks at the solution at a time much larger than

p
"; the problem is

related to the saturation of the linear instability that occurs at the beginning of the
time interval.

Therefore, it is natural to consider the problem for values of time of order 1 with
respect to "I this corresponds to addressing the problem with " going to zero. Now,
if one takes " equal to 0 in the previous system, we may address the following non-
classical system satisfied by u�; v�;w�
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@xu� D �v�w�;
�@xv� D u�w�; (3.78)

.@t C @x/w� C �w� D u�v�:

It needs to be supplemented with only one initial condition wjtD0 and the following
boundary conditions

u�.t; 0/ D uin; v�.t; L/ D 0; w�.t; 0/ D 0; 8t:

In [86], it is proved that this system is well-posed in L2x ; more precisely, there is a
unique solution .u�; v�;w�/ in ŒC.0; T IL2x/�3: It satisfies, of course, the equivalent
of the previous conservation properties, i.e.,

ju.x/j2 � jv.x/j2 D juinj2 � jv.0/j2; 8x;

@

@t

Z L

0

jwj2dx C 2�
Z L

0

jwj2dx C ju.L/j2 C jw.L/j2 D juinj2:

Now we have the following result.

Theorem 2. When " ! 0, the solution .u"; v"; w"/ of (3.73)–(3.75) converges for
almost all t in L2x to the solution .u�; v�;w�/ of the previous system (3.78).

This result is proved in [86], and we do not give it here. Let us mention only that
there is here a crucial mathematical difficulty due to the existence of an initial layer
near t D 0; indeed u0; v0 is not generally equal to u�.0; :/ and v�.0; :/:

Remark 24. To overcome this difficulty, we need to build explicitly this initial layer.
We give here some ideas how to do this.

Let us set U.t; x/ D
�

u.t; x/
v.t; x/

�

with a value that is in C2; and for all bounded

functions w; we define the linear operatorMw,

MwU D
�
@xuC wv
�@xv � wu

�

Therefore, the original system is equivalent to finding w" and U " D .u"; v"/ where
U " satisfies

"@tU
" CMw"U

" D 0 (3.79)

with initial and boundary conditions

u"jtD0 D u0; v"jtD0 D 0I u".t; 0/ D uin; v".t; L/ D 0: (3.80)
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and w" satisfying

@tw
" C @xw" D u"v"; w"jtD0 D w0; w".t; 0/ D 0: (3.81)

Now, for the initial layer we disregard the nonhomogeneous boundary conditions
and we are led to consider the system corresponding to (3.79) after introducing the
fast time variable 	 D t=". So we address the solution QU .	; :/ of the linear system

@	 QU CMW
QU D 0 D 0; QU j	Ds D V (3.82)

with initial data V D .u0; v0/ 2 ŒL2x�
2I this system is supplemented with

homogeneous boundary conditions u.�; 0/ D 0; v.�; L/ D 0. Here W is defined
by W.	; x/ D w1."	; x/ where w1.t; x/ solves the simple advection equation
@tw1 C @xw1 D 0 , w1.0/ D w0:

For 	 larger than s, denote by EW .	; s/V the value at time 	 of the solution QU
of (3.82). It is easy to check that

kEW .	; s/V kŒL2x �2 � kV kŒL2x �2 ; 8V 2 ŒL2x�2: (3.83)

The linear mapping EW .	; s/ on ŒL2x�
2 satisfies the classical relation EW .	; s0/

EW .s0; s/ D EW .	; s/: In particular, if W is independent of time, the mapping
EW .	; 0/ is a continuous contraction semi-group on ŒL2x�

2: Moreover one can prove
that for all bounded functions W; there are C and 
 > 0 (depending on W ) such
that for all 	 > s;

kEW .	; s/V kŒL2x �2 � Ce�
.	�s/kV kŒL2x �2 ; 8V: (3.84)

If we consider a sequence of functions Wn.	/ D w"n ."n	/ (with "n ! 0), the
inequality (3.84) is also true with C and 
 > 0 independent of n, under the
assumption that w" is a bounded family of functions such that kw"kL2.0;t0IH1

x /
and

k @
@t

w"kL2.0;t0IL2x/ are bounded independently of ". �

Remark 25. One crucial difficulty to deal numerically with model (3.70)–(3.72) is
related to the small value of "; as a matter of fact, the time step used by the classical
upwind scheme is determined by ıt D "ıx. But since the characteristic value of
the space cell size is generally on the order of the laser wavelength; the time "ıx
is very small compared to the characteristic time of the growth of the instability
which is on the order of

p
"ıx. Most of the mathematical and numerical difficulties

related to this problem may be analyzed on the previous system (3.73)–(3.75) in a
one-dimensional framework (the numerical treatment of the diffraction terms �?
is made by a space-marching technique). The previous remark leads one to think
that a numerical method may be used where the time derivative "@t is handled by
a perturbation technique analogous to the one described in [7] with ıt , e.g., on the
order of

p
"ıx. �



3.2 The Brillouin Instability in Laser–Plasma Interaction 127

Fig. 3.9 Brillouin backscattering simulation on a toy problem in a two-dimensional framework.
The wave enters the domain from the left. Map of the main wave intensity at 5 ps.

Fig. 3.10 Map of the main wave intensity at 9 ps.

Remark 26 (Numerical illustrations). We are concerned here with results obtained
due to model (3.70)–(3.72) with a small value of " (on the order of 0:002); here the
initial value of v is zero and the initial value of w is very small. The simulation
corresponds to a two-dimensional toy problem where one addresses only one
speckle in the laser beam (with a Gaussian shape) that enters into the simulation
domain from the left; so there are only about 100,000 cells (here the scheme is
explicit and the time step ıt is equal to "ıx). Figures 3.9, 3.10, and 3.11 show the
map of the laser intensity jEj2 of the main wave at different times (5 pico-s; 9
pico-s and 11 pico-s); moreover Fig. 3.12 shows the map of the intensity jˆj2 of
the backscattered wave for the last time. Notice that the Landau damping coefficient
�L has been chosen to be very small (and does not correspond to a realistic plasma)
in order to show a fast growth of the instability. �

=============
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Fig. 3.11 Map of the main wave intensity at 11 ps.

Fig. 3.12 Map of the backscattered wave intensity at 11 ps.

Proofs of Section 3.2

Proof of the Proposition 15. For these calculations we may set cs D 1: The
characteristic polynomial of the system (3.66) reads as follows

.�C 1

"
�/.�� .�C ks//.�C .�C ks//CB2.�C .�C ks/��C .�C ks// D 0:

In order to have a nonreal root� even if B is small or equal to 0, it is necessary that
two of three roots .�Cks/;�.�Cks/;� 1" � obtained when B D 0;mingle together;
the good situation is � C ks D � 1" �; i.e., � D ��:

With this value, the previous polynomial reads as follows, if we set K D �� C
ks D ���=";

.� �K/2.�CK/C 2KB2 D 0:
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To find the roots of this third-order equation, we set � D K.z C 1=3/ and A D
BK�1; it reads

z3 � 4
3

zC 2. 8
27
C A2/ D 0

then according to Cardan’s formula, we see that the determinant ı2 is positive and
we have

ı D 2A.16
27
C A2/1=2 D 2A

�
4

3
p
3
C ˇA2

�

:

where we denote ˇ D 4

3
p
3
A�2

�q
1C 27

16
A2 � 1

�

: Thus, there exists one root such

that the imaginary part is positive:

Im.z/ D
p
3

2

 �
ı

2
C . 8

27
C A2/

�1=3
C
�
ı

2
� . 8

27
C A2/

�1=3!

:

The two others are the complex conjugate and a real root. After some calculations,
we get

Im.z/ D
p
3

2

 

.
Ap
3
C2
3
/3C.ˇ �

p
3

9
/3A3

!1=3

C
p
3

2

 

.
Ap
3
�2
3
/3C.ˇC

p
3

9
/3A3

!1=3

We now make an asymptotic expansion of this expression for A small. So get

ˇ ' ˇ1 D 3
p
3

8

Im.z/ D
p
3

2
.
Ap
3
C 2

3
/

 

1C 9

8
.ˇ1 �

p
3

9
/3A3

!

C
p
3

2
.
Ap
3
� 2

3
/

 

1� 9

8
.ˇ1 C

p
3

9
/3A3

!

CO.A4/

D AC
p
3

3

"
9

8
.ˇ1 �

p
3

9
/3 C 9

8
.ˇ1 C

p
3

9
/3

#

A3 CO.A4/;

and the corresponding eigenvalues �full for the optimal value �� is such that with
a0 D 27

8
.. 3
8
� 1

9
/3 C . 3

8
C 1

9
/3/

Im.�full/ D BŒ1C a0.B=K/2 CO..B=K/3/�:

The result follows from the fact that K D ks=.1C "/: �

Proof of Theorem 1. Let us first give some notations. We introduce the three
velocities c1 D "�1; c2 D �"�1; c3 D 1 and a1 D �"�1; a2 D "�1; a3 D 1:
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It may be seen that the absorption term �w in the equation for w has no importance
from a mathematical point of view; thus, we can set � D 0 in the proof. Now,
defining the advection operatorsKi by

Ki D @t C ci@x;

the original system with general initial values .u0; v0;w0/ reads as

K1u D a1vw; u.0; :/ D u0; u.t; 0/ D uin;

K2v D a2uw; v.0; :/ D v0; v.t; L/ D 0; (3.85)

K3w D a3vu; w.0; :/ D w0; w.t; 0/ D 0:

The proof is based on a lemma of compensated integrability (it is a classical lemma
in the L1 framework and we extend it here in the L2 framework). �

Lemma 5 (Compensated integrability). There exists a constant CA such that for
all 	 and for all functions u; v in L2.0; 	 IL2x/ such that K1u and K2v are in
L2.0; 	 IL2x/, we have uv in L2.0; 	 IL2x/ and we get

kuvk2L2.0;	 IL2x/ � CA
h
˛u C 	 kK1uk2L2.0;	 IL2x/

i h
˛v C 	 kK2vk2L2.0;	 IL2x/

i

with ˛u D ku.:; 0/k2L2.0;	/ C ku0k2L2x and ˛v D kv.:; L/k2L2.0;	/ C kv0k2L2x :
The same result holds, of course, for the other products uw and vw (and for the

products uv;wv).

Proof of the Lemma 5. Denote f D K1u; we have

u.t; x/ D u0.x � c1t/1x>c1t C uin.
c1t � x
c1

/1x<c1t C
Z t

0

f .t � s; x � c1s/ds

Then we get for all t < 	;

ju.t; x/j2 � 2
�

ju0.x � c1t/j1x>c1t C juin.
c1t � x
c1

/j1x<c1t
�2
C 2	F.x � c1t/;

with F.y/ D R t
0
jf .yCc1s; s/j2ds, i.e., ju.t; x/j2 � �u.x�c1t/ where the function

�u defined on Œ�c1	; L� is given by

�u.�/ D 2ju0.�/j21�>0 C 2juin.� �
c1
/j21�<0 C 2	F.�/
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Moreover, we see that

k�ukL1x � 2˛u C 2	 kK1uk2L2.0;	;L2x/ ; ˛u D ku0k2L2x C ku.:; 0/k
2

L2t
:

In the same way, we get jv.t; x/j2 � �v.x � c2t/ with �v such that for all t � 	

k�vkL1x � 2˛v C 2	 kK2vk2L2.0;	;L2x/ ; ˛v D kv0k2L2x C kv.:; L/k
2

L2t
:

Now with the new variables y D .x � c1t/ and y0 D .x � c2t/ using the fact that
dxdt D jc1 � c2j�1dydy0, we get

Z Z

ju.t; x/j2jv.t; x/j2dxdt �
Z Z

jc1 � c2j�1�u.y/�v.y
0/dydy0 � jc1 � c2j�1 k�ukL1x k�vkL1x

and the result follows. �

Proof of the First Part of the Theorem

The first part of the theorem comes from a classical continuity argument using the
conservation relations (3.76), (3.77), after the following lemma is proved.

Lemma 6. For 	 small enough, there is a unique solution .u; v;w/ in
ŒL2.0; 	 IL2x/�3 of problem (3.85). Moreover, .u; v;w/ belongs to ŒC.0; 	 IL2x/�3:
Proof of the Lemma 6. Let us set U D fu; v;wg: Define the space L2;	 D
.L2.0; 	 IL2x//3 endowed by the norm kUkL2;	 D supi kUikL2.0;	 IL2x/. Denote
F.U/ D fa1vw; a2uv; a3uvg and KU D fK1U1;K2U2;K3U3g:
Existence. It is based on a fixed-point algorithm.

Let us denote by U0 D .u0; v0;w0/ the solution of problem (3.85)
without the quadratic right-hand side terms and define the sequence UnC1 D
.unC1; vnC1;wnC1/ by

KUnC1 D F.Un/

UnC1.0; :/ D fu0; v0;w0g
unC1.t; 0/ D uin; vnC1.t; L/ D 0; wnC1.t; 0/ D 0:

Now, denote KUn D Gn and for fixed initial and boundary values, address the
mapping

Gn 7! GnC1 D F.Un/ D F.K�1.Gn//:

and G1 D F.K�1.0//. Then let us consider two elements G D fg1; g2; g3g and OG D
fbg1; bg2; bg3g and for fixed initial and boundary values, define U and OU by KU D G
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and K OU D OG. So we may set F.K�1. OG//�F.K�1.G// D fa1z1; a2z2; a3z3g where
we have z1 D Ov Ow � vw D Ov. Ow � w/ C w. Ov � v/: Since K3. Ow � w/ D . Og3 � g3/;
according to the previous lemma we know that

k Ov. Ow � w/k2L2;	 � CA
�

˛v C 	
�
�
� OG
�
�
�
2

L2;	

�

	 kbg3 � g3k2L2;	 :

DenotingB2 D max.ku0k2L2xC
�
�uin

�
�21 ; kv0k2L2x ; kw0k

2
L2x
/ and assuming that 	 � 1;

we have

˛u � B2; ˛v � B2; ˛v � B2;

therefore, we get

�
�
�F.K�1. OG//� F.K�1.G//

�
�
�
2

L2;	
� a2CA

�

2B2 C 	
�
�
� OG
�
�
�
2

L2;	
C 	 kGk2L2;	

�

	

�
�
�G � OG

�
�
�
2

L2;	
(3.86)

Applying this relation to the sequence GnC1 D F.K�1.Gn//; we see that the
sequence qn D kGnk2L2;	 satisfies

q1 D
�
�F.K�1.0//

�
�2
L2;	 � a2CAB4

qnC1 � a2CA.2B2 C 	qn/	qn � C2 C C2	2q2n
Then, one can check that if 	 is such that 8C2	2 � 1 and a2CAB42C2	

2 � 1, the
sequence qn is decreasing and we have kGnk2L2;	 � a2CAB

4 for all n: Using this
bound and according to inequality (3.86), if we assume that

a2CAB
2	 � 1=3

then the mapping Gn 7! GnC1 on the space L2;	 is strictly contracting and the entire
sequence Gn converges to some element G in L2;	 such that

G D F.K�1.G//

Thus, denoting U the solution of KU D G in L2;	 ; we have G D F.U/ and
KU D F.U/: That means that U is solution of (3.85).

Since the right-hand sides F.U/i belong to L2.0; 	 IL2x/; classical semi-group
arguments imply that the solution U belongs to .C.0; 	 IL2x//3.
Uniqueness. Assume that there exist two solutions U ; OU ; they satisfy KU D F.U/
and K OUD F. OU/. Then, setting QUD OU � U ; we get

jKi
QUi j � jai j

�
jUj QUj 0j C j QUj OUj 0j

�
; with .j; j 0/ ¤ i
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According to the previous lemma, since the initial and boundary values of QU are
zero, we get

�
�
�K QU

�
�
�
2

L2.o;	;L2x/
� a2CA

�

	

�
�
�K QU

�
�
�
2

L2;	
.B2 C 	 kKUk2L2;	 /C 	

�
�
�K QU

�
�
�
2

L2;	
.B2 C 	

�
�
�K OU

�
�
�
2

L2;	
/

�

:

Thus, QU D 0 for 	 small enough. �

Proof of the Second Part of the Theorem

The proof is based on addressing the system of a two-dimensional box Œ0; L��Œ0; T �:
Notice that we have the balance relation

@

@t
."juj2 C jwj2/C @

@x
.juj2 C jwj2/ D 0

Integrating this relation on the quadrangle OPwPPu where the vertices are O D
.0; 0/; Pw D .x � t; 0/; P D .x; t/, Pu D .0; t � "x/, and assuming that t �
"x; ".L� x/; we get (denoting by � the linear abscise)

Z

ŒPwP �

.1 � "/juj2d� C
Z

ŒPuP �

.1 � "/jwj2d� � B2:

In the same way, we may integrate the balance relation

@

@t
.jwj2 � "jvj2/C @

@x
.jwj2 C jvj2/ D 0

on the quadrangleOPwPPv [where Pv D .x � "t; L/], we get

Z

ŒPwP �

.1C "/jvj2d� C
Z

ŒPvP �

"jwj2d� � B2:

In the same way, if t < ".L � x/; we have to integrate over the surface OPwPLPv
(where L D .L; 0// and we get the same kind of bounds (with a supplementary
term

R
ŒLPv �
jwj2d� ).

In all cases, we get the following bounds for all t � T with a constant C
depending on the initial data, on " and on T;

Z t

0

ju.t � s; x � s/j2ds � C
Z t

0

jv.t � s; x � s/j2ds � C
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Then, from integrating the advection equation (3.75) along its characteristic line, we
have

jw.t; x/j �
Z t

0

ju.t � s; x � s/v.t � s; x � s/jds C kw0kL1

�
�Z t

0

ju.t � s; x � s/j2ds
Z t

0

jv.t � s; x � s/j2ds
�1=2
C kw0kL1

and w is bounded inL1t;x . In the same way, we have bounds on
R t
0
jv.t�s; x�"s/j2ds

and
R t
0
jw.t � s; x � "s/j2ds and we get the results for u and for v also. �



Chapter 4
Langmuir Waves and Zakharov Equations

Abstract Here we address for the sake of completeness the modelling of the
electron plasma waves, also called Langmuir waves. We recall how the coupling
of these waves with the ion population leads to the system of Zakharov equations
and the different approximations that are made for this derivation.

Keywords Plasma frequency • Langmuir waves • Electron plasma waves
• Zakharov equations

In this chapter, we address wave phenomena with a characteristic observation time
that is on the order of the electron plasma frequency !�1p

Tobs 	 !�1p D
�D

vth,e
;

or on the order of

Tobs 	 �D

vth,i
D �D

vth,e

r
m0

me

;

but smaller than Lplasma

vth,i
: On the other hand, the Debye length �D is smaller than the

characteristic length Lobs but it is not negligible. For example, we may have

Lobs 	 �D
r
m0

me

:

So we stress that we are not in the framework of the massless approximation (as in
previous chapters). Moreover, in this chapter, we do not deal with a coupling with
external electromagnetic sources. We show that in a hot plasma, electron Langmuir
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waves (also called electrostatic waves) may be generated, and they oscillate with a
frequency close to the plasma frequency.

In the first section, we assume that the ions are at rest; but in the two following
sections, we consider a more general situation with a coupling with ion motion,
and we look at the behavior of Langmuir waves on long time intervals. So, there is
interplay between the high-frequency Langmuir waves with a characteristic velocity
that is on the order of the electron thermal velocity vth,e and the classical acoustic
ion waves that are characterized by the ion sound velocity which is on the order
of vth,i: To obtain a practical modelling, one performs a time envelope of the high-
frequency Langmuir waves; then the coupling with the acoustic ion waves leads to
the well-known Zakharov equations.

4.1 Langmuir Waves Without Coupling with Ions

We are concerned with an ion population that is assumed to be at rest: U D 0 and
N0 does not depend on time. So, we have

J D �qeNeUe:

Let us set

�ei D �e0N0=me:

Moreover, for the sake of simplicity we disregard the magnetic effects, so the
evolution equations for electron density and velocity read in a classical way,

@

@t
Ne Cr:.NeUe/ D 0;

@

@t
.NeUe/Cr:.NeUeUe/C 1

me

rPe D � qe
me

NeE � �eiNeUe:

It is possible to supplement this system by addressing an evolution equation for the
electron temperature in the form

�
@
@t
Cr:Ue�

	 �
1
2
meNejUej2 C 3

2
NeTe

	
= J:E �

r:.PeUe/ (if we neglect the exchange term between ion and electron temperatures
and the thermal conduction). But we make here a simplification: we do not account
for the evolution of electron temperature and we assume that the electron pressure
is a given function of the density Pe D Pe.Ne/: This is the so-called barotropic
model. In the simplest case, assuming that the electron population is adiabatic,1 we
set Pe D c2eNe; where the characteristic sound velocity ce is given by

1That is, the pressure Pe is assumed to obey the law Pe D PrefN
�3
ref N

3
e : Therefore, we get rPe D

3PrefN
�3
ref N

2
e rNe ' 3TrefrNe).
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ce D
p
3vth,e D

p
3Tref=me:

For the sake of simplicity, we also assume that the electron temperature is constant
and equal to Tref (sometimes in the literature, one sets the sound velocity ce is equal
to vth,e).

In the framework of a barotropic model for electrons, one checks that there is a
related energy balance, which reads as

@

@t

�

Ne.
1

2
me jUe j2C"ps.Ne//

�

Cr:
�

NeUe.
1

2
me jUe j2C"ps.Ne//

�

Cr:.Pe.Ne/Ue/

D J:E �me�eiNe jUe j2

where the pseudo-internal energy "ps.:/ is the function of Ne such that "0ps.Ne/ D
N�2e Pe.Ne/:

[Indeed, according to the classical identity Ne
�
@
@t
C Ue:r

	 � D @
@t
.Ne�/ C

r:.UeNe�/ we get

meNe

�
@

@t
C Ue:r

�

Ue CrPe.Ne/ D �qeNeE � �eimeNeUeI

moreover, we check that Ne
�
@
@t
C Ue:r

	 �
"ps.Ne/

	 D �N�2e Pe.Ne/r:Ue: Then,
combining with the previous relation multiplied by Ue, we get the desired relation.
�]

In the case wherePe D c2eNe the corresponding energy balance relation holds for
.c2eNe logNeCNe 12 jUej2/: the term J:E corresponds to the electromagnetic energy;
moreover,me�eiNejUej2 corresponds to the energy that is lost by the electron wave
(due to the Coulomb interactions between ions and electrons).

Since we are interested in the propagation of fluctuations, we make the following
decomposition of the electron density

Ne D N l
e C ne

whereN l
e is slowly varying with respect to the time and ne is highly time oscillating

(with a time scale corresponding to the electron plasma frequency).
Moreover, we assume that jnej � N l

e and that N l
e does not depend on time. So,

our concern is the following system for .ne;Ue/

@

@t
ne Cr:.N l

eUe/ D 0; (4.1)

N l
e

@

@t
Ue Cr:.N l

eUeUe/C c2erne D �
Nref

me

qeE � �eiN l
eUe (4.2)

There are now two ways to proceed.
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• In the general case one has to account for the non-linear term r:.N l
eUeUe/: This

type of system with a decomposition between two time scales is the basis for a
derivation of the Zakharov equations; see the next section.

• In the framework we are interested in this first section, we neglect the nonlinear
term r:.N l

eUeUe/. The aim is to introduce some elementary facts concerning
this linear framework; indeed, this feature of plasma physics is crucial for a lot of
models and applications (the related concepts will be useful in the next section).

In this simplified framework we get the following linear system.

.LEW/

(i)
@

@t
ne Cr:.N l

eUe/ D 0;

(ii)
@

@t
.N l

eUe/C c2erne D �
Nref

me

qeE � �eiN l
eUe:

According to the previous approximations, we set J D �qeN l
eUe and the system

reads also as follows (remind that !2p D Nrefq
2
e=."

0me/ )

qe
@

@t
ne � r:J D 0 (4.3)

� @

@t
JC qec2erne C !2p"0E D �eiJ (4.4)

Of course, it must be supplemented by an equation for the electric field. Before
focusing on the analysis of this system coupled with the Gauss relation, we recall
briefly in the following subsection some elementary facts concerning this system.

4.1.1 Conductivity and Dispersion Relation

Since there is no magnetic effect, the electric field is given by the Faraday equation

"0
@

@t
E D J: (4.5)

and we check that if the Gauss relation "0r:E D qe.ZN0 �N l
e � ne/ is satisfied at

initial time, it is always satisfied.
Assume that the solution .ne; J/ behaves like a linear wave of the type

exp.ik:x � i!t/ and introduce the classical envelope functions ene; QJ and QE by
ne D eneeik:x�i!t C c:c:, J D QJeik:x�i!t C c:c: etc. We want to set up a dispersion
relation, that is to say a relation between ! and k such that this wave exists; we
also compute the link between the fields QJ and QE (which is related to the plasma
conductivity).



4.1 Langmuir Waves Without Coupling with Ions 139

From the previous linear system, we have

� qe!ene D k:QJ; .i! � �ei /QJC iqec2e enekC !2p"0 QE D 0I (4.6)

then, eliminating ene; we get

i!2p"
0 QE D .! C i�ei /QJ �

!2p

!
3�2Dkk:QJ (4.7)

Therefore, we get the relation

QJ D
 

I � !2p3�
2
D

!.! C i�ei /kk

!�1
i!2p"

0

.! C i�ei /
QE

QJ D
 

.I � kk
jkj2 /

1

.! C i�ei / C
1

! C i�ei � !2p3�2Djkj2!�1
kk
jkj2

!

i!2p"
0 QE (4.8)

In other words,

QJ D � !.! ;k/ QE

where � !.! ;k/ is the conductivity tensor defined by the previous formula. In the

reference frame where the first unit vector is k=jkj; this tensor reads as

� !.! ;k/ D i!
2
p"
0

0

B
@

1

!.1�!2p3�2D jkj2=!2/Ci�ei 0 0

0 1
!Ci�ei 0

0 0 1
!Ci�ei

1

C
A

Moreover, the Faraday law (4.5) implies that

i!"0 QE D QJ (4.9)

thus, for the existence of a vector QE, we see that the frequency ! must satisfy the
relation

det. � !.! ;k/
i

!"0
C I/ D 0 (4.10)

It is the so-called dispersion relation. On the one hand, there is a solution ! of (4.10)
satisfying simply

!2 C i�ei! D !2p:
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This wave corresponds to a transverse wave (i.e., that propagates in the direction
orthogonal to the electric field) k: QE D 0 and ene D 0I it is a pure electromagnetic
wave.

On the other hand, there is a solution ! of (4.10) that corresponds to a
longitudinal wave (the electric field QE is parallel to the direction of propagation k):
if we denote by �k the scalar conductivity

�k.!;k/ D i!2p"0
 

!.1 � !
2
p

!2
3�2Djkj2/C i�ei

!�1
; (4.11)

then the corresponding value of ! satisfies the dispersion relation

�
!

!p

�2
C i�ei !

!2p
D 1C 3�2Djkj2: (4.12)

This wave is called the Langmuir wave; it is an electrostatic wave (since it may be
exhibited also in the case where the electric field is given only by the Gauss relation).

If we define the dielectric permittivity function by ".!;k/ � 1 C i
!"0
�k.!;k/

the dispersion relation (4.12) reads also ".!;k/ D 0:
Notice that the dielectric permittivity tensor of the plasma defined by .I C

� !.! ;k/
i
!"0
/ is useful for modelling the propagation of radio waves in the iono-

sphere or the propagation of microwaves in a plasma such as magnetic confinement
plasmas.

Remark 27 (Accounting for a constant magnetic field.). For the sake of com-
pleteness, we show here how the dispersion relation and formula (4.8) for the
conductivity tensor should be generalized in the case where there was a magnetic
field B (independent from space and time variable). In equation (4.6) QE would be
replaced by QE� qe

meN l
e

QJ � B and instead of (4.7) we would have

i!2p"
0 QE D .! C i�ei /QJ �

!2p

!
3�2Dkk:QJC i qeNref

meN l
e

QJ � B

So, denoting !ce D qe
me
jBj the electron cyclotronic frequency, since B D !ce

me
qe

b
with b D B=jBj; we get

..! C i�ei / �
!2p

!
3�2Dkk/QJC i!ce Nref

N l
e

QJ � b D i!2p"0 QE:

This reads also J D � !.! ;k/E; but the tensor � !.! ;k/ expresses with values
depending on the angle between k and b: Since the magnetic field is constant,
Faraday equation (4.5) is still valid; thus (4.9) still holds, and for the existence of a
vector QE, the frequency ! must satisfy the dispersion relation

det. � !.! ;k/
i

!"0
C I/ D 0
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the solution of which is more complex than above.
Let us show how the calculus works in the case where the two vectors k and b

are orthogonal. In the reference frame .k=jkj;k=jkj � b;b/; we check that we have

0

@
! � ˛

!
C i�ei �i� 0

i� ! C i�ei 0

0 0 ! C i�ei

1

A QJ D i!2p"0 QE

(with ˛ D !2p3�2Djkj2 and � D !ce Nref
Nl
e

), so we get the expression

� !.!; k/ D i!2p"
0

0

B
B
@

.!C i�/ 1
.!Ci��

˛
! /.!Ci�/��2

i� 1
.!Ci��

˛
! /.!Ci�/��2

0

�i� 1
.!Ci��

˛
! /.!Ci�/��2

.! C i� � ˛
!
/ 1
.!Ci��

˛
! /.!Ci�/��2

0

0 0 .!C i�/�1

1

C
C
A

There is one solution ! to the relation detŒ � !.!;k/ � i!"
0
I� D 0; which

corresponds to a wave QE parallel to b given by the classical formula !2 C i�ei! D
!2p: Moreover, for solutions corresponding to a wave QE orthogonal to b (but not
parallel to k), we need to calculate a 2 � 2 determinant and solve a polynomial
equation with respect to the variable !I it may be handled by a perturbation
argument by imposing ˛ D 0 first. In that case, we get

.!C i���/.!C i�C�/.!2C!.�C i�/C i!2p/.!2C!.��C i�/C i!2p/ D 0:

i.e., there are solutions of the form ! D �i� ˙� and of the form ! D �
2
� i �

2
˙

1
2
.�2 � 4i!2p � 2i��/1=2 and ! D ��

2
� i �

2
˙ 1

2
.�2 � 4i!2p C 2i��/1=2; but, of

course, the value of !, whose real part is equal up to the sign, corresponds to the
same eigenvector (with k changed into �k.) �

4.1.2 Linear Langmuir Wave Theory

Let us go back now to the linear wave model (LEW), but for the electric field E
we make a hypothesis that is a little weaker: we do not assume that it satisfies the
Faraday equation (4.5), but we assume that it reduces to an electrostatic one (i.e.,
curl E D 0) and satisfies the Gauss relation

qer:E D q2e
"0
.ZN0 �N l

e � ne/ D !2p
me

Nref
.ZN0 �N l

e � ne/: (4.13)
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(of course, in the monodimensional framework, this is equivalent to the Faraday
equation). Then taking the time derivative of equation [LEW(i)] and the divergence
of [LEW(ii)], this leads to

@2

@t2
ne C !2pne � c2e�ne C �ei

@

@t
ne D !2p.ZN0 �N l

e /: (4.14)

Equation (4.14) is a classical linear model for Langmuir waves, where we have
exhibited a source term due to plasma heterogeneities; the term with the first
derivative is a damping term.

With an analogue calculus to the one above, we see that the solution ne behaves
like ne ' ene exp.ik:x� i!t/C c:c: and that .k; !/ must satisfy dispersion relation

�!2 � i�ei! C !2p C 3!2p�2Djkj2 D 0

which is exactly the dispersion relation (4.12) (this means that an electrostatic wave
is a longitudinal one).

Since �ei =!p is always small with respect 1, this relation may be approximated
by the Bohm–Gross relation

! ' !p
q
1C 3�2Djkj2 � i

�ei

2
: (4.15)

Within this formula, we see that the wave energy jnej2 is damped and behaves like
exp.��ei t/I indeed, if we perform an average h:i on a time interval large with respect
to !�1, we get

D
jne j2

E
' jene j2 2

˝
e�i!t ei!t

˛ D jenej2 2
˝
e�2Re.i!/t e�2iRe.!/t ˛ D 2 jenej2 e��ei t

Moreover the frequency of the Langmuir wave, which is given by the real part of
!; is close to the plasma frequency !p , but is not strictly equal (this phenomenon is
known as the “finite Debye length” effect). Of course, when the Debye length goes
to zero, the frequency of the Langmuir wave goes to the plasma frequency !p:

Energy Balance

It is not feasible to state a simple energy balance relation by using only the solution
ne of (4.14). But using the original form of this system, i.e., multiplying (4.1) by
c2e ne and (4.2) by N l

eUe , we get easily

1

Nref

@

@t

�
1

2
c2en

2
e C

1

2
.N l

e /
2jUej2

�

C 1

Nref

c2er:.neN l
eUe/ D 1

me

J:E��ei .N
l
e /
2

Nref
jUej2:
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According to the following lemma, we can see that the solution .ne;Ue;E/ of (4.1),
(4.2) and (4.13) satisfies the balance relation.

@

@t

Z ��
me

2Nref
.c2en

2
e C .N l

e /
2jUej2/

�

C 1

2"0
jEj2

�

dx D �me

Z
�ei
.N l

e /
2

Nref
jUej2dx

without boring the reader about boundary conditions (of course, if the domain
is bounded, we need to account for boundary terms). So, if �ei D 0; we get a
conservation of the global energy (the sum of the electron wave energy me

2Nref
.c2e n

2
eC

.N l
e /
2jUej2/ and the electrostatic energy); otherwise, this global energy decreases

and the right-hand side of the above balance relation corresponds to the heating of
the plasma.

Lemma 7. Assume that the electric field E satisfies (4.13) and curlE D 0 and that
ne satisfies (4.1) above; then we get

Z

R3
J:EdxD � 1

2"0
@

@t

Z

R3
jEj2 dx (4.16)

[Indeed, according to
@

@t
ne D r:J; relation (4.13) leads to "0r:J C r: @

@t
E D 0:

Since E D �r'; we get 0 D R 'r: �"0JC @
@t

E
	
dxD R �"0JC @

@t
E
	
:Edx: �]

4.2 Coupling of Langmuir Waves with Acoustic Waves

The aim of this section is to describe the coupling of the Langmuir waves and the
ion acoustic system, which leads to the derivation of the Zakharov equations. For
the sake of simplicity, we assume that there is no magnetic field and, as above, that
the electric field reduces to its electrostatic part. Moreover, for the electrons, we use
a barotropic modelling with Pe D c2eNe where c2e D 3v2th,e D 3Tref=me: Recall that
the ion acoustic sound speed is given by

c2s D .3ZTref C 5

3
T0/

1

m0

D Zc2e
me

m0

C 5

3
T0

1

m0

:

So, the starting point of the modelling is the following system for the electron
population

@

@t
Ne Cr:.NeUe/ D 0;

@

@t
NeUe Cr:.NeUeUe/C c2erNe D �

Ne

me

qeE � �eiNeUe:

r:E D qe

"0
.ZN0 �Ne/
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which is coupled with the mass and momentum balance equations for the ion
population. We assume that the electron density is a perturbation of a constant value
Nref ; recall that the plasma frequency !p is given by

!2p D q2eNref="
0me

For the electron density, we make the same kind of decomposition as above (but
we use dimensionless quantities with a reference densityNref): we address a slowly
time-varying partN l

e D NNref and a highly oscillating part denoted by nhNref with
a frequency close to !p and we set

Ne D nhNref CNNref

Moreover, we assume that
ˇ
ˇnh
ˇ
ˇ� 1 and jN � 1j � 1:

In the same way, we make decomposition of the electron velocity

Ue D Us
e C Uh

e

with Uh
e highly oscillating and Us

e slowly time varying; the electrostatic field is also
decomposed in a highly oscillating part Eh and a slowly time varying one Es

E D Eh C Es

Notice that we have curl Eh D 0 and curl Es D 0:
(a) High-Oscillation Scale.

For the highly oscillating quantities of this model, we get

@

@t
nh Cr:.NUh

e / D 0; (4.17)

@

@t
Uh
e C c2ernh D �

qe

me

Eh � �eiUh
e ; (4.18)

qer:Eh D �!2pmen
h:

It is not possible to derive a linear wave equation for nh if the multidimensional
aspect needs to be taken into account. Here we will state a wave equation for
the velocity Uh

e by taking the time derivative of (4.18) and the gradient of (4.17),
so we get

@2

@t2
Uh
e � c2err:.NUh

e / D �
1

me

qe
@

@t
Eh � �ei @

@t
Uh
e (4.19)



4.2 Coupling of Langmuir Waves with Acoustic Waves 145

Now according to the electric Gauss relation and (4.17), we have

qer: @
@t

Eh D !2pmer:.NUh
e /

It is worth noticing that qe
@

@t
Eh � !2pme.NUh

e / is not zero in the multidimensional

modelling. Now, gathering this relationship with (4.19), we get the following
equation (using the definition of !p)

r:
�
@2

@t2
Uh
e � c2err:.NUh

e /C �ei
@

@t
Uh
e C !2pUh

e � !2p.1 �N /Uh
e

�

D 0 (4.20)

Here, one proceeds classically by neglecting the multidimensional aspect (see the
remark below for accounting this aspect); thus, one claims that the expression inside
the Œ:� is zero and one denotes the velocity by a scalar Uh

e ; and we get

@2

@t2
U h
e � c2e�

�
NUh

e

	 D �!2pNUh
e C �ei

@

@t
U h
e D �!2pNUh

e : (4.21)

Remark 28 (The multidimension aspect). If we want to account for this aspect, we

must deal with another form. First, since qe
@

@t
Eh is the gradient of a potential, say

�; one sees that ��� D !2pmer:.NUh
e /, thus, using the operator2 .��/�1; we get

�qe @
@t

Eh D !2pmerŒ.��/�1r:.NUh
e /�:

Therefore, we get

@2

@t2
Uh
e � c2err:.NUh

e /C �ei
@

@t
Uh
e D �!2pr


.��/�1r: �NUh

e

	�
; (4.22)

with the constraint that

curl Uh
e D 0;

which is due to (4.18) and the fact that curl Eh D 0:

2If one assumes that there is Neumann conditions on the boundary of the simulation domain,���1

defines a function up to an additive constant.
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Another form is the following. According to the previous constraint on Uh
e ,

setting  D r:Uh
e we have Uh

e D r..��/�1/ and (4.19) reads as follows

@2

@t2
�c2e�r:

�
Nr..��/�1/	C!2pC�ei

@

@t
 D !2pr:

�
.1 �N /r..��/�1/	 :

The advantage of this form is that the unknown is scalar, but the drawback is its
complexity. �

Since N is close to 1 and is a slow time-varying function, regarding equation
(4.21), one may check that the solution Uh

e (and nh) is highly oscillating with a
frequency ! that satisfies the so-called Bohm–Gross dispersion relation,

! D !p
�
1C 3jkj2�2D

	1=2 � i �ei
2

(4.23)

Since jkj�D is small, the frequency ! is close to !p � i �ei2 ; then we are led to make
a WKB expansion of the function Uh

e : That is, we set

Uh
e .t; :/ D v.t; :/e�i!p t C c.c. (4.24)

where v.t; :/ is a slowly varying function.
Then we get

@U h
e

@t
D. @
@t
v�i!pv/e�i!ptCc.c.,

@2U h
e

@t2
D. @

2

@t2
v�2i!p @

@t
v�!2pv/e�i!ptCc.c.

and neglecting
@2

@t2
v and i�ei!p

@

@t
v if compared to !2pv; (4.21) becomes

@

@t
v � i c

2
e

2!p
�.Nv/C �ei

2
v D �i !p

2
.N � 1/v

or since one has c2e D 3v2th,e D 3�2D!2p
1

!p

@

@t
v � i 3

2
�2D�.Nv/C

�ei

2!p
v D �i 1

2
.N � 1/v (4.25)

If the unknown v was replaced by Nv; this equation would be a classical linear
Schrödinger equation with a given potential. Notice that nh may be expressed with
the help of v and we have

nh D i!�1p r.Nv/e�i!p t C c.c.
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(b) Slow Time Scale.

We now focus on the slow time-varying fluctuations. Let us denote by h::i the
average value of highly oscillating quantities at a low time scale. Notice that the
product of two oscillating quantities Uh

eUh
e generates slow time varying quantities,

so, from the system written at the beginning of this section, we see that

@

@t
N Cr:Us

e D 0;
@

@t
Us
e C

˝r:.Uh
eUh

e /
˛C c2erN D �N

qe

me

Es � �eiUs
e;

where the electrostatic field is Es D �q�1e r with  given by the Poisson equation

� �
2
D

Tref
� D ZN0

Nref
�N :

Since one forgets the multidimensional aspect of Uh
e , term r:.Uh

eUh
e / is simply

replaced by r.jUh
e j2/ and the electron momentum equation reads as

me

�
@

@t
Us
e C c2erN

�

D �NqeEs � 2me

˝r.jUh
e j2/

˛ �me�eiUs
e (4.26)

Thus, according to the envelope (4.24), we have

˝r.jUh
e j2/

˛ D r ˝jei!pt v C c:c:j2˛ D 2rjvj2

and we get

me

@

@t
Us
e Cmec

2
erN D �NqeEs � 2merjvj2 �me�eiUs

e:

Now, let address the ion wave equations with the assumption that the ion
population is adiabatic. We get, with a friction term corresponding to the one of
(4.26),

@

@t
N0 Cr:.N0U/ D 0;

m0

@

@t
.N0U/C 5

3
T0rN0 D ZN0qeEs Cme�eiNrefUs

e
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Thus, adding the two momentum evolution equations leads to

@

@t
.m0N0UCmeNrefUs

e/C 
0T0rN0 Cmec
2
eNrefrN D .ZN0 �NrefN /qeEs � 2Nrefmerjvj2

D Nref
�2D
Tref

� r � 2Nrefmerjvj2

We now make a new hypothesis: we assume that �D is small compared with the
characteristic length of variation of the ion density N0; this enables us to use the
same philosophy as in Chap. 2 (Sect. 2.2) in order to justify the quasi-neutrality
approximation. This approximation says that

N ' ZN0=Nref

�2D� r ' 0

Therefore, replacingZN0 by NNref the previous momentum equation reads as

@

@t
.m0

1

Z
NUCmeUs

e/C
5

3

1

Z
T0rN Cmec

2
erN D �2merjvj2

The last step of the derivation of the model is to neglect meUs
e with respect to m0U

in this equation.
To conclude, recalling the definition of cs; we claim that the real scalar N ; the

real vector U; and the complex scalar v must satisfy the following system

@

@t
N Cr:.NU/ D 0; (4.27)

@

@t
.NU/C c2srN D �2Z

me

m0

rjvj2; (4.28)

1

!p

@

@t
v � i 3

2
�2D�.Nv/C

�ei

2!p
v D �i 1

2
.N � 1/v: (4.29)

This is a classical wave system coupled with a Schrödinger equation satisfied by the
time envelope of the Langmuir wave.

Assume that the simulation domain is the whole space R3: Then the solution of
(4.27)–(4.29) satisfies the two following energy balance relations

Z
N @

@t
jvj2dx D ��ei

Z
N jvj2dx (4.30)

@

@t

Z �
1

2
N 2C1

2
jNUj2C2Zme

m0

N jvj2
�

dx D �2Zme

m0

�ei

Z
N jvj2dx (4.31)
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[Indeed, Multiplying (4.29) by Nv and taking the conjugate quantity, we get

1

!p

�Z
N @

@t
jvj2 C �ei

Z
N jvj2

�

C 3

2
�2D

Z
ŒiNv�.Nv/C c.c.� D 0

so relation (4.30) follows. Moreover, according to (4.28), integrating by parts the
integral

R
NU:rjvj2; it is classical to get

@

@t

Z �
1

2
N 2 C 1

2
jNUj2

�

C 2Zme

m0

Z
jvj2 @

@t
N

D �
Z �

r:.N 2U/C 2Zme

m0

NU:rjvj2 C 2Zme

m0

jvj2r:.NU/
�

and the right-hand side is zero since there is no boundary. �]
Relation (4.31) shows clearly that 2ZmeN jvj2 is the energy density of the

Langmuir wave.

4.3 The Zakharov Equations and Their Properties

We now make a change of notations in (4.27) and (4.28) by denoting U instead of
NU. Moreover, since N is close to 1, one usually replaces �.Nv/ by �v. Then,
we get the following system satisfied by the nondimensional density fluctuation

m D N � 1

the vector U and the complex function v

(ZaE)

(i)
@

@t
mCr:U D 0;

(ii)
@

@t
UC c2srm D �2Zme

m0
rjvj2

(iii)
1

!p

@

@t
v � i 3

2
�2D�v C

�ei

2!p
v D �i 1

2
mv:

This is the Zakharov system. It was introduced in 1972 [116] and is intensively
used for the modelling of the plasma wave collapse and plasma turbulence. See, e.g.,
[90] to have a physical point of view of the system’s derivation.
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Of course, the two first equations of system (ZaE) may be recast with a single
wave equation; i.e., one needs to address a system with two unknowns .m; v/ that
satisfies equation (iii) above and the following

@2

@t2
m � c2s �m D 2Z

me

m0

�jvj2

Remark 29 (On the time envelope). According to (4.21) and (4.26), with the same
quasi-neutral approximation as the one above, we see that the slowly oscillating
quantity Qm D N �1 and highly oscillating quantity Uh

e satisfy the following system

1

!2p

@2

@t2
U h
e � 3�2D�U h

e C Uh
e . Qm � 1/C

�ei

!2p

@

@t
U h
e D 0

@2

@t2
Qm � c2s � Qm D

Zme

2m0

�jUh
e j2

Then it is possible to show that in a certain way the solution . Qm;U h
e / may be

compared to the solution .m; v/ of (ZaE) and Qm is close tom and the time envelope
of Uh

e is close to v (i.e., (4.24) is justified), cf. [12]. Moreover, in dimension 2 or 3,
if �ei is set to 0 there is generally a blow-up of the solution and the blow-up time of
the system related to .m;U h

e / is close to the blow-up time of the Zakharov system
for .m; v/. �

Remark 30 (The multidimensional aspect). Due to the remark above, the multidi-
mensional aspect may be accounted for in the following way; we need to replace v
with �r..��/�1/ and equation [ZE(iii)] with the equation

1

!p

@

@t
 � i 3

2
�2D�C i

�ei

2!p
 D � i

2
r: mr..��/�1/� :

(see, e.g., [18] for a mathematical study of this vectorial form). �

We can normalize the time variable and the space variable such that the sound
speed cs is equal to 1and that the length

p
3�D is equal to 1 also.

Moreover, the amplitude of the Langmuir wave may be normalized in such a way
that 2Zme

m0
may be replaced by 1; then the previous system reads as

(i)
@

@t
mCr:U D 0; (ii)

@

@t
UCrm D �rjvj2; (4.32)

2i

!p

@

@t
v C�v C i�v D mv: (4.33)

Of course, it must be supplemented with the initial data mini;Uini; vini:

Notice that the damping coefficient � D �ei

!p
is always small.
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Let us disregard the boundary conditions and address the problem in the whole
space Rd (with d D 1; 2; or 3). We have first two balance relations which are trivial

1

!p

@

@t

Z
jv.x/j2dxC �

Z
jv.x/j2dx D 0;

@

@t

Z
.mU/.x/dx D 0

In the sequel we assume that the initial conditions are such that

mini 2 L2.Rd /; Uini 2 .L2.Rd //d ; vini 2 H1.Rd / \L4.Rd /: (4.34)

From a mathematical point of view, the system (4.32), (4.33), may be addressed in
the case where � D 0 (i.e., without a damping term in the Langmuir wave equation);

indeed it suffices to set v D Qve��!pt=2 then (4.33) becomes (
2i

!p

@

@t
C �/ Qv D m Qv

and in the right-hand side of [4.32(ii)] there occurs a damping term e��!pt which
does not introduce any complication in the analysis.

We can now assume � D 0. So the above relation claims that there exists a
constant ˇ such that for all t;

Z
jv.x/j2dx D kvk2L2 D ˇ:

We now state an energy balance relation that makes clear the interest of space
L4.Rd /. Indeed, if v belongs to L4; then jvj2 is in L2; if m belongs to L2; then
also the integral

R
mjvj2dx is well defined.

Proposition 16. Assume that (4.34) holds, that .m;U; v/ satisfies (4.32),
(4.33), and that they are integrable (with respect to the time) in the spaces
L2.Rd /; .L2.Rd //d ; and H1.Rd / \ L4.Rd /I then it exists that C is independent
from time,

Z �
1

2
m2 C 1

2
jUj2 Cmjvj2 C jrvj2

�

dx D C .

[Indeed, we may check that

1

2

@

@t

Z �
m2 C jUj2	 D

Z jvj2r:U� D �
Z �

jvj2 @m
@t

�

D � @
@t

Z 
mjvj2�C

Z �

mv
@v

@t
C c:c:

�

:
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But we now see that
Z
Œmv@t v C c:c:� D

Z
Œ
2i

!p
@tv@t v C�v@tv C c:c:� D �

Z
Œrv:@trv C c:c:�

So the result follows. �]
Numerous mathematical works has been performed on this system for thirty

years, the most important are [92, 93, 103]. We give here some key simple results.
According to the previous proposition, assuming (4.34), in addition to ˇ we can

see that the following quantity is a constant (i.e., independent from time)

� D 1

2
kmk2L2 C

1

2
kUk2L2 C krvk2L2 C

Z 
mjvj2� dx:

One difficulty comes from the fact that
R 
mjvj2� dx has no sign. We have the

following result (in 1D, U reads as U ).

Proposition 17.

(i) For a solution (m;U; v) of system (4.32), (4.33), in the space Rd ; such that the
initial data satisfy (4.34), we get (with C1 D 2; C2 D 4; C3 D 8)

1

4
kmk2L2 C

1

2
kUk2L2 C krvk2L2 � j�j C Cdˇ2�d=2 krvkdL2 : (4.35)

(ii) Moreover, in the one-dimensional case, there exists C depending only on ˇ and
� such that for all t; we have

km.t/kL2 � C; kU.t/kL2 � C; kv.t/kH1 � C; kv.t/kL4 � C:
(4.36)

This shows clearly that the behavior of the solution of Zakharov equations (4.32)
and (4.33) depends on the dimension d of the space variable: in the case d D 1;

bound (4.35) leads to simple a priori estimates as shown below, but this is not the
case for dimension d D 2; 3.

We now focus on the one-dimensional framework. Then, we can state the
theorem first stated in [93] (the proof of the previous proposition and this theorem
are given below).

Theorem 3.

(i) Assume that (4.34) holds; then there exists a weak solution (m;U; v) of system
(4.32) and (4.33).

(ii) If the initial data mini; Uini; vini are in H2.R/ � H2.R/ � H3.R/; there exists
a unique solution .m;U; v/ of system (4.32), (4.33), such that m belongs to
L1.0;C1IH2.R// and v belongs to L1.0;C1IH3.R//: Moreover, v is
bounded in L1.0; T IL1.R// for all final times T .
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For the sake of completeness, let us mention some results in the two- or
three-dimensional frameworks. For initial data mini;Uini; vini; which are not zero
and which belongs to H1 � L2 �H2, it has been proved (see [92]) that there is a
unique strong solution that is local in time and that may blow up at a finite time.
It has been also proved that there exists a weak solution on Œ0; T � for all T in the
following cases:

• In 2-D, if ˇ is small enough.
• In 3-D, if ˇ, krvinik and j�j are small enough.

A very interesting open problem is to determine when one can claim that the
blow-up does not occur. What are sufficient conditions on the damping coefficient
�; on the initial data, and on the geometry (of course, the boundary conditions must
be emphasized)?

Instabilities

One sees that if the initial value of v is zero, the solution of (4.32), (4.33), is the

trivial one, i.e., the solution of
@2

@t2
m��m D 0. One may check that the Zakharov

system is instable. More precisely if one linearizes the system in one dimension near
a value .m;U; v/ D .0; 0; v0/; then one can prove that the solution has exponential
growth.

=============

Proofs of Section 4.3

Proof of Proposition 17. (i) Since
R jmjvj2jdx � 1

4
kmk2L2C

R jvj4dx; it suffices to
get a bound on this last term. So we check that the following classical inequality
holds,

Z
jvj4dx � Cd

�Z
jvj2dx

�2�d=2 �Z
jrvj2dx

�d=2
: (4.37)

First, in one dimension, we see that for all x we have jv.x/j2 �
2
R jv.x0/jj@xv.x0/jdx0; so

jvj21 � 2.
Z
jv.x0/j2dx0/1=2.

Z
j@xv.x0/j2dx0/1=2 D 2 kvkL2 k@xvkL2 (4.38)

then relation
R jvj4dx � jvj21

R jvj2dx implies (4.37).
Secondly, in two dimsionsions (d D 2), we have in the same way
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jv.x1; x2/j2 � 2
Z
jv.x01; x2/jj@1v.x01; x2/jdx01

� �.x2/ D 2
�Z
jv.x01; x2/j2dx01

�1=2 �Z
j@1v.x01; x2/j2dx01

�1=2

and an analogous bound with �0.x1/D2 �R jv.x1; x0

2/j2dx0

2

	1=2 �R j@2v.x1; x0

2/j2dx0

2

	1=2
.

By gathering the inequalities obtained with
R
�.x2/dx2 and

R
�0.x1/dx1, result

(4.37) follows. In the three-dimensional case, the proof is analogous.
(ii) Here d D 1: According to the previous point, we see that

1

4
kmk2L2 C

1

2
kUk2L2 C

1

2
krvk2L2 � j�j C 2ˇ3

The bound on kvkL4 follows from (4.37).
�

Proof of Theorem 3. Here C denotes some different constants that depend only on
the initial data.

(i) Let us now show first that there exists a weak solution .m;U; v/ by using a
Galerkin method.3 So, we build a sequence of functions .mq; Uq; vq/ belonging
to the spaces L2.0; t; L2x/ � L2.0; t; L2x/ � L2.0; t;H1

x / that solve some
approximated systems. They satisfy the same bounds (4.36) as the ones stated
above. So, for all time t; we have [using the bound (4.38)]

�
�mq

�
�
L2
� C; �

�vq
�
�
L2
� C; �

�@xvq
�
�
L2
� C; �

�vq
�
�
L4
� C;

�
�vq

�
�
L1

� p2 ��vq
�
�1=2
L2

�
�@xvq

�
�1=2
L2
� C: (4.39)

According to these bounds, we have

Z
jmqvqj2dx �

�
�mq

�
�2
L2

�
�vq

�
�2
L1

� C (4.40)

Then, for all test functions �; and  we get

@

@t

Z
mq� dx D

Z
Uq@x� dx;

@

@t

Z
Uq dx D

Z
.mq C jvqj2/@x dx

i
@

@t

Z
vq dx D

Z �
@xvq@x �mqvq@x

	
dx

3For an introduction to Galerkin methods, see the proof of Proposition 7 above.
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Now, according to bounds (4.39), (4.40), and up to the extraction of a
subsequence, there exists a weak limit in L2 of the right-hand-side terms.
Since there exists also is a weak limit .m;U; v/ in L2 of a subsequence of
the sequence .mq; Uq; vq/; then up to the extraction of a subsequence we see
that

@

@t

Z
m� dx D

Z
U@x� dx

@

@t

Z
U dx D

Z
.mC jvj2/@x dx

i
@

@t

Z
vdx D

Z
.@xv@x �mv@x/ dx

which is the definition of a weak solution.
(ii) We now make stronger assumptions on the initial data. HereKp denote different

constants depending only on initial data and which are zero if these data are
zero; moreover, C denote different constants. According to the lemma below,
we check that if .m;U; v/ are strong solutions on a time interval, then we have

@

@t

�

k@tmk2L2 C k@tU k2L2 C 2 k@tvk2H1 C 2
Z 

@tm@t jvj2 Cmj@tvj2
�
dx

�

D
Z 

6@tmj@tvj2 C 4Im.v@t v/@tm
�
dx

Thus, we get

k@tmk2 C k@tU k2 C 2 k@tvk2H1 C 2
Z

@tm@t jvj2 Cmj@tvj2

�
dx

D K0 C 6
Z t

0

Z �
@tmj@tvj2

	
dxdt 0 C 4

Z t

0

Z
.Im.v@t v/@tm/ dxdt

0 (4.41)

Now, we know that W D @tv satisfies the following equation

@

@t
W C .imW � i�W /!p

2
D v.@tm/:

Since v is bounded in L1, we get
@

@t
kW k2L2 D

R
vW .@tm/dx C c:c: �

C kW kL2 k@tmkL2 , i.e.,
@

@t
kW kL2 � k@tmkL2 and denoting K1 D k�vinik

L2
C

C kminikL2 we have the bound

kW.t/kL2 � K1 C C
Z t

0

k@tm.s/kL2 ds (4.42)
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Since v is bounded, this implies for all t

Z t

0

Z
jv@tv@tmjdxdt � K2 k@tmkL2 C C

�Z t

0

k@tm.s/kds
�2

� K2 k@tmkL2 C C t
Z t

0

k@tm.s/k2 ds

Let us focus now on the terms
R
mj@tvj2dx and

R
@tmj@tvj2dx: Due to the fact that

kW k : k@xW k � 1
2
kW k2H1 and (4.37), we get

2

Z
mj@t vj2dx D kmk2L2 C

Z
jW j4dx � C C 2 kW k3

L2
k@xW kL2 � C CkW k2L2 kW k2H1

2

Z
@tmj@tvj2dx D k@tmk2L2 C

Z
jW j4dx � k@tmk2L2 C kW k2L2 kW k2H1

Now, using the bound (4.42), we have

Z t

0

Z
@tmj@tvj2dxdt�C

Z t

0

k@tmk2CC
Z t

0

 Z t 0

0

k@tm.s/k2 ds
!
�
�@tv.t

0/
�
�2
H1 dt

0

Finally, denoting

�.t/ D k@tm.t/k2L2 C k@tU.t/k2L2 C 2 k@tv.t/k2H1

we have

�.t/ � K3CC
Z t

0
Œ
�
�@tm.t

0/
�
�2
L2 C2

�
�@tv.t

0/
�
�2
H1 �dt

0CC
Z t

0

 Z t 0

0
k@tm.s/k2L2 ds

!
�
�@tv.t

0/
�
�2
H1 dt

0

(4.43)

And according to Gronwall’s lemma (see result 7 in the Appendix) and an
iterative technique, we may see, using the assumptions on the initial data, that
k@tm.t/k2L2 ; k@tU.t/k2L2 and k@tv.t/k2H1 are bounded.

To obtain the regularity, one has to perform a space derivative of the main
equation and apply the same kind of technique as above.

To prove the uniqueness of the solutions, address two solution .m;U; v/ and
. Qm; QU ; Qv/I then make the difference Om D m � Qm; OU D U � QU ; Ov D v � Qv. Using
the same kind of techniques as above, we may check for . Om; OU ; Ov/ an inequality of
the type (4.43) but with K3 set to zero; therefore we get the uniqueness. �

Lemma 8. If .m;U; v/ are strong solutions, they satisfy the following a priori
estimates
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2

Z 
@t jvj2@t tm

�C @t .k@tmk2 C k@tU k2/ D 0 (4.44)

@t .k@tvk2/ D 2

Z
Im .v@tv/ @tm (4.45)

�@t .k@x@tvk2/ D
Z
m@t j@tvj2 C @tm


@t t jvj2 � 2j@tvj2

�
(4.46)

Proof of the Lemma. Recall that
R
@t jvj2@t tm D �

R
.@t@x jvj2/.@xm C @x jvj2/:

Thus we see that

2

Z 
@t jvj2@t tm�C @t .k@tmk2 Ck@tUk2/

D
Z �2@t .@x jvj2/@xm� @t .@x jvj2/2 C @t .j@xU j2/C @t .@xmC @x jvj2/2�

D
Z

�2.@t @x jvj2/@xmC 2.@xU /.@x@tU /C @t j@xmj2 C 2.@t @x jvj2/@xmC 2@x jvj2.@t @xm/

Since
R
@xU.@x@tU / D

R
@tm@x.@xmC@x jvj2/ D �

R
.@t@xm/.@xmC@xjvj2/; we

see that (4.44) follows.
Now recall that 2Imv@tv D iv@tv � iv@tv: Thus, we have

@t .k@t vk2/� 2
Z

Im .v@t v/ @tm

D
Z
Œ.@t v/@t .i�v � imv/C c:c:� � Œiv@t v@tmC c:c:�

D
Z
Œ.@t v/ .i�@t v � i@t .mv/C iv@tm/C c:c:� D �

Z
Œi.@t v/m@t .v/C c:c:� D 0:

thus (4.45) follows.
Lastly, (4.46) comes from the fact that @t t jvj2 � 2j@tvj2 D iv@t .�v/C c:c: and

standard calculus; see [113] for the details. �



Chapter 5
Coupling Electron Waves and Laser Waves

Abstract In this chapter, we go back to laser–plasma interaction by addressing the
coupling of the laser waves with the electron plasma waves. So we derive the so-
called Raman instability model. In the case of the fixed-ion assumption, it leads
to a three-wave coupling system that shows the same structure as the system of
Brillouin instability. In the second part of this chapter, we deal with the modelling
of the interaction of an ultra-intense laser pulse and a plasma. This leads to the so-
called Euler–Maxwell system. We give some mathematical properties of this system
and we show how an envelope description may be useful in some cases.

Keywords Raman instability • Three-wave coupling system • Electron plasma
waves • Ultra-intense leaser pulse • Euler–Maxwell system

We address in this chapter different physical phenomena where a coupling occurs
between electron waves and laser electromagnetic waves. In the first section, in
the framework of the laser-plasma interaction, we consider the Raman instability.
There is some analogy with the Brillouin instability, although the wave velocities
are not the same. Indeed, for this modelling, we made a paraxial approximation of
the main laser wave and the backscattered laser wave; moreover, we addressed a
time envelope of the electron Langmuir wave as the one described in the previous
chapter. We must take into account three characteristic lengths: (1) the Debye length
and (2) the laser wavelength—which are of the same order of magnitude—and
(3) the typical value of the plasma thickness. The characteristic time of growth of
the instability is much larger than the laser period.

In the two other sections, we deal with very short laser pulses of ultra-high
intensity. This corresponds to a very different physics since the characteristic
duration of the laser pulse is only some tens or hundreds of the laser periods. So,
for the modeling, one uses Maxwell equations coupled with Euler equations for
electrons—in the second section—or a closure formula—in the third section.

R. Sentis, Mathematical Models and Methods for Plasma Physics, Volume 1, Modeling and
Simulation in Science, Engineering and Technology, DOI 10.1007/978-3-319-03804-9__5,
© Springer International Publishing Switzerland 2014
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5.1 Raman Instability

We assume here that the mean value of the electron density is, of course, smaller
than critical density Nc (to enable the propagation of the laser wave), but it satisfies
Nref < Nc=4 (for a reason that appears in the sequel). Recall that as usual

!p D !0.Nref=Nc/
1=2 and Nc D "0me

q2e
!20 :

The electron temperature is such that the electron thermal velocity vth,e is smaller
than the speed of light (typically 0:05 times c). For this phenomenon, the time
characteristic observation time Tobs and the observation length Lobs are such that

�D

vth,e
D !�1p �

�Dp
vth,ec

� Tobs � Lobsp
vth,ec

�D � Lobs � Lplas

Notice that the typical value of Tobs may be approximately one picosecond, but
the laser pulse may be longer than tens or hundreds of picoseconds.

We assume that the electric field is decomposed into an electrostatic field
and a transverse rapidly oscillating electromagnetic field Er ; and this last one is
decomposed further into a main laser wave travelling in the direction of the unit
vector et r and another laser called the Raman backscattered wave travelling in the
direction �et r : Moreover, there is a coupling between these two waves and a third
wave — the electron Langmuir wave.

The electromagnetic fields are decomposed in the following way

E D Er C Ee; B D Br

where the electrostatic component Ee.t; x/ is called longitudinal and the fields
Er .t; x/ and Br .t; x/ which are orthogonal to et r ; are called transverse. As in
Chap. 3, the field Er is the solution of the classical Maxwell equation

@2

@t2
Er � c2�Er C !2p.N C n/NrefEr D 0 (5.1)

Since the incoming boundary condition is oscillating at frequency !0 so Er and Br

are also highly oscillating at frequency close to !0: We assume as in Chap. 3, that
the polarization of the electromagnetic wave is linear, i.e., that Er may reduce to a
scalar function.

Recall that the group velocity and the laser wave number are given by

cg D c
p
1 �Nref=Nc k2pc

2 D !20 � !2p:

thus kp D k0
p
1 �Nref=Nc: We set z D et r :x.
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Moreover, it is assumed that the electron density is decomposed in a way
analogous to the one in the previous chapter:

Ne.t; x/ D N .t; x/Nref C n.t; x/Nref; jnj � 1;

where the mean density N is a slowly varying time function assumed to be close to
1; and n is a highly oscillating component (with the plasma frequency !p).

To account for the backscattered wave, we decompose the scalar function Er into
a forward fieldEeikpz�i!0t and the backscattered oneˆe�ikRz�i!Rt , where functions
E and ˆ are slowly varying with respect to the space and time variables

Er .t; x/ ' E.t; x/eikpz�i!0t C c:c�C ˆ.t; x/e�ikRz�i!Rt C c:c:� : (5.2)

As above, the two waves satisfy the paraxial propagation equations where ˇ0 D
!2p=.2!0/

@

@t
ECcg@zEC�aE� ic

2k0
�?E D �iˇ0ne�ikpzCi!0t�ikRz�i!RtˆCiˇ0 .1�N / E

(5.3)

@

@t
ˆ�cg@zˆC�aˆ� ic

2k0
�?ˆ D �iˇ0neikpz�i!0tCikRzCi!RtECiˇ0 .1�N /ˆ

(5.4)

It is worth noting that the frequency !R and the wave number kR of the Raman
scattering are to be determined and are not equal to !0 and kp (as for the Brillouin
model). Note that for the propagation of theˆ-wave it is necessary to have the basic
relation

k2Rc
2 D !2R � !2p: (5.5)

Remark 31. It is also possible to account for a Raman electromagnetic wave that
does not travel backwards but according to a vector kR: In that case, one must set

Er .t; x/ ' E.t; x/eikpz�i!0t C c:c�C ˆ.t; x/eikR:x�i!Rt C c:c:�

and the previous relation reads as jkRj2c2 D !2R � !2p . But the derivation of the
model is that case is more delicate and we do not go in this direction. �

In actual physical situations, the Debye length is very small, so we are in the
framework of the quasi-neutrality approximation, i.e., NNref ' N0. For the sake
of explanation, we address in the following subsection an ideal case where the ion
population and the mean value of the electron population are at rest, i.e., N D 1:

Afterwards, we will introduce afresh the evolution of the mean density N in order
to get a more realistic model.
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5.1.1 Model with Fixed Ions

For the electron density fluctuation, we may use the following system (coming from
the general electrodynamics model (2.2) and (2.5)) where as above we denote c2e D
3vth,e D 3Tref=me:

@

@t
nCr:Ue D 0

@

@t
Ue Cr:.UeUe/C c2ernC �eiUe D � qe

me

.Ee C Er C Ue�Br /:

In the above velocity equation, note the damping term �eiUe which accounts in
some sense for the well-known Landau effect (which corresponds to the fact that the
distribution of electrons is not a Maxwell distribution); the coefficient �ei is called
the Landau damping coefficient.

Since the main force is due to the electric field Er , the velocity Ue must be
decomposed into a transverse component Ur

e that oscillates at a frequency close
to !0 and a longitudinal component Ue

e that oscillates at a slower frequency. We
perform an average on a laser period 2�=!0 using the same trick as is Chap. 3, i.e.,
the right-hand side becomes



qe

me!0
Ure�BrCr:.UreUre/

�

!0

'
*
1

2

�
qe

me!0

�2
rjEr j2

+

!0

D q2e

4m2e!
2
0

rjEr j2D
prjEr j2

where the h:i!0 corresponds to an averaged value over a laser period: this corre-
sponds to the ponderomotive force.

We now address the averaged value over a laser period of the density fluctuation
n; i.e.,

nh D hni!0 Uh
e D hUe

ei!0
We will see that it is a Langmuir wave oscillating at plasma frequency !p . We
decompose also Ee into a component Eh oscillating at frequency !p and a slowly
time-dependent part (i.e., Ee D EhC Es). For the sake of simplicity, we disregard
the multidimensional aspects of the Langmuir wave (as in the previous chapter) and
we set Uh

e instead of Uh
e . The Langmuir waves satisfy the classical wave system

supplemented by the ponderomotive force

@nh

@t
C @

@z
Uh
e D 0;

@

@t
U h
e C c2e

@

@z
nh C �eiU h

e D �
qe

me

Eh � 
p @
@z
jEr j2
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The Poisson equation reads "0 @
@z Eh D �qenhI then after time derivation we have

qe

me

@

@z

@

@t
Eh D !2p

@

@z
Uh
e

so without accounting for the multidimensional aspect, we get

qe

me

@

@t
Eh D !2pU h

e :

Consider now the ponderomotive force @
@z jEr j2; by using the decomposition

(5.2). We get

@

@z
jEr j2D @

@z

h
Eˆei.kpCkR/zCi.!R�!0/tCc:c:CjEj2Cjˆj2

i
' ei.!R�!0/t

@

@z
.Eˆei.kpCkR/z/Cc:c:;

indeed, we know that jEj and jˆj are slowly varying with respect to the space
variable and @

@z .jEj2Cjˆj2/ are negligible with respect to @
@z .Eˆe

i.kpCkR/z/: Using
this approximation, the system for the Langmuir wave reads as

@

@t
nhC @

@z
Uh
e D 0; (5.6)

@

@t
U h
e Cc2e

@

@z
nhC�eiU h

e C
qe

me

Eh D �
pei.!R�!0/t @
@z
.Eˆei.kpCkR/z/Cc:c: (5.7)

Since
@

@z
E;

@

@z
ˆ are negligible with respect to kpE or kRˆ; we have

@

@z
.Eˆei.kpCkR/z/ ' i.kp C kR/ei.kpCkR/zEˆI

moreover, @
@t
.Eˆ/ is negligible with respect to i.!R�!0/Eˆ. Thus, gathering (5.6)

and (5.7) with the relation for Eh, we get simply

@2U h
e

@t2
� c2e @

2

@z2
U h
e C!2pU h

e C�ei @U
h
e

@t
D .!R�!0/.kpCkR/
p

h
ei.!R�!0/t ei.kpCkR/zEˆC c:c:

i
:

(5.8)

Now, address the r.h.s. of the paraxial equations (5.3) and (5.4). For instance,
in the quantity neikpz�i!0tCikRzCi!RtE , we know that function n is oscillating at
frequency !0 and E is slowly time varying, so the time behavior of this quantity is
like eCi!0t�i!Rt˙i!0t thus it is highly time varying and it is non resonant. Thus, we
may replace density n by its averaged value nh over a laser period which is slowly
varying with respect to the time and state the simplified system
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@

@t
E C cg @

@z
E � ic

2k0
�?E D �iˇ0nhˆe�i.kpCkR/zCi.!0�!R/t ; (5.9)

@

@t
ˆ � cg @

@z
ˆ� ic

2k0
�?ˆ D �iˇ0nhEei.kpCkR/zCi.!R�!0/t : (5.10)

These two equations supplemented by evolution equations (5.6) and (5.7) for nh; U h
e

make up a first modelling of the Raman backscattering system (of course, it is
necessary to supplement this system with boundary and initial conditions).

Notice that for this system, we may check that there is a momentum bal-
ance relation where the electromagnetic momentum is related to jEj2 C jˆj2+
Eˆei.kpCkR/zCi.!R�!0/t C c:c:; this question will be addressed below.

To get a resonance condition for the previous system, we assume that the wave
.U h

e ; n
h/ is a travelling one, thus it behaves like

Uh
e D fUh

e e
iKz�i�t C c:c:; nh D enheiKz�i�t C c:c:

with fUh
e ;
enh slowly varying with respect to z and t:

Recall that �ei is small with respect to !�1p and the Debye length is smaller
than the laser wave length (typically we have k0�D � 0:3). Then, according to the
Bohm–Gross dispersion relation (4.23), we must have

� D !p
�
1C 3K2�2D

	1=2 � i �ei
2

so, using the fact that jKj � 2kp; it leads to

� ' !p C �; � D !p 3
2
K2�2D � i

�ei

2
(5.11)

and we see that j�j is smaller than !p . Moreover, in propagation equations (5.9),
(5.10), the resonant conditions are

K � kp � kR D 0; ��C !0 � !R D 0: (5.12)

Here kp; !0 are given and we search !R; kR;�;K satisfying conditions (5.11)
and (5.12) supplemented by (5.5).

Let us first perform the calculus in the case �ei D 0I in this case, we have � D
!p

3
2
K2�2D and for the Raman electromagnetic wave we get

!2R D .!0 � !p � �/2 ' !20
 

1 � 2!p
!0
C !2p

!20
� 2 �

!0
.1 � !p

!0
/C �2

!20

!
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Now, since Re.�/ is positive and �2=!20 is negligible with respect to �=!0, we
check using (5.5) that the growth of the Raman instability is available only if !R >
!p; i.e.,

2!p=!0 < 1I

it leads to the classical condition

Nref < 1=4

which has to be satisfied. Within this condition, we get

k2R ' k20
�

1 � 2!p
!0
� 2 �

!0
.1 � !p

!0
/

�

this reads

�
K

k0
� kp
k0

�2
D 1 � 2!p

!0
� 2 �

!0
.1� !p

!0
/

Then, using the previous approximation of �!�1p , the value ofK=k0 is the solution
of the second-degree equation

�
K

k0
� kp
k0

�2
C$.K

k0
/2 D 1 � 2!p

!0
; with $ D 3k20�2D

!p

!0
.1 � !p

!0
/

The two solutions of this equation are kp
k0
˙
�

1 � 2!p
!0
C$.1 � 2!p

!0
� k2p

k20
/

�1=2
:

Since the largest value of K corresponds to the largest value of the growth of the
instability, we keep only the solution with sign +, i.e., using the expression of k2pk

�2
0

K D kp C k0
s

1 � 2!p
!0
C$.!

2
p

!20
� 2!p

!0
/ ' kp C k0

r

1 � 2!p
!0
:

We now fix the values of !R; kR;K;� as above. Moreover, we set

Uh
e D ve�i!pt C vei!pt
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according to the continuity equation, neglecting @v
@t

with respect to i!pv, and we get

nh D �i
!p

@v

@z
e�i!pt C i

!p

@v

@z
ei!pt : (5.13)

So, from equation (5.8), a calculus of the same type of the one made in the previous

chapter (withdrawing the term
@2v

@t2
) leads to the equation for the Langmuir wave

@v

@t
� i 3�D

2
vth,e

@2v

@z2
C �ei

2
v D �
p

2

@

@z

�
Eˆ�

	
e�i�t (5.14)

where we have denoted

� D eiKz:

Now, in the propagation equation (5.9) the resonant part of nh is related to e�i!pt
and for (5.10) it is related to ei!pt . So they read as

@

@t
E C cg @

@z
E � ic

2k0
�?E D � ˇ0

!p

@v

@z
ˆ�ei�t ; (5.15)

@

@t
ˆ� cg @

@z
ˆ � ic

2k0
�?ˆ D ˇ0

!p

@v

@z
E�e�i�t : (5.16)

The three equations (5.14)–(5.16) make up a basic ideal Raman system, where
the unknown functions are v;E; and ˆ.

Remark 32. It is also possible to account for the Landau damping coefficient �ei for
the evaluation of !R; kR;K;�: We perform this calculus in the simple case where
the k0�D term may be neglected. Then � ' �i�ei=2 and we get

!2R D !20
 

1 � 2!p
!0
C !2p

!20
� i�ei .1� !p

!0
/ � . �ei

2!0
/2

!

Then, according to this relation, condition !R > !p reads as

Re.1 � 2!p
!0
� i �ei

!0
.1 � !p

!0
/� . �ei

2!0
/2/ > 0:

or equivalently

2N
1=2
ref C .

�ei

2!0
/2 � 1
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The standard condition for the growth of the instability (2N 1=2
ref � 1) is still

strengthened when �ei
2!0

is not negligible. �

Remark 33 (Momentum balance). To get a simple balance relation, we assume that
�ei D 0: Multiplying eq. (5.14) by i!p and denoting  D �i

!p

@v
@z ; we get for the

momentum fluctuation nhU h
e D .v C v/ up to terms that are highly oscillating

with respect to the time

2!p
@

@t
.vCwv/�ic2e

 


@2v

@z2
�@

2v

@z2

!

D �e�i�t!p
p @
@z
.Eˆ�/Cc:c:

D �e�i�t!p
p
�

iK�EˆC� @
@z
.Eˆ/Cc:c:

�

Now from (5.16) we get

@

@t
jˆj2 � cg @

@z
jˆj2 D �i ˇ0

!p
Eˆ�e�i�t C c:c:

Since
R
i

�


@2v

@z2
� @

2v

@z2

�

!�1p D
R
.� @v

@z
@2v
@z2
� @v

@z
@2v
@z2
/ D j @v

@z j2zD0 � j @v@z j2zDL; we

get the following relation (where a is a positive constant)

@

@t

Z 
.vCv/�ajˆj2� d z�c

2
e

2

�

j@v
@z
j2zD0�j

@v

@z
j2zDL

�

�acg
�jˆj2zD0�jˆj2zDL

	

D �e�i�t 
p
2

�

�
@

@z
.Eˆ/Cc:c:

�

on the right-hand side. There is a term � that is highly oscillating with respect to the
space variable, so its averaged value may be neglected. Thus, this relation without
the right-hand-side terms may be considered to be a good balance equation for the
fluctuation of global momentum related to the Raman instability. �

Of course, in equation (5.14), it is possible to account for a transverse diffraction
phenomenon by using the transverse Laplacian �? (corresponding to the space
derivative in the direction orthogonal to the main direction z).

It is crucial to point out that the system (5.14)–(5.16) is not useful from a
numerical point of view since there are highly oscillating terms � with respect to
the space variable. The aim of the sequel is to simplify this system and to replace it
by another one of the three-wave coupling type (analogous to the Boyd–Kadomstev
system for the Brillouin instability). It is made without accounting for the diffraction
terms; in a second step we will introduce afresh these diffraction terms.

It is worthwhile noting that there are different small parameters and this reduction
is quite tricky, even if it has been used for a long time by physicists. We choose here
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to justify it by introducing a small parameter " related to the inverse of the wave
number and the inverse of the laser pulsation, and then to perform an asymptotic
analysis. Note that a lot of mathematical details are still open problems, but we try
here to explain the main lines of the work.

For a while we do not account for the Landau damping coefficient �ei ; we will
introduce it afresh at the end of the derivation. Now denote c0 D cg=vth,e the ratio
between the group speed of light and the electron thermal speed (it is larger than 1I
e.g., in the hot plasma we have in mind, it may be on the order of 15; but we do not
make any asymptotic analysis using the parameter 1=c0).

For the sake of conciseness, we use a length unit such that vth,e D 1; the reduced
space variable is now denoted by x instead of z:

Let us introduce the small parameter " related to the ratio between the laser
wavelength and the characteristic length of the plasma

" D 1=.k0Lplas/

and define � and � by

K D "�1�; �D D �":

With the new length units, we have !p D ��1D D "�1��1. Here ��1 and � are on
the same order of magnitude (even if �� is small with respect to 1). Moreover, we
define ˇ1 by

ˇ0�� D ˇ1
Using the normalized space variable x; we set

E.z/ D E 0".x/; ˆ.z/ D ˆ0".x/; v.z/ D v0".x/; �.z/ D �".x/ D ei�x=":

Then, with this change of variables, system (5.14)–(5.16) reads as follows without
accounting for the damping coefficient �ei or the transverse diffraction operators

�
@

@t
C c0 @

@x

�

E 0" D �
ˇ1

�
"
@v0"
@x
ˆ0"�"ei�t

�
@

@t
� c0 @

@x

�

ˆ0" D
ˇ1

�
"
@v0"
@x
E 0"�"e�i�t

@v0"
@t
� i 3�

2
"
@2v0"
@x2
D �
p

2

@

@x

�
E 0"ˆ0"�"

	
e�i�t
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We now define 
1 D 
p�=.2"/ (where 
1 is of order 1) so we expect to have v0" of

order 1 (indeed
@�"

@x
is of order "�1) and we drop the 0. Then the system reads

�
@

@t
C c0 @

@x

�

E" D �ˇ1
�
"
@v"

@x
ˆ"�"e

i�t

�
@

@t
� c0 @

@x

�

ˆ" D ˇ1

�
"
@v"

@x
E"�"e

�i�t

@v"

@t
� i 3�

2
"
@2v"

@x2
D �
1

�
"
@

@x

�
E"ˆ"�"

	
e�i�t

5.1.2 Reduction of the Model with Fixed Ions

Setting

W" D iv"�" D iv"ei�x="; ˛ D 3��2

2

the previous system may read as follows
�
@

@t
Cc0 @

@x

�

E" D
�

�ˇ1W"ˆ"Ci "ˇ1
�

@W"

@x

�

ei�t : (5.17)

�
@

@t
�c0 @

@x

�

ˆ" D
 

ˇ1W"E"Ci "ˇ1
�

@W"

@x

!

e�i�t (5.18)

@W"

@t
C3�� @W"

@x
Ci ˛

"
W"�i 3�

2
"
@2W"

@x2
D
�


1E"ˆ"�i "
1
�

@

@x
.E"ˆ"/

�

e�i�t (5.19)

this system is considered on an interval Œ0; L� and needs to be supplemented by
initial conditions and boundary ones, which are, e.g.,

E".t; 0/ D Ein; ˆ".t; L/ D 0; W".t; 0/ D w".t; L/ D 0: (5.20)

Proposition 18. There exists a positive constant b related to boundary value Ein,
such that if E";ˆ";W" satisfy (5.17)–(5.19), we get

@

@t

�

kW"kL2x C

1

ˇ1
kE"kL2x

�

� b

@

@t

�

kW"kL2x �

1

ˇ1
kˆ"kL2x

�

� 0
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[Indeed, in a classical manner, multiplying the first equationE" and the third one
by W" , we get with C D 3�

2
"


1

ˇ1

�
@

@t
Cc @

@x

�

jE"j2C @

@t
jW"j2C3�� @

@x
jW"j2D


1

"�

�W"ˆ"E"Ci "
�

@W"

@x
E"

�

�
 

�W "ˆ"E"Ci "
�

@W "

@x
E"

!

Cc:c:
#

CC
�

i
@2W"

@x2
W"Cc:c:

�

Then integrating with respect to x; after integrating by parts, we get

@

@t

�

kW"kL2x C

1

ˇ1
kE"kL2x

�

C 
1

ˇ1
c
�jE".L/j2 � jEinj2	 D 0:

The same type of calculus yields

� 
1
ˇ1

�
@

@t
� c @

@x

�

jˆ"j2 C @

@t
jW"j2 C 3�� @

@x
jW"j2 D


1

"�

�W"ˆ"E"Ci "
�

@W"

@x
E"

�

�
 

�W"ˆ"E"Ci "
�

@W "

@x
E"

!

Cc:c:
#

CC
�

i
@2W"

@x2
W"Cc:c:

�

and the other bound follows. �]

By neglecting
@W"

@z
with respect to

�

"
W" in the right-hand-side terms; we get

�
@

@t
C c0 @

@x

�

E" D �ˇ1W"ˆ"e
i�t

�
@

@t
� c0 @

@x

�

ˆ" D ˇ1W"E"e
�i�t

@W"

@t
C 3�� @W"

@x
C i ˛

"
W" � i 3�

2
"
@2W"

@x2
D 
1E"ˆ"e

�i�t

Define now

w" D W"e
i˛t="

and introduce the quantity

� D �� ˛
"
D 1

"�

�p
1C 3�2�2 � 1 � 3�

2�2

2

�

' � 1
"�

9.��/4

8
:
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It is not exactly independent of "; but if we assume that � is on the order of "1=3

we see that � has a limit when " goes to zero. It is worth noticing that term e�i�t is
crucial for a good modelling of the Raman instability; it is called by the physicists
a “miss-match term” (notice that if the plasma is not homogeneous, it may depend
also on the space variable, and it is an open problem to account for a coefficient �
depending on the space variable).

Thus, E";ˆ" and w" satisfy

�
@

@t
C c0 @

@x

�

E" D �ˇ1w"ˆ"ei�t (5.21)

�
@

@t
� c0 @

@x

�

ˆ" D ˇ1w"E"e�i�t (5.22)

@w"
@t
C 3�� @w"

@x
� i 3�

2
"
@2w"
@x2

D 
1E"ˆ"e�i�t: (5.23)

Of course, this system needs to be supplemented with initial conditions

E"jtD0 D Eini; ˆ"jtD0 D ˆini; w"jtD0 D wini;

as well as boundary conditions, e.g., (5.20) (i.e., they are of a homogeneous Dirichlet
type for w"; but we may also have conditions of Neumann type).

The following result enables us to simplify equation (5.23). Here the final time
T is fixed.

Theorem 4. Assume that Eini; ˆini;wini are bounded and belong to H1
x : For all ",

there is a solution .E";ˆ";w"/ in the space .L1.0; T; L2x//3 to system (5.21)–(5.23)
supplemented with the previous initial conditions and boundary conditions (5.20):
Moreover, if " goes to 0; we have

E" ! E; ˆ" ! ˆ; w" ! w in L.0; T IL2x/;

where .E;ˆ;w/ is the unique solution of the system

�
@

@t
C c0 @

@x

�

E D �ˇ1wˆe�i�t ;
�
@

@t
� c0 @

@x

�

ˆ D ˇ1wEei�t ; (5.24)

@w

@t
C 3�� @w

@x
D 
1Eˆe�i�t :
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supplemented with the same initial conditions and the boundary conditions

E.t; 0/ D Ein; ˆ.t; L/ D 0; w.t; 0/ D 0:

It is worth noticing that the proof of the existence of the solution of the system
(5.21)–(5.23) is quite technical; indeed, even for a given value ofE"; system (5.18),
(5.19) is not hyperbolic. One needs to adapt techniques used in [30]. We give below
only a sketch of the proof; moreover, the uniqueness of the solution of (5.21)–(5.23)
seems to be an open problem.

Conclusion

Let us now go back to the physical quantities and introduce afresh the diffraction
terms in the laser propagation equations and the Landau damping term. The spatial
variable in the longitudinal direction is denoted afresh z; so we have x D .z; y/
where y is a two-dimensional variable. We first check that w needs to be defined by
the following relation:

w.x/ D iv exp.iK.
3

2
K�Dvth,et � z// D iv exp.iK.

1

2!p
Kc2e t � z//:

The previous analysis is a justification for replacing the first Raman system
(5.14)–(5.16) by the following one, called the simplified Raman model,

(RamS)

(i)

�
@
@t
C cg @

@z

�

E � ic
2k0
�?E D � ˇ0

!p
wˆe�i�t ;

(ii)

�
@
@t
� cg @

@z

�

ˆ� ic
2k0
�?ˆ D ˇ0

!p
wEei�t ;

(iii)
@w

@t
C 3�Dvth,eK

@w

@z
C �ei

2
w D 
p

2
KEˆe�i�t ;

where the miss-match term is given by � D � 9
8
.K�D/

4!p: It is called ‘simplified’
since there is no ion acoustic wave, that is to say N D 1:

Of course, it must be supplemented by initial conditions and by boundary
conditions; e.g., in the one-dimensional problem with z 2 Œ0; L�; one may take

E.t/jzD0 D Ein; ˆ.t/jzDL D 0; w.t/jzD0 D 0;

where Ein is the incoming laser field. In a multidimensional simulation one must
impose transparent conditions on the boundaries corresponding to the transverse
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Fig. 5.1 Profile of the main laser wave intensity at times 0:4 ps, 0:6 ps, 0:8 ps, 1:1 ps, 1:4 ps, 1:7
ps, and 2:0 ps. Here, the depletion of this wave begins at 0:8 ps and is very significant at 1:1 ps

directions (to deal with the diffraction operator �?) and state the following
boundary conditions in the z-direction:

E.t; x/jzD0 D Ein.y/; ˆ.t; x/jzDL D 0; w.t; x/jzD0 D 0:

To illustrate this modelling, we first show the results of a numerical simulation
of a one-dimensional problem where one accounts for model (RamS) with � D 0

and �ei D 0 ; Nref D 0:2 Nc:
In Figs. 5.1, 5.2, and 5.3 we plot the profiles of the intensity of the three waves,

i.e., jEj2; jˆj2; and jwj2 versus the position z at different times. [These figures
and the following ones were supplied via the courtesy of Guillaume Tran (CEA
Bruyères-le-Chatel, France).]

Let us show now a numerical result of a two-dimensional simulation. Denoting
z; y as the two coordinates, the incoming laser field Ein (at z D 0/ is now a function
of y: As a matter of fact, it is a Gauss function with a phase '.y/I it reads as
Ein.y/ D exp.�jy � y0j2=L2C i'.y// in such a way that the intensity of the laser
wave propagates and focalizes at some distance (here the center of the simulation
box). The map of the laser intensity jE.z; y/j2 at the beginning of the simulation is
plotted on Fig. 5.4.

The map of the electron wave energy jw.t; z; y/j2 at different times is plotted on
Fig. 5.5.
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Fig. 5.3 Profile of the Langmuir wave intensity at times 0:4 ps, 0:6 ps , 0:8 ps, 1:1 ps, 1:4 ps, 1:7
ps, and 2:0 ps. The unit of intensity is normalized at its theoretical maximal value

=============

Sketch of the Proof of Theorem 4

We can set the constant 
1 to 1 and drop the term ei�t (there is no difficulty related
to this term from a mathematical point of view). Up to a change of notation, we may
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write " instead of 3�
2
". Denote c instead of c0 and u"; v" instead ofE";ˆ"I moreover,

u; v instead of E;ˆ. Denote also by L" the operator L"w D " @2@x2 w": So the system
to be analyzed reads as

�
@

@t
C c @

@x

�

u" D �ˇw"v"; (5.25)

�
@

@t
� c @

@x

�

v" D ˇw"u"; (5.26)

@w"
@t
C 3�� @w"

@x
� iL"w": D u"v" (5.27)

with the initial conditions

u"jtD0 D uini; v"jtD0 D vini; w"jtD0 D wini;

and the boundary conditions

u"jxD0 D uin; v"jxDL D 0; w"jxD0 D 0; w"jxDL D 0:

The structure of this system is the same as the Boyd–Kadomstev system up to
the supplementary term iL"w" in the third equation.

If there exist functions u"; v";w" satisfying this system;we have, according to the
boundary conditions for w";

@

@t

Z
jw"j2C 3��

Z
@

@x
jw"j2 D

Z
u"v"w"C

Z
iw"L"w"C c:c D

Z
u"v"w"C c:c
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then

@

@t

�
ku"k2L2x C ˇ kw"k

2
L2x

�
� b; (5.28)

@

@t

�
ku"k2L2x C kv"k

2
L2x

�
� b; (5.29)

@

@t

�
kv"k2L2x � ˇ kw"k

2
L2x

�
� 0: (5.30)

Thus, there exists a constant C0 depending on the data and independent from "

ku".t/kL2x ; kv".t/kL2x ; kw".t/kL2x � C0; for all t � T: (5.31)

With a technique analogous to the technique used in Chap. 3 (Sect. 3.2), one can
show the existence of a solution .u"; v";w"/ to system (5.25)–(5.27) in the space
.L2.0; 	; L2x//

3 for a small final time 	 .
But using the bounds (5.31), a classical continuity argument shows that this

solution can not blow up at a finite time. Thus, there exists a solution .u"; v";w"/
in the space .L2.0; T; L2x//

3 on the global time interval Œ0; T � .
According to the proof of the second part of Theorem 1, one knows that .u"; v"/

satisfy for a constant C1 independent from "

Z t

0

jv".t � s; x � s/j2ds � C1;
Z t

0

jw".t � s; x � s/j2ds � C1:

Thus, we get

ju".t; x/j � ˇ
Z t

0

jv".t � s; x � s/w".t � s; x � s/jds C kuinikL1

� C1 C kuinikL1

The analogous holds for v"; so there exists C2 independent of " such that

ku".t/kL1

� C2; kv".t/kL1

� C2
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We now address the equation satisfied by @xu", @xv", and @xw" in order to get
bounds of these functions. Using notations of the proof of Theorem 1, we have

K1.@xu"/ D �ˇww.@xv"/ � ˇv".@xw"/; (5.32)

K2.@xv"/ D ˇww.@xu"/C ˇu".@xw"/; (5.33)

K3.@xw"/C iL".@xw"/ D v".@xu"/C u".@xv"/I (5.34)

then we have

@

@t

�
k@xu"k2L2x Ck@xv"k

2
L2x

�
�bCˇC2

Z
j.@xw"/.@xu"/j dxCˇC2

Z
j.@xw"/.@xv"/jdx

Thus denoting " D k@xw"kL2 ;we see that

max
�
k@xu".t/k2L2x ; k@xv".t/k

2
L2x

�
�CiniCbtCˇC2

Z t

0

.s/max
�
k@xu"kL2x ; k@xv"kL2x

�
ds

so we get

sup
s�t

max
�
k@xu".s/kL2x ; k@xv".s/kL2x

�
� C C C

Z t

0

".s/ds

Equation (5.34) reads as K3.@xw"/C iL".@xw"/ D g with g satisfying

kg.t/kL2 �kv"kL1 k@xu".t /kL2Cku"kL1 k@xv".t/kL2 �2C2 max
�
k@xu".t /kL2x ; k@xv".t/kL2x

�

Now multiplying equation (5.34) by @xw" and integrating firstly in x and secondly
with respect to t; we get

k@xw".t/k2L2x � kwinik2H1
x
C
Z t

0

kg.s/kL2 k@xw".s/kL2 ds

Therefore,

".t/ D k@xw".t/kL2x � CI C
Z t

0

kg.s/kL2 ds

� CIC2C2
Z t

0

max
�
k@xu".s/kL2x ; k@xv".s/kL2x

�
ds � C3CC4

Z t

0

".s/ds
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So according to Gronwall’s lemma (see result 7 in the Appendix),  D k@xw"kL2x
is bounded for all t � T by a constant independent from "; and k@xu"kL2x ; k@xv"kL2x
are also bounded by a constant independent from ": Then, we can extract subse-
quences still denoted by u"; v";w" such that

u" ! u; u" ! u; u" ! u; in L2.0; T IL2x/ strongly.

So, we can pass to the limit in the weak form of (5.27) which reads as

@

@t

Z
w"� � 3��

Z
w"
@�

@x
C i"

Z
@�

@x

@w"
@x
D
Z
�u"v"

for any test function � in H1
x and we get

@

@t

Z
w� � 3��

Z
w
@�

@x
D
Z
�uv:

It is easy to check that u; v;w satisfy system (5.24) with appropriated boundary
conditions. Since the solution of this system is unique (according to Theorem 1),
the whole sequences u"; v";w" converge. �

5.1.3 The Raman Model with an Ion Acoustic Wave

We may now add to the previous model the time behavior of ion acoustic wave as it
has been made in the previous chapter related to Zakharov equations. The derivation
of this model is quite tricky and all the articles in the physics literature are not in
full agreement (even in the case where multi-dimension aspects are neglected for
the Langmuir waves). Nevertheless, we try here to give some enlightenments on
this problem.

Remind first that the ion balance equation for mass and momentum read as

@

@t
N0 Cr:.N0U/ D 0;

m0

@

@t
.N0U/CrP0 D ZN0qeEs Cme�eiNrefUs

e:

For the electron density, we perform the following decomposition the averaged
value hNei!0 over a laser period

hNei!0 D Nrefn
h CNrefN ;

the term nh corresponds to the Langmuir wave.



180 5 Coupling Electron Waves and Laser Waves

We make a time envelope of nh as in the previous chapter, using the slow varying

time variable v that is to say nh D �i
!p

@v

@z
e�i!pt C i

!p

@v

@z
ei!pt . Thus, v satisfies as

above equation (5.14) but with a supplementary term as for Zakharov equations:

@v

@t
� i 3�D

2
vth,e

@2v

@z2
C �ei

2
v D �
p

2

@

@z

�
Eˆ�

	
e�i�t � i !p

2
.N � 1/v

Now, in the same way as in the previous subsection, we define

w D iv exp.iK.
1

2!p
Kc2e t � z//

and equation for v may be replaced by the following equation for w;

@w

@t
C 3�DKvth,e

@w

@z
C �ei

2
w D 
pK

2
Eˆe�i�t � i !p

2
.N � 1/w

For the slow varying part N , we may state, as for the Zakharov equations,

@

@t
N C @

@z
Us
e D 0

@

@t
Us
e C c2e

@

@z
N C �eiUs

e D �N
qe

me

Es � 2 @
@z
jvj2:

Now, we make the quasi-neutrality approximation; then adding the momentum
equations for ions and electrons, we get

@

@t
.m0N0UCmeNrefUs

e/C
@

@z
P0 Cmec

2
eNref

@

@z
N D �meNref2

@

@z
jvj2:

Indeed, we have neglected as usual the term .ZN0 �NrefN /qeEs . Moreover, quasi-
neutrality implies thatNrefN ' ZN0 andm0N0CmeNref ' m0N0: This means that
the ion wave satisfies

@

@t
N C @

@z
.NU/ D 0;

@

@t
.NU/C c2s

@

@z
N D �2Zme

m0

@

@z
jvj2:

Thus, denoting NU D q; instead of system (RamS), we arrive at the following
system:
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(Ram)

(i)

�
@
@t
Ccg @

@z

�

E� ic
2k0
�?ECiˇ0.N � 1/E D � ˇ0

!p
Nwˆe�i�t ;

(ii)

�
@
@t
�cg @

@z

�

ˆ � ic
2k0
�?ˆC iˇ0.N � 1/ˆ D ˇ0

!p
NwEei�t ;

(iii)
@w

@t
C3�Dvth,eK

@w

@z
C �ei

2
wCi !p

2
.N�1/w D 
p

2
KEˆe�i�t ;

(iv)
@

@t
NCcs @q

@z
D 0I @q

@t
Ccs @N

@z
D �2Zme

m0

@2

@z2
jwj2:

We conjecture that this system is well-posed (at least when jwj2 is not too large).

Remark 34. If one wants a more realistic model, it is possible to account here for
a ponderomotive force, due to coupling with the Brillouin backscattered wave, and
to add on the right-hand side of the momentum equation a corresponding term;
then one needs to introduce a new backscattered electromagnetic wave, let us say ‰
which solves a propagation equation

�
@

@t
� cg @

@z

�

‰ � ic

2k0
�?‰ C iˇ0.1 �N /‰ D iˇ0EN e2ikpz

and to replace system (iv) above by

@

@t
NCcs @q

@z
D 0I @q

@t
Ccs @N

@z
D�2Zme

m0

@2

@z2
jwj2�
p

cs
.2ikp‰Ee

2ikpzCc:c:/

�.

5.2 The Euler–Maxwell Model for Short Ultra-High
Intensity Laser Pulses

In this section, we address briefly a special feature related to ultra-high intensity
laser beam propagation in a hot plasma, where the typical intensity is larger than
1017 W=cm2 for a wavelength in a vacuum equal to 1 micron (or a fraction of
1 micron). The laser pulse is also assumed to be very short: the corresponding
observation time Tobs may be much smaller than a picosecond (recall that the time
scale related to the laser period !�10 is on the order of a femtosecond for the typical
laser beam); but this observation time may range also up to some tens of picoseconds
for some high-energy laser devices.
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From a physical point of view, the interaction of this pulse with a preheated
plasma creates a very intense electron plasma wave that perturbs the propagation
of the pulse. This wake generates a non-neutral region, and a strong electrostatic
field occurs that may accelerate light ions at a very high velocity. There are a lot of
applications (see, e.g., [48, 57]) using such ion beams generated in this way (as in
medical area, tomography, etc.).

In some applications, the plasma density may be initially larger than the critical
density; then there is digging of the plasma by the laser pressure (which is in turn the
same as the ponderomotive force explained above), which enables the propagation
of the laser beam. So the plasma density is generally smaller than the critical density
and in the same order of magnitude. Thus the plasma frequency !�1p is on the order

of magnitude of the laser frequency !0 (recall that !p=!0 D
p
Ne=Nc).

Then the picture is the following: for the observation time Tobs;

!�10 	
�D

vth,e
D !�1p � Tobs 	 Lobs

c
� Lplas

c

moreover, the observation length Lobs is such that

�D � 2�

!0
c � Lobs � Lplas

but the spatial domain of interest with the width Lobs; is often a moving frame.
As a matter of fact, the classical way to perform numerical simulations of the

ultra-high intensity laser propagation is based on kinetic models of Maxwell–Vlasov
type; but this kind of simulations in 3D is very expensive even on massively
parallel architectures. So it may be interesting to address fluid simulations for
comparison with kinetic ones and for performing simulation on long time intervals;
see, e.g., [20].

This kind of model is also used for modelling other physical phenomena such as
electromagnetic waves in semiconductor devices (see, e.g., [84]).

The framework of the modelling that we address now is the following: the
electron population is characterized by a Maxwellian distribution and its evolution
is described by the classical fluid equations. Moreover, for the sake of simplicity,
the ion population is assumed to be at rest (but, of course, it would be possible to
account for its evolution also by a coupling with a supplemented system) and we do
not account for relativistic effects (as a matter of fact, it would be necessary to do
this if the laser intensity was larger than 2: 1018 W/cm2 for a laser wavelength equal
to 1 � m).

The model of interest consists of barotropic Euler equations (assuming that there
is no coupling between ion and electron temperatures, and no thermal conduction)
coupled with the full Maxwell equations.

@

@t
NeCr:.NeUe/ D 0 (5.35)
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@

@t
.NeUe/Cr:.NeUeUe/CCPrN5=3

e D �Ne qe
me

.ECUe � B/��eiNeUe: (5.36)

@

@t
E � c2curl B D � 1

"0
J; (5.37)

@

@t
BC curl E D 0; (5.38)

r:E D qe

"0
.ZN0 �Ne/, and r:B D 0: (5.39)

with J D �qeNeUe. Recall that if relations (5.39) are satisfied at the initial time,
they are always satisfied.

As explained above, the hypothesis is that the pressure obeys simply the law
Pe D meCPN

5=3
e : Since, we have

1

me

rPe D 5Pe

3meNe
rNe

we check that the sound speed is equal to ce D .5Pe=.3meNe//
1=2:

There is a global energy balance, with the total energy eint.Ne/C 1
2
meNejUej2C

"0

2
jEj2 C �0

2
jBj2; where eint.:/ corresponds to an internal energy of the plasma.

Remark 35. For the sake of completeness, let us mention that, instead of the
barotropic Euler equations, it is possible to deal with the full Euler equations

@

@t
Ne Cr:.NeUe/ D 0;

@

@t
NeUe Cr:.NeUeUe/C 1

me

rPe D �Ne qe
me

.EC Ue � B/ � �eiNeUe:

@

@t
Ee Cr:.EeUe/C Per:Ue D �r:qth,e Cme�eiNejUej2:

Then, internal energy Ee is proportional to the electron temperature (and there is
a global energy balance for the total energy that is Ee C 1

2
meNejUej2 C "0

2
jEj2 C

�0
2
jBj2/. As a matter of fact, most of the properties of the barotropic Euler–Maxwell

model remain true for the full Euler–Maxwell model.
Notice also that if one wants to account for relativistic effects, the left-hand side

of equation (5.36) needs to be replaced by .
@

@t
NeQeCr:.NeQeUe//

1
me
CCPrN5=3

e

knowing that the momentum Qe is related to the velocity by the relation Ue D
Qe=meŒ1CQ2

e=.m
2
ec
2/��1=2. �
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5.2.1 Well-Posedness of the Model

The aim is to analyze the existence and uniqueness of the barotropic Euler–Maxwell
system, and to state precisely some boundary conditions to be imposed for such a
model. The time-local existence and uniqueness was first proved by Jerome [70] for
the full compressible Euler–Maxwell system with regular initial value. We give here
the main ideas related to this system in the barotropic framework. We do not worry
about boundary conditions, which will be addressed in the following.

Let W denote the vector function from R3 in R10 defined by

W D

0

B
B
@

Ne
meNeUe

E
B

1

C
C
A :

So, using a reference frame x D .x1; x2; x3/ and denoting Ue D .U1; U2; U3/ the
system reads as

@tWC @

@x1

0

B
B
@

NeU1

meNeU1Ue C I1Pe
c2S1B
S1TE

1

C
C
AC

@

@x2

0

B
B
@

NeU2

meNeU2Ue C I2Pe
c2S2B
S2TE

1

C
C
A (5.40)

C @

@x3

0

B
B
@

NeU3

meNeU3Ue C I3Pe
c2S3B
S3TE

1

C
C
A D G0.W/;

where we have used the following notations I1 D
0

@
1

0

0

1

A ; I2 D
0

@
0

1

0

1

A ; I3 D
0

@
0

0

1

1

A

and the elementary 3 � 3 matrices

S1 D
0

@
0 0 0

0 0 1

0 �1 0

1

A ; S2 D
0

@
0 0 �1
0 0 0

1 0 0

1

A ; S3 D
0

@
0 1 0

�1 0 0
0 0 0

1

A :
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Moreover, the zero-order term is the following:

G0.W/ D

0

B
B
@

0

�Neqe.EC Ue � B/� �eimeNeUe
1
"0
qeNeUe

0

1

C
C
A

Symmetrization

Let us first recall a classical way to symmetrize the barotropic Euler system. Instead
of .Ne;NeUe/, we use the unknowns .Pe;Ue/: Since there exists CN such that

meNe D CNP 3=5
e ;

the barotropic Euler system may be recast as

3

5Pe

@

@t
Pe C 3

5Pe
Ue:rPe Cr:Ue D 0;

CNP
3=5
e

@

@t
Ue C CNP 3=5

e Ue:rUe CrPe D g;

denoting g as the second line of G0.W/; i.e.,

M0.
Pe
Ue

/
@

@t
.
Pe
Ue

/C
 

3
5Pe

Ue:rPe Cr:Ue

rPe CCNP 3=5
e Ue CrPe

!

D
�
0

g

�

;

defining the matrix M0 by

M0.
Pe
Ue

/ D
 
3
5
P�1e 0

0 CNP
3=5
e I

!

:

Let us make this structure clearer by using the reference frame .x1; x2; x3/. In
this frame, the system reads as

M0.
Pe

Ue

/
@

@t

0

B
B
B
B
@

Pe

U1

U2

U3

1

C
C
C
C
A
CM1.

Pe

Ue

/
@

@x1

0

B
B
B
B
@

Pe

U1

U2

U3

1

C
C
C
C
A
CM2.

Pe

Ue

/
@

@x2

0

B
B
B
B
@

Pe

U1

U2

U3

1

C
C
C
C
A
CM3.

Pe

Ue

/
@

@x3

0

B
B
B
B
@

Pe

U1

U2

U3

1

C
C
C
C
A
D

0

B
B
B
B
@

0

g1

g2

g3

1

C
C
C
C
A
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where the three 4 � 4 matrices Mi .:/ are given by

M1D

0

B
B
B
B
B
@

3U1
5Pe

1 0 0

1 CNP
3
5
e U1 0 0

0 0 CNP
3
5
e U1 0

0 0 0 CNP
3
5
e U1

1

C
C
C
C
C
A
; M2D

0

B
B
B
B
B
@

3U2
5Pe

0 1 0

0 CNP
3
5
e U2 0 0

1 0 CNP
3
5
e U2 0

0 0 0 CNP
3
5
e U2

1

C
C
C
C
C
A

M3 D

0

B
B
B
B
@

3U3
5Pe

0 0 1

0 CNP
3
5
e U3 0 0

0 0 CNP
3
5
e U3 0

1 0 0 CNP
3
5
e U3

1

C
C
C
C
A

They are symmetric. Denote now

Z D

0

B
B
@

Pe
Ue

E
B

1

C
C
A

Then, the Euler–Maxwell system reads as

A0
@

@t
ZC A1:

@

@x1
ZCA2:

@

@x2
ZC A3:

@

@x3
Z D G.Z/: (5.41)

where

A1 D
0

@
M1 0 0

0 0 S1

0 S1T 0

1

A ; A2 D
0

@
M2 0 0

0 0 S2

0 S2T 0

1

A ; A3 D
0

@
M33 0 0

0 0 S3

0 S3T 0

1

A ;

A0 D
0

@
M0 0 0

0 1
c2

I 0
0 0 I

1

A ; G.Z/ D

0

B
B
B
B
@

0

�CNP 3=5
e

qe
me
.ECUe � B/ � �eiCNP

3
5
e Ue

�0
qe
me
CNP

3
5
e Ue

0

1

C
C
C
C
A
:
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Of course, this system must be supplemented with an initial value

Z.0/ D Zini D

0

B
B
@

P ini
e

Uini
e

Eini

Bini

1

C
C
A

such that

r:Eini D qe

"0
.ZN0 � CNP ini

e /, and r:Bini D 0: (5.42)

The four matrices (of order 10� 10) that appear in the system (5.41) are symmetric.
In the sequel, we assume that there exists a constant Pinf > 0 such that

Pinf � P ini
e � Psup (5.43)

Lemma 9. The matrices M1M
�1
0 is diagonalizable with eigenvalues .U1; U1; U1 �

ce; U1 C ce/ and the analogue for M2M
�1
0 and for M3M

�1
0

Thus, the matrix A1A
�1
0 is also diagonalizable and its eigenvalues are

U1; U1; U1 � ce; U1 C ce;�c;�c; 0; 0; c; c:

Notice that accounting for the constraints (5.39), it is natural that the solution
to equation (5.41) belongs to a space of dimension 8 only, and as a matter of fact
the two eigenvalues equal to 0 do not correspond to physical waves. In the same
way, the matrices A2A

�1
0 and A3A

�1
0 are also diagonalizable and have analogous

eigenvalues: Then, equation (5.41) is a nonlinear symmetric hyperbolic system in
the Friedrichs’ meaning. So, we have

Theorem 5. Assume that there exists a constant P1 such that .P ini
e �

P1;Uini
e ;E

ini;Bini/ belongs to ŒH3.R3/�10 and that (5.42) and (5.43) hold.
Then for a small time t0, there exists a unique solution Z.t/ to equation (5.41)

such that .Pe �P1;Ue;E;B/ belongs to the space C.0; t0; ŒH3.R3/�10/. Moreover,
this solution is in C.0; t0; ŒL1.R3/�10/ and relations (5.39), (5.43) hold for all time
t in Œ0; t0�.

Remark 36. Recall that the classical Moorey’s inequality (which is of the same type
as Sobolev inequalities) claims that

kzkL1.R3/ � CMo kzkH2.R3/ ; 8z 2 H2.R3/

(with a universal constant CMo); thus, we see that if Z.t/ is continuous from Œ0; t0�

into ŒH3.R3/�10 it is also continuous from Œ0; t0� into ŒL1.R3/�10. �
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Remark 37. Notice that if there is no electromagnetic source and if the magnetic
effects are negligible, the Euler–Maxwell system becomes simply the Euler–Poisson
system; that is to say

E D � 1
qe
rˆ; ��ˆ D q2e

�0
.ZN0 �Ne/

which is a classical one for which we have also existence and uniqueness of a regular
solution on a small time interval; see, e.g., [55]. �

=============

Proofs of the Sub-section

Proof of Lemma 9. We see that

M1M
�1
0 .

Pe
Ue

/ D

0

B
B
@

U1 .meNe/
�1 0 0

5
3
Pe U1 0 0

0 0 U1 0

0 0 0 U1:

1

C
C
A

then the eigenvaluesx are given byU1; U1; U1C
q

5
3
Pe=.meNe/; U1�

q
5
3
Pe=.meNe/:

And by a classical way, we see that the matrix is diagonalizable. �

Sketch of the Proof of Theorem 5

We follow the proof given in [70]; the idea is to apply the general result for
quasilinear symmetric hyperbolic systems based on the nonlinear operator semi-
group theory of Kato in the spirit of [73]. Denote R D �

�Zini
�
�
.L1/10

: First, for
the matrices occurring in (5.41) it is easy to check the following properties. For all
Z D .Pe;Ue;E;B/ and Z0 D .P 0e ;U0e;E0;B0/ such that jZjR10 � 2R; jZ0jR10 � 2R
and Pe; P 0e � Pinf=3; we have the following:

(i) The matrices Ai .Z/ for i D 0; 1; 2; 3 are symmetric; moreover, the matrix
A0.Z/ is definite-positive, (A0.Z//�1 is uniformly bounded.

(ii) The matrix functions Ai .Z/ are bounded in the space L.R10;R10/ and depend
smoothly on Z (in a differential way); there exists a constant CR (depending
on R and Pinf) such that

jAi .Z/ �Ai .Z0/jL.R10;R10/ � CRjZ � Z0jR10

(iii) The vector function G.Z/ depends smoothly on Z (in a differential way) and

jG.Z/�G.Z0/jR10 � CRjZ � Z0jR10 ; (5.44)
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Existence. First, in matrices Ai , we replace the function Pe by ePe.Pe/, where ePe is
a smooth function such that

ePe.P / D P if P > Pinf=2

D Pinf=3 if P < Pinf=3

Due to the above properties and the fact that ePe.Pe/ is bounded from below,
according to the general theory [70], there exists a solution Z.t/ on a small time
interval such that .Pe � P1;Ue;E;B/ is continuous from Œ0; t0� in the space
.H3.R3//10; i.e., we have

Z.t/� Z.0/C
Z t

0

�

A
�1
0 A1:

@Z
@x1

.t 0/CA�1
0 A2:

@Z
@x2

.t 0/CA
�1
0 A3:

@Z
@x3

.t 0/

�

dt 0D
Z t

0
A

�1
0 G.Z/.t 0/dt 0:

Now, according to Moorey’s inequality, we see that the functions Z.:/
and @

@xi
Z.:/ are continuous in .L1.R3//10, thus the previous relation yields

kZ.t/ � Z.0/k.L1/10 � C t: That is to say we get for a small time t1

kZ.t/k.L1/10 � 2R; inf
x

ePe.Pe.t; x// � Pinf=2; 8t � t1; (5.45)

and we have ePe.Pe.t; :// D Pe.t; :/ for t � t1:
Let us now focus on the uniqueness.
Assume that there exist two solutions Z and Z1 D ZCY that are continuous from

Œ0; t0� in ŒH3.R3/�10; thus, they satisfy (5.45). In fact, we will prove the stability in
L2 with respect to the initial values and we want to show that on a small time interval
Œ0; t1� with initial value Zini and Zini

1 ; there exists a constant C�.t1/ depending on t1
such that

kZ.t/ � Z1.t/kL2 � C�.t1/
�
�Zini � Zini

1

�
�
L2
; 8t � t1: (5.46)

By combining the two equations satisfied by Z and Z C Y; denoting Ai0 D
Ai .ZC Y/,we get

A00
@

@t
YC A10:

@

@x1
YC A20:

@

@x2
YC A30:

@

@x3
Y D G.ZC Y/ �G.Z/

�AD0 .Y/
@

@t
Z �A

D
1 .Y/:

@

@x1
Z � A

D
2 .Y/:

@

@x2
Z �A

D
3 .Y/:

@

@x3
Z;

where A
D
i .Y/ D Ai .Z C Y/ � Ai .Z/ and jADi .Y/j � CRjYj: Now, we multiply

the right-hand side of the previous equation by Y and integrate over R3; since

2




A�
@

@t
Y;Y

�

D @

@t
hA�Y;Yi �




.
@

@t
A�/Y;Y

�

and the analogue for @
@x
; we get
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2
@

@t
hA00Y;Yi �




.
@

@t
A00/Y;Y

�

�



.
@

@x1
A10/Y;Y

�

�



.
@

@x2
A20/Y;Y

�

�



.
@

@x3
A30/Y;Y

�

� 2 hG.ZC Y/�G.Z/;Yi C C kYk2L2
�
�
�
�
@Z
@t

�
�
�
�1
C C kYk2L2

�
�
�
�
@Z
@xi

�
�
�
�1

:

We know that @
@t

Z; @
@x1

Z; @
@x2

Z; and @
@x3

Z are bounded in .H2.R3//10I thus,

according to Moorey’s inequality, they are bounded in .L1.R3//10: According
to (5.44), we see that kG.ZC Y/�G.Z/.t/kL2 is bounded by CR kY.t/kL2 I
therefore, we get for a constant C3

@

@t
hA00Y.t/;Y.t/i � C3 kY.t/k2L2 :

Then, due to the property of A00, we see that kYk2L2 � C4 hA00Y;Yi and we
get C�14 kY.t/k2L2 � kA00k1 kY.0/k2L2 C C3

R t
0 kY.s/k2L2 ds; therefore, inequality

(5.46) follows according to Gronwall’s lemma (see result 7 in the Appendix). �

5.2.2 Boundary Conditions

In order to fix the ideas, we address a classical situation where the simulation
domain O is a slab, let’s say x3 2 Œ0; xmax� or a parallelepiped .x1; x2; x3/ 2
R� Œ0; xmax� where R is a rectangle, and assume that a laser beam enters in domain
O with a normal incidence through the boundary � corresponding to x3 D 0:

Denote n by the outwards normal vector.
Before dealing with the electromagnetic part, let us address the fluid part of

the full system. For the sake of simplicity, we assume that the flow is subsonic.
Then, if we are in a one-dimensional framework, one has to give only one boundary
condition on each face of the spatial domain. The simplest one is to impose the value
of the density

Ne D Nref:

If we are in a three-dimensional framework, then we also need to impose
boundary conditions (e.g., of the type @

@nU2 D @
@nU3 D 0) on the faces of domain

where U1 > 0:
In the sequel we assume that Nref < Nc so !p=!0 D

p
Nref=Nc < 1:

Let us address now the conditions for the electromagnetic part (5.37) and
(5.38). First of all, since the eigenvalues of the one-dimensional system (related
to the direction n/ are .�c;�c; 0; 0; c; c/; there are only two eigenvalues with the
sign corresponding to an incoming wave; thus, one must impose only two scalar
boundary conditions on each boundary.
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Recall the features related a monochromatic plane wave in a linear medium
explained in Remark 13 of Chap. 3, Sect. 3.1.1. We may build E and B solutions of
(5.37) and (5.38) in a neighborhood of the boundary whereNe is equal toNref by the
following way: we set E.t; x/ D E0.x/e�i!0t C c:c:, B.t; x/ D B0.x/e�i!0t C c:c:
and J.t; x/ D J0.x/e�i!0t C c:c: where J0 D i

!2p
!0

E0 (neglecting the absorption

phenomenon), then .E0;B0/ satisfies �i!0.1 � !2p

!20
/E0 � c2curl B0 D 0 and

�i!0B0Ccurl E0 D 0; the wave is characterized by the wave vector

k D �n
q
!20 � !2p=c

and introducing a fixed vector f orthogonal to k, the electric and magnetic fields are
given by

E.t; x/ D e�i!0t feik:x C c:c: and !0B.t; x/ D k � E0.x/e�i!0t D k � E.t; x/:
(5.47)

Now, before dealing with the case of the incoming laser beam, let us recall a
classical result for the boundary condition of the outgoing-wave type. We have the
classical result.

Lemma 10. For system (5.37) and (5.38) in a domain O, the following boundary
condition of outgoing-wave type is well-posed,

E � n� c.B � n/ � n D 0 (5.48)

and the outgoing energy density on @O is proportional to

jE � nj2

[Indeed, Remind the classical balance of the electromagnetic energy for any
domain O

1

2

@

@t

Z

O
.jEj2 C jBj2/dx�

Z

O
J:Edx D �

Z

O
r:.E � B/dx D

Z

@O
.B � E/:nd�

but one knows that .B�E/:n D �.E�n/:..B�n/�n/I then according to (5.48), we
check that the last member of the previous balance relation is equal to � R

@O
1
c
jE �

nj2d�: �]
Of course, there are other outgoing-wave boundary conditions that are more

accurate, but condition (5.48) is the simplest one. Notice that the vectors E � n
and .B � n/ � n belong to the plane tangent to the boundary; so condition (5.48)
corresponds in fact to two scalar boundary conditions.
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Let us now go back to the case of an incoming laser beam that enters in � (i.e.,
the plane x3 D 0). We have seen that the incoming wave needs to correspond to the

wave vector k D �n
q
!20 � !2p=cI we now assume that it is given by

Ein.t; x1; x2; x3/ D f.x1; x2/e�i!0tCik:x C c:c: D
0

@
f1.x1; x2/

f2.x1; x2/

0

1

A e�i!0tCik:x C c:c:

where the vector function f is slowly varying with respect to the space variable. At
first order, relation (5.47) is still valid and we can use the approximation

cBin.t; x1; x2; x3/ ' f � n

s

1 � Nref

Nc
e�i!0tCik:x C c:c: D

s

1 � Nref

Nc
Ein�nC c:c:

As a matter of fact, the incoming-wave boundary condition on � is related to
an outgoing-wave boundary condition for E � Ein based on (5.48). Therefore, the
boundary condition for systems (5.37) and (5.38) reads as follows (see, e.g., [49])

.E�c.B�n//�nD
"

Ein�
s

1�Nref

Nc
.Ein�n/�n

#

�nD.1C
s

1�Nref

Nc
/f�ne�i!0tCik:xCc:c:

On the other parts of the boundary of the domain O, the boundary conditions
for the electromagnetic part may be stated as (5.48) or by transparent boundary
conditions, as was explained in Chap. 3.

5.3 Envelope Models for Very Short High-Intensity
Laser Pulses

We are interested here in the propagation of very short intense laser pulses in weakly
ionized media such as the atmosphere; it turns out that this kind of laser pulse
may propagate a very long distance in weakly dense ionized gas. In this modelling,
besides the classical framework of the propagation of strong electromagnetic fields
which was the topic of the previous section, one must account for ionization
phenomena of the medium and for the response of bounded electrons of the medium
driven by the laser radiation. Here, for the sake of presentation, we deal with a
model with characteristics that are representative of the realistic one, but which is
deeply simplified; the aim is to give the ideas of the envelope approximation used
in such modelling. So we consider the Maxwell equations with an electric current
given by a simple formula like the one used in Chap. 3, Sect. 3.1.1 and we account
for a supplementary term corresponding to the response of the medium which is
simplified; it is a simple linear relation in Fourier space (for the realistic model, it
needs to be nonlinear). See [12] for a review paper on this subject.
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So, the picture is the following. The ratio of the time duration of pulse Tpulse and
the laser period !�1p may be only on the order of some hundreds, but also sometimes
smaller and the pulse lengthLpulse is on the order of cTpulse;but the observation time
Tobs is much larger than Tpulse . Moreover we have

!�10 	
�D

vth,e
D !�1p � Tpulse 	 Lpulse

c

�D � 2�

!0
c � Lpulse � Lobs:

Let us state now the basis system. The simulation domain O is, as above, either
a slab x3 2 Œ0; xmax� or a parallelepiped .x1; x2; x3/ 2 R � Œ0; xmax� (with R
a rectangle). The laser beam enters in O with a normal incidence through the
boundary � corresponding to x3 D 0: In the sequel we write z instead of x3 and
x? for the transverse variables .x1; x2/:

From the theoretical point of view, the laser fields obey the Maxwell equations

@

@t
E � c2curl B D � 1

"0
.JC@P

@t
/

@

@t
BC curl E D 0

where J D �qeNeUe and P denotes the polarization vector; its relation with field E
is given below. Instead of the electron velocity equation (5.36), we state as usual

@

@t
JC �eiJ D q2e

me

NeE (5.49)

and for the sake of simplicity the initial electron density Ne is assumed to be a
datum. The laser pulse is centered around a central frequency !0; but there is
broadness in the frequency domain, so we need to handle the equation in the Fourier
domain. Moreover, as in Chap. 3, Sect. 3.1.1, we assume that the polarization of the
electromagnetic wave is linear, i.e., fields E; J and P may reduce to scalar functions
E; J and P .

So we get

1

c2
@2

@t2
E ��E D � 1

c2"0
.
@J

@t
C@

2P

@t2
/

By using the Fourier transform, we denote

E.t; x/D
Z
OE.!; x/e�i!td!; J.t; x/D

Z
OJ .!; x/e�i!td!; P.t; x/D

Z
OP .!; x/e�i!t d!

Now, the polarization vector is related to the electric field by a linear relation

OP .!/ D "0.!/ OE.!/;
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where the susceptibility .!/ is a real function describing the response of the
population of bounded electrons, i.e., we neglect the nonlinear effect (this is, of
course, very crude, but it shows the main ideas of the time envelope technique).

Our aim is to describe very briefly an envelope approximation of this model as it
is used in the [12] (for another approach of envelope approximation, see also [114]).

First, due to (5.49), we have

.�ei � i!/ OJ D q2e
me

Ne OE

and OE satisfies for all ! the Helmholtz equation

!2

c2
OE C� OE D 1

c2.1C i�ei!�1/
q2e
me"0

Ne OE�!
2

c2
.!/ OE: (5.50)

Recall that q2e=.me"
0/ D !20=Nc and set as usual

N D Ne=Nc:
On the boundary corresponding to � , we may assume that the incoming field is

a given datum Ein.t; x?/ D e�i!0tAin.t; x?/ where Ain.:; x?/ is a slowly time-
varying function that is twice differentiable with respect to time. Denote its Fourier
transform by OAin.:; x?/I then equation (5.50) is supplemented with a boundary
condition on � of the form

�

i
@

@z
C !

c

p
1 �N

�� OE.!; :/jzD0 � OAin.! � !0; :/
�
D 0:

From now on, we withdraw the absorption term. Indeed, �ei!�1 is always very small
compared to 1 and is often negligible (but all the sequel remains valid with a small
constant absorption coefficient); moreover, we introduce the decomposition of the
Laplace operator� D �?C @2

@z2
where�? denotes the transverse Laplace operator.

Then equation (5.50) reads as

�
!2.1C .!// � !20N

	 OE C c2�? OE C c2 @
2

@z2
OE D 0: (5.51)

Since !=c is very small with respect to the characteristic length of the simulation,
the wave is highly oscillating with the z-variable, and by a classical way there are
two components of the wave: the one travels forward and the other travels backward.
In the sequel, we neglect the second one. Thus, in the same way as in Chap. 3, we
can make the classical envelope approximation by setting

OE.!; z; x?/ D eik.!/z O‰.!; z; x?/ (5.52)

where the function O‰ is slowly varying with respect to z:
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To find the wave number k.!/; we assume that the transverse diffraction terms
are less important than the propagation in the z-direction and we consider the
dispersion relation obtained from (5.51), i.e.,

!2.1C .!// � !20N � c2k.!/2 D 0

so we get

ck.!/ D ˙
q
!2.1C .!// � !20N:

Of course, the wave number with sign� corresponds to a backscattered wave and
the wave number with sign C corresponds to the main forward wave. We disregard
here the backscattering phenomena, henceforth we only consider

ck.!/ D
q
!2.1C .!// � !20N ; (5.53)

For ! D !0; we get

k.!0/ D k0 D !0

c

p
1C .!0/�N;

which is on the order of the wavelength in the vacuum !0=c: We check that eik.!/z

is highly oscillating with respect to z:
Let us state now the paraxial equation associated with this wave number. Since

@2

@z2
.eikz O‰/ D eik.!/z. @

2

@z2
O‰ C 2ik.!/ @

@z
O‰ � k.!/2 O‰/

and O‰ is slowly varying with respect to z, the term @2

@z2
O‰ is negligible with respect

to ik.!/ @
@z
O‰ and equation (5.51) becomes

�
!2.1C .!// � !20N � c2k.!/2

	 O‰.!/C c2�? O‰.!/C c22ik.!/ @
@z
O‰.!/ D 0

but due to relation (5.53) the zero-order term vanishes and we get simply the
classical paraxial equation

2k.!/
@

@z
O‰.!/ D i�? O‰.!/:

Now the boundary condition in z D 0 becomes simply O‰.!; :/ D OAin.! � !0; :/
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Of course, we can go back to the function OE: since @
@z .
O‰eikz/ D eikz @

@z
O‰ C

ik O‰eikzI using relation (5.52), this equation reads also

@

@z
OE.!/ D ik.!/ OE.!/C i

2k.!/
�? OE.!/

supplemented with the boundary condition

OE.!; x?/jzD0 D OAin.! � !0; x?/:

Now, taking the inverse Fourier transform, we return to the time variable

@

@z
E.t/ D

Z
ik.!/ OE.!/e�i!td! C i

2

Z
1

k.!/
�? OEe�i!td!

D ik0E.t/C i
Z
.k.!/ � k0/ OE.!/e�i!td! C i

2

Z
1

k.!/
�? OEe�i!td!:

Recall that ! is close to !0, so k.!/ is close to k0 and we can approximateR
1

k.!/
�? OEe�i!td! by 1

k0

R
�? OEe�i!td!: Moreover, we have .k.!/ � k0/ '

@k
@!

ˇ
ˇ
0
.! � !0/ C 1

2
k0.2/.! � !0/2 (here k0.2/ denotes the second derivative with

respect to !). Since
R OE.!/e�i!t i.! � !0/d! D �e�i!0t @@t ŒE.t/ei!0t �; we get the

following approximated equation

@

@z
E.t/ei!0tDik0E.t/ei!0t� @k

@!

ˇ
ˇ
ˇ
ˇ
0

@

@t
ŒE.t/ei!0t �C i

2
k0.2/

Z

.!�!0/2 OE.!/e�i.!�!0/t d!C i

2k0
�

?

E.t/ei!0t

So we may define the time envelope functionA (which is not highly oscillating with
respect to the time variable) by

E.t; z; x?/ D A.t; z; x?/e�i!0t

and we get

@

@z
A.t/ D ik0A.t/� @k

@!

ˇ
ˇ
ˇ
ˇ
0

@

@t
A.t/C i

2
k0.2/

Z
.!�!0/2 OE.!/e�i.!�!0/t d!C i

2k0
�?A.t/:

The coefficient @k
@!

ˇ
ˇ
0

is the inverse of

@!

@k

ˇ
ˇ
ˇ
ˇ
0

D cg D c.1C 0 �N/1=2
ı
.1C 0 C !000/

which is the group velocity of the wave (notice that in the simple case where the
susceptibility of the medium is neglected, we find again the classical expression of
the group velocity c

p
1 �N ).
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Let us now focus on the new term in front of k0.2/ [the second derivative of k.!/]
where the interpretation is the following. We have

1

2

Z
.! � !0/2 OE.!/e�i.!�!0/td! D 1

2

Z
!21
OA.!1/e�i!1t d!1 D � @

2

@t2
A.t/:

Therefore, we get

@

@z
A.t; z/ D ik0A.t; z/� 1

cg

@

@t
A.t; z/� ik0.2/ @

2

@t2
A.t; z/C i

2k0
�?A.t; z/; (5.54)

which is supplemented with the following condition in z D 0;
A.t; :; x?/jzD0 D Ain.t; x?/: (5.55)

We can assume that the datum Ain.:; x?/ is zero for t negative and satisfies
Ain.:; x?/jtD0 D 0 and @Ain

@t
.t; x?/jtD0 D 0: Now there are two ways to deal with

time boundary conditions: either we may assume that equation (5.54) is posed for t
ranging from�1 toC1, or we may assume this equation is posed for t � 0 and the
boundary condition in t D 0 is given by A.:; x?/jtD0 D 0 and @A

@t
.t; x?/jtD0 D 0:

Remark 38 (Energy balance.).

We assume that k0 does not depend on x?: For the sake of presentation assume
that the simulation domain is a slab (z belongs to Œ0; zmax�); multiplying equation
(5.54) by A and integrating over the transverse direction, we get

@

@z
kA.t; z/kL2 D� 1

cg

@

@t
kA.t; z/kL2 �ik0.2/

Z
@2

@t2
A.t; z/A.t; z/dx

?

� i

2k0

Z

r
?

A.t; z/r
?

A.t; z/dx
?

C c:c:

where k:kL2 is the L2-norm in the transverse direction; so this relation yields to the
classical transport equation for the laser energy

cg
@

@z
kA.t; z/kL2C

@

@t
kA.t; z/kL2 D 0: �

In the case where N is a constant, then k0 is a constant also; we can go back to
the classical envelope approximation by setting A.t; z/ D eik

0z‰.t; z/: In the case
whereN depends smoothly on z; the same approximation is also possible by setting
A.t; z/ D ei

R z
k0.z0/d z0

‰.t; z/ and the previous equation reads as

@

@z
‰.t; z/ D � 1

cg

@

@t
‰.t; z/� ik0.2/ @

2

@t2
‰.t; z/C i

2k0
�?‰.t; z/:

and the boundary conditions in z D 0 and in t D 0 are analogue to the previous one.
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Lastly, from equation (5.54) we may perform a change of variable by setting

	 D t � 1

cg
z; QA.	; z; x?/ D A.	 C 1

cg
z; z; ; x?/;

i.e., the pulse is addressed in a moving frame that travels at velocity cg . Since
@z QA.	; z/ D @zA.	; z/C 1

cg
@tA.	; z/; and @	 QA.	; z/ D @tA.	; z/;we get the following

equation

@

@z
QA.	; z/ D ik0 QA.	; z/ � ik0.2/ @

2

@	2
QA.	; z/C i

2k0
�? QA.	; z/

and the boundary conditions on � is of the same type as above.
To conclude this section, let us notice first that in the moving frame or in the

static frame the second time derivative @2

@t2
A.t; z/ or @2

@	2
QA.	; z/ is only due to the

nonlinearity of the dispersion relation linking k and !: Moreover, in the moving
frame the time variable is often a secondary variable since the term k0.2/ @

2

@	2
A.	; z/

is a corrective one.



Chapter 6
Models with Several Species

Abstract The first part of this chapter is devoted to the modelling of hot plasmas
with different species of ions in the framework of the quasi-neutrality approxima-
tion. Our aim is to show how to derive models describing the averaged ion fluid
and its coupling with the electron temperature equation. In the second part, we are
concerned by a different framework: the weakly ionized plasmas. We show how the
quasi-neutrality approximation works (in the case where the Debye length is small
enough) and we justify the so-called ambipolar diffusion approximation.

Keywords Debye length • Quasi-neutrality approximation • Plasma with two ion
species • Ambipolar diffusion approximation

We are now concerned with models where, besides the electron population, there
are different ion species. Indeed, in realistic simulations of experiments, one needs
to account for different species and, as will be explained below, the generalization
of the two-temperature Euler models (and electron magnetic-hydrodynamics also)
must be made carefully.

6.1 Two-Temperature Euler System for a Mixing
of Two Ion Species

Here, for the sake of simplicity, we restrict ourselves to the case of two different ion
species and, of course, one electron population.

In the first subsection, we state a basic model for the three populations that consist
of a system of six equations that correspond to the conservation of mass, momentum,
and energy for each ion species, besides an equation for the electron energy. But
this full model is rarely used in two- or three-dimensional simulations, especially
when one needs to take into account an elaborate electron thermal conduction

R. Sentis, Mathematical Models and Methods for Plasma Physics, Volume 1, Modeling and
Simulation in Science, Engineering and Technology, DOI 10.1007/978-3-319-03804-9__6,
© Springer International Publishing Switzerland 2014
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equation; so one is led to use simpler models when one deals with an averaged ion
internal energy equation. Moreover, instead of dealing with two ion velocities, one
may consider a different reduced model based on closures for the relative velocity
between the two ion species.

The second section is devoted to the statement of such reduced models which
consist of the conservation equations of mass, average momentum, and average
ion energy coupled with one for the electron energy and one for the mass
concentration c.

6.1.1 The Three-Population Full Model

The two ion species are called here a and b: For each ion species, we denote the
following:
ma; mb the ion masses, Za; Zb the ionization levels, Na, Nb the ion densities,

ua;ub the ion velocities, Ea; Eb the internal ion energies (per unit of volume), Pa,
Pb the ion pressures, Ta, Tb the ion temperatures, Ea, Eb the total ion energies, i.e.
Eq D Eq C 1

2
mqNqjuqj2.

For the sake of simplicity, we assume in the sequel that the polytropic coefficient
of each ion species is 
0 D 5

3
; i.e., the ion temperatures and energies satisfy

Ea D 3

2
NaTa; Pa D NaTa D 2

3
Ea and Eb D 3

2
NbTb;

Pb D NbTb D 2

3
Eb: (6.1)

As noted previously, the electron density, temperature, internal energy per unit of
volume and pressure are denoted by Ne, Te; Ee; and Pe; respectively; we have

Ne D ZaNa CZbNb; Ee D 3

2
NeTe; Pe D NeTe D 2

3
Ee:

We first state the model as it appears from first principle conservation laws (see,
e.g.. [38], Sect. 1). In the sequel the electric current J is either zero or is given as
usual by an external relation that accounts for magnetic fields (but, for the sake
of conciseness, we do not write here the corresponding equation for this field).
By definition, we have the relation with the electron velocity

J
qeNe

D ZaNa

Ne
.ua � Ue/C ZbNb

Ne
.ub � Ue/: (6.2)
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6.1.1.1 Conservation of Ion Momentum and Coupling
with the Electron Velocity

Notice first that if there would be no coupling with the electron population, the mass
and momentum conservation equations would read as

@

@t
Nq Cr:

�
Nquq

	 D 0; Œq D a; b� (6.3)

ma

@

@t
.Naua/Cr: .Nauaua C Pa/ D „a; (6.4)

mb

@

@t
.Nbub/Cr: .Nbubub C Pb/ D „b; (6.5)

with the following friction or drag term

„a D �„b D Q�NaNb.ub � ua/:

The relaxation coefficient Q� depends on the temperatures of the two species and on
the physical characteristics of the particles (and also on the relative velocity of the
two species). This coefficient is given by a closure made from the kinetic models
which may be read as

Q� D mambˇ

�
Ta

ma

C Tb

mb

��3=2
(6.6)

with a coefficient ˇ depending on the characteristics of the two species (through a
Coulomb logarithm).

Besides the interaction of the ions of both species, there is a relaxation between
the ion of the one species over the electrons; these friction terms read as (where �eq
is also given by a closure made in the kinetic models)

�eqNeNq.Ue � uq/; q D a; b:

So for the momentum balance, we get

ma

�
@

@t
.Naua/Cr: .Nauaua/

�

CrPa D „aC�eaNeNa.Ue�ua/CZaNaqeE;

mb

�
@

@t
.Nbub/Cr: .Nbubub/

�

CrPb D �„aC�ebNeNb.Ue�ub/CZbNbqeE;

Moreover, the generalized Ohm’s law reads as

�eaNeNa.Ue � ua/C �ebNeNb.Ue � ub/CNeqeECrPe D 0: (6.7)
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Therefore, the previous system for the ion momentum reads now as

ma

�
@

@t
Cr: .ua�/

�

.Naua/CrPa C ZaNa

Ne
rPe

D NaNb
�

. Q� C e�e/.ub � ua/� Za�eb �Zb�ea
qeNe

J
�

; (6.8)

mb

�
@

@t
Cr: .ub �/

�

.Nbub/CrPb C ZbNb

Ne
rPe

D NaNb
�

. Q� C e�e/.ua � ub/C Za�eb �Zb�ea
qeNe

J
�

: (6.9)

with:

e�e D �eaNbZ
2
b C �ebNaZ2

a

NbZb CNaZa :

[Indeed, according to relation (6.2), the electron velocity satisfies ua�Ue D J
qeNe
C

ZbNb
Ne

.ua � ub/I then the generalized Ohm’s law becomes

�.Na�eaCNb�eb/ J
qeNe

C 1

Ne
NaNb .�ebZa � �eaZb/ .ua�ub/CqeECrPe

Ne
D 0;

(6.10)

So we get qeE � �ea
Za
Ne.Ue � ua/ D �rPeNe

C ZbNb. �ebZb � �ea
Za
/ J
qeNe
�.ZbNb �eaZa C

ZaNa
�eb
Zb

ZbNb
Ne

/.ua � ub/ and the analogous for Ue � ub; which implies (6.8) and
(6.9).�]

6.1.1.2 Energy Balance and Statement of the Model

Let us first focus on the interaction between both ion internal energy. To do this,
assume for a while that there would be no coupling with the electron population and
no spatial dependency; then by dealing with the kinetic models (see the part related
to the kinetics models), it may be checked that the variation of total energy of each
species would read as

@

@t

�
Ea C ma

2
Najuaj2

�
D �# C maua Cmbub

ma Cmb

:„a D � @
@t

�
Eb C mb

2
Nbjubj2

�
;

where the term �# corresponds to the ion temperature coupling due to thermal
effects and is given by

�# D �#NaNb.Tb � Ta/;
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coefficient �# depending on the ion temperatures. In this framework, since the
variation of momentum would reduce toma

@
@t
.Naua/ D „a ,mb

@
@t
.Nbub/ D �„a,

we would get

@

@t
Ea D �#C mb

ma Cmb

.ub�ua/:„a;
@

@t
Eb D ��#C ma

ma Cmb

.ub�ua/:„a:

Return now to the full space-dependent model. According to the previous remark,
for each ion species, the internal energy equations read simply as

@

@t
Ea Cr: .Eaua/C Par:ua D �# C mb

ma Cmb

.ub � ua/:„a C�ae; (6.11)

@

@t
EbCr: .Ebub/CPbr:ub D ��#C ma

maCmb

.ub�ua/:„aC�be: (6.12)

We assume by a classical way that the relaxation terms between the ion and electron
temperatures satisfy

�ae D �Ea NaNe.Te � Ta/; �be D �Eb NbNe.Te � Tb/;

where �Ea and �Eb are relaxation coefficients depending on the temperature and are
given by closure from kinetics models.

Let us now state the total energy balance for each species. If one sets

�ab D �# C Q�NaNb maua Cmbub
ma Cmb

:.ub � ua/;

after combining with the momentum balance equations, we get for the balance
equation of Ea

@

@t
Ea Cr: ..Ea C Pa/ua/C ZaNa

Ne
uarPe

D �abCe�eNaNbua:.ub�ua/C�ae�NaNb .Za�eb�Zb�ea/ J
qeNe

:ua; (6.13)

and the analogous for the balance equation of Eb; with �ba D ��ab:

Therefore, we set

�0e D �aeC�be D .�Ea Na.Te �Ta/C �Eb Nb.Te �Tb//.ZaNaCZbNb/; (6.14)

and for the balance equation of Ea C Eb; we get
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@

@t
.Eb CEa/Cr:..Ea C Pa/ua C .Eb C Pb/ub/C .Ue C J

qeNe
/:rPe

D �0eCNaNb
�

.Za�eb�Zb�ea/ J
qeNe

:.ub�ua/�e�ejua�ubj2
�

: (6.15)

Now, for the electron energy equation, we get

@

@t
EeCr: .EeUe/CPer:Ue Cr:qth,e D ��0eC �e;av

jJj2
q2eNe

C e�eNaNbjua � ubj2;
(6.16)

where

�e,av D .�eaNa C �ebNb/=.ZaNa CZbNb/: (6.17)

[Indeed, according to (6.10), the right hand side of the previous relation reads as
��0e C J

qeNe
:rPe C J:E �NaNb ..Za�eb �Zb�ea/ J:.ua�ub /

qeNe
� e�ejua � ub j2/: Then

by adding with (6.15), we find the right balance equation for the global energy
.Eb C Ea C Ee/: only the classical source term J:E appears by summation of the
electron and ion energy balance equation.��:

Statement of the Model

Denoting

U D .maNaua CmbNbub/=.maNa CmbNb/;

and using (6.2), we can express Ue in terms of the other velocities.

U�Ue D J
qeNe

C j
qeNe

; with
j
qe
D � maNambNb

maNa CmbNb

�
Za

ma

�Zb
mb

��

ua�ub

�

:

(6.18)

[Indeed, according to (6.2), we get

.U �Ue/Ne � J
qe
D NeU �ZaNaua �ZbNbub;

D ua

�
ZaNa CZbNb
maNa CmvNb

� Za
ma

�

maNa C ub

�
ZaNa CZbNb
maNa CmvNb

� Zb
mb

�

mbNb;�].

The term j is a corrective electric current due the difference of the mobility of two
components.
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Using now the same trick as for (2.79), we may state the full system

@

@t
Na Cr: .Naua/ D 0; @

@t
Nb Cr: .Nbub/ D 0; Ne D ZaNa CZbNb;

ma

�
@

@t
Cr: .ua:/

�

.Naua/CrPa C ZaNa
Ne
rPe

D �NaNb
�
.Q�Ce�e/.ua�ub/CZa�eb�Zb�ea

qeNe
J
�
;

mb

�
@

@t
Cr: .ub �/

�

.Nbub/CrPbCZbNb
Ne
rPe

DNaNb
�
.Q�Ce�e/.ua�ub/CZa�eb�Zb�ea

qeNe
J
�
;

@

@t
Ea Cr: .Eaua/C Par:ua D �# C mb

maCmb
NaNb Q� jub � uaj2 C�ae;

@

@t
Eb Cr: .Ebub/C Pbr:ub D ��# C ma

maCmb
NaNb Q� jub � uaj2 C�be;

�
@

@t
Cr: .U�/

�

Ee C Per:UCr:qth;e D r:
�
5
2
Te
qe

j
�
� j:
rPe
qeNe

CNaNbe�ejua � ub j2 ��0e C FJ

with FJ D �e,av
jJj2
q2eNe

Cr:
�
5
2
Te
qe

J
�
� J:
rPe
qeNe

:

Notice that the last equation is of the same type as (2.79). The true electric current
J is replaced by the corrective current j and an extra term appears that is related to
the friction effect between the two ion velocities. We can check that this system
without the right-hand-side terms is a hyperbolic one.

6.1.2 Average-Species Models

The above system may be quite difficult to solve in two- or three-dimensional geom-
etry, especially in the case when the friction coefficient Q�Nref=ma or the relaxation
coefficient �#Nref=ma is large if compared to the inverse of the characteristic time of
evolution of the ion population. So, it is interesting to derive some simplified models
for the multispecies plasmas, especially in the cases where the relaxation coefficient
is large enough (then only one ion temperature needs to be accounted for). In the
next subsection, we first state the evolution equation for some averaged quantities:
the ion density, the ion momentum, and the ion and electron energies. The sequel is
devoted to describe several ways to derive simplified models; they differ especially
by the treatment of the relative velocity.
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6.1.2.1 A Model with Mass Fraction, Average Ion Velocity and Average
Ion Energy

Let us now introduce the natural average physical quantities: the mass density

� D maNa CmbNb

c D maNa=�; the mass concentration of material a also called the mass fraction (so
we have �.1 � c/ D mbNb),
P0 D Pa C Pb; the global ion pressure,
E0 D Ea C Eb; the global internal ion energy,
E0 D Ea CEb; the global total ion energy,
V D ua � ub , the relative velocity.
So, the mean ion velocity U satisfies

U D cua C .1 � c/ub; ua D UC .1 � c/V; ub D U � cV: (6.19)

Define the ion specific internal energy by

"0 D E0
�
D c Ea

maNa
C .1 � c/ Eb

mbNb
:

Since the polytropic coefficients are equal for both ion species, we have a simple
equation of state

P0 D .
0 � 1/E0 D .
0 � 1/�"0;

(if the two polytropic coefficients had been different, the average equation of state
would have been more complicated).

It is easy to check that, if we define the specific mixing kinetic energy by

K D 1

2
jVj2c.1 � c/;

we get

E0 D E0 C 1

2
�jUj2 C �K D �

�

"0 C 1

2
jUj2 CK

�

:

We have also

Ne D �
�

c
Za

ma

C .1 � c/Zb
mb

�

; "e D Ee
�
D 3

2
Te

�

c
Za

ma

C .1 � c/Zb
mb

�

:
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Momentum Balance

After standard calculus, we get the classical relations

@

@t
�Cr: .�U/ D 0; (6.20)

@

@t
.�U/Cr: .�UU/CrP0 CrPe Cr:.�VVc.1 � c// D 0 (6.21)

@

@t
.�c/Cr: .�cU/Cr: .�c.1 � c/V/ D 0; (6.22)

The supplementary term in (6.21) corresponds to the mixing pressure. Moreover, if
one defines

� D � Q� 1

mamb

; �e D �e�e 1

mamb

� D Zam
�1
a �Zbm�1b
Ne

�;

one may state an equation for the relative velocity

@

@t
VCr: .UV/ � r. jVj

2

2
.2c � 1//C F C B C �

�
rPe

D �.� C �e/V � .1 � 2c/ .Za�eb �Zb�ea/ J
qeNe

; (6.23)

where

F D 1

�c
rPa � 1

�.1� c/rPb;

B D �r:
�

VV
2c � 1
2

�

Cr:
�

jVj2 2c � 1
2

�

C 2c � 1
2

Œ.r:V/V � .V:r/V�

C.V:r/U � .r:U/V:

[Indeed, according to (6.8) and (6.9), we have

@

@t
ua C .ua:r/ua � 1

�c

�

rPa C cZam
�1
a

cZam�1a C .1 � c/Zbm�1b
rPe

�

D �.1 � c/
�

.� C �e/VC .Za�eb �Zb�ea/ J
qeNe

�

and the analogous for ub; thus, (6.23) follows by standard calculus.�]
In the one-dimensional case, B is equal to zero, so we may neglect it.
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The Energy Balance Equations

Recall that U � Ue D .J � j/ 1
qeNe

where according to (6.18), j is given by

j
qe
D �Nec.1 � c/�V:

Then, since e�eNaNbjVj2 D 2��eK; the electron energy equation reads now as

@

@t
EeCr: .EeU/CPer:UCr:qth,e D r:

�
5

2
Te

j
qe

�

�j:
rPe
qeNe

CFJ��0eC2��eK:
(6.24)

Lastly, after some tedious calculus, one checks that the ion total energy balance
equation reads as

@

@t
E0 Cr: .E0U/Cr: .P0UC �c.1� c/GV/C .U� �c.1� c/V/:rPeC

Cr: .2�KU� .2c � 1/�KV/ D �0e � 2��eK � �c.1� c/ .Za�eb �Zb�ea/
cZamb C .1� c/Zbma

J
qe
:V (6.25)

with G D 1

maNa
.Pa C Ea/� 1

mbNb
.Pb C Eb/ D

�
Ea

maNa
� Eb
mbNb

�


0:

According to (6.11) and (6.12), the evolution equation for the internal ion energy E0
reads as

@

@t
E0Cr: .E0U/CP0r:U D �r:Œ�c.1� c/GV�C �c.1� c/FVC 2��K C�0e;

(6.26)
The previous balance equations may read in a natural way using the Lagrangian
derivative D

Dt
D @
@t
� C U:r �:

Summary and Orientation

From the previous model, which consists of the evolution equations for �; U; c;
V=�; Ee=�; Ta and Tb; several different simplifications may be performed. The
simplest one is to address an averaged ion energy equation and state an equation
for the relative velocity after making a closure to determine the expression F . For
instance, one may assume that the two temperatures Ta and Tb are equal; a better
assumption is related to the chemical potential of booth species (see, e.g., [61] for
the kind of model in the framework of classical fluid dynamics); this corresponds to
another closure for G. So if these closures F D F.c; "0/ and G D G.c; "0/ hold, this
modelling leads to the following system (using the Lagrangian derivatives) where
FJ and K are given below.
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.EV/

�
D

Dt
��1 � r:U D 0;

�
D

Dt
UCr.P0 C Pe/Cr:.�VVc.1 � c// D 0;

�
D

Dt

�
V
�

�

� r
� jVj2
2
.2c � 1/

�

C F C �

�
rPe D �.� C �e/V

�.1 � 2c/ .Za�eb �Zb�ea/ J
qeNe

�
D

Dt
c � r: .�c.1 � c/V/ D 0;

�
D

Dt
"0 C P0r:U D �r:Œ�c.1 � c/GV�C �c.1 � c/FVC 2��K C�0e;

�
D

Dt
"e C Per:U � r:qth,e D �r:

�
5
2
Pec.1 � c/�V

	C c.1 � c/�V:rPe
��0e C 2��eK C FJ:

6.1.2.2 Simplified Models with Mass Fraction

Notice that the evolution equation for V=� is not classical and may be difficult to
solve numerically, particularly in two or three dimensions. So, we now describe
two ways to simplify the previous model by withdrawing the evolution equation
for V. The first method (a) is very crude; it consists of a closure for V only in the
concentration equation. In the second method (b), we assume that V is given by a
closure also in the other equations.

(a) Two-temperature Euler model with mass fraction.

We withdraw the terms F and G and set K D 0. Moreover, we assume that the
two temperatures Ta and Tb are equal and are denoted by T0. Then, according to
(6.1), the mixing equation of state is the following

1


0 � 1
1

mave
T0 D "0; P0 D .
0 � 1/�"0 D 1

mave
�T0;

with
1

mave
D c

ma

C 1 � c
mb

:

Recall that for the electron equation of state, we get

Ne D �Zave

mave
; "e D 3

2

Zave

mave
Te; Pe D Zave

mave
�Te;

with
Zave

mave
D c Za

ma

C .1 � c/Zb
mb

:
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As in the framework of model .E2T J/ stated above, the electric current is assumed
to be an external data. The system reads as

.E2M/

�
D

Dt
��1 � r:U D 0;

�
D

Dt
UCr.P0 C Pe/ D 0;

�
D

Dt
c � r: .�c.1 � c/Drc/ D 0;

�
D

Dt
"0 C P0r:U D �0e;

�Dt"e C Per:UCr:qth;e D r:
�
5
2
Pec.1 � c/�Drc

	C FJ ��0e:

where the diffusion coefficient D may be given by some closure (e.g., one
may use the formula (6.30) given below). The resulting model is the same as
.E2T J/, but it is supplemented by an equation for the mass fraction and there is
a supplementary term c.1 � c/�Drc corresponding to the corrective current in the
electron energy equation. According to (6.14), the coefficient �0e depends on the
electron temperature and is given by

�0e D
�

c
�Ea
ma

C .1� c/ �
E
b

mb

�
Zave

mave
�2.Te � T0/: (6.27)

We may check once again that the global energy �."0 C "e C 1
2
m0jUj2/ satisfies a

good balance equation.

(b) Two-temperature Euler model with mass fraction and mixing energy.

We now propose another simplification of model .EV/ where besides the density
�, the mass fraction c, the averaged velocity U, the electron and ion energy, we
account for an evolution equation for the mixing kinetic energyK . The key features
are the following.

� We simplify the ion internal ion equation (6.26) by withdrawing the terms with
VI then it becomes

�
D

Dt
"0 C P0r:U D 2��K C�0e; (6.28)

� The relative velocity is no more characterized by an evolution equation, but it is
given by the relation .�C�e/VCF D 0 and we build closures for F and G: For
instance, we may introduce a nondimensional increasing function ‰ depending
only on c and satisfying ‰.1/ D �‰.0/ D 
0; ‰0.0/ D ‰0.1/ D 
0 and set
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F D rPa
maNa

� rPb
mbNb

' "0r‰.c/; G D 
0Ea
maNa

� 
0Eb
mbNb

' "0‰.c/:

Thus, we get

V ' � "0

� C �er‰.c/ D �Drc ; with D D "0

� C �e ‰
0: (6.29)

For a justification of these closures, see [107].
Using these closures, (6.22), the momentum equation and the electron energy

equation read as

�
D

Dt
c � r: .�c.1 � c/Drc/ D 0:

�
D

Dt
UCr.P0 C Pe C 2�K/ D 0;

�
D

Dt
"e C Per:U � r:.�"ec.1 � c/�Drc/ � Per:.c.1 � c/�Drc/Cr:qth;e

D FJ ��0e C 2��eK:

We must also state an evolution equation for the mixing kinetic energy K; which
is obtained using (6.25) and (6.28) in such a way that the global energy balance
equation is satisfied. After some tedious calculus we get

�DtK C 2�Kr:UCr: ..2c � 1/�KDrc/
D c.1 � c/�Drc:rPe C‰r: .�c.1 � c/"0Drc/
C�.� C �e/


c.1 � c/D2jrcj2 � 2K�

In the structure of the three energy equations, the coupling terms 2��K , 2��eK , and
�0e appear as classical coupling terms with opposite signs. Of course, the global
energy �E0 C Ee satisfies a conservative balance equation. For details, see [107].

Due to formula (6.29) and expression (6.6) which leads to Q� ' mambˇ.T0.
1
ma

C 1
mb
//�3=2; we check that the diffusion coefficientD ' "0‰0mamb=.� Q�/may read

in the form

D.c/ ' "0

ˇ

‰0.c/
�

�

T0

�
1

ma

C 1

mb

�� 3
2

: (6.30)

Remark 39 (On the mass fraction equation). In the above models one has to deal
with a non linear equation which is our concern now

�
D

Dt
c � r: .�c.1 � c/Drc/ D 0:
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If we assume for the sake of simplicity that �D is a constant ˛; it reads

�
D

Dt
c � ˛r: .c.1 � c/rc/ D 0:

It is clear that in one-dimension geometry, the Heaviside function (c.x/ D 0 for
x < x0 and c.x/ D 1 for x > x0) is a trivial solution to this equation (therefore, if
there is no mixing at initial time, then no mixing occurs).

But this solution is unstable: for an initial data which is a small perturbation of
the Heaviside function, a non trivial solution exists. Indeed, with � constant, one
may exhibit a non trivial solution which satisfies

lim
t!0 c.t; x/ D 0 for x < x0; and D 1 for x > x0: (6.31)

This solution may be built as follows. Let us define the continuous function
c�.t; x/ by

c�.t; x/ D 1

2
C ˇ.x � x0/ for jx � x0j < 1

2ˇ
and c D 0 or 1 elsewhere,

where ˇ D ˇ.t/ is solution to the ordinary differential equation � d
dt
ˇ D �2˛ˇ3;

that is to say

ˇ.t/ D 1

2

r
�

˛t
:

Since r: .c�.1 � c�/rc�/ D �2ˇ3.x � x0/ (for jx � x0j < 1
2ˇ

), one sees that this
function solves the equation we are interested in; of course, it also satisfies (6.31). It
may be checked that this solution is stable [if at an initial time t0, c.t0; :/ is a small
perturbation of c�.t0; :/ then it remains a small perturbation afterwards]. �

6.2 Some Models for Weakly Ionized Plasmas

We address here a very different kind of plasma called weakly ionized. In these
plasmas, there are a bath of neutral particles which drives the flow of charged
particles (and is not affected by these charged particles); the density of ions and
electrons is much smaller than the one of neutral particles; then only the binary
collisions involving one ion or one electron and one neutral particle need to be taken
into account.

To be more precise, in this chapter we consider plasmas with a single species
of neutral particles and a single species of ions with an ionization level equal to 1,
Z D 1:
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Hence the macroscopic picture for the charged particles is the following: their
bulk velocity is that of the neutral particles; however, their interaction with the bath
of neutral particles results in particle diffusion. Beside kinetic models, there are
various fluid models for such plasma flows. In the physics literature, one may found
a good survey on the studies in this topic in the classical textbook [40]. Moreover,
the link between various MHD models for weakly ionized plasmas is described in
[16]. We focus here on modelling without any magnetic effect.

In the first subsection, we explain the link between two models: the multifluid
model and the multispecies diffusion model. We show that the second model may be
derived from the first one by assuming that the typical length of collisions between
charged particles and neutral ones is small.

The second subsection is devoted to the approximation of the previous multi-
species diffusion model by the so-called ambipolar diffusion model. After a heuristic
presentation, we give a rigorous proof of this approximation in the framework of the
electron–massless approximation using an asymptotic analysis with respect to the
Debye length (with some supplementary assumptions).

6.2.1 The Multifluid Model and the Multispecies Diffusion
Model

Besides the classical notations for ions and electrons, let us introduce for the neutral
particles the following notations: mn; the molecular mass, Nn; the particle density,
Un; the velocity, and Tn; the temperature.

For notational simplicity, we introduce also the mass ratios ˇ20 D m0=mn; ˇ
2
e D

me=mn (of course, ˇ0 is on the order of 1 and ˇe is very small with respect to 1).
We assume that the neutral population obeys a perfect gas law with a polytropic
coefficient 
; so the pressure is given byNnTn and the internal energyNnTn=.
�1/.
The evolution of the three quantities Nn; Un; Tn is governed by the classical Euler
system

@

@t
Nn Cr:.NnUn/ D 0 ;

@

@t
NnUn Cr.NnUnUn/Cr

�

Nn
Tn

mn

�

D 0 ; (6.32)

@

@t
NnTn Cr.NnTnUn/C .
 � 1/NnTnr.Un D 0 :

We assume on the one hand that the ions and the neutral particles are at the same
temperature (i.e., T0 D Tn). On the other hand, the electron temperature is generally
governed by an evolution equation that involves coupling with the other species; but
we assume in the framework of our model that it is somehow given and different
from the ion one.
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From kinetic models, a hydrodynamic closure leads to the following Euler
equations for each species; notice that the friction of the ions and electrons against
neutral particles is taken into account thanks to an exchange of momentum (see,
e.g., [24]). Denoting by �0 and �e , the mean collision frequency of the ions and the
electrons against the neutral particles, the system reads as

.MF/

@

@t
N0Cr:.N0U/ D 0;

mnˇ
2
0

�
@

@t
.N0U/Cr:.N0UU/

�

Cr.N0Tn/�N0qeE D �ˇ0�0N0.U �Un/;

@

@t
NeCr:

�

NeUe

�

D 0;

mnˇ
2
e

�
@

@t
.NeUe/Cr:.NeUeUe/

�

Cr:.NeTe/CNeqeE
D �ˇe�eNe.Ue � Un/:

It is supplemented by a relation that defines the electric field EI it is assumed to
derive from a potential, so we set as usual

qeE D �rˆ;
whereˆ is solution to the Poisson equation

� "
0

q2e
�ˆ D N0 �Ne: (6.33)

6.2.1.1 Derivation of the Multispecies Diffusion Model

We now explain how to derive the multispecies diffusion model from model .MF/
which is an example of a system of conservation laws with a relaxation term (due
to the slowing of charged particles by collisions with the neutral ones). Notice that
for systems of conservation laws in the strong relaxation limit, formal expansions
in the style of the Chapman–Enskog expansion have been proposed by different
authors (see, e.g., [29, 33] and the references therein). We do not give the proof
of convergence (it suffices to say here that the result is based on the Hilbert or
Chapman–Enskog expansion methods, so the difficulties are related to the treatment
of the initial conditions of the flow).

We assume that the neutral and electron temperatures Tn and Te are in the same
order of magnitude and denote by Tref their characteristic value. Generally, the �e
and �0 are on the same order of magnitude; they are proportional to the neutral
density. We may denote their characteristic value by �ref, so the characteristic mean
free path of charged particles is
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lC D
�
Tref

mn

�1=2
1

�ref

Denoting by Lplasma the characteristic length scale of the neutral flow (e.g., the size
of a body immersed in the flow, or a typical length of the gradient of the ion density),
we assume that the mean free path lC is small if compared to Lplasma (it is the case
when the neutral density is large enough); thus, we introduce the small parameter

� D lC

Lplasma
� 1 : (6.34)

Moreover, one sets

�0 D �00
�
; �e D �0e

�
:

So, the momentum equations in multifluid model .MF/ read as

ˇ20
@

@t
.N0U/C ˇ20r:.N0UU/Cr

�

N0
Tn

mn

�

CN0G0 D �ˇ0�
0
0

�
N0.U � Un/;

ˇ2e
@

@t
.NeUe/C ˇ2er:.NeUeUe/Cr

�

Ne
Tn

mn

�

CNeGe D �ˇe �
0
e

�
Ne.Ue � Un/;

where we have

G0 D � qe
mn

E; Ge D qe

mn

E:

(Of course, if there are magnetic effects, one must modify the definition of G0 and
Ge by adding terms U � B and Ue � B ).

The Chapman–Enskog method consists of substituting the expansion U0
˛ C

�U1
˛ C �2 � � � truncated at first order in this system and insisting that this truncated

expansion be consistent to the second order with the real solution. This results, of
course, in a system of PDEs for the profiles N0;Ne; and this system will be the
desired approximation. Hence, consider the truncated Chapman–Enskog expansion

U ' U0
0 C �U1

0; Ue ' U0
e C �U1

e; (6.35)

which is substituted to U˛ in the momentum equations for both the ions and the
electrons. Balancing order by order in �, one finds at order 0;

U0
0 D U0

e D Un: (6.36)

Moreover, at order one, taking account of (6.36), for ˛ D 0 and e, we get

U1
˛ D �

ˇ˛

�0˛N˛

�

N˛

�
@

@t
Un C Un:rUn

�

C 1

ˇ2˛
r
�

N˛
T˛

mn

�

C 1

ˇ2˛
N˛G˛

�

:
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This relation may be simplified by using the momentum conservation for the neutral
particles which is

@

@t
Un C Un:rUn D � 1

Nn
r
�

Nn
Tn

mn

�

;

so we get

U1
0 D �

1

�00ˇ0N0

�

r.N0 Tn
mn

/CN0G0 � ˇ20
N0

Nn
r.Nn Tn

mn

/

�

; (6.37)

U1
e D �

1

�0eˇeNe

�

r.Ne Te
mn

/CNeGe � ˇ2e
Ne

Nn
r.Nn Tn

mn

/

�

: (6.38)

The system of equations for the approximate evolution ofN0 andNe is then obtained
by substituting U0

0C�U1
0 and U0

eC�U1
e to U and Ue, respectively, in the conservation

of mass for the ions and the electrons.
With this prescription we see that the solution of the multifluid model .MF/may

be approximated by the solution of the following diffusion model which reads as

@

@t
N0 Cr:.N0Un/ D r:

�
1

�0ˇ0

�

r.N0 Tn
mn

/CN0G0 � ˇ20
N0

Nn
r.Nn Tn

mn

/

��

;

@

@t
Ne Cr:.NeUn/ D r:

�
1

�eˇe

�

r.Ne Te
mn

/CNeGe � ˇ2e
Ne

Nn
r.Nn Tn

mn

/

��

:

6.2.1.2 Statement of the Multispecies Diffusion Model

After withdrawing the ˇ2e term in the evolution equation for Ne; we get the
multispecies diffusion model, which reads as

.DF /

(i)
@

@t
N0 Cr:.N0Un/ D r:

�

D

�

r.N0Tn/CN0rˆ � ˇ20
N0

Nn
r.NnTn/

��

(ii)
@

@t
Ne Cr:.NeUn/ D r:

�


ˇe
.r.NeTe/ �Nerˆ/

�

(iii) � �
2
D

Tref
�ˆ D 1

Nref
.N0 �Ne/
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with

D D 1

�0ˇ0mn

;  D 1

�emn

:

and the Debye length given by

�2D D
"0Tref

q2eNref
;

Model .DF/ can be found from the general prescription in [67]. It is also widely
used in the aerodynamics literature (see, e.g., [42, 56]).

Generally, the Debye length is very small if compared to Lplasma; so in the sequel
we assume that

�D � Lplasma

It is worth noticing that in that case some difficulties may occur in the numerical
solution of this coupled model; indeed, one may check that the characteristic time
of the system [DF (ii), (iii)] is on the order of the inverse of the plasma frequency
�D=

p
Tref=me and is very small if compared to the characteristic time of the plasma

evolution Lplasma=
p
Tref=mn: To overcome this difficulty, which is related to the

quasi-neutrality of the plasma, some authors replace the Poisson equation with a
relation expressing that the electric current is zero. This current may be expressed
using the above expression of U1

0 and U1
e ,

J D N0.Un C �U1
0/ �Ne.Un C �U1

e/ D .N0 �Ne/Un C J1

with J1 D 

ˇe
.r.NeTe/�Nerˆ/ �D

�

r.N0Tn/CN0rˆ � ˇ20
N0

Nn
r.NnTn/

�

:

But the requirement J D 0 leads to a system that is not well posed in a two- or
three-dimensional geometry, because we get one vector equation for one unknown
scalar quantity ˆ.

A better way to deal with this difficulty is to derive heuristically a quasi-neutral
system with the requirement r:J D 0: If, at initial time, we have .N0 � Ne/ D 0,
this requirement is equivalent to r:J1 D 0. Indeed, according to [DF (i), (ii)], we
see that .N0 �Ne/ satisfies @

@t
.N0 �Ne/Cr:..N0 �Ne/Un/ D 0I therefore at any

time we get

N0 �Ne D 0
Now, condition r:J1 D 0 reads as

�r:
��

DN0 C 

ˇe
Ne

�

rˆ
�

D r:
�

D

�

r.N0Tn/� ˇ20 N0Nnr.NnTn/
�

� 

ˇe
r.NeTe/

�

:
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Therefore, the model consists in solving the previous elliptic equation for ˆ (with
Ne replaced by N0) coupled with the following diffusion equation

@

@t
N0 Cr:.N0Un/ D r:

�

D

�

r.N0Tn/� ˇ20
N0

Nn
r.NnTn/

��

Cr: .DN0rˆ/

which yields the evolution of ion density N0: This model is close to the model
.APD/ which is derived more rigorously in the next subsection.

Remark 40. Approximating solutions of the multifluid model .MF/ by solutions
of the multispecies diffusion model .DF/makes sense only as long as one is dealing
with smooth solutions. It is worth noticing that in the strong relaxation limit the ion
velocity U and the electron one Ue are supposed to be close to the given field Un.
Hence this theory cannot describe situations where the ion or electron densities have
shocks or even high-frequency oscillations. �

6.2.2 The Ambipolar Diffusion Model

Our aim here is to justify the classical ambipolar diffusion approximation which is
made when the Debye length is very small if compared to the characteristic length
of the plasma. But, first of all, we modify the model .DF/ by making the electron–
massless approximation, i.e., we let ˇe vanish.

Thus, all that remains from the electron momentum conservation law is the
generalized Ohm’s law

r.NeTe/ �Nerˆ D 0; (6.39)

(which it is equivalent to the Maxwell–Boltzmann relation Ne D Ceˆ=Te if Te is
constant).

We assume that we are in a bounded domain; however the boundary conditions
are compatible with the interior approximation so that no boundary layers are
required to perform the analysis. The presence of conducting boundaries usually
involves rather complicated boundary effects, which must be handled by boundary
layer techniques as for fully ionized plasma, cf. Sect. 2.2; see also [3] in the
complicated case of plasma erosion or electric sheaths. Notice that this derivation is
also true in the whole space R3 but with strong assumptions related to the behavior
of the ion density at infinity.

Due to the electron–massless approximation, the two first equations of model
.DF/ may be replaced by

(i)
@

@t
N0 Cr:.N0Un/Dr: .D Œr.N0Tn/CN0rˆ�/�r:

�

ˇ20D
N0

Nn
r.NnTn/

�

;

(ii) r.NeTe/�Nerˆ D 0;

supplemented with the same Poisson equation.
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Since we may express rˆ with respect to rNeTe; we get the following system
satisfied by N0 and Ne:

@

@t
N0Cr:.N0Un/Dr: .D ŒN0Ter log.NeTe/Cr.N0Tn/�/�r:

�

ˇ20D
N0

Nn
r.NnTn/

�

(6.40)

� �
2
D

Tref
r:.Ter log.NeTe// D 1

Nref
.N0 �Ne/: (6.41)

This nonlinear equation is the same than the one studied in Sect. 2.2 of Chap. 2.
In the case where the Debye length �D is small compared to the macroscopic

length, it is classical to make the quasi-neutral approximation. Heuristically, in the
limit as �D vanishes, we may see that jN0 � Nej � N0 C Ne and we get an
approximate common value for the ion and electron densities

Ne ' N0 ;

then, replacing r log.NeTe/ by r log.N0Te/ in the electric force, one arrives at the
single equation governing the dynamics of N0:

.APD/ @

@t
N0 � r.ŒDr..Tn C Te/N0/�Cr: .N0Un/Cr:

�

ˇ20D
N0

Nn
r.NnTn/

�

D 0:

That is, we have replaced the ion pressure N0Tn by the sum of the ion and the
electron pressures at the expense of withdrawing the electric force. This kind of
model may be found in [41] (in the case where Te D Tn; it leads to double the
ion diffusion coefficient: introducing this factor 2 is the reason why this diffusion
equation is called “ambipolar”). This problem has been addressed in [62]; see also
[84] for related results in a different framework—semiconductor modelling.

It is now worthwhile presenting arguments coming from asymptotic analysis in
favor of this popular ambipolar diffusion approximation in order to clarify the limits
of its validity, even if this analysis is not made on the previous system but on a
simplified one where

� the drift velocity Un C ˇ20
D

Nn
r.NnTn/ is not accounted for,

� the ratio between the two temperatures is a constant denoted by

s D Te

Tn;

� the time derivative is replaced by a time difference.

More precisely, on a time step �t; denote by N ini
0 the initial value of the ion

density at the beginning of the time step and byN0 the final value of the ion density;
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so the time derivative @N0
@t

is replaced by an implicit discretization $N0 �$N ini
0 ,

where $ D 1=�t . This is justified; indeed the time evolution of the ion density is
very low compared to the coupling phenomena between electron and ion (which are
instantaneous in this model).

Let us now normalize the densities and temperatures by setting

N 00 D N0=Nref; N 0e D Ne=Nref; N 0n D Nn=Nref; T 0e D Te=Tref;

T 0n D Tn=Tref; D0 D DTref

We use a dimensionless spatial variable related to Lplasma and denote � D
�D=LplasmaI then system (6.40) and (6.41) reads as

$N 00 � r:

D0N 00T 0er log.N 0eT 0e /CD0r.N 00T 0n/

� D $G=Te;
��2r:.T 0er log.N 0eT 0e // D N 00 �N 0e

with G D TeN 0ini
0 .

We now drop the 0 for N 0� and T 0� : Instead of Ne;N0; we introduce the new
unknowns

p D NeTe; w D N0Te
Moreover, we set ˛ D $=Te: All the coefficients D; ˛; Te are given functions
assumed to be smooth and strictly positive. This leads to the following coupled
system where p and w are the new unknowns:

˛w � r:
�

Dwr.logp/C D

s
rw

�

D ˛G (6.42)

� �2r:.Ter.logp//C 1

Te
.p � w/ D 0 : (6.43)

The last equation, which is the classical nonlinear Poisson equation, is posed in a
domain O  R3 with smooth boundary @O; it is supplemented by the following
homogeneous Neumann conditions at the boundary @

@n
logp

ˇ
ˇ
@O D 0 (indicating

that the boundary is insulating). Moreover we set @N0
@n

ˇ
ˇ
ˇ
@O
D 0 indicating that

particles are reflected at the boundary. We can also assume that @Tn
@n

ˇ
ˇ
ˇ
@O
D 0: Then,

for system (6.42) and (6.43), we address the following boundary conditions

@p

@n

ˇ
ˇ
ˇ
ˇ
@O
D 0; @w

@n

ˇ
ˇ
ˇ
ˇ
@O
D 0: (6.44)

One might object that these boundary conditions are not extremely interesting
from a physical viewpoint. However, since the ambipolar diffusion model is a
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consequence of quasi-neutrality, in order to establish the validity of the ambipolar
diffusion up to the boundary of the domain O it is important that the boundary
conditions exclude the possibility of source terms at the boundary that would
induce a local breakdown of the quasi-neutrality. The general mathematical analysis
involving boundary layers describing the departure from quasi-neutrality near the
boundary is a rather difficult subject (this boundary layer analysis is related to a
quasi-neutrality breakdown).

Let us now state the main result on the previous system in the limit as �! 0. Let
us assume that the data G and the coefficientsD;˛ and Tn verify for some positive
constant C0

1

C0
� G.x/ � C0 ; inf

O
D > 0 ; inf

O
˛ > 0 ; Tn 2 W 1;1.O/;

inf
O
Tn > 0 : (6.45)

Proposition 19. With the above assumptions, for all � > 0, there exists a solution
.p�;w�/ of the system (6.42), (6.43), and (6.44). Moreover, there exists a function
p�, such that

p� ! p�; w� ! p�; strongly in L2.O; /

when �! 0. The function p� is a solution of the “ambipolar diffusion equation”

˛p� � r:
�

.D
1C s
s

/rp�
�

D ˛G (6.46)

@p�
@n

ˇ
ˇ
ˇ
ˇ
@O
D 0 : (6.47)

Setting p� D N� Te; this result means that

N0 ' N�; Ne ' N�;

where N� is the solution of the following limit equation

$N� � r: .Dr.N�.Te C Tn/// D $N ini
0 ;

@N�
@n

ˇ
ˇ
ˇ
ˇ
@O
D 0 :

which is exactly the time-discretized version of equation .ADP/:

=============
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Proof of Proposition 19. For all � fixed, we first prove the existence of a solution
.p�;w�/ and we then show that they satisfy some upper and lower bounds uniformly
with respect to � as �! 0: This the most difficult point of the proof, for which we
need the assumption saying that s is constant. (The generalization of the result in the
case where s is no more constant but a smooth bounded function is a open problem.)

For the sake of conciseness, we set T D Te and ˇ D 1=Te: �

Lemma 11. Under the assumption (6.45), for all � > 0; there exists a solution
.p�;w�/ of the system (6.42), (6.43), and (6.44) belonging to the space H1.O/ �
H1.O/. Moreover, there exist positive constants C0; C1; C� such that, for all � > 0,
this solution .p�; w�/ satisfies the bounds

C0 � p�.x/ ; w�.x/ � C1 ; for all x 2 O : (6.48)

krp�kL2 � C �=�: (6.49)

Proof of Lemma 11. Let us set � D D=s.
With w.0/ D G=˛; define the sequences p.n/ and w.n/ as follows. First, p.n/ is the

solution to

� �2r:.Tr logp.n//C ˇp.n/ D ˇw.n�1/; (6.50)

with the boundary conditions (6.44). Recall that the existence of a unique solution
in H1.O/ was proved in Proposition 1 of Sect. 2.2 and that it satisfies

inf w.n�1/ � p.n/ � sup w.n�1/:

Secondly, w.n/ is the unique solution in H1.O/ to the linear equation

˛w.n/ � r: �sw.n/r logp.n/ C �rw.n/
� D ˛G ; (6.51)

Now, we will show that p.n/ and w.n/ have lower and upper bounds independent
of n: Thus, we introduce the so-called Slotboom variable (see [84])

u D p.n/sw.n/

and (6.51) becomes

˛

p.n/s
u � r: �w.n/r log u

� D ˛G :

We may consider this equation satisfied by u and apply the maximum and minimum
principle (see result 1 in the Appendix), so we check that

infp.n/sG � u � supp.n/sG:
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Thus, using the definition of u; we get

infG � w.n/ � supG (6.52)

Therefore, the sequence p.n/ satisfies also for all n

infG � p.n/ � supG: (6.53)

The two sequences w.n/ and p.n/ are also bounded in L2.O/). So with C0; C1
independent of n and �; they satisfy (6.48).

Now, the solution of (6.50) satisfies �2
R
.Trp.n/r logp.n//dx � R

ˇw.n�1/
p.n/dxI therefore, according to (6.48) we see that there exists a constant C2
independent of n and � such that

�2 inf.T /C�11 kr logp.n/k2 � C2: (6.54)

Then
˝rw.n/;w.n/�r logp.n/

˛ � C3krw.n/k��1 and the solution of (6.51) satisfies

.inf˛/kw.n/k2 C .inf �/krw.n/k2 � C4kw.n/k C C5.1C ��1/krw.n/k;

thus krw.n/k � C.1 C ��1/ and the sequences p.n/ and w.n/ are bounded in
H1.O/ for a fixed �: Therefore, there are subsequences still denoted by p.n/ and
w.n/ which converge strongly in L2.O/ towards limits denoted by p�, w� and such
that r logp.n/ * r logp� weakly in L2.O/: So, for any test function  ;we get

˝
 ; ˛w.n/

˛C ˝w.n/r ; �sr logp.n/
˛C ˝r ; �rw.n/

˛ D h ;Gi :
Using the weak convergence ofr logp.n/ towardsr logp�;we can pass to the limit
in the nonlinear term w.n/r logp.n/ (see result 6 in the Appendix) and we get

˝
 ; ˛w�

˛ � ˝ ;r:.w��sr logp�/Cr:.�rw�/
˛ D h ;Gi

that means that w�; p� satisfy (6.42) and (6.43) in a weak sense.
By a classical technique, one may check that if others sub-sequences p.n/ and

w.n/ converge strongly in L2.O/ towards limits denoted by p�� and w��, then they are
necessarily equal to w�; p�: So, the entire sequences p.n/ and w.n/ converge strongly
in L2.O/ towards p� and w� which are classical solutions of (6.42) and (6.43).

It is also clear that they satisfy the boundary conditions (6.44).
Lastly, according to (6.54), we see that p� satisfies (6.49) with C� independent

from �. �

Lemma 12 (Asymptotic behavior). Assume that (6.45) holds. Then there exists a
constant C; independent of �; such that

kr.s logp� C log w�/k � C: (6.55)
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When � ! 0, the solution .p�;w�/ of (6.42), (6.43), and (6.44) satisfy the
asymptotic estimates

kp� � w�kL2 D O.
p
�/ : (6.56)

Proof of Lemma 12. Notice that (6.42) reads as

˛w� � r: �sw� �r.logp�/Cr.log w�/
	�Cr:.w�V/ D G:

Multiplying it by s logp�Clog w� and integrating over the spatial domainO, we get
Z
˛w�.s logp�C log w�/C

Z
.sr logp�Cr log w�/2�w�D

Z
G.s logp�C log w�/:

Then, according to (6.48), �w� is bounded from below and log w�; logp� are also
bounded, so C6 exists independent of � such that

kr.s logp�C log w�/k2 � .sC1/.logC1/kG�˛w�kL1 inf.�w�/�1 � C2
6 : (6.57)

So (6.55) holds. According to relation (6.49) we have

kr.log w�/k � C7=�: (6.58)

Thus, multiplying (6.43) by logp� � log w�; we have

�2
Z

T

s C 1 Œr.s logp� C log w�/Cr.logp� � log w�/�r.logp� � log w�/

C
Z
ˇ.logp� � log w�/

�
p� � w�

	 D 0I

thus we check that there exists C8 (independent of �) such that

Z
ˇ.logp� � log w�/

�
p� � w�

	 � �2
Z

T

s C 1r.s logp� C log w�/

�r.logp� � log w�/ � �2 supT

s C 1C6
�
C7

�
C C7

�s
C C6

�

� �C8:

According to the identity .logp � log w/ .p � w/ � 1
max.p;w/ .p � w/2; result (6.56)

follows (by using (6.48)). �

Proof of Proposition 19. According to (6.56) and (6.55), we know that there exists
subsequences still denoted by p�;w� and a function  such that we have the strong
convergences in L2.O/

s logp� C log w� ! .1C s/; logp� � log w� ! 0;
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Thus, we get, by setting p� D exp;

logp� ! logp�; log w� ! logp�; in L2.O/ strong

and using the Lipschitz property of the exponential,

p� ! p�; w� ! p�;

Moreover, it is easy to check (see point 6 of the appendix) that we have (up to the
extraction of a subsequence)

r.s logp� C log w�/! r..1C s/ logp�/ weakly in L2.O/: (6.59)

Now, using an arbitrary test function � inH1.O/; (6.42) reads in the following form

Z
G �dx D

Z
˛p��dx C

Z
�w�.r�/:r.s logp� C log w�/dx:

So according to (6.59) and the strong convergence of w� and p�; we may let �! 0

and we get

Z
G�dx D

Z
˛p��dx C

Z
�.1C s/p�.r�/:.r logp�/dx

D
Z
˛p��dx C

Z
�.1C s/r�:rp�dx

which is the weak form of the desired equation for p�:
Assume now that there exists another subsequence .p�;w�/ and another function

� such that logp� ! � and log w� ! �: Then by the same arguments as above,
we get p� ! p� and w� ! p� in L2 strong (where p� D exp�) and p� satisfies
for all test function � in H1.O/

Z
˛p��dx C

Z
�.1C s/r�:rp�dx D

Z
G�dx:

Since this is a linear equation, we have p� D p� and the entire sequences p�;w�

converge. �
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A.1 Tensor Analysis Formula

Here f is a scalar; A; B; C are vectors; T and .rA/ are tensors

curl.A � B/ D A.r:B/ � .A:r/BCB.r:A/�.B:r/A (A.1)

B:curl.A/ D r:.A � B/C A:curl.B/ (A.2)

A � .B � C/ D .A:C/B � .A:B/C; B � .B � C/ D .B:C/B � CjBj2 (A.3)

curl.curl.A// D ��ACr.r:A/ (A.4)

r:.T:A/ DT W .rA/C A:.r:T/ (A.5)

r:.AB/ D .r:A/BC .A:r/B (A.6)

A � curl.B/ D .rB/:A � .A:r/B (A.7)

B � curl.B/ D r:
�
I

2
jBj2 � BB

�

C .r:B/B (A.8)

curl.f A/ D A � .rf /C f curl.A/ (A.9)

A.2 Useful Lemmas of Functional Analysis

To help readers who are not conversant in mathematical analysis, we display here
some classical results of functional analysis (the proofs may be found in any
standard textbook; see, e.g., [22]).

R. Sentis, Mathematical Models and Methods for Plasma Physics, Volume 1, Modeling and
Simulation in Science, Engineering and Technology, DOI 10.1007/978-3-319-03804-9,
© Springer International Publishing Switzerland 2014
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1. Let us address a linear elliptic equation on a domain O (an open set of Rd with
smooth boundary) with bounded coefficients k;  and Q (such that k and  are
strictly positive)

�r.kru/CQ:ruC u D f

with boundary condition @u
@n D 0 (n is the outwards normal) and the right-hand

side f bounded; then the unique solution u satisfies

min
O
f � u � max

O
f:

There is an analogous result with other boundary conditions.
2. Assume that domain O is an open set of Rd with smooth boundary. Denote tf >0

a final time. Assume that � is inL1.0; tf IO/ and f is in1.0; tf ; L2.O//: Then
if �ini belongs to L2.O/; there exists a unique solution to the equation

@�

@t
C �� D f; �.0/ D uini ;

which is in C.0; tf ; L2.O//:
3. If the sequences up and vp are such that1

up ! u in L2.O/ strongly, vp ! v in L2.O/ weakly,

then
R

up.x/vp.x/dx !
R

u.x/v.x/dx:
4. If the sequences up and vp are such that2

up ! u in L2.O/ strongly, vp ! v in L1.O/ weakly-*

Then we have upvp ! uv in L2.O/ weakly.
5. If the sequence up is such that the up are bounded in H1.O/, then there exists a

subsequence up and a function u in L2 such that up ! u in L2.O/ strongly.
6. If the entire sequence up converges to u in L2.O/ and the up are bounded in
H1.O/; then

rup * ru; in L2.O/ weakly.

[Indeed there exists a subsequence up and � in L2.O/ such that rup * �, so
for all  in H1

0 .O/,3 we have lim
˝rup; 

˛ D � lim
˝
up;r

˛ D �hu;ri D
hru; i. Since H1

0 .O/ is dense in L2.O/; we have � D ru].

1One says that vp ! v in L2.O/ weakly when
R
vp'! R

v' for all � in L2.O/.
2One says that vp ! v in L1.O/ weakly-* when

R
vp'! R

v' for all � in L1.O/.
3The subspace H1 of functions that are zero on the boundary @O.
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7. Gronwall’s lemma. Let y be a time-dependent function that is positive and
satisfies

y.t/ � aC b
Z t

0

y.s/dsI

then we have y.t/ � aebt for all t .
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