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Introduction

During the course of the past few years, it became evident that the purely algebraic

ccmcept of homological dimension was closely re;ated to the set theoretic foundations of

mathematics. The classical uses of various homological dimensions in ring theory were in the

study of commutative noetherian rings and finitely generated modules over them-the com­

mutative algebra arising from algebraic geometry. The outstanding result obtained by these

methods was the theorem that a regular local ring is a unique factorization domain, a proof

of which (due to 1. Kaplansky) is in these notes, Chapter I, §3 and Chapter 2, §4. How­

ever, once finiteness conditions such as noetherian rings or finitely generated modules were

dropped, entirely different phenomena occurred. Collected here are some of these. For ex­

ample, if R denotes the real numbers, the projective dimension of R(x I' Xl' x 3) as an

R[x I' xl' X 3 ] -module is 2 <=~ the continuum hypothesis holds. And if V is a countable

dimensional vector space over R, the global dimension of HomR (V, V) = k + I <=~ 2 KO =

~k' Using the same techniques for modules over small additive categories, B. Mitchell ob­

tained similar results on the vanishing of lim(k). His attack is sketched here.
<-

Because set theoretic manipulations obviously play an important role in obtaining such

results, an appendix on elementary set theory is included. For those to whom the axiom

of choice and cardinal and ordinal arithmetic are mysterious things they know about but

still don't really understand, the appendix may not clear up the mystery but it will give the

results necessary in a reasonably short space.

These notes were prepared for a series of ten lectures given at the American University

June 20-25, 1971. The bulk of the lectures were on projective dimensions of "very large"

modules as given in Chapter 2. Chapter I and the appendix were included for reference

and in general only referred to in passing or in private conversations. The material on flat

modules (Theorems 1.29 to 1.34) seemed to be referred to most frequently although other

portions of these presumably familiar sections were of use to some people in attendance.

Some, such as §3 of Chapter I, were incorporated into the talks. Since there seemed to be

a feeling that having basic results and definitions readily at hand was of value, the purely

background listing of Chapter I and the Appendix were left in the final form of the notes.

Although the material in these notes is not new, there are several places where exist·

ing work has been simplified. For example, a commutatIve local nondomain of global

dimension 3 is described without reference tu analysis, and the dimension uf a quotient

field of a polynomial ring rather than a regular local ring is c:.t1culated. A derivation of

Tor one step at a time without the usual derived functar machinery is included in Chapter

vii



2, §2. The author is grateful to A. Zaks for pointing out this approach.

The author wishes to thank the American University, Professor Mary Gray, the

National Science Foundation, the Conference Board of the Mathematical Sciences, and all

the participants for their contributions to making the Regional Conference the enjoyable
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CHAPTER 1

Introductory ring and category theory

This chapter lists basic results about rings and modules and categories with which the

reader is presumed familiar. All definitions and notations are listed in § 1, which also in­

cludes some examples, and basic results are obtained in § 2. Since many of the results in

Chapter 2 have been obtained in more general categories than modules over a ring, definitions

will be given in the language of categories and then specialized to the case of modules.

Proofs of the equivalences of the two definitions will be left to the interested reader. Set

theoretical notations and definitions are in the Appendix which starts on page 71. The

reader is particularly referred to functional notation on page 74, 15(b). Functions are written

on the left unless underscored.

§ 1. General definitions, notations, examples.

1. Definitions. (a) A monoid (X, 0) is a set X together with a binary operaton 0

on X satisfying \Ix, y, z EX:

(i) (x 0 y) 0 z = x 0 (y 0 z) (that is, 0 is associative).

(ii) 3e E X, x 0 e = e 0 x = x (e is called the identity of X).

(b) Let (X, 0) and (y, ll) be monoids. A monoid morphism (or map) from X

to Y is a function f: X --'>- Y such that \Ix, x' E X, [(x 0 x') = [(x) II [(x') and [{ex) =

ey where ex is the identity of X and e y the identity of Y.

2. Notation. (a) Let (X, 0) be a monoid. If there is no danger of misunderstanding,

x 0 y will be written xy. The identity of X will be denoted by Ix or ex or just 1 or e

If X is clear. The monoid will often be called X when 0 is understood.

(b) If X and Y are monoids, [: X .... Y will mean [ is a monoid map.

3. Example. Let C be a category, X E ICl = the class of objects of C. Then

C(X. X) is a monoid.

4. Definitions. (a) A group (C, 0) is a monoid such that

(iii) \Ix E C, 3y E C, x 0 y = y 0 x = e. y is called the inverse of x
and written x-I.

(b) A group morphism f: C --'>- C' is a monoid morphism from one group C to

another group C'.

5. Notation. G will denote the category of groups and group morphisms with corn·

position = composition of functions.
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6. Definition. A monoid X is called commutative or abelian if

(iv) Vx, y EX, xy = yx (commutative law).

7. Notation. (a) If G is an abelian group, the group operation is usually written +,
the inverse of x is written - x, and the identity of G is written O. In general, no sub­

scripts are used on these symbols even though the + and 0 of several groups may be in­

volved. + is called addition and read "plus".

(b) Ab denotes the category of all abelian groups and group morphisms.

8. Examples. (a) Let X be a set. The set of all bijections X +7 X forms a group

under composition of functions. It is called the group of permutations of X. If X is finite,

Ix I = k, then it is also called the symmetric group on k letters.

(b) Let N denote the nonnegative integers, Z the integers, Q the rationals, R

the reals, and C the complex numbers, all under the usual operations of arithmetic. Then

(N, +) and each set under times are commutative monoids but not groups; each of the re­

maining sets is a group under +; and R - {O}, Q - {O}, and C - {O} are groups under times.

(c) Let R+ denote the positive reals under usual multiplication. Then for any

rE R+, the function f: R -+ R+, f(x) =,.x is a group map. If r -=f. 1,;1 is the function

logr'

9. Definitions. (a) A ring is a triple (R, +, .) where (R, +) is an abelian group and

(R, .) is a monoid, and the distributive laws x(y + z) = xy + xz, (x + y)z = xz + yz hold.

The identity of (R, .) is denoted by 1.

(b) A ring (R, +, .) is called commutative if (R, .) is a commutative monoid.

(c) A ring (R, +, .) is called a division ring or skewfield or sfield if (R - {O}, .)

is a group.

(d) A commutative division ring is called a field.

(e) If (R, +, .) and (R', +, .) are rings, a ring morphism f: R -+ R' is a func­

tion which is a monoid morphism on both (R, +) and (R, .).

10. Notation. R will denote the category of rings and ring morphisms.

11. txamples. (a) (Z, +, .) is a commutative ring; (R, +, .), (Q, +,.) and

(C, +, .) are all fields.

(b) Let X, YE IAbl. Define + on Ab(x' Y) by (f + g) (x) = f(x) + g(x)

for all f, g E Ab, x E X. Ab(X, Y) is an abelian group under this operation.

( Ab(X, X), +, 0) ER, VX E IAb I.

12. Definition. (a) Let (R, +, .) be a ring. A right R-module is a triple (M, +, ll)

where (M, +) is an abelian group and II is a function from M X R -+ M satisfying

Vr, s E R. x, Y E M

(i) (x + y) II r = x II r + y II r

(ii) y II (r + s) = y II r + y II s

(iii) x II rs = (x II r) II s

(iv) x II 1 = x.
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(b) A left R-module is a triple (M, +, Do) with Do: R X M -+ M satisfying the

left sided analogues of the definition of right R -modules.

(c) An R -morphism or R -map from a module (M, +, Do) to a module (N, +, *)

on the same side is a group morphism [ from (M, +) to (N, +l satisfying [(x Do r) =

[(x) * r (or (r Do x)f = r * xi).- -
13. Notation. (a) R-morphisms will always be written on the side opposite scalars

(= elements of R). Thus for left R-modules, a morphism will be [E SoP. This makes the

morphism condition look like the associative law.

(b) RM will denote M is a left R-module. MR will denote M is a right R-

module.

(c) R M (resp. MR ) will denote the category of left (right) R-modules and R­

morphisms. HomR M(M, N) will be denoted HomR (M, N) or HomR (R M, RN). Similarly,

HomMR(M, N) = HomR(MR· NR ) = HomR(M. N).

14. txamples. (a) Any abelian group M is a Z-module (on either side) under n . x =

x + ... + x (n times) for nE N - {O},O • x = 0, (- n) . x = n(- x).

(b) Any ring is both a right and left module over itself under ring multiplication.

(c) A vector space is a module over a field. Q, R, and C are all vector spaces

over Q. A linear transformation is an R-morphism of vector spaces.

(d) Let R be a commutative ring. Then any MER M is also in MR under

x • r = r . x Vx EM, r E R.

(e) Let MER M, A = HomR(M, M). Then A is a ring and M is a right A-

module.

(f) If ME MR , A = HomR(M, M) then M is a left A-module.

15. Definition. Let Rand S be rings. An R-S bimodule M is a left R, right S

module such 'that Vx EM, rE R, sE S. (rx)s = r(xs).

16. Notation. RMS will mean M is an R-S bimodule.

17. Examples. (a) For any RM, A = HomR (M, M), we have RMA' If M is a vector

space, A is called the ring of all linear transformations on M.

(b) If R is commutative, any RM is an R-R bimodule as in 14(d). TIlis is

called the natural bimodule structure of M.

18. Definition. (a) A category A is called additive if A(X, n is an abelian group

VX, YE IA I and for all maps f, g E A(X. Y), lE A(Y, Z), h E A(Z', X), we have

(f + g) 0 h = [0 h + g 0 h and I 0 (f + g) = I 0 [ + log.

(b) An additive functor F: A -+ B where A and B are additive categories is a

functor such that Vi, g E A(X, Yl, F(f + g) = F(f) + F(g).

19. txamples. (a) Ab, R 1\1, and AiR are additive categories. The embeddings

R M-+ Ab, MR -+ Ab are additive functors. If R is commutative, RM -+ MR as in 14(d)

and [-+ [ gives an additive functor R M-+ M
R

which is contravariant under our conventions.

20. Definition. A cagetory C is called small if C is a set. The category of small
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categories has functors for its maps, which are composed by writing on the left. Note that

G, Ab, R , S are not small and so in our set theory they cannot belong to any category.

Note also that C is small if and only if i C I is a set.

21. Examples. (a) A monoid is a category with one object.

(b) A ring is an additive category with one object.

(c) A poset X set can be considered as a small category X such that Vx, y E

X, X(x, y) U X(y, x) has at most one element. It is a chain if X(x, y) U X(y, x) has precisely

one element. Moreover, if X is a category such that Vx, y E I xl, X(x, y) U X(y, x) has at

most one element, then one gets a partial order ,-;;;; on IXI by x'-;;;;y~ X(x, y) =I- )2'5.

22. Notation and intuitive definitions. (a) A diagram is a collection of "vertices"

(objects in a category C) and "arrows" (representing maps in the category C) such as

f
A-+B A <- B A-+B

(i) \, t (ii) u.j. tv (iii) \, t

C D<-C C
g

where a dotted arrow is a map to be found. Thus in (i) we have maps (elements) in

C(A, B), C(A, C), and C(C, B); in (ii) fE C(B, A), u E C(A, D), g E C(C, D) and v E

C(C, B); and in (iii) we have maps in C(A, B) and C(A, C) and must produce a map in

C(C, B).

(b) A diagram is said to commu te if anj way to get from one vertex to another

yields the same map. We write A -+ C -+ B 0= A -+ B if (i) commutes: C~ B L.,. A ~
D = C~ D or ufu =g if (ii) commutes; and 3g: C -+ B such that (iii) commutes. In the

last case, we say the diagram (iii) can be completed to a commutative diagram. Note that

except in ~, when maps are underlined, we compose maps as if we were writing functions

on the left.

(c) A -+ B factors through C means we have a commutative diagram of the form

(i) or (iii).

(d) A diagram written all in one row or column as

o
.j.

A -+ B -+ C or ... -+ A -+ B -+ ••• or A

.j.

B

is called a sequence.

23. Definition. Let C and V be categories, F and G functors from C to V (say

both covariant). A natural transformation 1/: F -+ G is a family of maps

{1/A E V(F(A), G(A)) lA E ICI} such that Vr A -+ B E C,
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F(f)
F(A) ---» F(B)

5

commutes.

G(f)
G(A) ---» G(B)

24. Examples. (a) Let C be any small category, V any category. The class of all

covariant functors from C to V with natural transformations as maps forms a category

called the functor category VC.

(b) If C and V are additive, the category of all additive covariant functors from

C to V and natural transformations will also be denoted VC.

(c) Let R be a ring (== additive category with one object). Let FE IAtfl,
F(I) == IM' Then Vr, sE R, F(r) E Ab(M, M) and since F(rs) = F(r)F(s) and F(r + s) =

F(r) + F(s), Vx EM, F(rs)x = F(r)(F(s)x) and F(r + s)x = F(r)x + F(s)x. That is, F
gives a left R-module structure on the abelian group M. Moreover, if RN is any left R­

module, F(r) = left multiplication by r in Ab(N, N) is a functor: R ~ Ab. Thus

IAtf I ..... I
R

MI. Now let 1] be a natural transformation: F ~ G, M = F(I), N = G(1). Then

1] E Ab(M, N) and, Vr E R,

11
M ---+ N

F(r) 1 1G(r)
11

M ---+ N

commutes, that is G(r)1] = 1]F(r). If x EM, r • 1]x = 1](rx) , or r(x!I) = (rx)2I. That is, 2I

is an R-homomorphism. One conversely sees that the statement lE HomR(M, N) is

precisely the statement that I is a natural transformation from F to G, so AbR .... R M.
Similarly, MR ..... Atf.

(d) If C is any small additive category, CM = AbC behaves very much like left

C-modules for C a ring, except that each module is an indexed family of abelian groups.

Many arguments for R Mgo over to this case and yield interesting results. Right C­

modules are the category AbC.
25. Categorical definitions. If a definition consists of a pair of definitions, the first is

for an arbitrary category C, the second is what it reduces to for special categories. Notation

is in troduced where necessary, and will be used in the sequel. Let I: A ~ B.

(a) I in C is an epimorphism or epic if Vg, h : B ~ C, A ~ B ~ C commutes
h

~ g == h. that is gf == hi ~ g == h.

(a' ) I in R M, G,_ or S is epic if I is onto. The situation in R is more com-

plicated.

(b) I in C is a monomorphism or monic if Vg, h: C ~ A.
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C~A~B

A

commutes ~ g = h, that is, fg = fh ~ g = h.

(b') f in G, R, RM, or 5 is monic if f is 1·1.

(c) f in C is an isomorphism if 3g: B ....... A such that fg = IB and gf= lA' We

write f: A "'" B or simply A "'" B if f is understood.

(c') f in G, R M, or 5 is an isomorphism if f is a bijection.

(d) A subobject of eEl CI is a monomorphism A ....... C. A ....... C will be denoted

A S C in spite of the fact that this notation ignores the map which is the subobject and not

all subsets are subobjects. The meaning of S must be inferred from the context.

(e) A subobject in 5 is a subset. A subgroup of G in G (or Ab) is a subset

H of G such that e E H and "Ix, yE H, xy and X-I EH. A subring of R in R is a

subset S of R such that (S, +) is a subgroup of (R, +), I E S, and Vs, t E S, st E S.

A submodule of M in R M (MR ) is a subgroup (N, +) of (M, +) such that Vr ER, nE N,

m EM (nr EN). A submodule of RR is called a left ideal, a submodule of RR is called a

right ideal.

(f) A quotient object of C in C is an epimorphism C ....... A.

(r') Let G E G. If A, B S G, let AB = {abl a EA, bE B}. A subgroup H of

G is called normal if "Ix E G, xHx- 1 = H. If H is a normal subgroup of G, the quotient

group G/H is {Hxlx E G} under multiplication Hx' Hy = Hx • y. The map v: G ....... G/H,

vex) = Hx is called the natural map: G ....... G/H. Let R ER. A subset IS R is called an

ideal of R (= two-sided ideal) if 1 is a right and a left ideal of R. If 1 is an ideal, the

quotient ring R/! is the quotient abelian group together with the multiplication

(1 + r)(l + s) = 1 + rs. If MER M, a quotient module M/N is a quotient group where N

is a submodule of M and r(N + x) = N + rx for all x EM, rE R.
u

(g) im f is a monomorphism: ! - B such that f factors through u and if

f factors through the monomorphism C ....... B, the u factors through C ....... B, that is

commutes implies u factors through C ....... B.

(g') In 5, G, Ab, R M, im f = the class (set) of values of f.
(h) X E ICI is called an initial object if Vy E ICl, 3! f: X ....... Y. X is called a

terminal object if Vy E ICl 3! g: Y ....... X. X is called a zero object if it is both an initial

and a terminal object. In this case X and any map X ....... Y or Y ....... X or any map which
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factors through X is called O.

(i) Let C be a category with O. The kernel of I, ker I, is a map K --+ A such

that loker/=O and VL-!...A with Ig=O, 3!h:L--+K such that

f
K--->-A-B

~~.

7

f
commutes. The cokernel of f. coker I, is a map B --+ C such that A --->- B --+ C is 0 and

VB ~ L with gf= 0, 3! h : C --+ L such that

f
A-B-C

~i3'h

commutes.

(i') In G, Ab, R M, ker I = {x EA I/(x) = e (or O)}. coker 1= Blim I in

Ab'R M.

(j) Let X be an object in a category C, S a set, S ~ X a set map. X is

called free on S if Vy E C and Vg: S --+ YES, 3 !h: X --+ Y in C such that

commutes.

This may be rephrased as follows. If C is a subcategory of Sand F = the forgetful

functor: C --+ S taking underlying sets, then if F has a left adjoint V, V(S) is free on S

where I: S --+ V(S) is the element of S (S, V(S)) corresponding to 1U(S) in C(V(S), V(S))

under the adjoint isomorphism S (X, F(Y)) "'" C(V(X), Y). (See 31, page 12.)

(j' ) MER M is called free with free basis B if B = {b i liE I}S M such that

VmEM, 3{i1,···,i
k
}EI and {rI,···,rk}SR suchthatm=r1bil +···+rkbik

and 2;7=1 rjbij = 0 <=> rj = 0, Vj.

lTi
(k) Let {A --+ Ai liE I} be a family of maps of C with common domain.

This family is called the product of the family {A .Ii E I}, and written n'
E

I A. if for
I I I

every family {B --+ A.I i E I} of maps with common domain, 3!h: B --+ A such that
I

Vi El,

IT'

A~A.

31h: / I

B
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commutes. The 'IT. are called the projections of the product.
1

(k') In S, G, R M, R, the product of a family {Aili E I} is XiE I Ai together

with coordinatewise operations and set projections.

(I) The coproduct ofa family {AiliE n, written iliE:l Ai' is a family of

injection maps {ji: Ai --> iliE: I A) such that for every family {Ai --> B} 3!h: UA
i

--> B

such that

A.~UA.
1 1

I

"" / 3'h\.. ~ .
B

commutes ViE I. If I has two elements, we also write A U B.

(1') In S,UA i is the disjoint union of the Ai' In RM,UiE:lA/AIUA2) is

also denoted ffi iE I Ai (A 1 Efl A 2 ) and is the submodule of fi iE I Ai such that <fi>E

(Bc I A. = f, == 0V' i, It is in this case called the direct sum of the A .. The injections
I~ 1 1 I

take x EA i to that element of the product with ith entry x and all other entries O.

(m) Let (L~) beaposet. Let {'IT ..:A.-->A,li~j} beafamilyofmapsin C
IJ I J

indexed by ~ such that if i == i, 'IT. == IA . i1nd i ~ i ~ k => 'IT'
k

'IT .. = 'IT.
k

. Such a family is
11 I iT. 1 IJ 1

called a direct system indexed by I. {A, --!...,. A liE I} is called the coIimit of the
I

family, written A = Hm I A., if each diagram
~ I

A. ----- A.
'~ /1

A

commutes and V {A. --> B li El} such that
I

commutes, 3 !h: A --> B such that

commutes. If I is a directed set, lim A. is called the clirect limit of the A. or the inductive
~ 1 I

limit.

(n) Let (I, ~) be a poset and {'IT .. : A. +- A .Ii ~ j} be a family of maps in C
II I 1

indexed by lOP such that 'IT;; = I
Ai

and i < i < k => 'ITi;'ITjk = 'ITik . Such a family is called an

inverse system. {'IT.: A -4- A .1 i E I} is called the limit of the family, wri tten A = hm I A.,
I I <t-- I

if each diagram



commutes and
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Y {B ..... A. li E I} such that
I

9

commutes, 3!h: B ..... A such that

Ai ( A.

\~;lJ
\ t

\:3!
B

commutes. If I is a directed set, lim A. is called the inverse limit or projective limit of the Ai'
-<-- I

(0) A sequence ••• -+ A -+ B -+ C -+ ••• of maps in a category with 0 is called

exact if for any vertex having a map in and a map out, the kernel of the outgoing map =
the image of the incoming map. Either of the sequences 0 -+ A -+ B -+ C ..... 0 or A -+ B -+ C

is called a short exact sequence (s.e.s.) if it is exact.

(p) (i) An s. e. s. B ~ C -;. 0 is called split exact (or splits) if 3i : C ..... B
i lJ

such that C -;. B -;. C = le.

(ii) An s. e. s. 0 -+ A -4 B is called split exact (or splits) if 31T: B -+ A
such that A ~ B~ A = 1A .

(iii) An s. e. s. 0 -+ A -+ B -+ C ..... 0 is called split exact (or splits) if 0 .....

A ..... B or B -+ C ..... 0 splits.

(q) PE C is called projective if Ys.e.s. B ..... C -+ 0 and f: p ..... C, 3g: P -+ A

such that

commutes.

(r) lEe is called injective if Vs.e.s. 0 -+ A -+ Band f: A ..... I, 3g: B -+ I

such that

commutes.
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26. Exercises. (a) Each primed definition in 25 for a specific category satisfies the un­

primed categorical definition.

(b) In 25(['), if N is a subset of ME G, R, or R M, then the cosets Nx or

N + x of N form a quotient object under the given operations <==> N is a normal subgroup,

ideal, or submodule of M respectively. In fact, the kernel of any homomorphism in G is a

normal subgroup, and in R Mis a submodule.

(c) In 25(p), if 0 ~ A ~ B~ C ~ 0 is an s.e.s. then 0 ~ A ~ B splits <==> B ~

C ~ 0 splits <==> {J1 : A ~ B, i: C ~ B} is a coproduct of A and C <===:> {v :B ->- C, 1f: B ~ A}

is a product of A and C

27. Intuitive definition. A map f: A ~ B or family of such is said to satisfy a unique

mapping property (UMP) with respect to a property P if f satisfies P and for all g satisfy­

ing P,3 ! h such that one of f = gh, f = hg, g = fh or g = hf holds (which one depends

on P).

28. Remark. Let f: A --+ B satisfy a UMP with respect to P. Then f is unique up to

isomorphism in the sense that if g: C ~ D also satisfies the UMP with respect to P, there

exists an isomorphism 0 such that f = Og or f =gO. We check this in one case, all others

are the same. If

is the UMP diagram, then

is also the UMP diagram and then

3!h

f
A ---+B

,)
A'

g
A' ~B

,3lh' ./r
1/
A

is the UMP diagram, so by uniqueness lA = h'h. Similarly, lA' = hh'. Thus kernels, coker­

nels, images, products, coproducts, limits and colimits are all unique up to isomorphism.

29. Examples. There are natural categories of certain sets and their "nice" functions

which show that unprimed definitions in 25 may not agree with the primed ones.
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(a) Let I:R -+ S, E R. If Kt denotes the kernel of I in Ab, then Kt is

an ideal of R. However, the kernel of I in the category R is not defined since all ring

homomorphisms take 1 -+ 1 so R has no zero object. In spite of this, Kt is usually

called the kernel of f

(b) If G is a group and H a subgroup of G, then coker (H -+ G) = Gjii

where H is the smallest normal subgroup of G containing H.

(c) The imbedding Z -+ Q is an epimorphism in R since any ring homomor­

phism of Q is either 0 or an isomorphism (Q has no ideals other than Q and 0). This

map is clearly not onto. Similarly, in the category of Hausdorff spaces and continuous

maps, Q -+ R is epic since Q is dense in R.

(d) Let C be the category of connected Hausdorff spaces with base points and

continuous maps taking base point to base point. Then I: (X, x o) -+ (Y, yo) is monic if

I is locally 1-1. Thus the projection of the helix (cos e, sin e, e), (0, 0, 0) in Euclidean

3-space onto the x-y plane is monic but not 1-1. We verify that locally 1-1 implies

monic by showing that if

satisfy Ig = [h, then U= {z E Z Ig(z) = h(z)} is both open and closed. Since it contains

Zo and Z is connected, then U = Z and g = h. If z E U, let N be a neighborhood

of g(z) on which I is 1-1. Then g-I(N) n h-I(N) is a neighborhood of z contained

in U If Zo is in the closure of U and N is any net in U converging to zo' then

g(N) converges to g(zo) and heN) converges to h(zo) so g(io) = h(zo) by the Haus­

dorff property. Hence U is closed.

Problem. What are the monic maps in this category? Locally 1-1 is not necessary.

For let X be the subspace of the Euclidean plane consisting of all points with polar coor­

dinates (r, 1In), - 1In « r « 1In for n a positive integer. Taking (0, 0) as base point,

let I:X-+R2
,[(r, Iln)=(r, Iln) for r;;;'O,fI{(r,l/n)l-l/n<;;r<;;o} ahomeomorphism

with the interval {er, - Iln)1 0 « r « Iln} U the arc {(lln, 8) 1- Iln « 8 « I/n} such that

1(0,0) = (0, 0),/(- Iln, Iln) = (lln, l/n). One easily verifies that I is continuous, monic

in the category of connected spaces with base point, but not locally 1-1.

-f

(e) In the category of topological spaces and continuous maps. for any set S

with at least 2 elements, let Si and S d denote the space S with the indiscrete topology
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(S and 525 open) and the space S with the discrete topology (every subset open). Then

Is: Sd 4 Si is a 1-1, onto, epic and monic continuous map which is not an isomorphism.

(t) Of course, in any subcategory of S, I-I =<> monic and onto => epic. Also, in

any abelian category, manic + epic implies iso.

30. Definition. Let C be a category. The representable or Horn functors on Care

the functors Cx = Homc(X, ) (covariant) and CX = Homc( , X) from C to S (or

Ab if C is additive) defined by VYE I CI,IE C(Y, Z), Cx(Y)= HomC(X, Y),CX(y) =

Homc(Y, X), Cx(j): HomC(X, Y) 4 Homc(X, Z),Cx(j): Homc(Z, X) 4 Homc(Y, X) are

composition of fllllctions, that is VO'.: X 4 Y, Cx(f)O'. = fO'. and V~: Z 4 X, CX (j)~ = ~f.

31. Let C and V be categories, F a fllllctor: C 4 V, G a functor: V 4 C. F is a left

adjoint of G if the functor: C X V 4 S given by (A, B) 4 V(F(A), B) is naturally iso­

morphic to (A, B) 4 C(A, G(B)).

32. Definition. Let C and V be additive categories, F an additive functor from

C to V, 04 A 4 B 4 C 40 an s. e. s. in C.

(a) F is called left exact if 0 = F(O) 4 F(A) 4 F(B) 4 F(C) (or 0 4 F(C) 4

F(B) 4 F(A)) is exact.

(b) F is called right exact if F(A) -+ F(B) 4 F(C) 4 0 (or F(C) 4 F(B) -+

F(A) 4 0) is exact.

(c) F is called exact if 04 F(A) 4 F(B) 4 F(C) 40 (or 0 4 F(C) 4 F(B) 4

F(A) 40) is exact.

(d) F is split exact in the sense that if 04 A -+ B 4 C 4 0 is split exact, so

is 0 -+ F(A) -+ F(B) 4 F(C) 40 (or the reverse).

33. Definition and notation. (a) Let ME MR' N ~ M is called essential or large

in M, written N r;.' M, if VK i= 0 <;: M, K n N i= O. Alternatively, N S;' M if 0-+

N ~ M is exact, and Vf:M 4 Q, fi monic 4 f monic.

(b) Let MER M. N ~ M is called superfluous or small in M if VK i= 0 <;
M, K + N = M=> K = M. Alternatively, N is small in M if for v the natural map:

M -+ M/N, f: Q 4 M, vf is epic 4 f is epic.
. i

(c) For ME MR , an injective hull of M, E(M), is an s. e. s. 0 -+ M ~ E(M),

where E(M) is injective and i(M) r;. I E(M).

(d) For M E MR' a projective cover of M is an s. e. s. P(M) ~M -+ 0 where

P(M) is projective and ker Il is small in P(M).

34. Definitions. Let R be a ring, ME MR'

(a) M is called finitely generated (f. g.) if it is isomorphic to a quotient of a

free module on a finite set. Alternatively, M is f. g. if 3x l' ••• , X n E M such that

v." EM, 3r), .... rn ER with ~I; xli = x.

(b) R (M) is called right artinian if R R (MR) has d. c. c. on submodules.

(c) R (M) is called right noetherian if RR (MR ) has a.c.c. on submodules.

35. Definitions and notation. Let M E MR (or G- replace 0 by e in G).
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(a) M is called simple if N ~ M=> N =M or N = 0 (N assumed nom-la! in G).

(b) A sequence 0 = No C NI C N 2 C·" C Nil = M is called a normal sequence

of length h for M (in G, each Ni is normal in Ni + I)'

(c) If 0 = No C NI C ... C N k =M is a normal series for M such that

Vi, N i+ 1/Ni is simple, then this sequence is called a composition series, and its length k =

I (M) is called the length of M.

36. Definition and notation. (a) Let M EO MR , N ER M. M ®R N is an abelian
T

group and a set map: M X N -+ M ®R N universal with respect to the properties

(i) r is biadditive, that is, Vm!' m 2 EM, nE N,

r(m 1 + m 2 , n) = r(m l , n) + r(m 2 , n)

and Vm EM, nI' n2 EN,

r(m, n 1 + n2 ) = r(m, n I) + r(m, n2 )·

(ii) r is R-associative, that is, Vm EM, rE R, nE M, r(mr, n)=r(m, rn).

That is, M X N ~ M ®R N satisfies (i) and (ii) and if M X N!t G E Ab satisfies

(i) and (ii), cp factors uniquely through 7.

(b) r(m, n) is written m ® n.

(c) If f: M ~ M', g: N ~ N', then f ® g :M ® R N ~ M' ®R N' is defined by

r
M X N -----.. M ®R N

if, g)1 r' lr ® g

M'xN' )M'®RN'

where ([, g) (m, n) = (f(m) , n~). Clearly r'([, g) is biadditive and R-associative, so f ®

g exists by the UMP of ®R' Thus ®R is a covariant functor of two variables:

®R: MR X RM ~ Ab.

37. Intuitive definition. An abelian category is a category that behaves almost the

same as MR' Indeed, a small abelian category A embeds as a full subcategory of MR for

some R in the sense that 3 a 1-1 functor I: A ~ MR such that I(A(X, Y)) =
HomR(J(X),I(Y)).

38. Definition. An abelian category is an additive category with kernels, cokernels,

finite products, finite coproducts and such that every monomorphism is a kernel and every

epimorphism a cokernel.

39. Remarks. (a) Most of what we say about MR goes through for arbitrary

abelian categories. If C is a small additive category, the category of C-modu1es, AbC is

abe1ian and the arguments for the ring case (C has only one object) go through almost ver­

b atim. This yields additional results of interest and so should be kept in mind.

(b) If P is a property of diagrams in a category, the property obtained by re­

versing all arrows is called the dual property. Thus, kernel and cokernel, limit and colimit,

product and coproduct, projective and injective, essential submodule and small kernel are
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all dual properties. If the proof of a property involves only diagrams, a proof of the dual

property can be obtained by reversing all arrows. In this case we say the dual property fol­

lows by duality. However, not all duals to theorems hold. For example, every module has

an injective hull, but not every module has a projective cover.

40. Definition. Let A be an additive category. V E A is calied a generator if .

Vf:A -+ B, f* 0 ~ 3g: V-+ A, fg * 0; W is called a cogenerator if Vf:S -+B, f* 0 ~

3g:B -+ W, gf* O.

41. Definition. A category A has enough projectives if YM E IA1,3 f: P -+ M

where P is projective and f epic. A has enough injectives if YM E IA I, 3f: M -+ E

where f is monic and E injective.

42. Definition. Let {Ai li E I} be a family of subobjects of A. niE I Ai is a subobject

of A facto ring through each A i such that given any morphism C -+ A factoring through

each Ai' 3!f:C-+niEIAi such that

commutes.

43. Definition. Let {Ai liE I} be a family of subobjects of A. Then U iE I Ai is

a subobject of A containing each Ai such that for all f:A -+ B, if a subobject C of B

contains f(A) for each i, then C contains f(UiEIA i). Here "C contains f(A')"

means A' -+ A L B factors through C -+ B. Note that this is not the dual of n in general.

44. Definition. A category A is called a Grothendieck category if it is abelian, has

exact direct limits (alternatively, B s;:; II iE I Ai ~ B = UkE F(1) (B n 11 iEk A) and colimits

exist) and has a generator U Almost anything true in MR is also true in a Grothendieck

category. For example, they have enough injectives and projectives. We will use this in

many remarks.

45. Definition. Let M and P be objects in Ab. A relation R from M to P

is called formally additive if a R band eR d ~ (a + c) R (b + d). Thus a formally addi­

tive function is a homomorphism. A standard technique is to define a formally additive

relation and then show it is a function. We say that the function f is well defined if f
is a formally additive relation such that f(O) = {O}. A formally additive relation is a func­

tion if and only if this holds.

46. Notation. Let R be a ring, N s;:; M in MR , X s;:;, M in S. Then (N: X) =

{r E R 1xr E N, Vx E Xl
47. Definition. A ring R is regular (in the sense of von Neumann) if every finitely

generated right ideal is a direct summand of R R .

48. Definition. Let R be a ring. The ring R [x 1 of polynomials in one variable

over R has additive group the free R-module on a set {Xi Ii E w} with multiplication

( ",,11 i) (""m b j).- ""m +11 ("" b) k Th ' . . R [[ 1] h dd'""'i=OOiX ""'j=O jX - ""'k=O ""j+i=kOi j x. e power senes nng xas a 1-

tive group R W where (oi) is written r:;:COaixi and (I;':OoiXi) (rj:objxj ) =

",,= ('" b ) k
'--k=O""'i+;=k 0i ; X .
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49. Definition. The Jacobson radical of a ring R, J(R), is the intersection of all the

maximal right ideals of R.

50. Definition. A ring R is called local if the set of all nonunits of R forms an

ideal. No commutativity or chain conditions are assumed.

51. Definition. An R-module M is called flat if Vs. e. s. 0 ..... A ..... B, 0 ..... A ®R M

..... B ®R M (or 0 ..... M ®R A ..... M ®R B) is exact.

52. Definition. An s. e. s. 0 ..... A ..... B is pure (or a submodule A is pure in B) if

VM ER M, 0 ..... A ®R M ..... B ®R M is exact.

53. Notation. Let A=EB~IAj,B=n~IBj with injections uj:Aj ..... A and pro­

jections 'Trj :B ..... Bj . Let f:A ..... B. Then f is completely determined by {'Trjfll ~i ~ m},

and each 'Tr;f is completely determined by {'Trjfuj 11 ~ i ~ m}. We will denote f by the

matrix ('Trjfu j). In an abelian category, B is also EB/;;IBj' say with injections uj. If

C= n~= 1Ck with projections 'Tr~, and g: B ..... C, then the matrix for gf is the matrix

product ('Tr~guj) ('Tr;fu) since z.:;'Trm = 0lm IB( Thus we will write and compose f and g
as matrices. For example, we write A as a column

(D
and functions on the left. (This is exactly what one does in linear algebra.)

§2. Basic properties of projectives, injectives, flat modules, Horn, and ®.

We list here basic results assumed familiar to most readers. A will denote a Grothen­

dieck category with infinite products and coproducts. Think MR if you wish. Very few

proofs will be given although enough lemmas and hints will be stated to give an outline of

proofs.

PRoPOSITION 1.1 (QUNESE REMAINDER THEOREM). Let R be a ring, 11' 12, •• "

In ideals of R such that Ij+Ik=R.Vi=l=k~n. Then R/nj~IIj""'n7=IR/Ij in R.

PROOF. Consider the map R ..... n7=IR/Ij such that R ..... n7=1 R/Ij~ R/Ik is

the natural map. The kernel is clearly n~, I j . Now for all i, k =1= i. Ij + Ik = R. Assume

Ij + Ik / k2 '" Ikm = R whenever the k j are all different from j. If km+ 1 =1= i. Ij +
Ikm +, = R ~ Ik / k2 •.• IkmIj + Ik / k2 ... Ikm + 1 = Ik1 ... lkm so Ij + Ik1 •••

lkm+' = R. Thus there exists x j E Ij such that Yj = I - x j belongs to the product of

the Ik, k =1= i. and hence to each such Ik . If x E n7=IR/Ij. x is the image of

"L/=,yjrj , where 'TrjX = rj + Ij .

PROPOSITION 1.2. Let i, :A ..... B, i2 :C ..... B, 'Tr, : B ..... A, 'Tr2 :B ..... C in A. The

following are equivalent.

(i) ker 'Tr2 = i1, ker i1 = 0, and 'Tr2i2 = le'

(ii) ker i1 = 0, kef 'Tr2 = il' and 'Tr 1i1 = lA'
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(iii) B = A EEl C with injections ik , TTk = coker ij for j =1= k.

(iv) B = A TTC with projections TT k' ik = ker TTj for j 01= k.

(v) i I TT I + i 2 TT 2 = 1B' TT 2 i I = TT I i 2 = 0, TT I i I = IA ' TT 2 i 2 = 1C·

CoROLLARY 1.3. Every additive functor is split exact.

(Apply (v) of 1.2.)

The converse of 1.3 is also true-a split exact functor is additive.

PROPOSITION lA. U is a generator in A<;=~VBE A, EBA(U,B)U-+B taking

<uf >-+ 'Lf(u) is epic.

Example. R is a generator in MR and R M, where lA reduces to the statement

that every module is a quotient of a free.

PROPOSITION 1.5. U is a cogenerator in A= VB E A, B -+ DA(u,B)U is injective.

PROPOSITION 1.6. The functor A(,) is left exact in both variables, ®R is right

exact. That is, let 0 -+ A ~ B ~ C -+ 0 be exact. Then VM we have exact sequences

0-> A(C, M) -> A(B, M) -> A(A, M),

0-> A(M, A) -> A(M, B) -> A(M. C),

A ®R M -> B ®R M -> C ®R M -> 0,

M ®R A -> M ®R B -> M ®R C -> O.

PROOF. We sketch only a few of the exactnes5 proofs; the rest are similar. B ®R M

-+ C ® R 1If -+ 0 is exact since C ®R M is generated by {c ® m} and B -+ C is epic.

Let jj = B ®R M/im (A ®R M), if ® 1 the map jj -+ C ® M induced by ~ ® 1. De­

fine u: C X M -+ jj by V(c, m) E C X M, let c = ~b for some bE B. Then u(c, m) =
-- --
b ® m. u(, m) is formally additive. Moreover, ~b = 0 ~ bE im 0: ~ b ® m = O. Hence

u( ,m) is a function Vm, so u is a function which is easily seen to be biadditive and R­

associative. Thus u defines a unique map: C ®R M -+ jj which is the inverse isomor­

phism of i3 ® 1, and ker ~ ® 1= im(A ®R M).

Since A(M,): A -+ Ab is an additive functor, A(M,~) MM, 0:) = O. Let f: Y-+

A(M, B), A(M, ~)f = O. Then Vy E Y, ~ 0 fCy) = O. Hence fy = cxzy for some zy E

A(M, A). Since 0: = ker ~, Zy is unique and y -+ Zy E Ab(Y, A(M, A», so f factors

through A(M, 0:) and A(M, 0:) = ker A(M, ~).

PROPOSITION 1.7. Hom (~ I Ai' B) ::::: ~ I Horn (A i' B) where the isomorphism

is natural on systems indexed by the poset I provided the limits and colimits exist.

Similarly, Horn (A, ~ Bi ):::::~ Horn (A, Bi ).

PROOF. Let {TTij:A i -+Ajli<j} be a direct system of maps indexed by 1,

TTi :Ai -+ ~ Ai' Then fE Horn (~Ai' B) ~ f . TTi E Horn (Ai' B) is a family of maps

which commute with Horn (TTij , B): Horn (A j , B) -+ Horn (Ai' B). By definition of the

limit, there exists a unique map 0:: Horn (lim Ai' B) -+ hm Horn (Ai' B). The maps
-> +--

lim Ci -+ Ci define a unique map: lim Ci -+ DiE I Ci .
+-- +--
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Let vi project DiEI Horn (Ai' B) -.. Horn (Ai' B). Then ~ Horn (Ai' B)-"

DHom (Ai' B) ~ Horn (Ai' B) is a family of maps gi such that Vx E ~ Horn (Ai' B),

gix :Ai -.. Band gix 0 1fij =gjx. Then 3! h:l!.!p Ai -.. B such that gix = h 0 1fi , Vi.
Then x -.. h is the inverse isomorphism of 0:.

We note that

EB 'E I C. = limI I --;.

JE F(I)
EBiEJCi,DiEICi = ~ DiEJCi ,

JEF(I)

so Horn (EBiE I Ci , B) =DiE I Horn (Ci, B).

PROPOSITION 1.8. The following are equivalent for P E I A I.

(i) P is projective.

(ii) M -.. P -.. 0 exact =? M -.. P -.. 0 splits.

(iii) For any generator U, U -.. P -.. 0 exact =? the sequence splits.

(iv) A(P, ) is an exact functor.

PROPOSITION 1.9. The following are equivalent for EEl AI .

(i) E is injective.

(ii) 0 -.. E -.. M exact =? 0 -.. E -.. M splits.

(iii) A( , E) is an exact functor.

PROPOSITION 1.10. Let M =DiE I Mi , N =EBiE I Ni' Then

(a) M is injective <==? Mi is injective Vi.

(b) N is projective = Ni is projective Vi.

PROPOSITION 1.11. Let R, S, T be rings, RMS' sPy. sN, QT bimodules. Then

(i) (HomT(P, Q))s' T(Homs(P, N)),

(ii) s(HomT (Q, P)), (Horns (N, P))T'

(iii) R(M!"l:Js P)T'

PROPOSITION 1.12. Given RMS' sPT, QT then Homs(Ms , (HomT(P, Q)s)) ~

HomT(M !"l:Js P, Q) naturally as R-modules. The obvious left-right symmetric theorem also

holds. (It is this property of!"l:JR which makes it so significant- Horn and !"l:J are adjoints.)

PROOF. The inverse isomorphisms are ep and tJ; where Vf E Homs(M, Horny(P, Q)),

m EM, pEP, epif) (m!"l:J p) =f(m) (P) E Q, Vg E HomT(M!"l:Js P, Q), m EM, pEP,

tJ;(g)(m)(p)=g(m!"l:J p).

PROPOSITION 1.13 (BAER'S CRITERION). An R-module M is injective = Vf: J-..

M, I an ideal of R, 3m E M such that f(x) = mx Vx El (xf= xm, Vx E I, for left

modules).

PROOF. If M is injective, 0 -.. I -.. R exact, then f: I -.. M extends to f: R -.. M

and m = f(l). If every f: I -.. M is given by a multiplication, let 0 -.. A -.. B be exact,

g : A -.. M. By Zom's lemma, extend g to an element i maximal in the family of all

homomorphisms from submodules A 0 .s; B to M, ordered by inclusion of subsets of
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B X M. Then domain g is essential in B, and if x E B - domain g, one can extend g
to a function g' with x in its domain by setting g'(x) = m where my = g(y), VY E

(domain g :x).

PROPOSITION 1.14. Q/Z is an injective cogenerator in Ab.

PROPOSITION 1.15. Let D be an injective cogenerator in Ms, RMS' Then

(Homs(M, D))R is injective in MR = RM is flat.

PROOF. Let 0 ~ A ~ B be exact, 0 .... K ~ A ®RM ~ B ®R M exact. Since Ds
is injective,

HomsCB ®R M, D) ------- Homs(A ®R M, D) ----+ Homs(K, D) ---+ 0

l~ l~ i1

HomR(B, Homs(M, D)) ---+ HomR(A, Homs(M, D)) ---+ Homs(K, D) ---+ 0

is exact, where the vertical maps are the isomorphisms of Proposition 1.12. Since Ds is a

cogenerator, Homs(K, D) = 0 = K = O. Hence ®R M is exact = HomR ( ,H6rn.s(M; D))

is exact.

PROPOSITION 1.16. Every ME MR can be embedded in an injective E E MR'

PROOF. By Proposition 1.10, 1.14 and 1.15, Homz(R, niE I Q/Z) = E is injective in

MR' If 1= Homz(M, Q/Z), if!:M .... E, if!(m) (r) = (i(mr) embeds M in E.

PROPOSITION 1.17. Every M E MR can be embedded as an essential submodule o[

an injective module E(M).

PROOF. Embed M in an injective E and set E(M) = a maximal essential extension

of M in E. If K S; E is maximal with respect to E(M) n K = 0, then there is a func­

tion [: E ~ E which is zero on K and the identity on E(M). Then K = ker [ and

E(M) ~ im [ so 0 ~ E(M) ~ E is split by E .... im f.

l..EMMA 1.18. Let M E MR' The following are equivalent.

(i) M = LiE I Mi, each Mi simple.

(ii) M=EBiEJMi, each Mi simple.

(iii) N S; M => M = N EEl K [or some K S; M.

A module with the properties of 1.18 is called semisimple.

l..EMMA .1.19. Let R be a ring, M an irreducible R-module,A = HomR (M, M).

Then A is a division ring and V{x l' ••• , xn}S; M, x E (0: (0 : LAxi)) <==> x E LAxi .

l..EMMA 1.20. Let R be a ring, M an irreducible R-module, A = HomR (M, M).

Then Vx l' ..• ,xn E M linearly independent over 1\ and VYl .•. Yn EM, 3rE R,

x/ = Yi' Vi, 1 .:;;; i':;;; n.

l..EMMA 1.21. J(R) = {x ER 11 - xr has a two-sided inverse Vr E R} = {x ER 11 -1X

has a two-sided inverse Vr ER}.

THEOREM 1.22. Let R be a ring. The following are equivalent.
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(i) Every ME MR is projective.

(i') Every MER M is projective.

(ii) Every M E MR is injective.

(ii ') Every MER M is injective.

(iii) Every ME MR is semisimple.

(iii') Every MER M is semisimple.

(iv) RR is semisimple.

(iv') RR is semisimple.

(v) RR has d. c. c. and R has no nilpotent right ideals.

(v') RR has d. c. c. and R has no nilpotent left ideals.

(vi) R is isomorphic to a finite direct product of matrix rings over division rings.

(vii) R is regular and noetherian.

A ring with these properties is called semisimple artinian.

PROPOSITION 1.23. Let M E MR' Then M is noetherian = every Ne M is

finitely generated.

PROOF. Maximum condition '* every N S; M contains a maximal finitely generated

submodule which must equal N Every N S; M finitely generated '* every chain 10 C

11 C '" terminates when you have picked up a finite set of generators for UiEw li'

UMMA 1.24. Let M E MR' N S; M Then M has a. c. c. = M/N and N have

a. c. c. M has d. c. c. = M/N and N have d. c. C.

PROPOSITION 1.25. Let R be a right noetherian ring. Then every finitely generated

right R-module is noetherian.

THEOREM 1.26 (DUAL BASIS LEMMA). PE MR is projective = 3 {Xi E P liE I}
and {fi:P ~ R} such that Vx E p. fi(x) == 0 V'i and x == 'Lxifi(x).

PROOF. Let P be projective, EBiE I bi R ~ P ~ 0 exact, EBb~ free on

{biliE I}. Let j:P~ tBiElb;R be the injection splitting the s.e.s. Set x i == 1T(bi ),

Pk = the kth projection of EBiE I biR ~ bkR, f k = pd Then fix = 0 V'i and x c= 1TjX =

1T('LbkPkjX ) = 'Lxkfk(x).

Conversely, let F = EBiE I b i R be free on {b i liE I} and let v: F ~ P be defined

by v(bi) =xi' Then ifi :P ~ biR} defines a map j: P ~ DiE I biR whose image is in

EBbiR by the finiteness property. Vx E P, vj(x) = V ('L b;!i (x)) =: 'Lx;!i(x) =x so

F ~ P ~ 0 splits.

THEoREM 1.27 (N AKAYAMA'S LEMMA). Let M be a finitely generated R-module.

Then MJ(R) =: M = /If = O.

PROOF. Let 0 *' M = 'L~I xiR. where no set of less than n elements generates M.

If xiEMJ(R), then Xi=: 'Lt=lxjrj where rjEJ(R),Vj. Then X; (I -r)=: 'Lj"*;xjrj
and I - ri is invertible, a contradiction. Thus no x; E MJ(R).



20

free.

BARBARA L. OSOFSKY

'THEOREM 1.28. Any finitely generated projective module P over a local ring R is

PROOF. Let P = L7= 1 xi R where n is the smallest number of generators possible.

Let F=EBi"=l biR be free on {bi},v:F-+P the epimorphism defined by vbi=xi . Then

F = ker v \B p' where p' ~ P, and the RIJ(R) vector spaces F/FJ(R) and P/Pl(R) both

have dimension n. Hence Q/QJ(R) = 0 so Q = 0 by Nakayama's lemma, where Q= ker v.

'THEOREM 1.29. Let {1fi/ :Ai -+ Ai'l i < j E I} be a direct system of maps indexed by

I. Then ~ (A i ® M) ~ (~ A) ® M.

PROOF. {1fi ® 1 :Ai ® M -+ (~Ai) ® M I i < j E I} defines a unique map

rp:~ (Ai ® M) -+ (l~ A) ® M. 1fi :Ai -+ ~ Ai defines a unique map v: EBAi -+ ~ Ai

which is onto. For (x, m) E (~Ai)XM, let x come from (ai > in \B Ai' Then

(x, m) -+ (ai ® m> E \B (Ai ® M) -+~ (Ai ® M) yields a well defined map: (~Ai) ®

M -+~ (A i ® M) which is the inverse of rp.

Alternatively, this follows from the adjointness of S = ®R M and T = Homz{M, ).

Let 1) be the natural isomorphism Homz(SA, B) ~ HomR(A, TB). Then eA = 1)SA,SA(lSA)

is a natural transformation : IMR -+ TS and !J;B = 1)rA,TB(lTB) is a natural transforma­

tion : ST -+ I Ab. One verifies using these transformations that S takes a colimit diagram
A. ----+ A. SA . ----+ SA .

\
' J I' . d' \' / J/ to a co Imlt lagram .

A SA

'THEOREM 1.30. Any projective R-module P is flat.

PROOF. YM ERM, R ® RM ~ M under r ® x -+ rx, x -+ I ® x, and this isomor­

phism is natural. Hence R is flat. Since a direct sum is a direct limit and ®R is split

exact, any free and any projective is flat.

'THEOREM 1.31. MER M is flat <==> I ® RM ~ IM for all right ideals I of R.

PROOF. For all M and for all IR f. RR'

I ® RM ) R ® RM

1 1
0----->- IM -------+) RM~M

is a commutative diagram with exact bottom row. Then ker I ® RM -+ IM = 0 <==>

ker I ® RM -+ R ® RM = O.

Now M is flat <==> R (Homz (M, Q/Z)) is injective by 1.15 <==> YRI f. RR we

have exactness of

Homz(R ®R M, Q/Z) -----'> Homz{I ®R M, Q/Z) ----+0

<==> YRI f. RR. 0 -+ I ®R M -+ R ®R M is exact.

TliEOREM 1.32. Let 0 -+ K -+ F -+ A -+ 0 be exact, F flat. Then A is flat

<==> (0 -+ K -+ F is pure) <==> (KI = FJ n K, YRI f. R).



HOMOLOGICAL DIMENSIONS OF MODULES 21

PROOF. Consider the commutative diagram with exact rows.

K(g)I-+F(g)I-+A (g)I-+O

~ 1 Ij? 1
FJ ----+ AI -------> 0

1
o

ker (FI et> - ~ F (g) I -+ A (g) I) = Ij?(K (g) I) =KI so A (g) I ~ FI/ KJ. ker (FJ -+ AI) =

K (J FI so A is flat <='* A (g) I -+ AI is an isomorphism = KI = K (J FJ.

For the pure portion, let 0 -+ U -+ P -+ M -+ 0 be exact, P projective. Chase the

commutative exact diagram
o
~

K (g) U ---+ F (g) U ---+ A (g) U ---+ 0

!
o

1
o

1

1
K (g) M ---+ F (g) M ---+ A (g) M ---+ 0

1
o

THEOREM 1.33. Let 0 -+ K -+ F -+ A -+ 0 be exact, F f,ee with basis {bi liE n.
The following a,e equivalent.

(a) A is flat.

(b) V{k l , ••• , k n } ~ K, 3f: F -+ K such that f(k;) = k i Vi, I ~ i ~ n.

(c) "Ix E K, 3f: F -+ K such that f(x) = X.

PROOF. A is flat <='* KI =. K (J FJ, V left ideals 1<='* ("1'1' ••• ,'n El, Lbi'i E

K'* Lbi'i =. Lkisj for some {ki } ~ K, {s;1~ I).

(b) '* (c) is clear.

(c) '* (a). If Lbi'i E K with {'i} .s; I and 3f: F -+ K such that f(Lbi'i) =

Lbi'i' then L bi'i = Lf(b;)'i so KI"2 FI (J K and we have equality, implying A is flat.

(a) '* (b). If A is flat and {k I' ••• , k n } C K, let k i = Lbj 'ji and 1= Li,jR 'ji .

Then {ki} ~ K (J FJ '* {ki} ~ KI '* 3{lk} ~ K and {skj} C R such that ki = Lklk(Ljsk;'ji)'

Vi,l ~i~n. Define f:F-+K by f(b) = Lklkskj . Then f(ki ) = f(Lb/ji ) =
LjLklkskj'ji = k i for all i.

CoROLLARY 1.34. If F is f,ee and 0 -+ K -+ F -+ A -+ 0 exact with A flat, then

K is flat.

PROOF. Let LXi'i=O,xiEK. Let f:F-+K,f(xi)=xi,Vi. Then if Xi=Lbjsji ,

Li,jbjsji'i = 0, so LiSji'i = 0, and xi = Lf(bj ) Sji .

If P =EBiE FiR~ K -. 0 is exact, P free on {ci liE I}, then LCi'i E ker v =
LV(Ci )'i =. 0 = 3d j E P such that v(ci ) = L;v(dj )Sji and LiSji'i = 0 for some {Sji} ~ R.
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Then ci-'f,jdjsjiEkerv Vi, and the map g:P4okerv,g(c)==ci-'f,jdjsji satisfies

g('f,ciri ) == 'f,iciri - 'f,j,idjSji'i == 'f,iciri - 'f,jdj • 0 = 'f,ciri , so K is flat by Theorem 1.33.

THEOREM 1.35. Let R be a ring. The following are equivalent.

(a) Vx ER. 3aE R, xax == x.

(b) R is regular in the sense of von Neumann.

(c) Every countably generated right ideal I is of the form 1== 'f,iEo: eiR where

{ei liE a} are orthogonal idempotents and a is an ordinal « w.

(d) Every R-module is flat.

PROOF. (a) '* (b). If xax = x, then e == xa is idempotent and eR == xR, so every

cyclic ideal is generated by an idempotent. By a simple induction, it is enough to show that

every ideal eR + fR == eR EB gR where g is an idempotent orthogonal to e (so e + g is

also idempotent). Clearly eR + fR == eR EB (1 - e)fR. Let h == h2 , hR == (l - e)jR. Then

h(l - e) == g is an idempotent orthogonal to e and (l - e)jR == gR.

(b)'*(c). Let I=='f,';OxiR,Nk=='f,~==lXiR. By (b), N k is a direct summandof

R, Vk, so N k is a direct summand of Nk+ l' say N k + 1 == N k EB L k . Then I == No EB

L 1 EB L 2 EB •••. The orthogonal idempotents are obtained as in (a) '* (b).

(c) '* (a). Vx ER, xR == ffiiEQeiR, and, since x is in a finite sum, 'f,~Oeiri' a ==

n + I and xR == eR for e == 'f,7==oei idempotent. Then 3a, xa == e, so x a x == ex == x.

(b) '* (d). Let F be a free R-module, K a finitely generated submodule of F

Then K is contained in a finitely generated direct summand of F, say ffi 7== 1Ri' If n == 1,

K is a direct summand of R and so of F Now assume any finitely generated submodule

of ffi7- 1Ri is a direct summand. Then 1Tn :K 4 Rn has finitely generated image 1, so

Rn == I EB L for some Land K == K n ffi7- 1Ri EB K' since I is projective. Then

Kn EIJ7-IRi isfinitely~enerated,soffi7-1Ri==KnEIJ7-1RiEBM, and EIJ7Ri=

K EB L EB M. Thus if K ~ F and {k I' ••• , k n } ~ K, 3 a projection F 4 K fixing each

k i , so F/K is flat by Theorem 1.33.

(d) '* (b). Vx I' •.• , x n ER, 3/: R 4 'f,7==lxiR fixing each xi' This is clearly a
projection onto a direct summand.

THEOREM 1.36. Let FB be flat, BCA' EA finitely generated (resp. finite~y presented).

Let v: F OOB HomA (E, C) 4 HomA (E, F OOB C), vex 00 A) (e) == x 00 A(e), Vx E F, AE

HomA(E, C), e E E. Then v is I-I (resp. a bijection).

PROOF. Let L 1 4 Lo 4 E 4 0 be an exact sequence with Lo finitely generated

free and L 1 (finitely generated) free. By one-sided exactness of Horn and 00, we have

exact rows in the commutative diagram.

o --+ F OOB HomA (E, C) --+ F OOB HomA (L o' C) --+ F OOB HomA (L I' C)

lv lvo l v1

0--+ HomA(E, F®B C)--+HomA(L o' F®B C)--+ HomA(L 1, F®B C)
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Now if L o =EB7 xiA, then F 0 8 HomA (L o' G) ~ F 0 8 EB7 Horn (xiA, G) ~
F ® EB;G

i
~ EB 7(F 0 G)i ~ EB; HomA (Ai' F 0 G) ~ HomA (L o' F 0 8 G) and Vo is

the composition of these isomorphisms. Hence v is I-I. If, in addition, L I is finitely

generated so VI is an isomorphism, v must be onto.

THEOREM 1.37. Let O=No CNI CN2 C.·· CNk =M and O=Po CPI C

P2 C ••• C Pm= M in MR" Then

(a) [N;+(Ni+1 nPj+I))/[(Ni+1 nPj)+Ni ) ~

[Pj + (Ni + I n Pj+ I)) I [(Ni n Pj+ I) + Pj ) .

(b) One can insert modules between the N's and between the P's so that the

two resulting chains of modules {N;} and {P/} have the same length I and there is a per­

mutation a of the numbers from 0 to I -1 such that N;+IIN;~P~(l)+IIP'a(l)'

(c) If each Ni + IINi is simple, then m';;;; k.

Definition. If the condition (c) of Theorem 1.37 holds, 0 =No C NI c··· C Nk =M

is called a composition series for M and M is said to have finite length. (b) plus (c) to­

gether are called the Jordan-Holder-Schrier theorem. If M has a composition series, then

any two such have the same length and isomorphic factor groups.

§3. Basic commutative algebra

In this section, R will denote a commutative ring, and if R is noetherian, NR will

denote the category of finitely generated R-modules. Definitions and basic results will

occupy the first portion, and a discussion of unique factorization properties of regular local

rings the second portion.

Definitions. (a) A multiplicatively closed set S in R is a subset of R - {O} such

that x E Sand yES =* xy E S.

(b) An ideal I is called prime if \la, b E R, ab E I <==* a E I or bEl. Alter­

natively, I is prime iff R - I is mul tiplicatively closed. x E R is prime if xR is a prime

ideal.

(c) Let ME MR , rE R - {O}. r is called a zero divisor on M if 3x =1= 0 EM

such that xr = O.

(d) R is an integral domain = R has no zero divisors (on RR) = 0 is a

prime ideal. R is a unique factorization domain (UFO) if it is a domain such that every

element is a product of primes.

(e) Let S be a multiplicatively closed set of R. Define an equivalence relation

- on R X S by (r, s) - (r', s') <==* 3t E S such that t(rs' - r's) = O. Then the equiva­

lence classes under - form a ring R s under cl(r, s) + cl(r', s') = cl(rs' + r's, ss'),

cl(r, s) cl(r', s') = cl(rr', ss'). In R s every s E S is invertible, in fact i: R --> R s, i(r) =
(r, I) is a solution to the UMP
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where T is any ring in which f(s) is invertible Vs E S. cl(r, s) will be written rls or

rs- I. If P is a prime ideal, RR_P will be written Rp. If R is a domain and P = 0,

Ro is called the quotient field of R.

(f) For M E MR' S a multiplicatively closed set in R (P a prime ideal), then

M(S) (M(p)) will denote the R s (Rp) module M OR R s (M OR Rp).

(g) Let R be a ring. M E MR , I an ideal of R such that nn':o I" = O. Then

{Mi" In E w} is a basis for neighborhoods of {a} in the I-adic topology on M. The com­

pletion M of M is the completion with respect to this topology, that is, the set of equiva­

lence classes of sequences {a j liE w} such that VnEw, 3NEw, aj - aj E Mi", Vi, j > N.
R is a ring, called the completion of R. If R is local, R is called complete if it is com­

plete in the M-adic topology, where M is its maximal ideal (assume ()~=o M" = 0).

(h) x ER (I f. R) is nilpotent if 3n E w, x n = 0 (I" = 0). I is nil if x E

I ~ x is nilpotent.

PROPOSITION 1.38. R s is R-flat.
v

PROOF. Let F~Rp->O be exact, F free on {bj},bj->a j . If~ajri=O,ai=

u j Iv j , let W = nv j , wi = nj*i vj ' Then ~W-I ui wjrj = 0 so for some t E S,

t(~Uj wjrj) = O. Let v (d) = (tw)-I. Then b j - dtwju j E ker v and the map b j -> b j ­

dtwju j from F to ker v fixes 'f,b/ j , so R s is flat by Theorem 1.33.
v

THEOREM 1.39. R ~S -> 0 exact in Ab, v a ring homomorphism ~ 3 1-1

correspondence between ideals of S and ideals I of R with I J ker v. Prime ideals cor­

respond to prime ideals.

THEoREM 1.40. Let S be a multiplicatively closed set of R, P an ideal in R.

(a) P prime ~ p(S) prime.

(b) P maximalin {IR f. R R I[(I S = f/)} ~ P prime.

(c) P (J S = QJ ~ p(S) is a proper ideal of R s .

(d) If P is prime, Rp is local with unique maximal ideal p(P), and V prime

ideals Q1 of=-Q2 f.P, QI(P) of=- Q2 (P)'

PROPOSITION 1.41. Let ME MR' I a maximal element of {(O:a)laEM- {O}}.

Then I is prime.

PROPOSITION 1.42. Let Pi' P2 ' •• , 'PIl be ideals of R, P j prime for i> 1, I a

subring of PI U P2 U ••• uP". Then If. Pj for some i.

THEOREM 1.43. Let R be noetherian, ME NR = {MR IMR finitely generated},

Z(M) = the set of zero divisors on M. Then

(a) Z(M) =U~OPj' Pj prime,

(b) P prime 2 (0 :M) implies P 2 Pi for some i.

(c) I f Z (M) ~ 30 of=- m E M, ml = O.

THEOREM 1.44. Let P be the set of all prime ideals of R.

(a) npE pP is nil, and if R is noetherian it is nilpoten t.

(b) Unions and intersections of chains in P are again in P.
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Definitions. (a) Let P be a prime ideal of R. Then let height P = ht P ;;;;. n <=~

there exists a chain of prime ideals P = Po :::J PI :::J .•• :::J Pn descending from P.

(b) The Krull dimension of R, dim R = sup {ht PIP a prime ideal of R}.

A priori there seems to be no reason why ht P should be finite. In the non-noetherian

case it may not be. Even in the noetherian case dim R need not be finite. However, if R

is local and noetherian it must be.

THEOREM 1.45 (PRINCIPAL IDEAL THEOREM). Let R be a noetherian ring, x ER,

P minimal in the set of primes containing x. Then ht P:( I.

PROOF. Note such a P exists by Zom's lemma (use 1.44 (b)). Now assume P"i!

Q -;;} U, Q and U prime. Localize at P and divide by U(P) to reduce to the case where

R is a local domain with maximal ideal P and Q is a prime C P missing x. R/xR

has only one prime ideal, namely P/xR, which must therefore be nilpotent. Since R/P

is a field and R is noetherian, this implies P/xR has a composition series and so d. c. c.

Let Q(k)= {rER13y $. Q. yr E Qk}. By the d.c.c., xR + Q(k) = xR + Q(k+l) for

some k. ThenQ(k) = XQ(k) + Q(k+ I) so Q(k) = Q(k+ I) by Nakayama's lemma. Now

localize at Q. Then (Q(Ql = Q~Q\ = (Q(Q»)k+' which, by Nakayama's lemma, implies

Q(Q) = O. Since R is a domain, this implies Q = O.

THEOREM 1.46. If I =x, R + ... + x nR and P is minimal in the set of primes

containing I, then ht P :( n. \IQ prime -.2. I. ht Q/I in R/I;;;;' ht Q - n.

PROOF. Let Q prime "2 I, Q:::J Q, :::J .•. :::J Qk a chain of primes of length ht Q.

Assume x, E Qi- , ' x, $. Qi for some i < k. Then Qi-' is not minimal over Qi+ 1 +
x IR by Theorem 1.45, so there exists a prime Pi such that XI E Pi and Qi- 1 :::J Pi :::J

Qi+ I' Hence we may select a chain such that XI E Qk- I' Now use induction in R/x, R.

Note particularly that for any prime P of height k and x E P, ht P/xR in R/xR

is either k or k - I.

CoROLLARY 1.47. If R is local and noetherian, then dim R = n < 00, where n:(

the minimal number of generators for the maximal ideal M.

Definition. A commutative local noetherian ring R with maximal M such that

dim R = minimal number of generators for M is called a regular local ring.

Regular local rings arise as the local rings of regular points in algebraic geometry.

Roughly speaking, such a point has precisely the correct number of defining relations near

it. For a long time, evidence and results in special cases led to the conjecture that such

rings were unique factorization domains (UFD's) and every localization at a prime was regu­

lar. The dimension theory of Chapter 2 had its greatest triumph in proving both of these

conjectures. I would like to sketch a proof up to the point where homological dimension

comes in, and take the topic up again in Chapter 2, §3.

LEMMA 1.48. Let R be noetherian, I an ideal of R. Then 3 a finite number of

prime ideals PI' ••. , Pn "2 I such that 1"2 n~ 1 Pi' Every prime containing I contains

one of the Pi' Hence, there are only a finite number of primes minimal over I.
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ThEOREM 1.49. A local noetherian ring R with maximal ideal M is regular local

= 3x E M - M2 such that R/xR is regular local and xR properly contains some prime

ideal. Regular local rings are domains.

PROOF. If R is regular local of dimension n and x EM - M2, then M* =M/(xR)

is generated by n - I elements and has height n - 1 by Theorem 1.46, so is regular local.

By Lemma 1.48, the set of primes minimal over 0 is finite, say {Pi 11 ~ i ~ n}. If

M-M2S;U~lPi' then MS;M2UU7=lPi so MS;Pi for some i. Then dimR=O

and R is a field. Otherwise, we may pick x$. U 7=lPi' By induction, R/xR is a domain

so xR is prime, but not minimal. For any prime PS; xR, xP =P so by Nakayama's

lemma P = O.

I[ x E M - M2 such that R/xR is regular local of dimension n - I and xR :::J P,.,...
P prime, then M is generated by n elements and ht M ~ n, so R is regular local.

ll:MMA 1.50. A domain R is a UFD = every nonzero prime ideal contains a

prime element. If R is noetherian this is true ~~ eve!}' height 1 prime is principal.

ll:MMA 1.51. A domain R is a UFD ~ R s is a UFD for every multiplicatively

closed set S. The converse is also true if R has a. c. c. on principal ideals.

Definitions. (a) Let R be a domain. A fractional ideal I of R is a submodule of

Q = the quotient field of R such that xl S; R for some x ER.

(b) If I is a (fractional) ideal of the domain R,r l = {xEQlxIS;R}.

(c) I is called invertible if Ir 1 = R.

Since Q is the injective hull of R, r 1 = Horn (I, R). By the dual basis lemma, I is

invertible, i. e., 1 = ~ (Xi ~j , (Xi E I, ~i E r 1 = I is finitely generated projective (i. e. {(Xi}

generating I and {~i} S; r 1 satisfy ~(Xi~iX = x, Vx E I). Then I invertible ~ Is in­

vertible for all multiplicatively closed S.

I[ R is local and I invertible, then I must be free and so principal. In general,

however, invertible ideals are not principal. Let R = Z [..[=5 1" 1= (4 +~)R + 3R.

Since (4 +~)R n Z = 21 Z, I -=1= R, and 3 has no proper factors in R so I is not

principal. But (4-Fs)/3 and 2 Erl
, and 1= ((4-H)/3)·((4+H)/3)-2.3.

ThEOREM ! .52. Let R be noetherian, M a finitely generated R-module. Then M

is projective = M(p) is a projective Rp module V maximal ideals P.

PROOF. If M is projective, say M EB Q= F with F free on n generators, then

M(p) EB Q(P) = F(p) = EB7Rp by the properties of ®R'

Now let M(p) be projective for all maximal P. By 1.36, Rp ®R HomR(M, F) "'"

HomR(M, Rp ®R F), VFE RM since M is finitely presented. But

HomRp(M ®RR p, Rp ®RF) "'" HomR(M; HOITnjRp , Rp ® F)) "'" HomR(M, Rp ®RF),

so M ® Rp is R p-projective ~~ Rp ®R Horn R(M, ) is exact. Let A ~ B ~ 0 be ex­

act, Horn (M, A) ~ Horn (M, B) ~ L ~ 0 also exact. Tensoring with Rp, we see L(p) = 0,

V maximal P. Let 0 -=1= x EL. By Zom's lemma, 3 an ideal maxiJml in {I -;} (0: x) 11 $. I}
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which is a maximal ideal P of R. As for Rp. L(p) can be identified with equivalence clas~es of

L X (R - P) under (I. s) ~ (I', t) <=~ 3u $. P with (It - z's)u = 0, where (I. s) corre­

sponds to I (3) s- I. Thus x (3) 1 = 0 in Lp = 3u $.P, xu = 0, contradicting P 2 (0: x).

We conclude L = 0 so Hom (M, ) is exact and M is projective.

In the special case that R is a domain and I a finitely generated (fractional) ideal,

there is a shorter proof that I is invertible if I(p) is for all maximal P. For if I-I I *' R

and P is a maximal ideal containing rlI. in Rp,I(p) is generated by a single element,

say Q:. Let Q:I'··· ,Q:k generate I. Then Q:i = Q:si x- I for some x $. P. Then

XQ:-IQ:. = S. ER, Vi, so XQ:-I Er I and x = XQ:-IQ: E Ir I C p. a contradiction.
I I -

lEMMA 1.53. Let R be noetherian. Then R is a UFD = Rp is a UFD for all

maximal P and invertible ideals are principal.

lEMMA 1.54. Let I be an ideal in a domain R such that I EEl F I ~ F2 for F I

and F2 finitely generated free. Then I is principal.

PROOF. Let F2 = EB~biR, F I =EB~ ciR, 0 *' Cl E I. Tensor with Q = the quo­

tient field of R.. Let ci = "'[, Q:ij bj , A = (Q: ij) an n X n matrix over R. bj = "'[, ~jk ck•

B = (~jk) an n X n matrix with column one from Q, other entries from R. Let "Iji be

the i, j cofactor of A. For j *' 1, ~ij = "IijI det A ER. Now bj = {3jl c l + "'[,~=2~jkCk

where ~j I Cl = C'Yil I det A)c I E I. Moreover, I = "'[,7= I ("Iil Idet A)c I R since this is the

image of the projection of F 2 on I. Then I=cl/detA("'[,~I"IilR),and "'[,Q:Ii"lil/detA=1.

But det A -IQ: li is just the cofactor of B obtained by deleting column 1 and row i, and

so in R. Thus "'[,7= I "Iil R = R.

ThEOREM 1.55. A regular local ring R is a unique factorization domain and Rp is

regular local for all prime ideals P.

PROOF MODULO HOMOLOGICAL DIMENSION RESULTS. If dim R = 0 or I, R is a

field or a discrete valuation ring and the theorem holds. Now assume it holds for all regular

local rings of dimension < dim R.

Let x EM - M2 , T = R [1 Ix l, the subring of Q generated by Rand 1Ix. Then

R is a UFD = T is. Any localization of T at a maximal ideal P is a localization of R

at a prime ideal whose height is less than dim R, so each Tp is a UFD by the induction

hypothesis. Hence we need only show that an invertible T-ideal I is principal. Tllis fol­

lows from Lemma 1.54 if we can find free T-modules F I and F2 such that I EEl F I =
F2 . We will return to this when we have the machinery to do so. (See Theorems 2.33 and

2.34.)
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CHAPTER 2

Homological dimensions

§ I. Definitions of various dimensions, Ext, and Tor.

Let A be an arbitrary Grothendieck category with enough projectives and injectives. The

typical example one has in mind is RM (or MR), the category of unitalleft (right) rmdules

over a ring R with I, but there will be references to others such as AbC= the category of

additive functors from a small additive category C to the category of abelian groups Ab
(morphisms are natural transformations) and Spec (R M) obtained by inverting all essential

monomorphisms in R M. Definitions and theorems will usually be stated for A if they

hold there, even though proofs in some cases will be elementwise and so require modifica­

tion to be valid for A.

Definition. A short projective resolution (s.p.r.) of M E A is a short exact sequence

(s.e .s.) 0 -+ K -+ P -+ M -+ 0 where P is projective. A projective resolution (p.r.) of M is an

exact sequence

where Pj is projective for all i E w.

A short injective resolution (s. i. r.) of M is an s. e. s. 0 -+ M -+ E -+ F -+ 0 where E

is injective. An injective resolution (i. r.) is an exact sequence

O-M-Eo-EI-ooo-En-o"

where each Ej is injective.

Note each p. r. (i. r.) is just a family of s. p. r.'s (s. i. r.'s) of appropriate modules.

Definition. Let A, BE A. Write A - B if there exist projective modules PI and

P2 such that A EB PI ~ B EB P2 . Dually A -j B if there exist injective modules El and

E2 with A EB E I ~ B EB E2 .

LEMMA 2.1. - (resp. -) is an equivalence relation on A.

PROOF. 0 is projective and A EB 0 ~ A EB 0 so A-A. A - B =;. B - A by def­

inition of -. If A EBP I ~ B EBP2 and B EBP3 ~ C EBP4 , then A EBP
I

EBP3 ~

B EBP2 EBP3 ~ C EBP4 EBP2 so - is transitive. The proof for -j is identical.

Notation. Let [A] ([A] j) denote the eqUivalence class of A under - (-J
PRoPOSITION 2.2 (SCHANUEL'S LEMMA). Let 0 -+ K -+ P ~ A -+ 0 and
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,

o~ K' ~ p' ~ A ~ 0 be two s. p. r. sof A. Then K EB p' :::::: K' EB P (the dual proposition

holds for s. i. r's).

PROOF. Consider

The maps (3 and 'Y exist, making the diagram commute since P and p' are projective.

Let

1> =

1/1=

1): PEBim Kt ---* p' EB im K,
-'Y

(
'Y 1): P' EB im K ---* P EB im K' .

1 - {3'Y - (3

One verifies that 1> and 1/1 have the desired codomains and 1>1/1 and 1/1 1> are the appropriate identities.

CoROLLARY 2.3. If 0 ~ K ~ P ~ M ~ 0 is an s. p. r. of M, set K (M) = K. Then

[K] is independent of the s. p. r. used and of the representative of [M] used. For s. i. r.' s

O~M~E~F~O, set J(M) = [FL.
PROOF. That [K] is independent of the resolution is from Proposition 2.2. Since

for P' projective 0 ~ K ~ P' EB P ~ p' EB M ~ 0 is an s. p. r. of p' EB M, [K] is indepen­

dent of the representative of [M] used. Intuitively this says K is a function from equiva­

lence classes of modules to equivalence classes.

Notation. Set Ko (M) = [M], K;(M) = K(K;_I(M)), Jo(M) = (Ml;, J;(M) = JU;-I(M»).

We will ignore any set-class logical problems in this definition-we do not need actual func­

tions, just a language.

Definitions. (a) The weak dimension of 0"* MER M or MR , w. d. (M), is the

smallest nEw such that Kn(M) is flat, or 00 if no such n exists.

(b) The projective dimension of M"* 0, p. d. (M) or p. d'R (M), is the

smallest nEw such that Kn(M) is projective or 00 if t such an n.

(c) The injective dimension of M"* 0, i. d. (M), is the smallest nEw such

that In(M) is injective or 00 if J such an n.

(d) The global- dimension of A, gl.-d. (A) = sup {-d. (M)IME A} where

is w, p, or i.

(e) The - dimension of °= - 1.

Remarks. (i) p.d.(EBA;)= sup p.d. (A), w.d.(EBA;)= sup {w.d. (Ai)}.

(ii) If P is projective, A c;;..P, PIA not projective, then

p. d. (PIA) = p. d. (A) + 1.
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If, in addition, P/A is not flat, and A = R M or MR , then

w. d. (P/A) = w. d. (A) + I.

Finally, if A t; E, E injective, A not injective, then

i. d. (A) = i. d. (E/A) + I.

There is an alternate way of arriving at the various dimensions in terms of derived

functors Ext (and To~ in the case of R-modules). It is messier to get at, but in many

cases easier to work with. We will use both approaches simultaneously.
Cl Cl n _ I

Definitions. (a) A complex ~ is a sequence of maps .•. -+ An ~ A n_ 1 -----+ •••

where an_Ia n = 0, Vn. The nth homology group of the complex is the quotient Hn =

ker an/iman+ ,. (If the arrow points toward increasing n, we call it cohomology and

write Hn = ker an/iman_ I .)

(b) If ~ and SB are complexes, a complex map f: ~ -+ SB is a family of

morphisms f n : An -+ Bn such that

commutes Vn.
<;If f g

(C) A short exact sequence of complexes 0 -+ a ---+ SB ---+ ~ -+ 0 is a commu-

tative diagram with exact columns

o
1
A

n
_

1
---+ •••

1
B

n
_

1
---+ •••

1
C

n
_

l
~ •••

1
o

Note. If f: ~ -+SB, f induces a map Hn(W.) -+ Hn(SB) since f(aA n) ~ ~(fAn) and

f(ker a) ~ ker ~.

f m g
THEOREM 2.4 (THEOREM OF THE LONG EXACT SEQUENCE). Let 0 -+ ~ ---+ '<J ---+

~ -+ 0 be a short exact sequence of complexes. Then there exists an exact sequence

e f g e
... ---+ Hn+ I (~) ---+ Hn (W.) ---+ H" lr;s) ---+ Hn (~) ---+ Hn_ 1 (~) ---+ •••

(rel'erse subscripts for cohomology).

PROOF. We will drop the n in our functions .. Although the proof will be for MR.
the theorem is true in any abelian category. We define () as follows.
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For x E ker "I, x == gb for some b E Bn+ l' Then x == gb' <=~ b' == b + fa for some

a E An +I' Since "1gb' == 0 =g{3b', (3b' == f(a') for some unique a' E An' Now {3b - {3b' ==

(3fa == few) so (3b == f(a' + w) and x -+ a' is a well-defined function from ker "In + I -+

An/im a. Moreover faa' = {3fa' = (3{3b' == 0 so a' E ker a and 8: x --> a' + im a E Hn(A)

is a well-defined function which is clearly an R-homomorphism. Let 8(x) = O. a' = ac <=~

{3b' = fac == {3fc = b' - fe E ker {3 <==0> X = gb' - gfc E g (ker (3). Now if x = "IU for some

U E Cn+2 , then U = gv for some v, so "IU == "Igv == g{3v E g(ker (3) so im "I ~ ker 8

and 8 defines a map Hn+ 1«(£) -+Hn(~) whose kernel is g(ker (3).

Since fa == (3f, f(ker a) ~ ker (3 so f induces a map f l : ker a --> Hn(~)' For x E

kera, let flx=O in Hn(~)' Then fx={3b for some bEBn+1' and 8gb =x +ima

since "I(gb) = g{3b = gfx = O. Since fay = (3fy, f(im a) ~ ker (3, ker f 1 = im 8 + im a and

f 1 induces a map: Hn(~) -+ Hn(~) with ker = im 8.

Since g induces a map: ker {3 -+ ker "I, g induces a map g I : ker (3 --> Hn( (£). x E

kergl =gx="IC for some cECn + 1 <=~gx="Igv=g{3v for some vEB,,+1 =

g(x - (3v) = 0 <==0> X - {3v = fw for some wE A n+ I = X E im f + im (3. Hence gl in­

duces a map: Hn(~) -+ Hn«(£) with ker = im f
We have already seen in one higher dimension that ker 8 = im g.

Definition. Let M EA,

a projective resolution of M, F an additive function: A -+ Ab. Let m be the complex

... -F(Pn)-F(Pn_
1
)_ .. • -F(Po ) ----+ 0

(or 0 --> F(Po) -+ F(P I ) - ... - F(Pn) -'" if F is contravariant). The nth left

(right) derived functor of F, LnF(M) = Hn0J)1.) (RnF(M) =Hn Cm) in the contravariant

case). If 0 -+ M -+ Eo --> El -+ ••• is an injective resolution of M, and 91 is the com­

plex 0 -+ F(E0) -+ F(E I) -+ '" -+ F(En) -+ ••• , Hn(91) will also be called RnF(M).

THEOREM 2.5. LnF ~F) is a functor: A -+ Ab.

PROOF. We will treat only the L n case, the Rn case being dual. We must first de­

fine Ln(F) (f: A -+ B) and then show that the particular resolution used is irrelevant.

Let f: A -+ B,
cm d n
:JJl= .•• -.p - • ... -P -A - 0

nO'
d'

91 = ... - Qn ~ ... - Qo - B - 0

be projective resolutions of A and B respectively.

Consider the diagram

Po -A

i fo if
Qo -B- O.
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Since Po is projective, 310 :Po -+ Qo' making the diagram commute.

Assume we have maps f i :Pi -+ Qi' 0 ~ i ~ n - I, such that

Pi ---+ Pi-I

lli lli-I

Qi ---+ Qi-I

commutes for all i ~ n - I. Set Ki+ I = ker (Pi -+ Pi- I)' K'i+ I = ker (Qi -+ Qi- I)' Then

In _ 1(Kn) s;;;, K~ and one has a diagram

Pn~Kn

: 1
i' I

Qn ~Kn~O

by the projectivity of Pn which makes

Pn ~Pn-I

1fn 1fn
-1

Qn ~Qn-I

commute. By induction one has a complex map r: 9n-+'R.
Consider the complex maps

F(d n )
"0 ------+ F(Pn)->- ... ------+ F(Po ) ------+ 0

1F(fn) , 1F(fo)
D(d n)

•• , ------+ F(Qn) ---> ... ------+ F(Qo ) ------+ O.

By commutativity F(fn) (ker F(dn» s;;;, ker F(d~), F(fn)(im F..(dn + I » s;;;, im F(d~) so

F(fn) induces a map of homology Ln(F) (f) : Ln(F)(A) -+ Ln(F) (B). We observe that

Ln(F) is formally additive.

Let us assume that we have two complex morphisms f', g : 9.n ------+ ~ extending f
Then f' - g = h is a complex morphism extending 0: A -+ B. We will construct maps

ui : Pi -+ Qi+ I

d n•o. -----+ P -----+ P -----+ 0" -----+ P -----+ P ) A -----+ 0

U + I "1
n

un "1/1 - I "1
1

U I "1
0

uo=o, '1/I,' h,' h "h,' h" 0, n, n-I , J, 0,
" ~,"

"" "" ,/ "" 0<'
00' -----+ Q - Q _ '" ----+ Q -----+ Q ) B -----+ 0

n d~ n- 1 J 0

with the property that u/ldn + d'n+ lU n+ I =hn · Since d~ho =0, hoPo <;, im d'J'

Hence 3U I : Po -+ Q1 with d> I = ho ' Now assume ll i has been defined for 0 ~ i ~ n.

Then

d~(hn - u'ldn) = d~h/l - d~undn = hn_,dn - d;,undn

= (un_1dn_ 1 +d~un)dn-d>/ldn = 0
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so hn - undn : Pn -+ im d~ + l' Then by projectivity of Pn we get

.Pn

un + I • 1hn - undn
.c' d n + 1 ,

Qn+l~ K n + 1

33

so we get our family of u i by induction.

Then F(hn) =F(un)F(dn ) +F(d~+l)F(un+l)' and F(hn)!kerF(dn ) =

F(d~+l)F(un+l)' so on LnF(A),-F(hn ) induces the zero homomorphism. Thus Ln(f)

is independent of the lifting of f along 9)1. Clearly LnF(fg) = LnF(f)LnF(g) and

Ln(lA) = lLn(A)'

Now let ~ and :n be two distinct projective resolutions of A. IA induces a map

1/>: LnF(A; 9)1) -+ LnF(A; 91) and a map tJ;: LnF(A; 91) -+ LnF(A; 9)1) where the nota­

tion indicates the resolution used to calculate the derived functors. The compositions rptJ;

and tJ;1/> are also induced by the identity: m-+ mand 9)1-+ 9)1 and so are the identity of

their respective domains. Hence L n F(A) is independent of the resolution.

LEMMA 2.6. Let 0 -+ A -+ B -+ C -+ 0 be exact,

9)1= ... --+p --+···--+P --+A-OnO'

m= ... --+Qn --+ .•• --+Qo --+ C -- 0

projective resolutions. Then there exists a projective resolution

D="'--+T --+"'--T --+B--+On 0

of B such tmt 0 -+ m-+ D -+ m-+ 0 is exact.

PROOF. Assume we have a commutative diagram with exact columns

Then
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o 0

1 1
Pn - kerdn_ 1 - 0

1 1
P Efl Q - - - - -+ ker tn n "n-I

7TZ 1 }/" 1
Q

,. ,
n-kerdn_1 -0

1 1
o 0

is easily seen to be exact. Since Qn is projective, there exists €; Qn -+ ker tn _ 1 making

the diagram commute. Then €; Qn -+ ker tn _ I and Pn -+ ker dn _ I -+ ker tn _ I induce a

map tn :Pn Efl Qn -+ ker tn _ I so that the diagram commutes. tn is epic since im tn 2
im (ker dn _ I) and Pn Efl Qn -+ ker tn _ 1 -+ ker d~_ I is epic. Induction completes the

proof.

'THEOREM 2.7. Let 0 -+ A -+ B -+ C -+ 0 be an s. e. s., F an additi!le functor A-+

Ab. Then there exists a long exact sequence

'" -+ L n + IF(C) -+ LnF(A) -+ LnF(B) -+ LnF(C) -+ Ln_1F(A)

-+ ... -+ LoF(A) -+ LoF(B) -+ LoF(C) -+ 0

(or 0 -+ ROF(C) -+ ROF(B)·~ROF(A) -+ R1P(C) -+ ... -+ RnF(A) -+ R n + (F(C) -+ ' •• ).

PROOF. Let 0 -+ ID1 -->.0 -+ 91-+ 0 be an exact sequence of projective resolutions

of A, Band C as in the lemma. Since each Qn is projective, each column 0 -+ Pn -->

Tn -+ Qn --> 0 is split, so 0 -+ F(Pn) --> F(Tn) -+ F(Qn) -+ 0 is split exact. Apply the

theorem of the long exact sequence to the exact sequence 0 -+ FOR n;;' 0) --> F(.on;;, 0) -->

F(91 n ;;,o) -+ O.

Definitions. (a) RnHomA ( , B) (A) = ExtA (A, B).

(b) L n (®R B)(A) = Tor;;(A, B).

PROPOSITION 2.8. If A is projective, L nF(A) = 0, \/n ;;;, 1 (if A is injectille,

RnF(A) = 0, \/n ;;;, 1).

PROOF. 0 -+ Po = A --> A --> 0 is a projective resolution of A so LnF(A) is the

nth homology of 0 --> FA -+ O.

THEOREM 2.9. Ext~JA, B) = A(A, B), Ext~(A, B) = coker (A(P, B) -+ A(K, B»,

T0~(A, B) = A ®R B, Torf(A, B) = ker (K ®R B -+ P ®R B) where 0 -+ K --> P -+ A --> 0

is a s. p. r. of A. Moreover,

and these isomorphisms are nalural.

PKOOF. By the one-sided exactness of Horn, for 0 -->- K -->- P -+ A --> 0 exact.
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ExtA(A, B) == ker (A(P, B) -+ A(K, B)) = A(A, B).
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o --+ A(A, B) --+ A(P, B) --+ A(K, B) -- ExtA(A, B) -- ExtA(P, B)

-- ••• --+ Extr 1 (P, B) -- Extr 1 (K, B) -- ExtA(A, B) -- ExtA(P, B) -- •..

is exact. By Theorem 2.8, ExtA(P, B) = 0, Vn ;;;;. I. Checking through the construction of

the connecting homomorphism e gives naturality. The theorem for Ext follows. The

proof for Tor is dual.

We note that Extn(A, B) is also functorial in B, with composition with f inducing

Extn(A, f). This will be used in the next section.

CoROLLARY 2.10. p. d. A ,;;:; n <=> Extr I (A, B) = 0, VB EA. w. d. (A)';;:; n <=>

Tor;;+ 1(A, B) = 0, VB E R M.

PROOF. A is projective ~=> 0 -+ K -+ P -+ A -+ 0 is split exact ~=> VB, 0 -+

A(A, B) -+ A(P, B) -+ A(K. B) -+ 0 is exact (take B = K for one direction) ~=> ExtA(A, B) =

0, VB. Since Ext~t 1 (K lA, B) ~ Extn(A, B), the statement for all n follows by induction.

By Theorem 1.32, A is flat <=> 0 -+ K -+ P -+ A -+ 0 is pure exact <=> 0 -+ K ®R B-+

P ®R B is exact VB <=> Torf(A, B) = 0, VB. Now use induction as above.

We note that, by the long exact sequence for Ext (Tor), B is injective (flat)

<=> ExtA(A, B) = 0, VA (To~ (A, B) = 0, VA) since for any exact sequences 0 -+ U -+ V-+

W -+ 0, 0 -+ A(W, B) -+ A(V, B) -+ A(U, B) -+ ExtA(W, B) is exact and ExtA(A, B) is the

cokernel in such a sequence. Torf(W, B) -... U ®R B -+ V ®R B -+ W ®R B -+ 0 is exact

and Torf(W, B) is the kernel of such a sequence.

Definition. (a) EA(A,B)=RnHomA(A, )(B),

(b) Tn(A. B) = Ln(A ®R -)(B).

THEOREM 2.11. EA (A, B) = ExtA (A. B), P';(A, B) = Tor;;(A, B).

We will prove this theorem in the next section. For the moment we just note some

consequences of it.

Remark. This theorem gives an easier way to remember 2.10. It says we can resolve

the second variable in Ext or Tor and get the same result as in the remark directly fol·

lowing Corollary 2.1 O.

CoROLLARY 2.12. gl. p. d. (A) = gl. i. d. (A), gl. w. d. (MR ) = gl. w. d. (R M).

PROOF. By Corollary 2.10, p.d. A ,;;:; n, VA ~=> ExtA+ leA, B) = 0, \lA and VB ~=>Er 1(A, B) = 0, VA and VB (use Theorem 2.11) <==> i. d. B ,;;:; n, VB (analog of Corollary

2.10 for EA)' The same proof works for weak dimensions.

Definition. gl. p. d. (R M) is called the left global dimension of R (I. g1. d. (R)), gl.

p. d. (M R ) is the right global dimension of R (written gl. d. (R) since in general we will

work in MR ). gl. W. d. (M R ) is called the weak global dimension of R. gl. w. d. (R)

is independent of sides.
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"

Remark. gl. w. d. (R):S;;; 1. gl.d. (R) since KnA projective => Kn(A) is flat.

§ 2. An alternative derivation of Tor and Ext.

The proof of Theorem 2.11 is very powerful, and indeed contains the heart of all the

information derived on Ext and Tor in § 1. We will illustrate this by a derivation of Tor

from scratch. We completely forget all work on derived functors and repeat those few por­

tions necessary to make this section independent. It is clear what arrows must be reversed,

kernels changed to cokernels, and projectives changed to injectives to make the same thing work

for Ext. Even Schanuel's lemma is unnecessary if we redefine KIA = {K E A13 an s. e. s.

°~ K ~ P ~ A ~ ° with P projective}.

Let A and B be abelian categories with enough projectives, and let (A, B> be a

right exact covariant functor from AX B~ Ab such that (P, > and ( ,Q > are exact

for projective P and Q. To simplify arguments, we will assume A and B are embedded

in Ab and we have a way of identifying isomorphic objects or selecting representatives of

isomorphism classes.

Let

9!! = °- K - P - A - 0,
ern A "" ""

:JJl = °- K - P - A - 0,

~ = °- T - Q - B - 0,

fu = 0- T- Q- B- 0,

be s. p. r.'s, and let a: A ~ A, (J :B ~ B. Since P~ A~ 0 and Q~ B~ 0 are exact

and P and Q are projective, we get a l and (JI such that the following diagrams com­

mute:

O-K-P-A-O

J a'l Ial 1a
A A A

O-K-P-A-O

O-T-Q-B-O

1(J'1 l(JI l(J

O-T-Q-B-O
Theorem 2.14 below will make sense out of the following notation. Set

Lo(A, B) = (A, B>,

L I (A, B) ~ ker (K, B> - (P, B»,

L 1 (a, (J) = the map induced by (a'I' (J> on

LI(A, B) to LI(A, B),

£I(A, B)= ker (A, T> - (A, Q»,

£t (a, (J) = the map induced by (a, (J'I > on

£I(A, B) to kl(A, B),
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L
2
(A, B)=LI(K. B),

L2(a,~) = L I (a'l ' ~),

h(A, B) =h (A, 1),

b(o:,~) =b(O:'~'I)'

and in general, for n;;;' 1,

Ln(A. B) =Ln_I(KIA. B) =Ll(Kn_IA. B),

Ln(O:,~) = Ln_l(O:'l'~)
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(or L I (O:n_ I'~) where O:n_ I is a "lifting" of 0: to Kn_ I A obtained by iterating the

construction of 0: 1)' L n is defined similarly using the second variable.

All of our diagrams will be finite. Our major diagram chasing is contained in the fol­

lowing lemma. The construction of <P should be carefully noted.

lEMMA 2.13 (THE SNAKE-A SHORT FORM OF THE LONG EXACT SEQUENCE). Given

a commutative diagram with exact rows and columns

o

0: 1 1 0:2

A

j
~l- A

j
;,~ p,~ 0

~l ~2

B l -B2 -B 3 - 0

19lr
l
Ig2r2 jg3

Cl -C2 -C3 -O

! ! !
000

then there exists an exact sequence

ri g'l '" f3 g3
ker 0: 1 - ker ~l -- ker rl - A 3 -- B3 - C3 - O.

PROOF. Clearly f l (ker a I) ~ ker ~ I ' g I (ker ~ I) S;ker ri' and since f 2 is monic

fll (ker ~I) ~ ker 0: 1 , This gives exactness at ker ~I'

Let x E ker r I' 3u, x =g I u. Any other preimage u' of x is of the form u' =
u + flY' Set ii = ~IU. Since gii = rlglu = 0, ii = f 2

v and then ~lu' = f 2(v + O:IY)'

Set <p(x) = a2v = 0:2(v + O:IY)' 1> is a well-defined function since we get the same values

of 1>(x ) regardless of the choices involved (u and y). It is clearly a homomorphism.

x E ker 1> '* 0:2V = 0 '* 3z, v = a l Z '* ii = {Jlfl Z '* U - f l Z E ker ~I '* x E

g I(ker (31)' Clearly epg'1 = 0 since for x E g I(ker (31)' ii = O. We thus have exactness

at ker rl'
f 31> = 0 since ~2ii = 0'* f3(0:2V) = O. If f3W = 0, 3v, w = a2v. Then
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{32f2V=O~3u,f2V={3lu and g2{3IU=O. Thus gluEkerT', and </>(glu)=X. This

gives exactness at A 3 .

ThEOREM 2.14. Ln and L are functors of two variables (independent of the resolu-
~n

tions and liftings of a and (3). Moreover, Ln is naturally isomorphic to !:n'
PROOF. The result is contained in one three-dimensional (finite) diagram (needed for 2.11

but omitted in § 1). For clarity we separate out the front face first. It is the commutative

diagram

o
f 3 l

(K, T) ----+ (K, Q)~ (K, B) ----+ 0

If4 I j ..... Wl f
l

u ...... U

o ----+ (P, T) -; (P, Q) ----+ (P, B) ----+ 0

1 x I 1
(A, T) ----+ (A, Q) ----+ (A, B) ----+ 0

I h 1 i
o 0 0

By definition,

L, (A, B) = ker fl'
f. I (A, B) = ker f 2 ,

!: I (K, B) =ker f J ,

L I (A, n = ker f 4 ,

By Lemma 2.13 we have a connecting epimorphism </>: ker f 2 --* ker f l with kernel O.

Hence </>: f., (A, B) ~ L, (A, B).

Now, ker f, is independent of 91, so ker f 2 is also. ker f 2 is independent of 9R,
so ker f, must be. That ker f 3 = ker f 4 is clear. Moreover, ker f 3 = f., (K, B) is inde­

pendent of T and ker f 4 = L, (A, n is independent of K, so L 2 (A, B) is independent

of both K and T (Le. 9R and 'R) and L 2(A, B)~LI(KIA, B)~ fl(KIA, B)~

LI(A, K1B) ~ fl(A, K,B) ~ f2(A, B).

We next take our basic diagram and insert the same thing with hats on behind it to get

a commutative parallelopiped. (The diagram is on the next page.)

The map L, (a, (3) is induced by (a'" (3) in the upper right-hand edge since

(a'I' (3) (L, (A. B)) f. ker «K. B) --* <P. B»). Likewise f I (a, (3) is induced by the lower

left-hand edge (a, (3', ). x --* u --* ii --* v --* w is the way </> was constructed. If ,. indi-

cates image in the back face, </>: f, (4, B) --* L, (..4, B) is obtained from ; --* u --* 8 --*

v --* wand commutativity of the diagram yields </> is natural; indeed, if ' indicates
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o

restriction of domain an d / 0 r range, <a', ' {3 >' = ep (a, {3', >' ep - '. Since (a, {3', > is independent

of the lifting 0'1 of 0', so is (0"1' {3>' = LI(a, (3), which is also independent of {3,. Sym­

metrically, L,(a, (3) is independent of {3, and of course of a,. Thus the theorem holds

for n = 1.

-----.. «(8)-0

(a'I,Y

(K, E) -----t-+
w

o

~ ~

(A. n - • <'4, Q> - - .. <.4,8)_0

<O',{3~> /," ~

("y 1...-
,/ ./

./ ./
X ..- /'

(A, T> ) (A, Q) • (A. E) 0
t ,

t 0 + 0 + 0

0 0 0

Now L z(a, (3) = rpf, (a', ' (3) r I (see top of diagram) and so is independent of {3\,

and fz(a, (3) = rp - ILl (a, (3'I) ep (left-hand face) is independent of a,. Since Lz(A, E)

and Lz(A, E) are naturally isomorphic to the same subgroup of (K, n, with maps induced by

(a'I' i3; >, L z is naturally isomorphic to L z . Indeed we have a whole string of natural isomorph­

isms L z(A, E) """ L I (K, A, E) """ L, (A, KI E) """ the corresponding barred functors.

By induction, one gets natural isomorphisms with or without bars

for 0";;; i + j < n.

LEMMA 2.15. Let 0 -+ A -+ A' -+ A -+ 0 be an s. e. s. Then there exists a simultaneous

projective resolution of this sequence, that is, a commutative diagram
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o 0 0
I I ~

o ---> K ---> P ---> A ---> 0

o---> k' ---> } ---> } ---> 0
.I. 1 1

o ---> R ---> P ---> A ---> 0
~ \ ~
000

with exact columns and s. p. r. rows.

PROOF. Given the projective resolutions 9J1 and

exists f: P ~ A' such that

'"since P is projective there

'"
€ P
// !

Ii ,.,

A'~A-O

commutes. Let p' = P EB P. P ~ A ~ A I and €: P~ A' induce a map p' ~ A' whose

image contains A and maps onto A. Therefore the image is A'. The sequence of kernels

K ~ K' ~ K~ 0 is exact by Lemma 2.13, and K ~ K' is the restriction of the monomor·

phism P ~ P' and so monic.

, '"
THEOREM 2.16. Let 0 ~ A ~ A ~ A ~ 0 be exact. Then there exists an exact se·

quence
f '"

••• ---> Ln(A. B) ---> Ln(A , B) ---> Ln(A. B) ---> L-n_, (A. B)
'" ,'"---> ••• ---> L,(A, B) ---+ (A, B) ---> (A, B) ---> (A, B) ---+ 0

and a corresponding sequence in the second variable.

PRoOF. Resolve simultaneously by Lemma 2.15 and apply Lemma 2.13 twice to the

diagram

-0

-0

0

•(P, B) ---> (A, B)

1
(P, B) ---> (A', B)(K', B) --->

1'0

o
o

<K., T>

t"

(K, T> 0

t
"'-... ~

(K, Q)

(/(', T> 1'----.. (K, B) -----+

~(K', Q) 10
l~

(K. B) -----+ <P, B) -----+ (A, B) - 0

)'0
o 0 0

Notice that r/>: ker (d, T> ~ (K, Q») ~ (K. B) has image contained in ker «X B) ~ (P, B») =

L, (A. B). This gives the result starting at n = 2. The rest of the sequence just iterates the

L 2 ,L, portion since Ln(A,B)=L 2 (Kn _ 2 A,B) and Ln_,(A,B)=L,(Kn_ 2A, B).
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§3. Elementary applications

We start with two proofs of

THEOREM 2.17 (GLOBAL DIMENSION THEOREM). Let R be a ring. Then

41

gl. d. (R)= sup {p.d. (R/!)IIR ';;;.RR}

= 0 or 1 + sup {p.d. (l)IIR ~;RR}'

PRooF NUMBER ONE. By Baer's criterion, ME mR is injective ~~ for all IR ~ RR'

o----+ HomR(R/I, M) ----+ HomR(R, M) ----+ HomR (1, M) ----+ 0

is exact = ExtMR/I, M) = 0 for all I. Since Ext~+ 1(R/I, M) "'" Extk(R/I, ]nM),

Ld. (M) ~n = Ext~+l(R/J, M)= 0, VI. Hence g1. d. (R) ~ n = Ext~+ 1(R/I, M) = 0, VI

and VM = p. d. (R/!) ~ n, VI.
Since 0 -+ 1 -+ R -+ R/I -+ 0 is exact and R is projective, either p. d. (R/!) =

p.d. (1) + 1 for SOIre 1 or every such sequence splits. In the former case, sup {p.d. (R/J)II~R}=

1 + sup {p. d. (l) I1 ~ R}, and in the latter R is semisimple artinian and so has global

dimension zero.

lEMMA 2.18 (AUSLANDER). Let M= U13<Q M13 , where a is an ordinal and

M13 ';;;. M'Y for {3 < r· Assume p. d. (M13 / U 'Y< 13 M) ~ k for all {3 < Cl'.. Then p. d. (M) ~ k.

(This lemma holds in any Grothendieck category with enough projectives.)

PROOF. If k = 00 there is nothing to prove, so we will use induction on finite k. If

k = 0, M13 / U'Y<I3M'Y is projective, so M13 = N 13 EB U'Y<I3M'Y' Let L13 = L'Y<13 N'Y , L o = 0,

Mo=No' Assume Lb is a direct sum for all o<{3 and Ub";;'YLb=EBb.,;;'Y Nb is equal

to M"(' Vr < {3. It is then clear that U'Y<I3L'Y = EB'Y<I3N'Y and so M13 = EB'Y";;13 N'Y' By

induction, M = U 13 <QM13 = EB13 <QN13 is projective.

Now assume the lemma for k - 1. For each {3, let PI3 -+ M13 be epic with P13 pro­

jective, and consider the projective resolution of M,

o----+ K ----+ EB13 <QP13 ----+ M ----+ O.

Set Q13 = EB'Y';;;I3PI3' K13 = K (J QI3' Then we have a directed family of exact sequences

(s. p. r.'s)

inducing s. p. r.'s

o ----+ L 13 ----+ P13 ----+ M13 / U'Y < 13 M'Y ----+ 0

where L13 is the projection of K13 to P13 ,L13 "'" K13 /U'Y<13 K'Y' Then p. d. (K13 / U 'Y<13 K) ~
k - I, so by induction, p. d. (K) ~ k - 1. Then p. d. (M) ~ k.

PROOF NUMBER TWO OF THEOREM 2.17. Let M = L13 <Qx13 R and set M13 =

L'Y";;l3x'YR. Then M13 / U'Y<I3M'Y is a quotient of x 13 R and so cyclic. Apply Auslander's

lemma.,

We note that the analog of the global dimension theorem for weak global dimension is
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a standard result. For, by Theorem 1.31, a module M is flat <=~ VI ~ R, 0 --+ M ®RI--+

M ® R R is exact <=~ Tot; (M, I) = 0, VRI ~ R.

We observe that a ring R has global dimension = 0 = R is semisimple artinian

= I. gl. d. (R) = 0 (Proposition 1.22). A ring R has w. gl. d. (R) = 0 <=~ R is von Neumann

regular (Proposition 1.35).

Not all useful abelian categories are modules over a ring. We give an application of

another category of global dimension = O.

PROPOSITION 2.19. Let A be a Grothendieck category of global dimension zero with

infinite direct products. Let V E I A I, R = A(V, U). Then R is a right self injective

regular ring.

PROOF. Let F be the functor A(V, ) from A to MR' Let X. YE IA I such

that for some indexing set T, there is an epimorphism f: EBiE TVi --+ X. where each

Vi ~ U Then we may take T = A(V, X) and f i = i: V --+ X. Let A E HomR (F(X), F(Y»

and g:EBiEA(u,X)Vi--+Y,glui=Aoflu( Let J be any finite subset of I,K=

ker f n EBiEJ Vi' Any subobject of EBiEJ Vi is a direct summand and so a quotient of a

direct sum of copies of U Let

a : V -. K ~ EB Vi ~ EB Vi'
iEJ iET

Then fa = 0 = ~ flu.a i , so ga = A(~f'u.ai) = O. By exact direct limits, ker f=
I I

~ 1=(7) ker Cl I EEl iEJ u) ~ ker g. Thus g = I/> 0 f for some 1/>, and A =F(I/». (In cate-

gorical terms, if U is a generator, then F is a full functoL)

Now let I be any finitely generated right ideal of R. Then there exists an epimor­

phism f: EB~l Ri --+ I, where EB~I Ri =F(EB~I V;), and an embedding v: I --+ R. By

the above, vf= F(I/» for some 1/>: EB~l Vi --+ U Since A has global dimension 0, im I/>

is a direct summand of U Then F(im 1/» = I is a direct summand of F(U) = R.

Now let M be any right ideal of R. Then

HomR (M, R) ~ HomR (lim I, R) ~ lim HomR (I, R)
-- <--

~ lim HomR(F(V), F(U» ~ lim A(V, U) ~ A(lim V, U)
<-- <----

where I runs over the finitely generated ideals of R contained in M and the V's are

some subobjects of U But lim V is also a subobject of V, hence a direct summand.--Thus the map A(V, U) = R --+ A(lim V, U) = HomR(M, R) is epic. By Baer's criterion, R
~

is right self injective.

PROPOSITION 2.20. Let R be any ring, M a (quasi) injective R-module, S =
HomR (M, M). Then SjJ(S) is a right self injective regular ring.

PROOF. We obtain a Grothendieck category Spec (MR ) and a functor F: MR --+

Spec (MR ) as follows.

ISpec (MR)I= IMRI, F(M) = M, VM EIMRI,
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Spec (MR ) (P, Q) = ~ (HomR(M. Q».
Mf.·P

That is, maps are maps from essential submodules of P to Q identified if they agree on an

essential submodule of P. F(f) is the class of f under this identification. F is a functor

since if g agrees with g I on N ~' Q and f agrees with f' on M~' p. then gf agrees

with g'f on r I (N) n M ~'P. In Spec (MR ), all essential monomorphisms are invertible.

Now let M ~ p. K maximal with respect to M n K = O. Then M EB K ~' p. so in

Spec (MR ), P "'" M EB K. Hence gl. d. (Spec (MR » = O. By Proposition 2.19, the ring

1\ = Spec (MR ) (F(M), F(M» is right self injective and regular. But M is (quasi) injec-

tive '* (~'*) "If: N --+ M. N c;;. M. f is induced by a map:M --+ M = S --+ 1\ is onto. Let a E

ker (S --+ 1\). Then ker a ~'M, and (I + a) Iker a is monic so I + a is monic, and

im (I + a) 2 ker a '* im (I + a) ~'M. Let (3: im (I + a) --+ M be the inverse of M--+

im (I + a). Then (3 is epic and extends to a monomorphism : M --+ M. This implies

M = im (I + a), and I + a is invertible. Thus a E J (S), ker (S --+ 1\) ~ J(S) and

J(1\) = 0 '* ker (S --+ 1\) = J($).

Of course this is not a complete proof of Proposition 2.20-it omits the very general

categorical result which implies that Spec (MR ) is Grothendieck with infinite products

(to insure existence of the necessary limits). Hence we will give a ring theoretic proof which

actually picks up what we need of the functor F: MR --+ Spec (MR ).

Let MR be (quasi) injective, S = HomR(M. M), S = SjJ(S), where - denotes the

natural map.

(a) Let N ~ M have no proper essential extensions in M. Then M =N EB K for

any K maximal with respect to K n N = 0 since a map 1T extending IN EB OK has

image an essential extension of N and kernel containing K and with 0 intersection with

N Hence 1T is a direct sum projection. We note that if K EB N = M and L ~ K has no

proper essential extension in K. then K = L EB K I by the same argument. (This is the

same argument used to get the injective hull.)

(b) Let I = {a E SI ker a ~' M}. As above, 1 + a is invertible Va E I Since

ker (s - t) 2 ker s n ker t and an intersection of essential submodules is essential, I is a

subgroup of (S. +) and is clearly a left ideal. Hence I ~ J(S). Let t E I. sE S. Then

VO"* N CM. either sN = 0 or sN n ker t"* 0, so N n ker ts "* 0 and ts E 1. There­

fore I is an ideal.

(c) Let sE S. ker s EB K ~'M. Then s: K --+ sK is monic and so has an inverse

y : sK --+ K. Let t extend y to a map t: M --+ M. Then (sts - s) (ker s EB K) = 0 so

sts - s E I and SII is regular. Thus J(S) ~ 1.

(d) Let s2 - s E 1. Then ker s n ker (I - s) = 0 and yE ker (S2 - s) '* (1 - s)y E

ker sand sy E ker (I - s), so ker s EB ker (1 - s)~' M. If NI is a maximal essential

extension of ker s in M and N 2 is a maximal essential extension of ker (I - s) in M.

then M= NI EBN2 by (a) and N 2 = eM for some e = e2 E S. eNI = O. Then (e - s)·

(ker s Efl ker (I - s» = 0, so e - s E I. That is, idempotents lift modulo 1.

(e) Let e and f be idempotents in S, eM n fM = O. Then eM EB fM EB K =M
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for some K since eM and fM have no proper essential extensions in M. Thus eM El'

fM = gM for some g = g2 E S.

(t) Let e and f be idempotents of S. Then eM n fM i=- 0 ~ eS n f S i=- O. For

let (eM n fM) El' K 5;' M, K maximal with respect to K n eM n fM = O. Let a maximal

essential extension of eM n fM in eM (respectively fM) be gM (hM) where g and h

are projections with kernel K. Then eg =g, fh = h, and g - hE/. Hence g i=- 0 is in
- -
eS n fS.

(b) to (t) have established a correspondence between direct summands of M and

direct summands of S.
- -

(g) Let f: I --+ S, I an ideal of S. We now do the equivalent of passing to our

spectral category. Let re i liE I } be a maximal set of idempotents in I such that Le is

is direct. Since S is regular, EBiE I ei S ~' I, and any map from I to S is completely

determined by what it does on ffiiE I ei S, since no element in S can annihilate an essen­

tial right ideal of S. Let ej = et E S lift ej , and xj = fle;}. Back in M, LiE I ejM is

direct by (e) and (t), so x j e,' : el·M --+ M induces a map g: ffi e.M --+ M which come~
UliEI I

from a map m: M --+ M. (The lim and !im have been reduced to El' and n respectively.)
---+ +- -

Clearly mej = xjei = fee) so mx = f(x) ,Vx El, and S is right self illjective.

Let R be right noetherian. Then gl. d. (R) = w. gl. d. (R) since any KnR/I is

finitely presented and so flat *= projective. Thus for a two-sided noetherian ring, right

and left global dimensions agree. This is not true in general. For example, let R = (~ g).
Then the only right ideals of R are direct sums of ("~~)~ (~g)R and {(g P~)} ~

(g ~) R which are projective. Hence gl. d. (R) = 1. But Lgl. d. (R) > I since (g~) is

not a projective left ideal (Q is not a projective Z-module).

gl. d. (R) ,;;;; 1 <=~ every submodule of a projective is projective *= every quotient

module of an injective is injective <=~ every right ideal of R is projective. Such a ring

is called (right) hereditary. The commutative hereditary domains are precisely the Dedekind

domains (every ideal is invertible).

Let R be a ring containing an infinite direct product of subrings. Then R is not

hereditary. We will give two different proofs of this fact, both of which have additional

interesting consequences. The first exhibits a quotient of an injective which is not injective,

the second exhibits a submodule of a projective which is not projective.

PROPOSITION 2.21. Let R be a ring, n;,:o R j a subring of R where R j has

identity ei i=- O. Let M be any module '2 RR' and set I = {x ER Iejx = 0, V'i E w}.

Then M/I is not injective.

PROOF. For any A ~ w, let EA denote its characteristic function as an element of n;':oRj .

Let w=U;oAj where Aj nAk =0for ji=-k Let

F= {S ~P(w)IS'2 {Aj 1i E w} and B, CES, Bi=- C ~ B n C is fmite}.

F is inductive. Let So be a maximal element of F.

Let {Bill ';;;;i';;;;n}5;So,Bji=-Bj if ii=-j. Assume Lf=lEBriE/. Then
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Bj n U;*jB; = Cj is finite. Since Vk E Bj - Cj ' ek L7=1 EBjrj = ekrj and Vk E w - Bj ,

e0B' = 0, ekEB.'J· = 0, V'k, so EB.'J· E I. Hence LBES EBR maps onto a direct sum
J J J 0

modulo I. Let v be the natural map: M -7 M/I.

Define if>:(LSoEBR)/I-7M/I by if>(EAj ) = v(EAj),VjEw,if>(EB)= O,VBESo ­
{A j /j E w}. Assume M/I is injective. Then 3m E M mapping to the image of I + I

in an extension of if> such that

vmEA . = vEA ·,
J J

vmEB = 0,

ViE w,

VBESo - {AjljE w}.

we may multiply it on the left by ek and get

In particular, ek(mEAj) = ek, V' k E A j , so ek(mek ) =

Since mEA' - EA ' E I C R,
J J -

ek(mEA .) - ekEA . = 0, V'k E w.

v, J J
ek , k E Aj .

Similarly, mEB E I, 'VB E So - {A j I j E w}, so 'V'k E w, ek(mEB) = 0 = ek(mEBek).

Let f be a choice function on XjEW {k E A j lek(mek ) = ek }. C= {f(i)ji E w} is

an infinite set and so must have infinite intersection with some element D of So by maxi­

~lality of So' But C n A j = {fU)}, so D $ {A j Ij E w}. Hence V'ek E D, ek(mek ) = 0

but 'Vek € {fU)}, ek(mek ) = ek , a contradiction.

CoROLLARY 2.22. If R contains an infinite direct product of subrings, then R is

not hereditary.

PROOF. E(R)/J is a quotient of an injective module which is not injective.

CoROLLARY 2.23. Let R be a ring such that every cyclic R-modu/e is injective.

Then R is semisimple artinian.

PROOF. Since every principal ideal xR of R is injective, R is regular in the sense

of von Neumann. If 'R is not semisimple artinian, then R possesses an infinite set ef

orthogonal idempotents {e; liE I}. Since R R is injective, R = E (EBj ejR) $ fR where

E(EB j ejR)=(l-f)R,f=f2 . Then {ej(l-f)liE nU {f} is a set oforthogonal idem­

potents generating an essential right ideal, so w.!. o. g. EBjE I ejR f:.' R. Let x ER, xe j =
0, 'Vi. Since Rx = Re for some e = e2 eR, we may assume x is idempotent. Let yE

xR n EBejR. Then xy = 0 = y, so xR = O. Now every map f: EB ejR -7 EBejR is given

by left multiplication by an element mt E R, and the preceding says mt is unique. Then

f -7 mt isaringhomorphism: HOffiR(Et3jejR,EBejR)-7R, and HomR(EBejR.EBjejR)

contains the "diagonal" nj e; Re j . By Proposition 2.20 with M = R, there is a noninjective

cyclic R-module.

Notice that Corollary 2.23 can be rephrased i. d. (R/ I) = 0, VI f:. R => gl. d. (R) = O.

If all we know, however, is that i.d. (R/I)';;;; I for all I, absolutely no conclusion about

gl. d. (R) can be drawn without extra hypotheses on R. We will come back to this later.

We now give our second proof of Corollary 2.22.

PROPOSITION 2.24. Let R be a ring, njE I R j a subring of R, where ej * 0 is

the identity of R j. For A f:. I, let EA denote the characteristic function of A. Let
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{A j Ij E w} = X be a countable family of disjoint infinite subsets of I with UjEW A j = I,
and S a subset of P{I) - nI) maximal with respect to X ~ Sand B, C E S ~ B = C

or B r: C is finite. Then LBES EBR is not projective. If T ~ P( I) is uncountable and

has the property that

[ {A; I0 ~ i ~ n - I} n {Bj In ~ j ~ m} = 5Z5 and {A;} U {Bj} ~ T]

~nn-l E ·n m (1 E )-J-O;=0 Aj j=n - Bj -r- ,

then LBE T EBR is not projective.

PROOF. Assume S is countable, say S = {Bk Ik E w} where the indexing is 1-1.

Then Bk - Uj<kBj n Bk is infinite since Bj n Bk is finite Vj < k and B k is infinite.

Let f be a choice function on {Bk - Uj<k Bj n Bk Ik E w}. Then f(k) fFBj, Vk > j, so

S U {f(w)} has the finite intersection property, and f(w) fFS, contradicting the maximality

of S. Thus S is uncountable.

Assume LA ES EAR or LA ETEAR is projective. Let F = ffi;E I b;R be a free

module containing it as a direct summand. For each finite subset F of S or T, let g(F)

be a subset of S or T obtained by expressing EA as a sum L7=0 b; r;, projecting each

bi onto LEA R, and setting g(F) equal to a finite subset containing F such that

LAEg(p)EAR contains all such projections. Set Vo = {A j Ij E w} (or any countable sub­

set of n. Assume V; has been constructed such that V; is countable and g(F(Vk )) ~

Vk + l' Vk < i. Vi has only a countable number of finite subsets, and g of each is finite.

Hence UPE F( v;)g(F) = V;+ 1 is countable. Set C = U;:'o V;. Then C is countable,

say C = {Cj Ij E w} and g(C) ~ C. The projection of LjEw ECjR onto the direct sum­

mand of F generated by the set of b; needed to get all of the Cj is already in LECjR,

so

where the first sum is over S or T. Let B E S - {Cj Ij E w} or BET - {Cj Ij E w}.

Then EB = L7=1 Ec,r; + m where m EM.
I

Let Cm E {Cj Ij E w, j > n} such that u = ECm EB n7=1 (I - E c ) =1= O. In the

case of T, any Cm' m > n will do. In the case of S, B - U~l (B ne;) is infinite and

so has nonempty intersection with some A j = Cm'

Now u E L;'o ECjR since u =Ecmu so EBu = U = L~l Ec/;u + mu ~ mu = O.

But u = uEB = urn, so u 2 = umum = 0, a contradiction.

CoROLLARY 2.22, PROOF 2. LAESEA R is a nonprojective right ideal of R. The

T of Proposition 2.24 also exists and yields a nonprojective ideal.

LEMMA 2.25. Let 0 ~ A ~ B ~ C ~ 0 be exact. Then if two of p. d. (A), p. d. (B),

p. d. (C) are finite so is the third, and either

(i) p. d. (A) < p. d. (B) = p. d. (C),

(ii) p.d. (B) < p.d. (A) = p.d. (C) - 1.
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(iii) p. d. (A) = p. d. (B) ;;;. p. d. (C) - 1.

PROOF. By the long exact sequence for Ext,

47

... -.. Extn (C, M) -.. Extn (B, M) -.. Extn (A, M)

-.. Extn+ I (C, M) -.. Extn+ 1 (B, M) -.. ...

we see that p. d. (A) < p. d. (B) ~ for n = p. d. (A) + 1, Extn H(A, M) = 0, VM, Vk ;;;. 0

so Extn+k(B, M) "" Extn+k (C, M), VM, Vk;;;' 0 and p.d. (B) = p. d. (C).

If p. d. (B) < p. d. (A), Extn + I (A, M) "" Extn+ 2 (C, M), V'M where n > p. d. (B) so

p.d. (A)= p.d. (C)- 1.

If p. d. (B) = p. d. (A) = n, either both are infinite and n;;;' p. d. (C) - 1 or both

are finite and Extn+ 2 (C, M) = 0, VM, so p.d. (C)":;;; n + 1.

We conclude this section with an application to polynomial rings.

ThEOREM 2.26. Let R be a ring, x a central element which is neither a unit nor a

zero divisor. Set R*=R/xR and let A *0 bean R*-module. Then p.d.(AR ,)=

n<oo~p.d.(AR)=n+1.

PROOF. We use induction on n.

If n = 0, A is a direct summand of a free R *-module F*. Since xR is a free R-mxlule,

p.d.(R~)=p.d.(RlxR)":;;;I, so p.d.(F;)":;;;l. Hence p.d.(AR )":;;;1. But A cannot

be contained in a free R-module since x is not a zero divisor on any free module. Thus

p.d.(AR)*O, so p.d.(AR )= I.

If n > 0, let

0-.. K* -.. F* -.. A -.. 0

be exact in MR " F * R *-free. Then p. d. (K~ ,) = n - 1 by definition of projective di·

mension since A is not R *.projective. By the induction hypothesis, p. d. (K~) =n. Let

{bi Ii E n be a free basis for F~" and GR a free R-module on {bi li El}, v: GR ~

F;, v(bi) = bi' Then ker v = Gx "" G. Set L = V-I (K). We thus have a commutative dia·

gram with exact rows and columns

o 0
l ~

Gx Gx
~ ~

O-"L-"G
Lv ~ v

O-"K-"F*-..A-..O
~
o

p. d. (GxR) = 0 since x is not a zero divisor on G, p. d. (KR) = n. Hence either

p.d. (KR ) = p.d. (L R ), in which case p.d.(AR )=p.d.(LR )+I=n+l or p.d.(LR )=

0, p.d. (KR ) = 1, and n = 1.

If p.d.(LR)=O and p.d.(KR )= l,p.d.(AR )= 1 since A R isnotprojectiveand

o~ L ~ G ~ A ~ 0 is a s. p. r. of A. K 1s R * -projective, and KR "" LIGx "" (L/Lx)/(GxILx).
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Since L is a direct summand of a free R-module H, L/Lx is an R*-direct summand of

the free R*-module H/Hx and so is R*-projective. (Gx/Lx)R ~ (G/L)R ~ AR so we

have an exact sequence of R *-modules

0- Gx/Lx ~ A - L/Lx - K - 0

where K and L/Lx are R*-projective and p.d. (AR.) = 1, a contradiction.

The assumption p. d. (MR.) < 00 is essential here, for if R = Z, x == 4, then 2Z/4Z

has infinite dimension as a Z/4Z-modu1e, but dimension 1 as a Z-modu1e.

THEOREM 2.27. Let R be any n·ng. Then gl. d. (R [x]) = gl. d. (R) + 1.

PROOF. Let ME MR , and set M[x I =M ®R R [x]. Since ®R commutes with

direct sums, M R-projective ~M®R R[xl R[x]-projective. Conversely, if M®R R[x]

is R [x I-projective M is R-projective since EB;:o Mi~ M ®R R [x I is a direct summand of

an R [x I-free module which is R-projective. Since @R R [x] is exact, Kn (M) = 0 in

MR=Kn(M®RR[x])=O in MR[xl,i.e.p.d.(MR)=p.d.(M®RR[x]R[xl)' One

concludes gl. d. (R) ~ gl. d. (R [x]).

Now let N be any R [x] -module. Then there is a natural R [.x] -rmp v: N ®R R [x] ~ N

given by module multiplication. Consider the map <p: N ®R R [x] ~ N ®R R [x] given by

<p(~7=0mi ® xt) = ~7=0 (miX ® xt - mi ® Xi+ I). v<p = 0 by inspection, and ker <p = 0

since - mn ® X n+ 1 is a nonzero R-projection of <p(~7=Omi ® Xi) if mn '* O. More­

over, if v~7=0 mi ® Xi = O.

<p (-t (t mk _ j+ 1 xJ-j) ® X k
-

I
)'

1=1 J= 1

k (Im . Xk-j+1 ® XO - '\' '\'
k-J+ 1 L.J L.J

(k-I)=I j= 1

k ( 1 1= - ~ ~ m . xJ- j + 1 ® Xk - I - ~
L L.J k-J+ 1 L.J
1= 1 j=1 j= 1

k

=- L
j=1

m . xJ-j®Xk - I + I )k-J+ 1

1+1 )'\' m . xl-j+1 ® Xk- I
L k-J+I

j= 1
k

= mo ® XO + L m k _ 1 ® x<k-I).

(k- 1)= 1

Hence
<f> v

O-N®R R[x] - N®R R[x] ~ N--O

is exact and p.d. (NR[xl) ~ p.d. (N ®R R[x]) + 1 = p.d. (NR ) + 1 so gl.d. (R[x]) ~

gl. d. (R) + 1. If one of gl. d. (R) or gl. d. (R [x]) is infinite, so is the other and we are

done. If not, let gl. d. (R) = n and MR have p. d. (MR) = n. Then by Proposition 2.21,

p.d.(MR[xj)=n + 1, sogl.d.(R[x])~n + 1.

CoROLLARY 2.28 (HILBERT SYZYGY THEOREM). Let K be a field. Then
gl. d. (K[x

1
••• x n ]) = n.
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PROOF. gl. d. (K) = O. Apply Theorem 2.27 n times.

§4. Commutative algebra revisited

LEMMA 2.29. Let R be a noetherian ring, x a central element in J(R), x not a

zero divisor on R or on the finitely generated R-module M, R* =R/xR. Then

p.d. (M/MxR .) = p.d. (MR ).

PRoOF. Let 0 ~ K ~ F ~ M ~ 0 be a short projective resolution of M. We then

have a commutative diagram
<P v

O--+K--+ F--+M--+O

Ili <P' 1 v' 1
0- K/Kx - F/Fx - M/Mx - O.

We claim the bottom row is exact. Clearly v': F/Fx ~ M/Mx is epic, and ker v' =

(Fx + K)/Fx :::::: K/K n Fx. Let u E Fx n K, u =fx for some fE F Then v(f)x =0 so

v(j) = 0 implies f E K. That is, Fx n K = Kx so the bottom row is exact, and since

F/Fx is R *-free, it is a short R *-projective resolution of M/Mx.

If MR is projective, it is a direct summand of F, so M/Mx is a direct summand of

F/Fx and so projective.
<P' VJ

If M/Mx is R*-projective, the bottom sequence splits, say K/Kx - F/Fx - K/Kx

is the identity on K/Kx. Then

KeF

g 7~/FX
~ 11/1

K --+ K/Kx --+ 0

Let k E K. Then there exists f ~ K mapping onto k + Kx in K/Kx under the vertical

map. Then k E /l(gf) + Kx so K = /lg(K) + Kx. By Nakayama's lemma, K = /lg(K)

since K is finitely generated and x E J(R). Hence /lg: K ~ K is onto. The chain

ker /lg e ker (pg)2 e ... e ker (/lgt e ... terminates since K is noetherian. Say n is

the smallest integer such that ker CIlgt = ker CIlg)n + I where (/lg)O = 1k' Let (jJg)nz =O.

Since /lg is onto, z = /lg{y) for some y E K. Then CIlgt + 1y = 0 => (/lg)ny = 0 =>

(/lg)n - 1Z = 0 so ker CIlgt = ker (/lgt - 1, a contradiction, or n = 0 and ker /lg = O.
Ilg (Ilg)- 1

Thus /lg is 1-1, and K ~ F - K -- K splits the top sequence.

Ifp.d. (KR ) = n - 1 ==> p.d. (K/KxR.)=n - 1, then p.d. (MR ) = n ==>

p. d. (M/MxR.) = n, so induction completes the proof.

We remark that the finite generation of M is crucial here. We will later look at a

case where p. d. «M/Mx )R 1xR) < p. d. (MR ), R a local ring, enabling us to use induction.

LEMMA 2.30. Let R be a commutative noetherian local ring such that every ele­

ment in J(R) is a zero divisor. Then any finitely generated R-module of finite projective

dimension is projective.
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PROOF. Assume not. Then there exists a finitely generated R-module M of projec­

tive dimension I. Let {xi 11 <: i <: n} be a basis for M/flJJ(R). By Nakayama's lemma,

there is a s. p. r.
n

O-K-F= EEl bjR-M-O
1

where K S; FJ(R). Since R is noetherian, and J(R) S; Z(RR)' by Theorem 1.43 there is

an x E R such that J(R)x = O. Then Kx = 0 but K is free and nonzero since

p. d. (MR) = 1, a contradiction.

We recall from Chapter 1 the following characterization of regular local rings. A com­

mutative, local, noetherian ring R is regular local of dimension n if and only if either

n = 0 and R is a field or n > 0 and 3x E J(R), x not a zero divisor, such that R/xR

is regular local of dimension n - 1.

ThEOREM 2.31. Let R be a commutative, noetherian local ring with Jacobson radi­

cal J. Then for 00 > n ;;;;, 1, p. d. (JR) = n - 1 ==> R is regular local of dimension n.

PROOF. Let n = 1. If R is regular, then J is generated by one nonzero divisor

and so is free. Conversely, if J is projective then it is free. Hence J is generated by one

element which is not a zero divisor so height (l);;;;' 1 (minimal primes consist of zero

divisors). Therefore, by the principal ideal theorem, height J = 1 and R is regular.

Let n> 1. If R is regular, select x E J - J2, and set R* =R/xR. J(R*) =J/xR.

By induction, p. d. ((J/xR)R') =n - 2. By Theorem 2.26, p. d. ((J/xR)R) = n - 1 =
p. d. (JR) by Lemma 2.25.

If p. d. (JR) = n - 1, by Lemma 2.30, 3x E J - J 2, X not a zero divisor in R.

Then we have an exact sequence

0- Rx/Jx - JjJx - J/Rx - O.

Let JjJ2 = Rx/Jx EB D, U the preimage of U in J. By Nakayama's lemma Rx + U=1.

Let y E Rx n U. Then y = rx E U so rx E J2 and rE J. Thus y E Jx and Rx/Jx

is a direct summand of J/Jx. By Lemma 2.29, p.d. (J/JxR,) = p.d. (JR ) = n - 1 so

p.d. (J/Rx R,) <: n - 1 < 00. Since p.d. (JR );;;;' 1 > p.d. (RxR ), p.d. (J/Rx R ) = p.d. (JR )=

n - 1. By Theorem 2.26, p.d. (J/Rx R,) = n - 2. By the induction hypothesis R/xR is

regular local of dimension n - I and since x is not contained in any minimal prime, R

is regular local of dimension n.

THEOREM 2.32. Let R be a regular local ring of dimension n, A a finitely gener­

ated R-module. Then p. d. (A R) <: n.

PROOF. By the global dimension theorem, it suffices to look at the case where A is

a finitely generated submodule of a free, and to show that p. d. (A R) <: n - 1 in that case.

Let x E J - J2. Then x is not a zero divisor on A or R. By Lemma 2.29

p.d. (A/AxR /Rx ) = p.d. (A R ). By induction p.d. (A R ) <: n - 1. The start of the induc­

tion, when n = 0, is clear, for then R is a field.
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These last theorems say that regular local rings are precisely the commutative local

noetherian rings of finite global dimension.

We can now complete the proof that a regular local ring is a unique factorization dormin.

THEOREM 2.33. Let R be a regular local ring, P a prime ideal of R. Then Rp

is a regular local ring.

PROOF. By Theorem 2.32, P has a finite projective resolution P. By Proposition

1.38, Rp is a flat R-module. Then tensoring P by Rp gives a finite projective resolution

of PRp . By Theorem 2.31, Rp is regular. Note that p. d. ((PRp)Rp) = height P - 1 is

less than p. d. (J(R)R) unless P = J(R).

THEOREM 2.34. Let R be a regular local ring, x E J - J2 where J = J(R), T =
R [1 Ix]. Let / be an invertible ideal of T Then / is principal.

PROOF. Let /~ = / () R. Then I' has a finite free resolution

m I 1 "+,:O-Fn-Fn_I-···-Fo -/ -0.

Tensoring 'l3 by the flat R-module T gives a finite free resolution

of / in Mr. Since / is invertible, Fo:::::;imF I tB/,F I :::::;imFI tBimF2 ,'" ,Fn _ l :::::;

Fn tB im Fn _
l

, so / tB im F I tB im F
2

tB ••• tB im Fn :::::;/tBF
I

tB F
3

tB ••• tB (Fn or

Fn_ I) :::::; Fo tB F 2 tB ... tB (Fn _ I or Fn), where the last term depends on whether n is

even or odd.

By Lemma 1.54, / is principal.

We have thus filled in the gaps in our sketched proof of the UFD property of regular

local rings.

We conclude this section with some comments and examples concerning the hypotheses

used. What happens if we drop the local and noetherian properties?

In the case of a commutative noetherian ring, one certainly has examples of rings

with finite global dimension and zero divisors, such as direct products of fields. By Theorem

1.52, for any finitely generated module M over such a ring R, M is projective = M(p)

is projective for all maximal P. Since Rp is flat, p.d. (MR )':;;; n = p.d'Rp(M(p»)':;;; n

for all maximal P. Thus gl.d.(R)= sup{gl.d.(Rp)[P a maximal ideal}, and R has

finite global dimension = every Rp is regular local and R has finite Krull dimension.

The finite Krull dimension is significant-the Krull dimension of R will equal its global

dimension if Rp is regular VP. If R = K [{ Xi liE w} ], K a field, and S is the corn·

plement of U:;'=o C~;:2~ I-I xiR), then every localization of R at a prime is regular but

R has infinite global dimension.

How bad can the zero divisors of R be if R is noetherian of finite global dimension?

THEOREM 2.35. Let R be a commutative noetherian ring of finite global dimension.

Then R is a finite ring direct product of domains.
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PROOF. By Theorem 1.43, there are only a finite number of minimal prime ideals,

say PI' P2 • •••• Pn ·

Let P be a maximal ideal of R. Since Rp has finite global dimension, it must be

a domain and hence has only one minimal prime ideal, namely O. Thus P contains at

most one of the Pi' and Pi + Pj = R for i -=1= j. By the Chinese remainder theorem,

R/nPi O;::;;D7=lR/Pi · By Theorem 1.44, nPi iSl~il. Let O-=l=xE nPi, P a maximal

ideal containing (0 :x). Then x does not go to zero in Rp, but is nilpotent there, a con­

tradiction. Hence nPi = O.

When we drop the noetherian hypothesis, nice results vanish. The first thing to go

is the domain property.

PROPOSITION 2.36. Let R be a commutative local ring of finite global dimension,

and x, y ER - {O}, xy = O. Then gl. d. (R) ~ 3 and w. gl. d. (R) ~ 2.

PROOF. We have an exact sequence

0-+ (0 :x) -+ R -+ Rx -+ O.

Since R is local, (0: x) f. J(R). If Rx were flat, there would be a map <p: R ~ (0: x)

fixing y. Then y = <p(l)y implies y(l - <p(l)) = O. Since <p(l) E J(R), 1 - <p(l) is in­

vertible, a contradiction. Hence w. d. (xR) ~ I so w. d. (R/xR) ~ 2.

Now assume (0: x) is projective. As a matter of fact it must then be free, but we

will not obtain that full result as we need only one portion of the proof.

Let F 0;::;; EfJiE I biR 0;::;; (0: x) tB K be free on {bi Ii E I} and let {1T i : F ~ biR}
and <p: F ~ (0: x) be the corresponding projections. Let 0 -=1= yE (0: x), y =
LjEJb/j , where J is a finite subset of 1. Then y = LjEJ <p(bj )rj . Let <p(bj ) = Lbkskj .

Then

Since {bj \j E J} are independent, rj = LmEJSjm rm for all j. Set M = LjEJRrj . Since

y -=1= 0, M -=1= 0, so, by Nakayama's lemma, not all Sjm are in J(R). Say Sjomo is a unit.

Then 1Tjo (<p(bmoR)) = bjoR so 1TjO : (0 :x) ~ bjoR splits. Hence (0: x) contains a free

direct summand which cannot be annihilated by x. We conclude p. d. (xR) ~ 2 so

p. d. (R/xR) ~ 3.

ThEOREM 2.37. There exists a commutative local ring of global dimension 3 and

weak global dimension 2 which has zero divisors.

PROOF. Let S be the ring of polynomials with rational exponents in an indetermin­

ant x over a field. Let T be the localization of S at the origin, that is, every element

of T is of the form x'" u where Q is a nonnegative rational and u is a unit in T

(Any rank I, nondiscrete valuation ring will do for T in the example.) Set

R= {(a, b)ETX T1a-bEJ(D}.

It is easy to check that R is a ring under coordinatewise operations. (R is the pullback

of the diagram
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T

~
T ----+ TjJ

For (a, b) E R, a =1= 0 and b =1= 0, let a = xCY-u, b = x 13v. u and v units. Set Olea, b) =

0: = the left order of (a, b); °rea, b) = 11 = the right order of (a, b). The appropriate or­

ders of (a, 0), (0, b), and (0,0) are - 00. Note that if 0r(a, b) < 0r(c, d) and 0: =
O/(c, d), then there exists an rE feR) such that

Or [Cc, d) - (a, b)r] = - 00

O/[(c, d) - (a, b)r) = 0:.

Let I be an ideal in R. We consider two cases.

Case (i). {Ok) IrE I} has a minimal element. Let O/(r) be minimal in this set for
rEI, and let sE/. Then O/(s-rx(o/(S»-(o/(r»(u,u))=-oo for some unit u in T,

so 1= rR Efl (I () {s ER IO/(s) = - oo}) if 0r(r) can be taken as - 00. If not, Vs E [,

Ores) ~ 0rCr) so 3t ET, 0r(r - set, t)) = - 00. Then O/(r - set, t)) > 0Jr) so t is a unit

and sE rR. Hence [= rR is projective (free).

Case (ii). {O/(r) Ir E I} has no minimal element. Let {o:; ji E w} be a sequence of

rationals decreasing to inf {OJr) irE I}, and let O/(r;) = 0:;, r; E /. Without loss of gen­

erality, 0r(r;)=-oo since we may take r;=r;+I(xCY-;-CY-i+I,O). Let sE/. Then 3i,

0:; < O/s so O/(s - r;x(o/(S»-CY-;u) =- 00 for some unit u and 1= r:;or;R Efl [()

{s ER IO/s = - oo}.

The right-left symmetric statements hold. Hence any ideal is a direct sum of (at most)

two ideals of the form rR or r.'!'=or;R where the orders of the r; are - 00 on one side

and strictly decrease on the other. Assume [= rR. Then

o----+ (0 : r) ----+ R ----+ rR ----+ 0

is a short projective resolution of rR. Either (0: r) = 0 or (0: r) = r.'!'=o riR where the

order of r; = l/i on one side and - 00 on the other. Hence we need only check the

dimension of [= r.'!'=o r;R where the orders of the r; strictly decrease on one side and are

- 00 on the other. But we then have an exact sequence with EB;:ob;R free on {b; liE w}

where v(b;) = r; and rJr;+ 1 = 0 on the appropriate side. The kernel of v is free, so

p. d. (l) ~ 1. Any finite subset of the kernel is contained in EBt=o(b; - b;+ I rJri+ l)R for

some n, which is a direct summand of EB,!,=o b;R. Hence / is flat. Thus the projective

dimension of any ideal ~ 2, and the weak dimension ~ 1. The theorem follows from

the global dimension theorem.

If the dimension of feR) is finite in the nonnoetherian case we cannot conclude that

R has finite global dimension. There are valuation domain examples of this. Also, the

ring R = T/{xCY- u Iu a unit, 0: > I } has p. d. (f(R)) = I, p. d. (xR) = 2, and p. d. (l) = 00

for all other proper ideals of R. This example shows that the noetherian hypothesis is

essential in Theorem 2.32.
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§5

We include here some strictly set theoretic propositions about posets useful in the

sequel.

Definition. Let X and Y be posets, f: X -+ Y. Then f is semi· order-preserving

if 'Ix, y E X, f(x) < fey) => x < y. (In the linearly ordered case, this is the same as order­

preserving.)

PROPOSITION 2.38. Let X be a poset, ~n the smallest cardinality of a cofinal sub­

set of X. Then there. exists a I-I semi-order-preserving cofinal embedding f of Qn into X

PROOF. Let Y be a cofinal subset of X of cardinality ~n' and let </>: Q n +--+ Y.

Let f(O) = </>(0). Assume f has been defmed for all (3 < a E Qn' Since lal < ~n'

im (fI
Q

) is not cofinal in X. Thus there exists x E X such that V(3 < a I(x <,f((3)).

Since Y is cofinal in X. 3y = </>(0) E Y such that x <'y. Hence '1(3 < a l(y <,f((3)).

Let 'Y be the smallest ordinal in Q
1I

such that '1(3 < a I (</>('Y) <, f((3)). Define f(a) =

</>('Y). This defines f by transfinite: induction. We note that </>- If is 1-1 order-preserving,

so r If(a) ~ a, 'la < Q1I" Let y = </>('Y) E Y. Then y <, f((3) for some (3 <, 'Y by

definition of f Hence the embedding is cofinal.

PROPOSITION 2.39. Let Q be a regular ordinal, f a cofinal, semi-order-preserving

embedding of Q into a poset X. Then no set of cardinality < IQI is cofinal in X.

PROOF. Let Y be a subset of X. IY I < IQI. For all y E Y, set Fy =

{aEQlf(a)~y}, and let </>(y) be the smallest ordinal in Fy. Then lim</>i<'IYI<

IQI, so UyEY</>(Y) is a union of IYI ordinals each with cardinality < IQI. Since Q

is regular, UyEy</>(Y) 0= a < Q. Then f(a + 1) is not less than f((3) for any (3 < a

so f(a + I) is not less than y <,f(</>(y)) for any yE Y. Hence Y is not cofinal in X.

PROPOSITION 2.40. Let X be a directed poset, Y ~ X. Let f be a function:

F(X) -+ X such that {xi 10<, i <, n} E F(X) => Xi <, f({x i I0 <, i <, n}), Vi En + 1. Then

3v~x such that Y~V,f(F(V))~v. and ~oiYl~IVI.

PROOF. Set Vo = Y. Assume Vi has been defined for all i <, n such that Vi ~

Vi+ I for 0 <, i <, n - I, and IVi I <, ~o IYI. By Corollary 0.16 in the Appendix,

IF(Vn)1 <, ~o IVnl = ~o IYI. Hence If(F(Vn))\ <, ~o IY\ (choice yields a I-I function:

im f -+ domain n. Set Vn+ I = Vn U f(F(Vn))' IVn+ I1 <, ~o IVn I by Corollary 0.15

in the Appendix. By induction we have {Vi liE w} with IVi I <, ~o IYI, Y = V0 ~

VI ~ ••• , and f(FCV)) ~ Vi+ I' Set V = UiEw Vi' IVI <, ~o IYI by Corollary 0.15,

and since any finite subset of V is contained in Vi for some i, f(F(V)) ~ V.

PROPOSITION 2.41. Let X be a directed poset of cardinality ~Q such that no set of

cardinality < ~Q is cofinal in X Let f: F (X) -+ X, f(S) ~ x for all x E S. Let Y ~ X.
IYI<~Q' Then V(3<a,3ViJ~X such that Y~ViJ,lViJl=~iJIYU{0}I,f(F(ViJ))<:;:;

ViJ , and UiJ<Q ViJ is cofinal in X. If QiJ is regular, no set of cardinality < ~iJ is

cofinal in ViJ'

PROOF. Let </>: X +--+ QQ be a bijection. Let Vo be a set containing Y and
~ - -

</>(0) such that f(Vo)~Vo and IVol<'~oIYU{</>(O)}I. Assume for all 'Y<oEQQ,
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V)' has been defined such that if 11'1 < ~{3' I V)'I .;;; ~(31 Y u ~}I,f(F(V)'» ~ V)' and

3x E V such that VJl';;; 1', x E V ~ I (x)' .;;; x). Let v be the smallest element of D
et

such
)')' _ Jl

that Vx E U)'<o V)' I (<t>(v)';;; x). Such a v exists since 151 < ~et ~ 151 .;;; ~(3 for

some 13<ex so IU)'<oV)'I';;; 151~{3IYU{~}I=~{3IYU{)Zi}I=max(~~,IYU{0}1)<

~a- so U)'<o V)' is npt cofinal in X. Let VD be obtained from U)'<o V)' U {ep(v)}

by Proposition 2.40. J1y transfinite induction, we have VD V5 < Da- such that I VD I .;;;
151IYU{)Zi}1 and f(F(TJ;»~Vo' Set V{3=V l1 {3' U{3<a-V~ iscofinalin X since

ep(v) .;;; x for some x E Vv C Vv ' Let D{3 be regular, Z ~ V{3 , IZI < ~{3' Then Z b VD

for some 5 < D{3 since D{3 is regular. Hence VD + I contains an element not equal or

less than any element of Z. so Z is not cofinal in V.

PROPOSITION 2.42. Let X be a set of cardinality ~. Then there exists a family

{Ai li E 1} b A..X) such that 111 = 2~ and Vi!, i2 , ••• ,in distinct elements of I.
Ail n ... nAik n(X-Aik+l)n ... n(X-Ain)"*)Zi·

PROOF. The cardinality of the set of finite subsets of X X 2 is ~ and so is the

cardinality of the set S of all finite subsets of X X 2 which are functions.

For each sE S, let Bs = {fE 2x lf extends s}. Set

T = { 0 Bs.1 nEw, Si E s}.
FO I

Then I TI = ~ since I F(S) I = ~.

For each PE 2X
, let A p = {t E TIP Et}. If PI' P2• ... ,Pn , Q!, Q2' ••• , Qm

are given such that Pi "* Qj , V i,j, then for Vi, Vj, 3xij EX. Xij E (Pi - Qj) U (Qj - PJ
Let si agree with Pi on {xijll';;;j';;;m}. ThenU7=oBsi EApI n .•• nApnn

(T-A
QI

) n ... n (T-A
Qm

).

§6. Not so elementary applications and counting theorems

So far, our use of set theory has avoided counting arguments. In this section, we count.

Since rj{JR commutes with direct limits, a direct limit of flat modules is flat. Also, a

finitely related flat module must be projective. But in general, direct limits of projectives

are not projective and flat modules are not projective. With appropriate cardinality condi­

tions, we can still get bounds on their projective dimensions.

PROPOSITION 2.43. Let ME MR be generated by ~n elements for nEw. As­

sume there exists a family of sUbmodules {Na- ~ M Iex E D} directed under <; (and closed

under unions of countable chains) such that M = "f,etEONa- and p. d. (Net)';;; k. ex E D.

Then p. d. (M)';;; k + n + I (p. d. (M)';;; k + h).
PROOF. Since M is ~n-generated, we can reindex to get M = U{3El1 n("f,a<(3Na),

where for 13 E w we may assume the N(3 form an ascending chain. By hypothesis or in­

ductive hyp' I~hesis, each "f,a-< (3 N a- has dimension .;;; k + (n - 1) + 1 (k + n - 1 for

n;;" I) so N(3/ "f,a-<(3Na- has dimension .;;; k + n + I (k + n) by Lemma 2,25, Apply

Auslander's lemma.

ThEOREM 2.44. Let I be a directed poset, ep a semi-order-preserving cofinal em­

bedding of Dn in I for nEw. Let {TTij :Ai --.. Ai I i < j} be a direct system indexed
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by I,p.d.(A)<k,YiEI. Then p.d.(!0;IA)<n+k+1.

PROOF. Without loss of generality, 1= <p(Qn ). Assume n > 0 and the result is true
for n - 1. By Proposition 2.41, I is an ascending union of directed subsets I =

U~<.nnV~ where IV~I<~n-l' Now l~rAj=E9jEIA;lK for some K. Set K~=

K n EBjEv~Aj' Then ~v~Aj = E9jEv~A;lK~ has dimension < k + n - 1 by the in­

duction hypothesis, and so does E9jEU~<"y v~A;lU~<"yK~ for 'Y < Qn- By Lemma

2.25, p. d. (K~) and p. d. (U~<"yK~) < k + n - 1. Hence p. d. (K"y/U~<~~) < k + n.

By Auslander's lemma, p. d. (K) < k + n. By Lemma 2.25, p. d. (EBA j /K) < k + n + 1.

We are left with the case n = O. Then <p is an order-equivalence w - I = <p(w).

Set B =EB;:'oA j • Then
"y

O-+B-+ B-+liroA·-+O
--->- I

I

is exact where

Lemma 2.25 completes the proof since p. d. (B) < k. Q. E. D.

THEOREM 2.45. Let M be an ~n -related flat R-module (that is, 3a s. e. s. 0 ~
v

K ~ F -+ M ..... 0 where K is generated by ~n elements and F is [ree). Then

p. d. (M) < n + 1.

REMARK. This theorem follows from Theorem 2.44 and Lazard's theorem that a flat

module is a dire~t limit of finitely generated free modules. We will give a different proof.

PROOF. Let M be a flat R-module, 0 ~ K ..... F ..... M ..... 0 exact where

F= EBjEIXjR isfreeon {xjliE n. Let S={kjll<j<n}~K,kj=J:,xjrij" Then

there exists a map rJ>s: F ..... K such that rJ>s(kj ) = kj, Vkj E S. Using a choice function

selecting some rJ>s for each S, let l/J (S) = {<ps (x) Irjj =1= 0 for some kj E S}.

Let X = F (K). For any finite subset S of X, let [CS) =Us U l/J( US). By 2.40,

given any countable subset T of X, there exists a countable set V such that T ~ V~ X

and [(F(V)) ~ V. Set v' = UV, Av = J:,kEV,kR. For any finite set W ~ Av, W ~

J:,~ 1 kjR for some S = {k j 11 < i < n} E V. Then [CS) E V, so <Ps induces a function

from F to A v which is zero on basis elements not involved in defining l/J(S). Thus

F/A v is flat.

Let Y be the family of all countably generated modules A ~ K such that F/A is

flat. Y is a directed set under ~ and closed under unions of countable chains. Moreover,

K = J:,AEyA. By Proposition 2.43, p. d. (K) < sUPAEY p. d. (A) + n, so p. d. (M) <
sUPAEY p. d. (A) + n + 1. We must show that p. d. (A) = 0 for all A E Y.

Thus we have reduced the problem to the case n = 0, that is, K is generated by

some set {kjliEw}. Let Vo=koR. Vj=[(Vj_I)+kjR. Define aj:F~F by

aj(xj)=xj if Vj has zero projection on xjR. Ctj(Xj)=Xj -<PVj(Xj ) otherwise.

{va j : F ~ M} defines a map ~ from EB;:o Fj ~.M which is epic since vCt j = vYi and
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v is epic. Let r: EB;:o Fi ~ EB;:O Fi , r'(xO' .•• , x n ' ••• ) = (X O' XI - O:oxo, ••• ,

x n -O:n_Ixn_I' ".). By definition of Oi,Oi+lOixj=O:i+IXj sinceOi+1 iszeroon J.f+1
and cPv/Xj)EVi+1' and vOi=v. Hence iJy=O. Moreover, if (3(Yi) =O'~YiEkerv=K I-rnce

~Yi E Vj for some j, and we may assume Yk = 0 for all k > j since Vi ~ Vi+ I' Vi.

One checks that (Yi) =r(Yi+O:i_I(~~~dY.e)IO';;;i';;;j,O)so O~ EBFi~EBfj~

M ~ 0 is exact, p. d. (M) .;;; I, and so A is projective.

The same sort of argument occurs in many places in the study of projective dimension.

LEMMA 2.46. Let R be a ring such that every right ideal of R is generated by

~n elements. Then any submodule of a free R-module on a set of cardinality at most

~n is generated by ~n elements.

PROOF. If F is finitely generated, say F = EBt: 1 biR, and MR S; F, then

M n EB~=-II biR is generated by ~n elements by an induction hypothesis, and the pro­

jection of M on bkR is generated by {xi liE I}, I I I .;;; ~n by hypothesis. Then

M = (M n (B~II biR) + ~fxiR where f is some choice function on

{{ yE MI1rnY =x} Ix E 1rnM}. By Theorem 0.13, M is generated by ~n elements.

Now let F= EBiES"l biR. Since I F(stn)1 = ~n by Corollary 0.16, and
n

USEF(S"ln)(MnEBiEsbiR)=M, where each MntBiEsbiR is generated by ~n

elements, say Cs' M is generated by UsEF(nn)Cs which has at most ~n· ~n = ~n

elements.

CoROLLARY 2.47. Let every right ideal of R be generated by ~n elements. Then

gl. d. (R) .;;; w.gl. d.(R) + n + 1.

PROOF. If w. gl. d. (R) = 00, there is nothing to prove. If not, let R/l be a cyclic

R-module with projective resolution

... -P -P - ... -P -R/l-On n-I 0

where, by the lemma, each Pi may be taken as a free module on ~n generators. If

im Pk is flat, by Theorem 2.45, p.d. (Pk )';;; n + I, so p.d. (R/I)';;; k + n + 1. By the

global dimension theorem,

gl.d. (R)= sup {p.d. (R/I)llR S;R}';;; sup {w.d. (R/I) + n + Ill
R

fR}

= w.gl.d. (R) + n + 1.

We remark that if n = - I, this is just a rephrasing of the statement that weak

global dimension and global dimension agree for a noetherian ring.

Let us now return to rings containing infinite direct products of subrings. We had

two proofs that they are not hereditary. The one on injective dimension does not seem

to generalize. The one on projective dimension does, and indeed Proposition 2.24 will

serve as the basis for an induction getting a lower bound on the global dimension of such

rings.

A family A ={e (i) liE I} of idempotents of a ring R is called nice if

(i) e(i)e(j) = e(j)e(i), Vi, j El,
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(ii) n~1 e(i,)n~n+1(1 - e(ill » *0 if {ic. 11 ~ a ~ n} n {ill In + 1 ~ i3 ~ m} =0.

For any nice family of idempotents A, define

fA = L eR.
eEA

Assume A is indexed by a linearly ordered set I with no largest element. Let

Pn(A) = EBio<il<"'<in (io' "', in>R ~RIn

where (io"" , in> represents that function in R yn which takes the value 0 every­

where except at (io,'" , in) E In where it takes the value n~=o e(ic.)' We observe that
n

(io' ••• , in> n e(ic.) = (io, "', in >,
c.=0

and, for any i E I,

(*) Pn(A)= [EBiO<'''<in (io' ... , in> e(i)RJ EB [ EB iO<' "<in (io' ... , in> (1 - e(i»RJ.

We call the first summand e(i)Pn(A) and the second (1 - e(i»Pn(A). Define a boundary

operator dn :Pn -+Pn - I by

do :Po(A) -+ fA' do (io >= e(io),
n

dn:Pn(A)-+Pn_I(A), dn(io,"',in >= L (-l)c.(io,···,l-c.,"·,in>(e(ic.»
c.=0

where i means delete ic.'

PROPOSITION 2.48.
dn+1 dn d l do

~(A): .. , ----+ Pn(A) -+ ... -+ Po(A) ---+ fA -+ 0

is a projective resolution of fA'

PROOF. Pn(A) is projective since it is isomorphic to a direct sum of projective right

ideals.

That ~(A) is a complex is a standard computation. Every term in

dn _ 1dn (io' ... , in> appears twice with opposite signs.

dod l (io' i l >= do«il >e(io)e(il) - (io}e(io)e(il» = e(io)e(i 1) - e(io)e(il) = O.

Let dnP = 0, p = ~~ 1 (io,a' ... , in,c.) rc.' Let i be the largest in,c. such that

(io,a' ''', in,c.>rc. * 0, and let e(i)p and (1 - e(i»p be the projections of p on the

appropriate summands of (*). Since dn(e(i)Pn(A» ~ e(i)Pn_1(A) and

dn«(1- e(i»Pn(A» ~ (1 - e (i»Pn - 1(A), dne(i)p =dn(1 - e(i»p = O. A straight.forward calculation

show.; that dn+1(~in c.*i (io,c.' ... , in,c.' i> e(i)rc.) - (- I)n + 1e(i) p = q E EB <io, ... , in-I' i> R.

Since dnq =0, looking at terms of dnq not involving i shows that q must = O. We

observe that (1 - e(i»p has fewer than m nonzero terms since i is actually equal to

some in,a in a nonzero term of p, and then use induction on m to get (I - e(i»p E

dn+IPn+I(A). Hence ~(A) is exact.
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PROPOSITION 2.49. Let I I I = ~n, p. d. (lA) ~ k < 00. Then if k < n, there exists

a set J s;:;. I such that I JI = ~k and d,J>k({ e(i) liE J}) is a direct summand of

d,J>k(A).

PROOF. Let F be free on {bili E L}, F=dkPk(A) EEl Q. We define a map f:

Fe 1)~ F(I) which assigns to every finite subset S of I S itself if 1S I < k; other·

wise d,J>k(S) is contained in a finite sum EBg~1 b~, the projection of each bi' 1 ~i ~m

on dkPk(A) is contained in a finite sum 'idkPk (io, "', ik ), and f(S) is a set consist­

ing of all the i; which appear for some bi' By 2.41, we get a J with IJI = ~k

and f(}) s;:;. J. Then d,J>k(A) = d,J>k({e(i)li E J}) EEl (d,J>k(A) n EBiEL biR), where

L is the subset of L which consists of those elements not involved in getting f(S) for

any S s;:;.J.

PROPOSITION 2.50 Let I be an ordinal such that for some nEw no ordinal of

cardinality < ~n is cofinal in I. Then p. d. (IA) ;;;. n.

If n =0, there is nothing to prove, so we may assume n;;;' I. We will ~se induction

on n. Assume p. d. (lA) = k < n. The case k = 0 is ruled out by Proposition 2.24 with

slightly different notation (instead of T).

Now assume k;;;' I and k < n. By Proposition 2.49, there exists J s;:;. I with

IJI=~k and d,J>k({e(i)IiEJ}) isadirectsummandof d,J>k(A). Since k<n, by

hypothesis r = sup (l) + I < I. Now,

Pk-I(A)= EB (io,"',ik_1)e(r)R
{;,,} SJ

EEl EB (io'''', i k - 1) (l - e(r)R
{;"Ls.J

EEl EB (io' ... ,ik_1)R
{i,,}i.J

EB dk(io,"',ik_1,r)R
{;,,}SJ

EEl EB (io ' ••. ,h-l) (l-e(r))R
{;,,}s;: J

EEl EB (io,···, ik_1)R
{i,,}~J

and

d,J>k(A) = d k Pk ({ e (i) liE ]}) EEl K.

Then, since a direct summand of a direct summand is a direct summand,

where premultiphcation by e(r) indicates as before the appropriate projection in (*).

Now e(r)dkPk({e(i)liEJ}) is a direct summand of e(r)dkPk(A) and M=

EB{;"h;Jdk (io ' .,. , i k - I' r) R is a direct summand of Pk - 1(A) and indeed of

e(r)Pk _ I (A). Moreover, M"1 e(r) d,J>k ({ e(i) i i E J}) by the proof used for exactness of

~(A). Hence e(r)dkPk ({ e(i) liE J}) is actually a direct summand of e(r)Pk _ l .
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Define B= {e(r)e(i)liEJ}. Then B is a nice set of idempotents of R since A

is and since 1 - e (r) e (i) = 1 - e (r) + e (r) (1 - e(i». Moreover, the complex 'l3 (B) is

naturally isomorphic to e(r)'l3({e(i)1 i E J}) in an obvious manner. In particular,

kerneJ13<B)dk_1 is a direct summand of Pk- I (B), so p. d. (lB)";; k - 1. By the induc­

tion hypothesis, k";; p. d. (lB) since B can be indexed by !J.k' a contradiction.

PROPOSITION 2.50. If I is a set such that I I I = ~n' then p. d. (lA) .,;; n.

PROOF. If I is countable, order it by w. Then

lA = e(O)R EB e(I) (I - e(O»R EB e(2) (I - e(O» (I - e (I»R

n-j

EB ••• EBe(n) n (I -e(ex»R EB •••
0:=1

is projective.

Now apply Proposition 2.43.

THEOREM 2.51. Let R be a ring containing an infinite direct product of subrings

DiEXRi , where Ri has identity l i oF O. Let i 2x I = ~k' Then g1. d. (R) ~ k + 1. If

each Ri is a division ring and R = DiEX Ri' then gl. d. (R) = k + 1.

PRoOF. By Proposition 2.42, there exists a family {Ai Ij E 2x } of subsets of X

whose characteristic functions in DiEX Ri form a nice set of idempotents (4. Then

p. d. (lA) ~ k, so p. d. (RIIA) ~ k + 1. If R is a direct product of division rings, it is

easy to see that any ideal is generated by characteristic functions, so R is regular. Apply

Proposition 2.43.

Up to now, we have just been talking about algebraic concepts. The continuum hy·

pothesis and/or generalized continuum hypothesis seem completely irrelevant. And yet

there they are, in Theorem 2.51, built into the algebra. The permutations and combinations

are many. For example, a countable direct product of fields has global dimension 2 =
the continuum hypothesis holds. The reader can fill in other such equivalences.

§7. More counting

In this section, R will denote a small additive category, and MR will mean AbR ,

as in § 1 of Chapter 1, number 24. x EM E MR will mean 3pER such that x E M(P). If

x E M, we will assume x is tagged with a p it comes from. The notation EBxEMxR

will denote the functor EB xEMHomR (P, ) and there is a map EB XEM xR 4 M taking

1p to x. The resemblance between this and our usual notation is purely intentional-all

phraseology will be as for modules over a ring, but there is a broader application to be ob­

tained when in the end we permit R to have more than one object. The first results

in §6 go through essentially verbatim, and I have a suspicion that the direct product result

is basically categorical in nature although as far as I know it has not been precisely trans­

lated to Grothendieck categories whereas the other results have.

A right R-module M will be called directed if
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(i) M is generated by a set of elements M such that xr =°= r =° for

all x EM.

(ii) For all x, y EM, set x < y if 3rE R with yr = x (technically

yM(r) = x). Then M is a directed poset under <.
M will be called a set of free generators for M.

If M is a directed module with free generators M, u :M X M ..... M is called an

upper bound function if u(x, y)R 2 x R + yR for all x, y EM. We extend u to a

function from U:=2(Mt to M inductively by

u(m l , ••• , m n) = u(ml' u(m2 , "', m n))·

Then u(m I' ••• , mn)R 2 ~7= I miR. If X ~ M and u(X X X) ~ X, X will be called

u-closed. If M is directed, x EM, x- I will denote the R-isomorphism: xR ..... R given

by x-I(xr) = r· X-I exists since xR is free with basis x. Note that x • x-1(xr) = xr.

Let X ~ MR , /l ;;;. 0. Pn(X) will denote the free R-module

Pn(X) = L EB (xo' ... , xn)R
{XiIO";i";n}s; x;xo>x I > ... >x n

where, for all rER,(xo,"·,xn)r=O=r=O. Set P_I(X) = the submoduleof M

generated by X.

Let x E M. Set s(x) = {y EM Iy < x}, s(x) = {y EM Iy .:;;; x}. We define a

map x* :Pn(s(x)) ..... Pn + I (s(x» for n;;;' 0 by

If n = - 1, x* :P_1(x) ..... Po(s(x)) is defined by

x*(xr) = (x)r = (x)x-I(xr).

For /l;;;' 0, define a function dn :Pn(X) ..... Pn- I (x) by

do(x) =x,
n-I

dn(xO' ... , x n) = L (xo,"', Xi' "', x n) (- li
;=0

where X; means delete Xi'

x* and d; are analogous to the "adjoin a vertex" and boundary operators of

combinatorial topology. They are connected by a basic relation.

dn+1(x*p)=p-x*dnP for all n;;;'O,

pE Pn(s(x)). This relation will often be used without explicit reference to it. It is verified

by direct computation.

ThEOREM 2.52. Let M be a directed R-module with a set of free generators M
and upper bound function u. Let X be a u-closed subset of M. Then
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d n + 1 d n d l dO
'l3X :·" - Pn(X) ---+ Pn-I(X) ---+ ••• --"PO(X)--"P-I(X) ---+ 0

is a projective resolution of P_ I (X) = the submodule generated by X.

PROOF. (i) 'l3x is a complex. This is a straight-forward computation, since terms

appear twice with opposite signs and x;~2(xn_l)x;~ I (xn) = x;~2(xn)·

(ii) 'l3x is exact. 'l3x is exact at P_ I (X) since X generates P_ I (X).

Let P = L~I <x~, •.• , x~)ri E Pn(X), dnP = O. Let x = u(X&, ... , x~). Assume
Xl ••• xl<X=~+I=···=xk and set p'=L1 <xi ... xi)r. p"=p-p' Bydef-0' , 0 0 0' 1= I 0' '11. I' .

inition, p" = x*q for some q E Pn- I . By Lemma 2.6,

p - dn+ I (x*p') = x*q - x*dnP'.

Since 'l3x is a complex,

0= dn [x*(q - dnP')]

1

q - dnP' -x*(dq) if n > 0,

= xx- I(q - dnP') = q - dnP' if n = O.

Since for n > 0, no term of q - dnP' involves the symbol x, and every term of x*dq

does, q - dnP' = O. Hence p = dn. + I (x*p').

THEOREM 2.53. Let M be a directed R-module with free generators M', upper

bound function u and projective dimension ~ k such that no set of cardinality ~ l'\n

generates M for some nEw. Let Z ~ M' have IZ I ~ l'\ n. Then there exists a

u-closed set Y ~ M such that Z ~ Y and

(a) I YI = l'\n·

(b) No set of cardinality < l'\n generates P-I (Y).

(c) d~k(Y) is a direct summand of d~k(M).

PROOF. Express d~k(M) as a direct summand of a free module F with basis

{bi li El}. For each FE r(M), IFI;;;' k, express d~k(F U u(F)) as a sum of b/s,

and the projection of each of those b/s on d~k(M') as an element in d~k(g(F)). Then

g gives a function from F(F (M)) to r (M) by taking unions and then g. Apply

Proposition 2.41 to get a g-cIosed subset of F(M) with cardinality l'\n such that no sub­

set of smaller cardinality is cofinal in it. Its union is the desired Y.

THEOREM 2.54. Let M be a directed R-module possessing a free generating set of

cardinality l'\n for some nEw. Then p. d. (M) ~ n + 1.

PROOF. Apply Proposition 2.43. Back to our topology.

THEOREM 2.55. Let M be a directed R-module, X and Y directed subsets of

M, X ~ Y. Let v be the natural map from P-1 (Y) -+ P-1 (Y)IP_ 1(X), I the identity on

Pn(X). Then



63

so 'l3x y is exact at

For n>l,

PROOF. Clearly 'l3x , y is exact at P_ I (Y)IP_ I (X) since do is onto P_ I (Y). Also,

vdo(I, d I) = 0 since doPo(X) ~P-I(X) and dod I = O. Let z E kernel vdo' Then

do(z) E P-I (X). Since do :Po (X) ~ P-I (X) is onto, there is an x E Po(X) such that

do(x - z) = O. Since 'l3y is exact, z E Po(X) + d I (PI (Y») and 13x , y is exact at Po(Y)'

Moreover,

If (I, d I )(a, b) == 0, a E Po(X), b E PI (Y), then a + dIb = 0, and by the exactness of

'l3x and 'l3y , thereisa zEPI(X) and wEP2 (y) such that dIz=dIb=-a and

z = b + d 2 w. Then

C;-' :JC:" d"OJ=O
Hence 13x y is a complex. Let

(a, b) = O.

Then

0= - dna = a + dn+ I b.

By the exactness of 'l3x ' dn+ I(b) = - a = dn+ I (z) for some z E Pn+ I (X), and b - z =

dn + 2 (w) for some wE Pn +2 (y). Then

(

- dn+ I 0 )
(z w)= (a b).

I dn + 2

Hence '13x y is exact.

Clearly every module in 'Px , y is projective (indeed free).

Three of our applications use the linearly ordered case of a directed module.

LEMMA 2.56. Let R be a small additive category, n a directed poset without a

maximum element, M = UiEn xiR where xiR J xjR for all i > f If xir = x j implies
of-

that r is not a zero divisor (i. e. M(r) is monic and epic in Ab), then M is not projective.
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PROOF. Let [:M ..... R, [*- O. Then there exists an i such that [(x;) *- O. For all

i ~ i, [(x;) == [(xj)r where r is not a zero divisor, and if i E D,[(x j ) = [(xk)r where

k> i, i and r is not a zero divisor. In all cases, [(xl') *- O. By hypothesis, M cannot be

finitely generated. Hence the Dual Basis Lemma (1.26) cannot be satisfied by M.

THEOREM 2.57. Let R be a small category, M a directed R-module with a linearly

ordered set o[ free generators M' such that \Ix, y E M', y = xr => r is not a zero divisor.

Then p. d. (MR ) == n + 1 = the smzllest cardinality [or a generating set [or M is ~n'

PROOF. By Proposition 2.38, we may take a cofinal embedding of D
Q

to M which

is order-preserving, where ~Q is the smallest cardinality of a generating set for M. By

Proposition 2.43, p.d. (M) ~ Q' + 1. If Q' ~ 0, p. d. (M);;' 1 by Lemma 2.56. Now assume

for k E w, k ~ Q', and p. d. (M) ~ k. By Theorem 2.53, there exists a u-c1osed set Y of

cardinality ~k-I such that no set of cardinality < ~k-I generates P_1(y) and dkPk(y)

is a direct summand of dkPk(M). Let z be an upper bound for Y. Then Pk - I(M) ==

Pk-I(y) EEl ~somex;EfY(xo, "', xk_I)R. We may subtract any element in the second sum

from each free generator of Pk - I (Y) and still have a direct sum. In particular,

ular,

and

Hence dkPk(y) is a direct summand of a direct summand of Pk - I (Y). We then have

d~k(Y) a direct summand of Pk- I(Y), so dk _ IPk-1 (Y) is projective. Thus p. d. (Y) =
k - 1. By finite induction this yields a contradiction, so p. d. (M) ;;. k + 1 for all k E w

if a;;' k. Hence p. d. (M) = 00 if a;;' w. Otherwise, p. d. (M) ;;. 0: + I, so p. d. (M) ==

Q' + 1 for Q' E w.

Application I. Polynomial rings and rational [unctions. In this application K will

denote a field, R will denote the polynomial ring K[x
l

, ... , x n ] in n;;' 1 indeter­

minants, and Q will denote the quotient field of R (rational functions in n variables).

We note that QR is a directed R-module since every cyclic submodule of Q is free

and if alb, cid E Q, I/bd;;' alb and cid. For convenience, we will take as our free gener­

ators for Q the set

Q/== {llrIOi'rER}

and let

u(Ilr, lIs) = l/rs.

THEOREM 2.58. Let A ~ K, lA I == ~k' k ;;. O. Let M be a u-closed subset o[ Q'

such that M "2 {l/(x; - 0:) 10: E A, 1 ~ i ~ n} and IMI = ~k' Set M =P-I (M). Then

p.d. R(M)= min {n, k + l}.

PROOF. By Theorem 2.54, p. d. (M) ~ k + 1, and by Corollary 2.28, p. d. (M) ~ n.

Hence we need only show that both inequalities cannot hold. Also, M cannot be projec­

tive (or indeed a submodule of a free) since it is divisible by the prime XI - 0:. We use in­

duction on nand k.
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If n = I or k = 0, by the above remarks, p. d. (M) = I = min {n, k + I}.

Nowassume k ~ I and n ~ 2. Let p. d.R(M) = l. Select a set A' ~ A with

IA'I = l"k_I' and by Theorem 2.53 find a u-closed set Y ~ M' such that I Y 1= l"k_ I'

no set with fewer elements generates P_ I (Y), Y ;2 { I (x j - 0:) 10: EA', I .,;;; i .,;;; n}, and

dt/(Y) is a direct summand of dt/(M). Now {(Xi - 0:) I0: E A, I";;; i .,;;; n} is a set of

primes of cardinality l"k' so there exists an 0:' E A such that for q = x n - 0:', I(q f:­
P_I(y). Set R* = R/qR and let * denote residue class in R*. Then R* =

K[xr, •.. ,x~_ll where the x( are algebraically independent.

Set Z= YU {l(yqlyEy}. Then P_I(Z)=q-lp_I(Y)~P_I(Y)'so p.d.(P_I(Z))=

p. d. (P-I (Y)) .,;;; I. Let d/P/Z) = dt/(Y) (fj K. By Theorem 2.55, there is a projective

resolution of P-I (Z)(P-I (Y) whose Ith image is

Cd,:, :')(PH(Y) GlP,(Z)) ~ (- d,: },_, (Y) Gl K ~ P,_, (Y) Gl K

Hence p. d'R (P-I (Z)(P-I (Y)) .,;;; I. By Theorem 2.26, p. d'R *(P-I (Z)(P-I (Y)) .,;;; I - I.

Now P-I (Z)(P_I (Y) = q- 1P-I (Y)(P_I (Y) ~ P_I (Y)(qP-I (Y) is an R*-module

which is torsionless since q is relatively prime to all elements in Y- I .

Let UI (U 2q, vI(v2qEP_I(Z),qtuI' qtv l . Then

(u I(U2q) (u2vI) = (VI (v2q) (v2u I) f:.P-I (Y).

Hence P_ I (Z)(P_ I(Y) as an R *-module is an essential extension of every cyclic sub­

module. The map (q- 1)* 4 I extends to an isomorphism between P_ I(Z)(P_ I (Y) and

an R *-submodule of Q* = the injective hull of R *. Moreover, the image is generated by

reciprocals of the multiplicative semigroup y* of R *. Since Y* 2 {l(x(- 0:) 10: EA',

I .,;;; i .,;;; n - I}, by the induction hypothesis p. d'R *(P-I (Z)(P-I (Y)) = min {n - I, k} .,;;;

1-1. Hence l~min{n.k+I}. Q.E.D.

The hypotheses on M in Theorem 2.58 are not superfluous. If one looks at the sub­

module of Q generated by polynomials in X I ' ••. , X n _ lone will get a directed module

that looks like it is over an n - I indeterminant polynomial ring (it can be obtained from

one by taking a tensor product with R of such a module). Hence its dimension .,;;; n - 1.

CoROLLARY 2.59. p.d.R(Q) = min {n, k + I}.

We remark that if R is an n-dimensional regular local ring of cardinaltiy l"k with

quotient field Q, and either IR I = IRP\ or R is complete, then it is not difficult to

adapt the proof of Theorem 2.58 to show that Corollary 2.59 still holds. Thus

3n, p.d'Q[[xI" ••,xnll (Q«x l , ••• , xn ))) ~ k + I = 2KO ~ l"k'

The connection between the continuum hypothesis and this result is now clear. Also,

R happens to be a nice field of cardinality 2KO. Thus

3n, p.d·R [xI, ••• ,xnl (R(x l' ••• ,xn )) ~ k = 2 KO ~ k - 1.
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If the continuum hypothesis holds, we can show how to construct a free basis for d2P2 (Q)

for the ring R==R[xl' • .. ,xn ] or R==Q[[xl' "·,xn]].

Let M denote a directed module with free generators M'.

LEMMA 2.60. Assume M is countably generated. Then diP I (M') has a free basis

of the form {d l (a, b>}.

PROOF. Since M is countably generated, there exist {Xj liE w} S; M' such that

Xo < x I < ... and M == '1:::;0 xjR. For each yE M, let x(y) denote the x j with

smallest index i such that y < Xj' We show {d l (x(y),y)!y EM'} is a free basis for

dIPI(M).

Let ~t=1 d l (x(y), Yj) rj == 0, all rj:f= 0, and assume x(Yn) == x k is the largest x j

occurring. Since rn:f= 0, x(yn) must appear in another tuple (x k ' Yj)' so in at least one

of its appearances, the second component yj:f= Xk _ l . But then (Yj)rj is a term of

d l (xk ' Yj) but of no other d I (x(YI)' YI)' so the sum cannot be zero.

Let (a, b) be a generator for PI(M). Then d2 (x(a), a, b) == (a, b) - (x(a), b) +
(x(a), a)a-Ib and since 'l3M , is a complex,

d l (a, b) == d l (x(a), b) - d l (x(a), a)a-Ib.

Let x(a) == XI' x(b) == x k . Then
I-I

d l (x(a), b) == d l (x(b), b) + L d l (x j+ I ' xj)xjlb.
j=k

Thus every generator for diP I (M') may be expressed as a linear combination of elements

in the given set.

PROPOSITION 2.61. If M is ~I-generated, then d2P2(M) is free.

PROOF. Since M is ~ I -generated, there exist u-closed subsets {Ta IQ < ~ I} S; M
such that M n P-I (Ta) S; Ta for all Q, P-I (Ta) is countably generated, Ta S; T~ for

Q <~, and M == U a< X / _ I (Ta)' Set T-I == 0'. It is sufficient to show

~P2(Ta)/d2P2(Ta-l) has a free basis for all Q < ~l' Q a successor ordinal.

By the conditions on the Ta' there exist {Xj liE w} S; Ta - Ta_ 1 such that

P_I(Ta)== U;':oxjR. For yE Ta_\, define xa_I(Y) as in Lemma 2.60. Then

EB L (u, v) R EB
uETa _ l ; U*X a _ I (u)

(a, b) R.

For each (a, b) with a == xa_l(b) or a ETa - Ta-I and a:f= xa(b) there exists

a unique element p==~(xa(yj)'Yj)rj such that dl(a,b)==dIP. Then (a,b)-p==

d2qa.b for some qa.b E P2(Ta) - P2(Ta- I ). Then F== {d2q a.b I a == x a- I (b) or a E

Ta - Ta-I' a :f= xa(b)} is a free basis for d2P2(Ta)/d2P2(Ta-I)'

F is independent since {(a, b)} is independent in PI (Ta) modulo the first and

third sums, and the image of d2qa.b == the image of (a, b) in that module.
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To show F spans, we need only show that, for all u E Ta - Ta-I' d 2 (u, v, w) is a

linear combination of elements in F and an element in d2P2 (Ta- I ).

d
2

(u, v, w) = (v, w) - (u, w) + (u, v)v-Iw.

Let
qa,b=d2 qa,b' a=xa_I(b) or aETa-Ta_ 1 and a*-xc/b),

= 0, otherwise.

If qv,w is defined or v=xa(w),d2 (u, v, w)-CZv,w +-qu,w-CZu,vv-1x isanele­

ment of ~YETa (xa(Y), y) R in the kernel of d I' By Lemma 2.60 it must be zelO.

If v E Ta-l' v*- xa_l(w), we apply Lemma 2.60 to dIP1(Ta_ l ) to express

d l (v, w) uniquely as a sum ~dl (xa_l(Yj),Yj)rj . Then p = (v, w) - ~(xa_I(y;)'Yj)rj E

d 2P2 (Ta- l) and d 2 (u, v. w)=-qu,w +qu,vv-
I

w+p+ ~d2qxa_I(Yj),Yfi'

Application 2. The failure of the injective analog of the global dimension theorem.

PROPOSITION 2.62. Let n be any nonnegative integer or co. Then there exists a

(rnaximally complete) valuation ring R with global dimension n.

PROOF. If n = 0, any field will do. If n = I, any discrete, rank one valuation ring

will do. Now assume 2";;;; n < 00. Let r be the additive group of all step functions from

Dn - 2 to Z = the additive group of integers; that is, fE r <== there exist 0 = 1'0 <
1'1 < ... < I'm < I'm +1 = Dn _ 2 such that ftI') =f('Yi) for all I' such that 'Yj";;;; I' <
'Yi + I' Then IrI = I{{ 'Yj 1I ,,;;;; i ,,;;;; m < oo} C Dn _ 2 } I IZ I= ~n _ 2 ~o = ~n _ 2' Order r
lexicographically. For I' < Dn _ 2' let eel') E r be the characteristic function of

{ ~ II' ,,;;;; ~ < Dn - 2 }.

Let R be the ring of all power series in a symbol "X" with exponents well ordered

subsets in r+ = bE r if' ~ O}.

Then R is a valuation ring, and its set of principal ideals is order isomorphic to

upper cuts in r+. By Corollary 2.47, gl.d. (R)";;;; n. By Theorem 2.57,

p. d. (~'Y<nn_2xe('Y)R) = n - I. Hence g1. d. (R) ~ n. We conclude g1. d. (R) = n.

If n = 00, consider the ordered group of step functions from D w + 1 to Z and

proceed as above. Then, by Theorem 2.57, p.d. (~'Y<nw+IXe('Y)R)=00 since Dn is

not cofinal in D w +1 for any n < w. Thus gl. d. (R) = 00.

PROPOSITION 2.63. The rings in Proposition 2.62 have i. d. (Q/!) = 0 for all If. R,

where Q is the quotient field of R.

PROOF. In the case n = 0 or I, this is immediate.

Now let n ~ 2, and let if>: J ~ QII, J an ideal of R. By 2.38,
J = UaEnkX[(a)R, where {[(a) Ia E Dk } is a decreasing, well-ordered sequence in r+.
Let if>(X[(a» == xg(a) ua' g(a) E r, ua a unit in R. Since if> is a homomorphism,
~(a)-[(a)+[«(3)u

a
== X g«(3) u(3 modulo I, Va >~. Thus the sequence Xg(a)-[(a) ua =ha

satisfies ha - h(3 E x- [«(3) I and so comes from a power series in Q whose coefficients for

powers of X not in X-f(a) I agree with those of ha' (There may be negative terms.)

Multiplication by this power series induces if>. By Baer's criterion, QII is injective.
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CoROLLARY 2.64. Let I ~ n ~ 00. Then there exists a valuation ring R such that

sup {i. d. (J)II a rif{ht ideal of R} = sup { i. d. (R/f) 1I a right ideal of R} = I and

gl. d. (R) = n.

PROOF. Let R be one of the rings in Proposition 2.62. 1 an ideal of R. Then

0- 1 - Q - Q/I- 0 (0 - R/I- Q/I- Q/R - 0)

is an injective resolution of 1 (R/I) by Proposition 2.63. Hence i. d. (I) = I (= i. d. (R/I))

if 1 *- 0 (I *- R).

Application 3. The derived functors of lim. Let rr be a small category. For R
+--

any ring, we form the "category ring" of rr, Rrr, such that IRrr 1= Irr I, and HomR1T(P, q)

is the free R-module on rr(p, q) and composition is by composition of basis elements. If

rr has one object, this is just the monoid ring with coefficients in R.

Consider the functor Li: Ab R -+ Ab R1T such that

Li(F) (P) = F, Vp E I rr\,

Li(F) (a) = la' Va E rr(p, q),

where la is zero on all basis elements except a and I there. Let D be any object in

Ab R1TOP , rr a poset. Then lim D is an element in AbR . One verifies the adjointness
+-- -

relation

where the natural isomorphism takes a natural transformation TI to the R-homomorphism

from F to ~ D induced by the family of maps Tla : F -+ Dafor all a E rr.

Put F= R. Then AbR1TOp(M, D) "'" AbR(R, limD) "'" limD so the kth right
- - +-- +--

derived functor of lim, lim(k) is the same as the kth right derived functor of
+-- +--

AbR1TOP(M, ), so

p. d. (M 1TOp ) = sup {k I~(k) = O}.

Let rr be any directed poset, R any ring. Then M is a directed module (functor)

with IR at each of the vertices of rr forming a set M' of free generators, that is,

M' = {l E M(P) Ip E I rr I}. Let rr be linearly ordered, Xn the smallest cardinality of a

cofinal subset of the category opposite rr. By Theorem 2.57, p. d. (M rrop) = n + I, so

this is precisely the last nonvanishing derived functor of lim
1T

• By a modification of a result......-
of Roos, if f is an order-preserving cofinal function (L e., a cofinal functor) from a directed

poset rr to a directed poset n, then f induces a natural isomorphism between the func­

tors lim~) "'" lim<:) , so if some lim(A) does not vanish, the same is true for some lim<:).
+-- +-- +-- ......-

Reversing 2.38. there is an order-preserving cofinal function f from rr into nn if Xn is

the smallest cardinality of a cofinal set in rr, so from the linearly ordered case, lim ~n + 1 )......-
does not vanish. By Proposition 2.48, ~~n+k) = Ext~~~p(M, ) = 0, k > 1.

This proof, by Mitchell, answered a question tackled by topologists, which, except in

low n cases, did not yield to the methods of the topologists.
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Application 4. Differing left and right global dimensions. We have already seen an

example of a left hereditary ring which was not right hereditary. Here we exhibit some ex­

amples due to Jategaonkar which show that a left hereditary ring may have arbitrary right

global dimension.

Let R be a domain, a a ring monomorphism from R to R. One forms the ring

D = R [X; a] of twisted polynomials in X over R by setting

(D, +) = {to aiX
i

} = (R [X], +)

and multiplying by the associative and distributive laws and

Xr = a(r)X for all rE R.

It is not difficult to verify that D is a ring, every element in D has a degree which is its

degree as a polynomial, and multiplication adds degrees.

PROPOSITION 2.65. D = R [X; a] is a principal left ideal domain iff R is and a(r)

is a unit of R for all nonzero r E R.

PROOF. Let D be a principal left ideal domain. Then R ~ D/DX is also. Now

let r be a nonzero element of R. Then Dr + DX =Df for some fED. Since Df

contains r of degree 0, fER. Since X E Df, X = sXf for some sE R. Then sa(j) =

1 so a(j) is a unit of R. But f = ar + bX, and comparing constant terms we see that

f= ur for some u ER, so a(j) = a(u)a(r) is a unit. sa(u) is the inverse of a(r). (We

have used here the fact that in a domain anyone-sided inverse is two-sided, since if xy = I,

x(l - yx) = 0.)

Conversely, let J be an ideal of D, n the smallest degree of a nonzero polynomial

in J, J = the ideal of R consisting of 0 and all leading coefficients of polynomials in J

of degree n.

Let J =Rj, and p a polynomial in J of degree n and leading coefficient j. Since

a.(j)- I Xp is a monic polynomial in J, subtracting a left multiple of it from any polyno­

mial in J will yield a polynomial of degree :s;;; n. Subtracting a multiple of p from any

polynomial of degree n in I will reduce the degree. Hence 1= Dp.

PROPOSITION 2.66. Let R be a domain, D a domain containing R such that there

exists a family of domains {DIJ. IJ.l E n} indexed by an ordinal n such that

(i) Do =R, UIJ.EnDIJ. =D,

(ii) for 0 < J.l < n, DIJ. = (Uv<IJ.Dv) [XIJ. ; alJ.]'

Then D is a principal left ideal domain if each DJ.l is.

PROOF. If n is a successor ordinal there is nothing to prove, for then D = Dn _ 1 .

Now let J be an ideal of D, J1 the smallest ordinal such that I contains a nonzero

element of DIJ.' For all A> J.l, XAP = aA(P)XA E I where p is a nonzero element of

In DIJ.' Since ClA(P) is a unit by Proposition 2.65, XA E I. If p is a generator of the

left ideal J n DIJ. of DIJ.' then 1= Dp.
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PROPOSITION 2.67. Let D be as in Proposition 2.66. Let 0 < v < IJ. < A < n.
Then [ax(xv)]-I Xx D ~ [ax(xp)]-I XxD.

PROOF. [ax(Xp)]-1 XdaiXv)]-IX/l = [ax(Xv)]-IXx (postmultiply both sides by

Xv) and if [ax(X/l)]-IXx = [ax(Xv)]-IXxY, one calculates 1 = [aiXv)]-IX/lY (since

Xx = Xx [a,,(Xv)] -I X/lY) so Xp is a unit, a contradiction.

Definition. A ring satisfying the hypotheses of Proposition 2.66 with im all ~ R, VIJ.,

will be called a generalized twisted polynomial ring. One verifies by transfinite induction

that every element of D ilas a unique expression as a sum of monomials X/l 1X/l
2

••• X/l
k

with IJ.I ~ 1J.2 ~ ••• ~ IJ.k and coefficients from R written on the left. We denote this

ring by R [{X/l; all IIJ. < n}].

PROPOSITION 2.68. Let n =1= 0 be any ordinal. Then there exists a ring D of cardina/ity

Holnl ofthefonn R[{X/l;a/lllJ.~n}], where R isa division ring and ima/l C R for

all IJ. ~ n.
PROOF. For n = 0, take polynomials in one variable over a countable field (ao is

the identity).

Now assume that for all IJ. < n we have a division ring K/l and a generalized

twisted polynomial ring Kp [{Xx; a x IA~ IJ.}] = D/l such that for all v < IJ., Kv C K/l

and {Xx; a x IA~ v} is an initial segment of {Xx; a x IA~ IJ.}, and axap = al.laX on any Kv'

Set S = U/l<nDpo K = U/l<nK/l' By the assumption on the containment relations

between the division rings and indeterminants, one sees that S = K [{ Xx; a x IA < n}]. Set

Xx = XX,o, and let T be the twisted polynomial ring S[{XX,i; ax, i lA < n, i E w - {Om,

where ax, ilK = a x, ax, i (Xp,j) = X/l, j for all j =1= i, ax, i (X/l, i) = a x(X/l) for all IJ. < A.
What we have done is set up acountable number of copies of S with the same K and in­

determinants in each copy commuting with those in other copies. One verifies that

K[{Xx i; a x i IA < n, i E w - {Om is a left Ore domain and so has a classical division

quotient ring Kn . Moreover, each a;>., extends to an endomorphism of Kn which fixes

each indeterminant. Then a x and all commute on Ko., and we have an endomorphism

an of Ku[{X;>."o;ax,oIA<n}] which fixes K and sends X;>."i to XX,i+I' Iman~
Ko., a x commutes with an on Ko.. Moreover, IKn I = Inl~o by Corollaries 0.15 and

0.16, and IDn 1= Ko. [{Xx; a x IA~ n}] I = ~o 1nl. Transfinite induction gives us the de­

sired ring.

PROPOSITION 2.69. Let I ~ n ~ 00. Then there exists a left hereditary ring D with

right global dimension n.

PROOF. Set n= D.,,-I + 1 (or n w + 1), and let D be the ring of Proposition 2.68. By

Propositions 2.65 and 2.66, D is a principal (=> free) left ideal domain and so left hereditary. By

Proposition 2.67, D has a well·ordered ascending chain of principal right ideals of order

type nn_I' By Corollary 2.59, this right ideal has projective dimension n. Hence

r. g1. d. (R) ~ n + 1. By Proposition 2.39, r. gl. dim (R) ~ w. g1. d. (R) + n since IRI =

~n- I' But the weak global dim~nsion is independent of sides and is 1 on the left. Hence

r. g1' d. (R) ~ n + 1. In the case that we want right global dimension I, Z will do.
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Introductory set theory. In discussing homological properties of modules which are

not necessarily finitely generated, set theoretic arguments play a very large role. In this

appendix we include the purely set theoretic concepts and notations used in the body of

the notes. An intuitive approach is taken although the axiomatic approach of Godel-Bernays

greatly influences it. The first section lists definitions and notations familiar to most math­

ematicians. §2 concerns cardinals, ordinals, the axiom of choice and equivalent formula­

tions, and some elementary consequences thereof. The reader of the last sections of Chapter

2 should be familiar with this material but might appreciate the convenience of having it

sketched out and readily at hand.

§ 1. Notations, definitions, and basic axioms

We start with three primitive undefined terms, class, set, and membership E. In gen­

eral, upper case letters from the beginning of the alphabet will denote classes, upper case

letters from the end of the alphabet will denote sets and lower case letters will denote

elements of classes. Strictly speaking, elements of classes are sets but there is a definite in­

tuitive difference between thinking of them as collections of elements and as single entities

in other collections. The axiomatic approach does not care what these things are, but only

what we can say about them. The labelling below is intended to combine these two

approaches.

I. Notation. (Read" =" as "denotes" or "means")

(a) V = for all (logical quantifier).

(a') V' = for almost all = for all but a finite number.

(b) 3 = there exists (logical quantifier).

(b') 3! = there exists uniquely or there exists one and only one.

(c) V= or (logical connective).

(d) 1\ =and (logical connective).

(e) I = not (logical connective).

(f) P => Q = P implies Q = if P, then Q = IPVQ,

(g) P~ Q =P iff Q =P if and only if Q = (P => Q) 1\ (Q => P).

(h) A = B means substituting A for B or vice versa in any statement will not

affect the truth value of that statement.

2. Intuitive definition. A class is a collection of sets. If A is a class and x a

member (or element) of A. we write x EA.
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3. Axiom (extensionality). A = B <==? \Ix, x E A = x E B. That is, a set is
completely determined by its members. The symbol = has a strictly logical meaning here,

so this is indeed an axiom, not a definition. Intuitively it makes little difference which you

call it.

4. Intuitive definition. A set is any class which is a member of some other class. Sets

are the only classes which can be preceded by logical quantifiers. Some such restriction is

necessary to avoid logical contradictions. On the other hand, being able to talk about

classes which are not sets simplifies several discussions.

5. Intuitive definition. A property or permissible statement is any statement about

classes that can be made up of letters representing sets or classes, E, =, logical connectives,

and logical quantifiers applied to sets.

6. Notation. {x IP(x)} is read "the class (or set if that is the case) of all sets such

that the property P(x) holds".

7. Intuitive axiom. Any property determines a class, that is, A = {x IP(x)} is a

class such that x EA <==? P (x).

8. Axiom family. For each property P(x), \IX, 3y, \lz, z E Y <==? (z EX 1\ P(z».

That is, for each property P and for each set X, the collection of all elements of X

satisfying P forms a set. Axiom 7 is an intuitive axiom because there exists a class is not

a permissible statement. Axiom 8 however yields the existence of a set.

9. Notation. A ~ B (resp. B 2A) means (\Ix), x EA=? X E B and is read A is

contained in B (resp. B contains A) or A is a subclass of B. If B is a set, by Axiom

8, A is a subset of B.

10. Notation. A - B = {x Ix EA /\ I (x E B)} is the complement of B in A.

- B is the class of all sets not in B. Our intuitive Axiom 7 guarantees that A - Band

- B are classes.

11. Axiom (un ordered pairs). \Ix, \ly, 3Z, \lu, u E Z <==? (u = X Vu = y). That is,

given two sets x and y, there is a set Z whose elements are precisely x and y. This

set Z is denoted {x, y}.

12. Definitions. (a) {x} = singleton x is the set whose only element is x. {x} =

{x, x}.

(b) (x, y) = the ordered pair x, y = {{ x}, {x, y}}. It is an easy consequence

of the axiom of extentionality that (x, y) = (x', y') <==? X = x' /\ Y =y'.

13. Definition. The cartesian product of two classes A and B, denoted A X B,

is defined by AXB= {(a,b)laEA .\bEB}. By Axiom 7, AXB is a class. One

could introduce an axiom that if A and B are sets, so is A X B, but that will actually

follow from the axioms of unions and power sets.

14. Definition. (a) A function f from A to B is a subclass ofAX B such

that \Ix EA, 3!y E B, (x, y) E f A is called the domain of f and Bits codomain or

range. {y E B 13x E A, (x, y) E f} is called the class of values of f If (x, y) E f, we

write y = f(x) or y =xf. Intuitively, a function f is a domain A, range B, and a

rule for assigning to each member x E A some element f(x) E B.
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(b) A relation R from A to B is a subclass ofAX B. If A '" B, R is

called a relation on A. A function from A to B is a special kind of relation.

15. Notation. Let R be a relation from A to B, S a relation from B to C

(a) x R y will mean (oX, y) ER.

(b) If R isafunction, (x,y)ER will be written y=R(x) or y=xB. In

general functions will be written on the left, but on occasion, we will want to switch sides,

in which case we will indicate that by an underscore.

(c) 8°~=SoR={(a,c)EAXCI3xEB,aRx/\xSb}istherelation

first R, then S. If Rand S are functions, so is So R, and So R(x) = S(R(x)),

x/3 0 ~ = (xJ3)~. S 0 R is called the composition of Rand S or S composed with R.

(d) R- 1 = {(b, a) E B X A la R b}. If R is written in the form ~,~, < or

similar notations, R- 1 will be written 2,;;;', > or the notation reversed.

16. Definitions. Let I be a function from A to B.

(a) I is one-to-one (= 1-1 = an injection) iff \Ix, yEA, I(x) = 1(Y) <==> x = y.

(b) I is onto (= a surjection) iff \Ix E B, 3y E A, x = 1(Y).

(c) I is a bijection (= a one-to-one correspondence) iff I is I-I and onto.

17. Notation. If I is a bijection from A to B, and y =I(x), we will write

x ~ y under the bijection f
18. Notation. Let I be a function from A to B, and let C ~ A. The restriction

of I to C = {(e, I(e)) IcE C} is a function from C to B. It will be denoted lie.
19. Axiom. Let I be a function from A to B, and let X be a subset of A.

Then the class of values of I1 x is a set, that is, \Ix ~ A, 3Y, \lz, z E Y <==> 3x EX,

z = I(x). We denote this set I(X).

20. Definition. A family of sets indexed by a class I (usually a set) is some onto

function F wi th domain I.

21. Notation. If F is a family of sets indexed by I, and Xi = F(i), we write

{Xi Ii E I} instead of F Although at first glance it looks like we are talking about the

class of values of F, that is not quite the case, for we have tagged each set in the range of

F with at least one index in I. Nothing says this tagging must be one-to-one. If I has

two elements, we often use different letters rather than subscripts to denote the indexing,

and so write {x, y} instead of {Xi liE {x, y}}. Intuitively, we may also write {Ai li El}

to refer to a collection of classes indexed by I, but formally this makes no sense as

classes which are not sets cannot belong to any class.

22. Definitions and notations. Let {Xi liE I} be a family of sets indexed by I.

(a) The union of the family = U{XiIiE I}= UiEIXi = {xl3iE l,xEXi}.

If I has a fimte number of elements we may also write X I U"· U Xn' or in the case

of two elements, XU Y. The notation A I U ... UA n (and A U B) is also used to denote

the class of elements in at least one of the classes A l' A 2' "., or An'
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(b) The intersection of the family = n{XiliE I}=niEIXi = {XIViE I,
xEXi}· If I is finite we also write xn Y or'XI nX2 n 0 .. nXn- AI n .. o nAn
denotes the class of elements in all of the classes A I ' 000 , An' An empty intersection is

the class of all sets.

(c) The union U {Ail i E I} is called disjoint if i *- j ~ Ai n A; is empty

(that is, has no elements).

(d) If I is a set, the cartesian product of {Xi liE I} = X iE I Xi = the set

of all functions I from I to UiEI Xi such that l(i) E Xi' lE XiEI Xi will be denoted

<Ii ) or <Ii ) iE I, where li = I(i). If I consists of two elements, there is an obvious bijec­

tion: X iEI Xi ~ XI X X 2 where 1+---+ if(1),f(2)). Hence, our two defmitions of cartesian

product "agree" in this case.

(e) The jth projection of X iE I Xi' 'Tr;, is that function 'Tr;: X iEI Xi ~ X;

such that 'Tr;if) = 10).
23. Axiom (unions). If I is a set, UiE I Xi is a set. That is, for any family of

sets {Xi liE I} indexed by a set 3Y, Vz, z E Y = 3i El, z E Xi'

24. Definition. P (A) = the power class of A = {X IX ~ A} = the class of all sub­

sets of A.

25. Axiom (power set). If X is a set, so is P(X), that is, VX, 3Y, Vz, Z E Y =
Z~X

26. Intuitive definition. Let A and B be classes. AB =XbEBAb where Ab = A

for all bE B is the collection (not class) of all functions from B to A. If B is a set,

we may take this as an actual definition of AB.

27. Remarks. (a) Let X and Y be sets. Then by the axiom of unions, X U Y

is a set. By the power set axiom, so is P (X U Y) and P (P (X U Y)). But for all x E X

and yE Y, {x} and {x, y} E P(X U Y) so (x, y) E P(P(X U Y)). By Axiom 8,

X X Y ~ P(P(X U Y)) is a set.

(b) Let X be a set, I a function from X to A. By Axiom 19, Y = the

class of values of I is a set. Hence I ~ X X Y is a set. Thus Axiom 7 says A x is a

class.
(c) Let X be a set and 2 = {O, I}. For any Y ~ X, there is a characteristic

function Xy: X ~ 2 such that Xy(x) = 1 if and only if x E Y. Then Y +---+ Xy is a bi­

jection from P(X) ~ 2x .
28. Definitions. (a) iZS = the empty set = {x Ix *- x }.

(b) T=thetotalclass = {xlx=x}.

29. Remark. Axiom 7 S:lys iZS and T are classes, but at the moment there is no

reason to assume iZS *- T, that is, there are no sets. All previous axioms tell how to get

sets from given sets. We will take care of that problem in a moment.

30. Notation. Let X be a set. X+ will denote the set X U {X}.

31. Axiom (infinity). 3U, iZSE U 1\ (\Ix, x E U~ x+ E U).
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32. Remark. The axiom of infinity implies that 0 is a set and also enables us to

get a set containing the nonnegative integers, where we set 0 =0, I = 0+ = {0}, 2 = 1+ =
I U { I} = {0, {0'}} , ••• , n + I =n +, ••• where each set has the correct number of ele·

ments. More of this later (when discussing ordinal numbers).

33. Definition. Let A, B be classes.

(a) A binary operation on A to B is a function f from A X A to B. If

B = A, we say f is a binary operation on A.

(b) An n-ary operation on A to B is a function from X1"'j"'n A j to B

where each A j =A. Again, we omit "to B" if A = B.

(c) A partial binary operation on A to B is a function from a subclass of

A X A to B.

(d) If 0 is a partial binary operation on A, 0 (x, y) will be denoted x 0 y

or, on occasion, just xy when the operation is clear.

(e) An identity for a partial binary operation 0 on A is an element e E A

such that e 0 x =x and y 0 e =y for all x and y where the operation is defined.

(t) A binary operation on A is associative if (xy) z =x (yz) for all x, y, z EA.

(g) A binary operation on A is commutative if xy = yx for all x, yEA.

34. Intuitive definition. A category e is a class of objects and maps (or morphisms)

between objects plus composition of maps obeying certain rules. If I e I denotes the class

of objects of e, there is a binary operation e ( , ) or Home ( , ): I e I x I Cl -+ T such

that the class of maps = U(X. Y)Ele I x Ie I Homc(X, Y). HomcCX, Y) is called the set of

maps from X to Y. If f E Home (X, Y), X is called the domain and Y the codomain

of f Composition (indicated by 0 or juxtaposition) is a family of functions:

Home(Y, Z) X Home (X, Y) -+ Home(x' Z) satisfying fog is defined whenever

codomain g = domain f and (f 0 g) 0 h = fo (go h) whenever fog and go h are defined.

This concept is introduced to indicate that intuitively the maps are as important (if not

more important) than the objects themselves. Indeed, in our actual definition, the objects

disappear. They are replaced by identity maps and the elements of the category are only

the maps.

35. Definition. A category e is a subclass of T together with a partial binary

operation 0 on e to T satisfying

(i) If fog and goh are defined, then so are (fog)oh and fo(goh), and

they are equal ("partial" associativity).

(ii) If fE e, there exist unique identities 1/ and I r E e such that I/of

and fo I r are defined (enough identities).

(iii) V identities e and f. {a I(e 0 a) 0 f is defined} is a set.

36. Definition. (a) S = category of sets is the category with ISI = T and

S (X, Y) = y X
. That is, the maps of S are just the ordinary functions written on the

left. Composition f o g therefore means "first g, then f'.
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(b) Sop =~= the opposite category to S is the category of sets and func­

tions written on the right. By our notational convention, functions in ~ are underscored,

so £° £ means first f, then g.

37. Definition. A covariant (contravariant) functor from a category e with compo­

sition °e to a category V with composition °V is a function T from e to V such

that

(i) If e is an identity of e, then T(e) is an identity of V.

(ii) If foe g is defined, then so is T(f) °V T(g) (T(g) °V T(f)) and

T(j) 0V T(g) = T(f °C g) (T(g) °V T(j) = T(j °e g)).

38. Remark. If e is any category, we may define a category COP with the same

objects as e but reverse composition, that is, [0 eg = g °eop f Then the contravariant

functors from e to V are in one-to-one correspondence with covariant functors from e
to pop or from COP to V. Thus we could talk only about covariant functors, but this

is not convenient. Underscore is the natural contravariant functor from S to Sop which

leaves objects (= identities) fixed.

39. Notation. If e is a category and [E e(X, Y) we write [: X -+ Y or X L Y

or occasionally X -+ Y if [ is clear from the context. Thus in S,f: X -+ Y says [ is a

function from X to Y.

40. Definitions. Let R be a relation on A.

(a) R is symmetric iff Vx, yEA, x Ry = y R x.

(b) R is reflexive iff Vx E A, x R x.

(c) R is transitive iff Vx, y, z EA, xRy /\yRz ~xRz.

(d) R is an equivalence relation if R is symmetric, reflexive, and transitive.

(e) R is antisymmetric if x Ry /\ Y Rx ~ x =y.

(f) If R is an equivalence relation on A, the equivalence class of x EA,

cl(x) = {y E A Iy R x} .

41. Remark. If R is an equivalence relation on A, then A = U tcl(x) Ix EA}

and cl(x) n cl(y) "* 0 = cl(x) = cl(y). Moreover, if A is the disjoint union of the

family {Ai IiE I}, then there exists a unique equivalence relation R on A such that

x R y <=~ 3i, x E Ai /\ yEA j'

42. Definition. A poset (partially ordered set) (X,.q (usually written just X) is

a set X together with a transitive, antisymmetric relation ~ on X.

43. Definition. A linearly ordered set or chain is a poset (X,~) such that Va,
b E X, either a ~ b or b ~ a or a = b.

44. Definition. If X is a poset and Y S; X, then an upper bound x of Y is an

element x E X such that b ~ x for all bEY.

45. Definition. A maximal element of a poset X is an element x E X such that

Va E X, x ~ a ~ x = a.

46. Definition. A directed set X is a poset X such that every finite subset of X

has an upper bound.
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47. Definition. A poset X is called inductive if X -=1= 21 and every chain in X has

an upper bound.

48. Definition. A linearly ordered set X is called well-ordered if every subset Y of

X has a smallest element, that is, Vy ~ X, 3x E Y such that x ~ b, Vb E Y.

49. Remark. Definitions 42 to 48 have obvious extensions to classes rather than sets.

50. Definition and notation. An initial segment of a poset X is a set of the form

s(x) = {aEXla<x} (where a<x means a~x I\a-=l=x). The set s(x) = {aEXla~x}

for some x E X is a closed initial segment.

51. Definition and notation. Two posets X and Y are called order equivalent if

3[: X ~ Y, [ a bijection, such that Va, a' E X. a ~ a' = [(a) ~[(a'). We write X =0 Y

in this case. (" =" means equivalent, the "0" means order.) Clearly =0 is an equiva­

lence relation. X <0 Y will mean X is order equivalent to an initial segment of Y.

52. Intuitive definition. An ordinal number is an equivalence class of well-ordered

sets under =0' Alternately, an ordinal number is a special well-ordered set such that any

well-ordered set is order equivalent to precisely one ordinal number. The nonnegative inte­

gers are precisely the set of finite ordinals.

53. Definitions. (a) A universe is a set U which looks like T (is a model for set

theory) in that x E U ~ (x ~ U and P(x) E U), {Xi liE I} ~ U and I E U ~

UiEIxiEU, and U contains a set X such that 0EXand Vx,xEX~x+EX

(b) A successor-tower in a set U is a subset X.f P(U) such that (i) ;Z\ EX,

(ii) x E X ~ x U {x} = x+ E X. and (iii) I E U and {Xi liE I} is a chain in X ~

P(U) ~ U iEI Xi E X.

(c) The set 0 (U) of ordinal numbers in a universe U is the intersection of

all successor-towers in U.

(d) An ordinal number is a member of 0 = Uu . 0 (U).a untverse

(e) An alternative illegal definition of 0 is that 0 is the intersection of all

successor-towers in T. We will use this as an informal definition. It yields the same class

as (d) since for any universe U, 0 n U = O(U) and any set is contained in some universe

(axiom 55 below).

54. Remark. We will show that 0 = the class of all ordinal numbers is well-ordered

under ~, and each ordinal (element of 0) is the set of all its predecessors in this ordering,

and so a well-ordered set in its own right. Indeed, an ordinal number could be defined as

a well-ordered set n such that x = s(x), Vx E n. The advantage of our definition is that

the same proof shows the well-ordering of 0 and choice implies Zorn's lemma. Any well­

ordered set is order eqUivalent to precisely one initial segment s(x) of 0 (and hence to

precisely one element x of 0). Thus 53 (d) just gives a formal way to get the

"special" well-ordered set in 52.

55. Axiom. Every set Y belongs to some universe U. We need some axiom to

guarantee ordinals exist. This one will do very nicely. So would the axiom of replacement,

Axiom 19.



78 BARBARA L. OSOFSKY

56. Remark. We use the word finite assuming one knows what it means. Some def­

initions of it are:

(a) A set X is finite if any I-I function f: X -+ X is onto.

(b) A set X is finite if any function f from X onto X is I-I.

(c) w = the set of finite ordinals is the intersection in any universe U of all

sets X f. U such that 0 E X and Vx, x EX=? X U {x} E X. X is finite if it is in I-I

correspondence with an element of w.

57. Definition. An ordinal n is called a limit ordinal if it has no largest element,

otherwise it is called a successor ordinal. Any finite ordinal except 0 is a successor ordinal.

w is a limit ordinal.

58. Axioms. The following three axioms are equivalent.

(a) Well-orden'ng principle. Let X be any set. Then there exists a relation

~ on X such that (X, ~) is a well-ordered set.

(b) Choice. Let {Xi liE I } be any nonempty family of nonempty sets. Then

3f: 1-+ UiE I Xi' f(i) E Xi' Vi.
(c) Zom's lemma. Any inductive poset X has a maximal element.

59. Definition. (a) Let X be a poset, Y f. x. Y is called cofmal in X if Vx EX;

3yEY,x<y.

(b) Let X and Y be posets,[: Y -+ x. f is called order-preserving if Vy,
y' E Y, y < y' =? f(y) < fey'). f is called semi-order-preserving if Vy , y' E Y, f(y) <
fey') =? Y <y'.

(c) If f: Y -+ X is an order-preserving function from the poset Y to the

poset X such that the class of values of f is cofinal in X, we say f maps Y cofinally

into X. If, in addition, f is I-I, we say f embeds Y cofinally in X.

60. Definition. (a) A set A has the same cardinality as B, written A .=e B, if

there exists a bijection f: A -+ B.

(b) A has cardinality less than or equal to that of B, written IA I <e IB I, if

there exists an injection f: A -+ B.

61. Intuitive definition. A cardinal number is an equivalence class of sets under e'

Alternatively, a cardinal number is a special set such that every set is in I-I correspondence

with precisely one cardinal number.

62. Definition. (a) A cardinal number is an ordinal n such that for all ordinals

V < n, n 'Fe v.
(b) The cardinality of a set A, written IA \, is the cardinal number =e to A.

63. Remarks. (a) The definition of cardinal number in Definition 62 agrees with

that in Definition 61 only in the presence of the well-ordering principle (equivalent to the

axiom of choice).

(b) <c is a partial ordering on the collection of all cardinal numbers which

is a well-ordering in the presence of choice.
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64. Definition. (a) A regular ordinal ~ is an ordinal such that Vu <~, u cannot

be embedded cofinally in ~.

(b) A regular cardinal corresponds to a regular ordinal in 62 (a). Alternatively,

a regular cardinal is the =c equivalence class of a set X which cannot be expressed as

X= UiEI Y i with I Yil <c IXI and I I I <c IXI.
65. Definition (assuming choice). For n an ordinal, ~n will denote the nth card­

inal in the well-ordered class of all infinite cardinals, that is n =0 s (~n) in this class. ~n

will denote the ordinal of 62 (a), corresponding to ~n' ~o is the cardinality of the non­

negative integers, ~o is often written w. We will use the symbol ~_ I to indicate that

an ordinal k is in w, that is, ~-l will stand for any finite ordinal.

66. Definition. Let wop denote the poset (w, ». Let X be a poset.

(a) X has minimum condition if Vy S. x, Y * (25 => Y has a minimal element.

(b) X has the descending chain condition (d. c. c.) if there is no 1-1 order-pre­

serving function wop
~ X, that is, every descending chain X o > Xl> X 2 > ... is finite,

or X o ~ x 1 ~ X 2 ~ ••• implies 3nEw, x m = x n ' Vm ~ n. We say every descending

chain terminates.

(c) X has maximum condition if Vy S. x, Y *0 => Y has a maximal element.

(d) X has the ascending' chain condition (a. c. c.) if there is no 1-1 order-preserv­

ing function f: w ~ X, that is, every ascending chain X o .,;;; x I .,;;; ••• terminates

(3n, xm =xn Vm ~ n).

67. Remark. In the presence of choice, a. c. c. <==> maximum condition and d. c. c. <==>

minimum condition.

68. Definitions. (a) Let X and Y be ordinals. We define the ordinal X + Y to

be the ordinal corresponding to the well-ordered set X U Y under a < b <==> (a and

b E X and a < b in X) or (a and bEY and a < b in Y) or (a E X and bEY).

Note X is an initial segment of X + Y.

(b) If X and Y are well-ordered sets, so is X X Y under the lexicographical

ordering (a, b) < (c, d) <==> a < c or a = c and b < d. The product of the ordinals

X· Y is the ordinal of X X Y.

(c) If X and Y are sets, IX I + I YI is the cardinality of a disjoint union of

a set of cardinality IX I and one of cardinality I YI.

(d) If X and Y are sets, IX 1'1 Y I is the cardinality of IX X YI, and
IXIIYI is the cardinality of IXYI.

69. Hypotheses. (a) Generalized continuum hypothesis. Let X be an infinite set,

~ a cardinal, IXI";;; ~.,;;; I P(X)I. Then IXI = ~ or I P(X)I = Ho Alternate formulation.

Let Y s;. P(X) where X is infinite. Then either there is a function f from X onto Y
or there is a function f from Y onto P(X).

(b) Continuum hypothesis. 2KO = ~l'

There are models of set theory including choice in which 2 KO = ~a for any ordinal

a which is not a countable union of smaller ordinals. Intuitive feelings about the continuum
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hypothesis are not so well developed as in the case of choice, and its applications or applica­

tions of its negation are not as numerous. These notes get statements equivalent to the con­

tinuum hypothesis in an algebraic setting.

§2. Cardinals, ordinals, and the axiom of choice

This section lists results on cardinals and ordinals plus various consequences of the

axiom of choice. Although all the results are well known, proofs are given or sketched for

completeness.

Definition. (Used only in this section.) Let X be a set, A a class, g a function

from P(X) to P(X) such that Vy s; X, Y S; g(Y) and g(Y) - Y = h(Y) is either

empty or contains one element. A g-tower W on X is a subset of P(X) such that

(i) (2) EW

(ii) YEW => g(Y) E W.

(iii) If I E A and {Xi liE I} is a chain in (W, S;), then U iE I Xi E W.

The intersection of all the g-towers on X is called the g-set of X.

lEMMA 0.1. Let X be a set, A a class, g a function from P(X) to P(X) such

that Vy S; X, Y S; g(Y) and g(Y) - Y = h(Y) has at most one element. Then the g-set

G of X is well-ordered under S;.

PROOF. We first show that G is linearly ordered. x E G is called comparable if

Vy E G, x S; y or y S; x. Clearly 0 is comparable.

Now let x be comparable, and let Y = {y E G Iy S; x or g(x) ~ y}. 95 E Y, and

if {Yi liE I} is a chain in Y, I E A, then UiE I Yi E Y. If yE Y, and g(x) S; y,

then g(x) ~ g(y) so g(y) E Y. Otherwise y S; x. Since x is comparable, either g(y) S;

x (so g(y) E Y) or g(y) =y U h(Y)"1 x. Then heY) $. x, y ;;]x, so y =x, and

g(y) = g(x). In all cases we have yE Y => g(y) E Y. Thus Y is a g-tower, so Y = G.

This says that x comparable => g(x) comparable.

One observes that a union of a chain of comparable sets is comparable, so the compar­

able sets form a g-tower. Hence G is linearly ordered.

Let Y be any nonempty subset of G, and let Z = {x E G - Y Ix Cy, \/y E Y}.
+

Z =1= G so either

(i) 0 $. Z, or

(ii) 3x E Z. g(x) $. Z, or

(iii) 3{x i Ii E I} S; Z, I EA, such that U iE Ixi$. z. .
In case (i), }2' E Y so (3 is the smallest element of Y. In case (ii), 3y E Y, x C

y S; g(x). Since g(x) - x has one element and y =1= x, y = g(x) is the smallest element

of Y. In case (iii) UiE IX i is the smallest element of Y since xi S; y Vi E I, yE Y

implies U iE IXi S; y, \/y E Y and so can miss Z only if it is in Y.

THEOREM 0.2. The following are equivalent.

(i) Choice. Let {Xi liE I} be a nonempty family of nonempty sets. Then
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3 a choice function f: I ~ UiE I Xi' f(i) E Xi ' Vi.
(ii) Zom's lemma. Every nonempty inductive poset has a maximal element.

(iii) Well-ordering.) Every set can be well-ordered.

PROOF. (ii) => (iii). Let X be a set. Set F = {(Z, <0 IZ S; X and ~ is a well­

ordering on Z}. F *-)Z5 since (~,;zf) E F. Partially order F by (Z I ' ~I) -< (Z 2' ~2) if

(ZI' ~I) is an initial segment sex) of (Z2' ~2) for some x E Z2. One easily sees that

F is inductive. By Zorn's lemma, F has a maximal element (Z, <0. If Z *- X, let x E

X - Z. Order Z U {x} by a < b if b = x or if a. bE Z 1\ a .,,;;; b. This is easily seen

to be an element of F larger than (Z, <0, a contradiction.

(iii) => (i). Well-order UiE I Xi and set fU) = the smallest element of Xi with re­

spect to this ordering.

(i) => (ii). Let X be a nonempty inductive poset, Y the set of all chains in X. For

yE Y, set f0')= {z E X- y Iz > u, Vu Ey}. Let V= {y E Ylf(Y) *-IZ!} and let h

be a choice function on {fry) Iy E V}. Define g: P(X) ~ P(X) by

g(u) = u U {h(u)}, Vu E V,

g(u) = u, Vu E P(X) - V.

Set A = Y. By Lemma 0.1, the g-set G on X is well-ordered by S;, and G S; Y

since Y is a g-tower. For m = UyECY' mE G so gem) E G and gem) S; m. Hence

mE Y - V. By hypothesis, m has an upper bound x o' X o must be a maximal element

of X.
THEOREM 0.3. Let X be a poset.

(i) X has a. c. c. = X has maximum condition.

(ii) X has d. c. c. = X has minimum condition.

(iii) X has a. c. c. and d. c. c. = every chain in X is finite.

PROOF. (i) =>. Let Xo ~ x I ~ ••• ~ x n ~ ••• be an ascending chain in X. Let

x n be a maximal element in {Xi li E w}. Then x m = xn' Vm ~ n.

<=. Let Y S; X be such that )Z5 *- Y has no maximal element. For y E Y, set Zy =

{x E YI y $- x}. By hypothesis Zy *- 125. Let f be a choice function on {Zy lyE y},

Y 0 E Y. Then y 0 < fry0) < fif (y0» < ... < r (y0) < ... is a strictly ascending chain

in Y f. X where r =f 0 f 0 ••• 0 f n times.

(ii) Reverse all inequalities in the proof of (i).

(iii) <=. This is clear since ascending and descending chains are chains.

=> Let C be a chain in X. Let h: P(C) - f)Z5}~ C, heY) = the maximum element

in Y (unique since maximal implies maximum in a chain). The chain ho = h(C) > hi =
h(C - h(C» > h 2 = h(C- {ho, hi}) > ... > hn = h(C- {hilO ~ i ~ n - I}) > ... is

a strictly descending chain which must terminate, but can only do so if for some n, C­

{hiIO~i~n-l}=)Z5

LEMMA 0.4 (Principle of transfinite induction). Let (X <0 be a well-ordered set with
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smallest element x O' Let A ~ X satisfy X o E A and "Ix E X, sex) = {y E X Iy < x} ~

A => x E A. Then A = X

PROOF. If not, X - A has a smallest element y, and s0') ~ A, a contradiction.

THEOREM 0.5 (Definition of functions by transfinite induction). Let (X, ~ be a

well-ordered set with smallest element x O' Let g be a function with codomain Y whose

domain is the set of all functions from initial segments of X to Y, and let u E Y. Then

3!f:X-+ Y such that

(i) f(x o) = u and

(ii) f(x) =gifls(x»'

PROOF. Let V = {H ~ X X YI (x o' u) E Hand {(x, h (x» Ix E s (x')) ~ H =>

(x', g(h)) E H, "Ix' E X, h: sex') -+ n. X X YE V. Set f=nHEvH. Any function satis­

fying (i) and (ii) is an element of H and so contains f Moreover, f itself is in V. If f
is a function: X -+ Y then no function from X to Y can contain it so f will be the

unique function required.

Assume f is not a function from X to Y. Then there exists a smallest element

x.EX such that (x.,y) and (x.,z)Ef for some y=l=-z or VyEy,(x.,Y)~f

Then fn (s(xl ) X Y) is a function: s(x l )-+ Y, so since fE V, (xl' gifn [s(x.) X Yj»E

f Now assume (xl,y)Ef,y=l=-gifn [s(xl ) X Y]). Then f- {(x.,y)}E V and so

contains f, a contradiction.

THEOREM 0.6. Let X be a well-ordered set, f an order-preserving, 1-1 function

from X to X Then f(x) ~ x, "Ix EX.

PROOF. Let V= {xEXlf(x)~x}. Then xoE V. Assume s(x)~ V. If f(x) <
x, then f(x) E s (x) ~ V and fif(x» ~ f(x), but since f is I-I order-preserving,

fif(x)) < f(x), a contradiction. Thus f(x) ~ x so x E V. By transfinite induction,

V=X

THEOREM 0.7. Let (X, ~ and (Y, ~ be nonempty well-ordered sets. Then pre-

cisely one of the following holds.

(i) X =0 Y.

(ii) Y =0 s 0") for some y' E Y.

(iii) Y =0 s (x') for some x' E X.

PROOF. "Ix E X and h: s (x) -+ Y, define

g (h) = smallest element of Y - h(s (x» if Y - h(s (x» =I=- ~\

=smallest element Yo of Y if Y - h(s(x» = 21.

By transfinite induction, 3!f: X -+ Y such that f(x o) =Yo and f(x) = gifls(x»' Assume

3 a smallest x' such that f(s (x'» = Y. If not, for the moment denote X by s (x').

Then fls(x') is a 1-1, order-preserving function with image an initial segment of Y or Y

itself. For if not, there is a srrnllest element x" E s (x') such that f(x") ~ f0') for some

y < x" or 3z < f(x"), z ff:f(s (x"». But then f(x") = g (// s(x"» and f(s (x"» is an
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initial segment of Y. say s (y'), and g (fls(x"») =y'. Hence z < y' =I(x") => z E I(s(x"))

and 1(Y) < y', Vy < x", a contradiction. If x' E X, fl s(x') is a 1-1 order-preserving func­

tion onto Y whose inverse gives the equivalence of (iii). If sex') = X, I satisfies (i) or (ii).

To show only one of the conditions holds, assume I/> is an order-preserving bijection

from X onto Y or s(y') for some y' E Y, and l/i is an order-preserving bijection from

Y onto X or sex') for some x' E X. Then l/il/> is an order-preserving function from X

onto s(x") or X for some x" E X. By Proposition 0.6, l/il/> is onto X since l/il/>(x);;;:

x, Vx E X, so l/i is onto. Similarly, I/> is onto. Thus X =0 Y.

Theorem 0.7 also holds for well ordered classes.

THEOREM 0.8. <0 is a well-ordering on the class of all ordinal numbers. It is the

identical well-ordering as C and E on O.

PROOF. By Theorem 0.7, <0 is a total ordering on the class 0 of all ordinal num­

bers. Let A be any nonempty subclass of 0, y' E A. By Axiom 55, 3 a universe U
such that Y' E U. By Lemma 0.1, 0 () U = O(U) is well-ordered by C. A smallest ele­

ment under ~ in 0 (U) () A will be a smallest element in A under <0 provided C =
<0' We show this by showing Vx E O(U), X = seX) = {Y E O(U) 1 Y C X under the well­

ordering C}; for then Y <0 X iff Y =0 s(Z) for some Z E X iff Y =0 Z = s(Z) iff

s(Y) = Y = Z = s(Z) C seX) iff Y C X.

Let W = {X E O(U) IX = s(X)}. Clearly Z E W. Let s(Y) ~ W. By the proof of

Lemma 0.1, Y = UZES( Y) Z or Y = Z U {Z} for some Z E s(Y). In the first case,

Y=UZES(Y)S(Z), and clearly s(Y);?Uz<ys(Z) so Y=s(Y) and YEW. Inthe

second case, Y=s(Z)U {Z} and VVE O(U), V< Y= V=Z or V<Z= VE

s(Z) U {Z} so Y = s(Y) E W in this case also. By the principle of transfinite induction,

W = O(U). Note that we have shown that C, E and <0 all are the same order on O.

THEOREM 0.9. Let X be any well-ordered set. Then X is order equivalent to some

ordinal.

PROOF. 0 is a well-ordered class. Therefore 0';;;;0 X or X <0 O. If I is an order­

preserving bijection: 0 ~ seX) or 0 ~ X, then 0 is the class of values of f- 1 which

has domain a subset of X. Hence 0 is a set. By Axiom 55, there exists a universe U
such that 0 E U. Then 0 = UYEO Y so 0 E 0 and 0 = s(O). Thus 0 is order

equivalent to an initial segment of itself, a contradiction. This shows 0 is a proper class,

so X is order equivalent to an initial segment s(Y) of O. Since s(Y) = Y by Theorem

0.7 we are done.

We now look at some cardinal arithmetic.

THEOREM 0.10 (Cantor-Schroder-Bernstein). Let X and Y be sets, X';;;;c Y,

Y';;;;c x. Then X =c Y.

PROOF. Let f: X ~ Y and g: Y ~ X be 1-1 functions. Let Vo = X - g(Y), and

define VK inductively by VK =gf(VK _ 1 ) for KE w. Set V= U KEW VK. Define

1/>: X ~ Y by I/> I v =f, I/> ix-v =g- 1 ix-v' I/> is a function since g(y)"2 X - V and g

is 1-1. I/> is I-Ion V and on X- V. Now let I/>(u) = I/>(x), u E V, x E X- V.



84 BARBARA L. OSOFSKY

Since V=UKEw VK,3i,uEV;. Then f(U)=g-I(X),SO x=gf(u)Egf(VK)=VK+I~V;

a contradiction. Hence <j) is I-I. Let y E Y. Then g (y) E V or g (y) E X - V. If

g(y)EV,g(y)~Vo so 3K;'1 with g(y)EVK=gf(VK_ I). Since g isl·l,yE

f(VK_I)~f(V)=tP(V). If g(y)EX- V, then <j)(g(y))=y. Hence tP is onto and the

required bijection.

Note this gives <;c is a partial ordering without using choice. Well-ordering plus

Theorem 0.7 say <;c is a total ordering (and indeed a well-ordering since every set is equiv­

alent to some regular ordinal).

THEOREM 0.11. Let X be any set. Then I P(X) I c> IX I.

PROOF. Vx EX, f(x) = {x} isa I-I function so IXI<;c IP(x)l. Now let f be

any function from X to P(X). Let

Y= {xEXlx~f(x)}.

If Y=f(x) for some xEX, thenxEY~xEf(x)~x€f:Yandx€f:Y~x€f:f(x)~xEY, a

contradiction. Hence Y is not in the image of f, so f is not onto.

LEMMA 0.12. Let X be any infinite set. Then X has a countable subset.

PROOF. Well-order X. Since X is infinite, X <to w. Hence w <;0 X.

THEOREM 0.13. Let X be an infinite set. Then IXI + I YI = max {lXI, I YI}.

PRoOF. Assume Y is the finite ordinal n. Well-order X and let f be a bijection:

w -+ s(x') for some x' E X or f: w +-+ X. Define a map <j): n + X -+ X by <j)(k) =
f(k) for kEn, <j)(f(k))=f(k + n) for k E w, and <j)(y)=y, Vy;'x'. It is easy

to verify that <j) is an order-preserving bijection, so n + X = X and In I + IX I = IX I.

If IXI=IYI=~o' then IXI+IYI=~o since {2nlnEw}U {2n+llnEw}=w.

Now let Y be infinite. Without loss of generality, /X 1<;c I Y I. Then clearly

I YI <;c (IXI + I YI) <;c I Y/ + I YI, so we may assume X= Y. Let

F= {(Z, f)IZ ~ Y, f a bijection: Z X {O, l}~ Z}.

Order F by inclusion of fWlCtions (as subsets of X X 2 X X). F"* 0 since X contains a

countable subset Z, and there exists a bijection Z X {O, l}~ Z. Clearly F is induc­

tive. Let (Zo' f) be a maximal element of F. If X - Zo is infinite, then it contains a
countable set V, (Zo U V) X {O, 1}= Zo X {O, I} U V X {O, I} where the union is dis­

joint, and Zo X {O, l} ~ ZO' V X {O, I} ~ V E F is a larger element, a contradiction.

Thus X-Zo is finite, IXI=IZol+IX-Zol=IZol (IZol must be infinite since

IXI is) and IZol = IZol + IZol.

THEoREM 0.14. If X is infinite and Y a nonempty set, then IX I I YI =
max { IX I I YI}.

PROOF. If Y is finite, let nEw have cardinality I YI. If n = I, n X X = X so

InXXI=IXI. If the proposition is true Vk<n, then nXX=(n-l)XXU{n-1}XX

has cardinality IX I + IX I = IX I by Theorem 0.13 and the induction hypothesis. Thus by

induction the theorem is true if Y is finite.
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Now let I YI = IX I = ~o. The map (x, y) -+ (1/2) (x + y)2 + (3/2) (x + y) - y is

a bijection: w X w <---+ w. The enumeration is

o 3 6

(0, 0) (0, 1) (0, 2) (0, 3)

2/4/7/11

(1,0) (1,1) (1,2) (1,3)

5/8/12/17

(2, 0) (2, 1) (2, 2) (2, 3)

On each diagonal indicated by arrows, x + y is a constant n and the counting goes from

(1/2)n 2 + (3/2)n - n = n(n + 1)/2 to (1/2)n 2 + (3/2)n - 0 = (1/2) (n + 1) (n + 2) - 1.

The bijective properties follow from ~Z=o k = n (n + 1)/2.

Assume IXI ~c IYI. Then IYI ~c I Y X XI ~c I Y X YI, so we may assume

X=Y. Let F={(Z,f)IZ~Y.f:ZXZ<---+Z}. As in Theorem 0.13, F is inductive.

Let (Zo' f) be maximal in F If IX - Zol ~c IZol, then IXI = IZol + IX - Zol =
lZol and IXIIXI=IXI. If IZol<cIX-Zol, let V~X-Zo haveIVI=IZol.

Then (ZoUV)X(ZoUV)=ZoXZoUZoX VUVXZoUVX V. Now IZoX VI=

IV X Zol = IV X Vl since (Zo' f) E F. so IZo X V U V X Zo U V X VI = IZol = IVI.

Define tJ>lzoxzo = f, <P !((ZouV)X(ZouV)l-zoxzo a bijection with V. Then (Zo U V. tJ» E
F and is larger than (Zo' f), 2. contradiction.

CoROLLARY 0.15. Let {Xi liE I} be a family of sets, 1Xii ~ ~ an infinite car­

dinal. Then IUiE I Xii ~ max (~, 111).

PROOF. There exists a map f: U iE I {i} X Xi -+ U iE I Xi' By choice, 3 a 1-1

g:UiEI Xi -+ UiEI {i} X Xi' One has a I-I map UiEI {i}X Xi -+ UiEIU} X ~ = I X ~.

Apply the proposition.

CoROLLARY 0.16. Let X be an infinite set, F(X) the set of all finite subsets of X.

Then IF(X)I = IXI.

PROOF. Clearly IX I ~ IFeX) I since x -+ {x} is 1-1. If Fn (x) denotes the set of

all subsets with precisely n elements, and ~ is a well-ordering on X, then {Xi I0 ~

i~n-l,xi<xi+I}-+(xO,···,xn_I)Exn is 1·1 so IFn(X)I~lxnl=lxn-lIlXI.

Then Ixn-II = IXI-+ Ixnl = IXI by Theorem 0.14, so by induction Ixn/ = IXI. Now

IF(X)I = IUnE•...ln(X)i ~ ~o IFn(X) I = IXI.

CoROLLARY 0.17. D.o or D.,8+1 isaregularordinaL

PROOF. For D.o it is clear since a finite union of finite sets is fmite O'~-l . ~-1 =

~ _ 1 if you Wish). If Y is a subset of D.,8 + 1 of cardinality ~~,8' then Is (y) I ~ ~,8

for all yE}', and IUYEyS(y)I~~,8'~,8=~,8' Hence UyEys(y) is an ordinal

< D.,8+ 1 so Y is not cofinal in D.11 + I .

The existence of other regular ordinals is an axiom consistent with, but independent

of, our other axioms of set theory.
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P. R. Halmos, Naive set theory, The University Series in Undergraduate Math., Van
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N. Bourbaki, ElCments de mathematique. Fasc. XXVII. Algebre commutative. Chap.

I: Modules plats. Chap. 2: Localisation, Actualites Sci. Indust., no. 1290, Her-

mann, Paris, 1961. MR 36 #146.

with an account of flatness and localizations and

I. Kaplansky, CommutatiJle rings, Allyn & Bacon, Boston, Mass., 1970. MR 40 #7234.

Although there are many other sources for the material in these sections, it would be



HOMOLOGICAL DIMENSIONS OF MODULES 87

impossible to list them all.

Chapter 2, § I, contains material from

H. Cartan and S. Eilenberg, Homological algebra, Princeton Univ. Press, Prince ton, N. J.,

1956. MR 17, 1040.

P. Hilton, Lectures in homological algebra, Regional Conference Series in Math., no. 8,

Amer. Math. Soc., Providence, R. I., 1971.
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demic Press, New York; Springer-Verlag, Berlin, 1963. MR 28 #122.
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A. Zaks, Dimension theory, Technion Preprint series no. MT-99, Haifa (1972).

Ill. Specific references to papers are useful for the remaining portions of Chapter 2.

M. Auslander, On the dimension of modules and algebra. Ill. Global dimension,

Nagoya Math. J. 9 (1955), 67-77. MR 17,579.

This is the source of [2.17] and [2.18]. The proof given for [2.17] is found in Mac Lane,

Homology.

P. Gabriel and N. Popescu, Caracterisation des categories abeliennes avec generateurs

et limites inductives exactes, C. R. Acad. Sci. Paris 258 (1964), 4188-4190.

MR 29 #3518.

This provides the first portion of the proof of [2.19]. The remainder is in:

P. Gabriel and U. Oberst, Spektralkategorien und regul;ire Ringe im von-Neumannschen

Sinn, Math. Z. 92 (1966).389-395. MR 37 #1439.

This also gives a proof that Spec (R M) is Grothendieck for [2.20].

B. L. Osofsky, Endomorphism rings of quasi-injective modules, Canad. J. Math. 20

(1968), 895-903. MR 38 #184.

This is the basis for the ring theoretic proof of [2.20]

B. L. Osofsky, Noninjeetive cyclic modules, Proc. Amer. Math. Soc. 19 (1968), 1383-

1384. MR 38 #185.

is the source of [2.21].

---, A commutative local ring with finite global dimension and zero divisors,

Trans. Amer. Math. Soc. 141 (1969),377-385. MR 39 #4141.

gives the example of [2.37] in a highly disguised manner. Piecewise continuous functions

are irrelevant once one localizes the original version.

---, Global dimension of commutative rings with linearly ordered ideals, J. London

Math. Soc. 44 (1969),183-185. MR 38 #150.

sets up sufficient machinery to prove the concluding remark of §4.

F. Hausdorff, Uber zwei S;itze von G. Fichtenholz and L. Kantorovitch, Studia Math.

6 (1936), 18-19.

This yields [2.42].
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B. L. Osofsky, Upper bounds on homological dimensions, Nagoya Math. J. 32 (1968),

315-322. MR 38 #1128.

This contains [2.44].

D. Lazard, Sur les modules plats, C. R. Acad. Sci. Paris 258 (1964), 6313-6316.

MR 29 #5883.

can be used to give an alternate proof of [2.45] using [2.44].

B. L. Osofsky, Homological dimension and cardinality, Trans. Amer. Math. Soc. 151

(I970), 641-649.

treats dimension of rings containing infinite products of subrings. A similar calculation of

global dimension of free Boolean rings was obtained in:

R. Pierce, The global dimension of Boolean rings, J. Alg. 7 (1967), 91-99.

MR 37 #5269.

This provides the projective resolution of Proposition 2.48 modulo the use of minus signs.

I. Kaplansky, Projective modules, Ann. of Math. (2) 68 (1958), 372-377.

MR 20 #6453.

The "snaking" argument has been moqified to yield [2.49] and [2.53].

B. L. Osofsky, Homological dimension and the continuum hypothesis, Trans. Amer.

Math. Soc. 132 (I968), 217-230. MR 37 #205.

sets up the directed module machinery of §7 and does application 1 on the dimension of a

a quotient field for regular local rings R such that either R is complete or IR I = IRP\.

The construction of a free basis for d2P2 (M), M an ~l-generated directed module, is

from this paper.

L. Gruson and M. Raynaud, Criteres de platitude et de projectivite, Invent. Math. 13

(1971), 1-89.

shows that the result on the dimension of the quotient field of a complete regular local ring

can be used to obtain the same result for any complete local noetherian domain.

E. Matlis, lnjective modules over Priifer rings, Nagoya Math. J. 15 (I959), 57-69

calculates the injective dimension of Q/I for almost maximal valuation rings as in Applica­

tion 2.

B. L. Osofsky, Global dimension of valuation rings, Trans. Amer. Math. Soc. 127

(1967),136-149. MR 34#5899.

is the source of application 2. Historically, this paper was the prime source of the author's

involvement in homological dimension.

B. Mitchell, Rings with several objects, Dalhousie University, 1971 (mimeographed

notes); Advances in Math. 8 (1972),1-161.

gives Application 3 modulo the modification of Roos' result. References for the latter are:

J-E. Roos, Sur les foncteurs derives de lim. Applications, C. R. Acad. Sci. Paris 252
~

(1961),3702-3704 and
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c. U. Jensen, Les foncteurs derives de lim et leurs applications en theorie des modules,
+-

Lecture Notes in Math., No. 254 (1972), Springer-Verlag, Berlin.

Mitchell modified the result to apply to cofinal functors on appropriate "directed categories"

rather than cofinal subsets to obtain Application 3. (This is to appear in the Canadian Jour­

nal of Mathematics, entitled The cohomolugical dimension of a directed set.)

A. Jategaonkar, A counter-example in ring theory and homological algebra. J. Algebra

12 (1969), 418-440. MR 39 #1485.

is the source of application 4.
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