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Preface

The control of PEM fuel cell-based systems has been the subject of several papers
during the last years. However, until now only few books have been devoted to
analyze the various aspects of this matter. Moreover, the involved technology is
quite extensive and more dedicated to specific areas. In fact, there are also many
disciplines involved in this subject which have to work in a complementary way to
give efficient solutions to the most common problems arising from PEM fuel cells-
based systems.

The goal of this book is to present some useful tools for studying the entire
system from hydrogen production through bio-ethanol reforming to power gen-
eration in the fuel-cell stack. In this context, the book tries to present a deep
discussion about several aspects concerning some typical problems in PEM fuel
cells-based systems and to propose alternative ways of operation through con-
ventional and advanced control techniques in a safe manner. Aspects such as
efficient energy management strategies are performed too in order to command the
power split in a hybrid system such as the fuel cell stack coupled with a super-
capacitor bank.

We know that an apparently appropriate control scheme for the PEM fuel cell
may actually lead to an in-operable plant when it is connected to other unit
operations in a process with recycle streams and energy integration. Our objective
is to design a control system that provides basic regulatory control of the hydrogen
production process; i.e., the plant will be at the wanted operating point despite
disturbances. Above this regulatory structure we can then build fault diagnosis
systems to improve plant safety performance. Although one of the methods dis-
cussed here is heuristic, we certainly recommend the use of a systematic approach
that can aid the sensor network together with the plantwide control designs.
However, the primary mathematical tool employed in this book is a rigorous,
nonlinear model of the entire plant. This model can faithfully capture the non-
linearity and the constraints encountered in the hydrogen production process
under consideration. It is considered that the control scheme for the overall sys-
tem must be tested on this type of model because linear, unconstrained models
are not adequate to predict many of the important plant-wide phenomena.
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So mathematical modeling and simulation are vital tools in the solution of the
optimal sensor location, multi-variable control, and fault diagnosis problems.

Another significant element in this book is the important place that we give to
the computer-aided engineering software tools and computer horsepower that
permit us to assemble a flowsheet, perform the steady-state analysis (mass and
energy balances, engineering economics, and optimization), and then evaluate the
dynamic performance of the plant. The commercial software packages used here,
able to combine steady-state and dynamic realistic models, give us a major
breakthrough in the tools available to support our studies. The concepts presented
in this book can be applied at different levels such as in the conceptual develop-
ment of this new process, as plant revamps and in the operation of an existing
process. However, the emphasis is on the new plant design because this is the level
at which the effect of considering these tools can have the most significant impact
on profitability. The cost of modifying the process at the design stage is usually
fairly low and the effect of these modifications on the dynamic controllability can
be enormous. It is remarked here because several dynamic operability problems
cannot be seen in a steady-state flowsheet.

This book is intended for use by students in senior courses of chemical, elec-
trical-electronic and mechanical engineering in which dynamics and control are
incorporated with the traditional steady-state coverage of flowsheet synthesis,
engineering economics, and optimization. Practicing engineers and researchers
could find in this book new proposals which can be useful too. Anyway, we
assume that this book can be followed by a wide range of readers, as only basic
concepts of modeling, simulation and control are necessary to have. Besides, each
issue in the book is presented starting from its basic concepts, providing to the
readers a guidance to follow the subject and an important review of the available
literature for the different topics addressed here.

The main subjects of this book are dedicated to these new power generation
systems, based on fuel-cell technology, involving diverse disciplines to be well-
handled. In selecting the authors and the topics, the emphasis has been on giving
the most adequate tools to achieve accurate, practical, and useful solutions.
Accordingly, they are supported by several fields such as control theory, compu-
tational tools, artificial intelligence, expert systems, and experimental results,
among others. Therefore, the book will give to the readers, from several areas,
opportunity of learning how to handle these kind of problems and to propose new
solutions too.

The book is divided into two main parts, the first one mainly is dedicated to
fuel-cells systems and the second one to fuel processor systems from renewable
energy sources such as bio-ethanol for hydrogen production. In both parts,
modeling, simulation, advanced control, and fault diagnosis aspects are deeply
analyzed. Part I includes the following issues: an introduction in Chap. 1 where the
reader could have a picture about the main contents of the book and which are
the reasons that justify this selection. Then, a thorough description of PEM Fuel
Cells System is provided Chap. 2. In Chap. 3, two advanced control strategies
based on Model Predictive Control to control the oxygen level in the cathode of a
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PEM fuel-cell system are presented with the objectives of achieving high effi-
ciency and maintaining the necessary level of the oxygen in the cathode to prevent
short circuit and membrane damage. In Chap. 4, an alternative modeling approach
(using partial differential equations) is presented for analysis and simulation of the
thermal behavior of PEMFC, then a strategy to control the thermal behavior is
proposed. Chapter 5 deals with the problem of fault diagnosis for PEM fuel-cell,
presenting two strategies for fault diagnosis that are based on electrical equivalent
technical and statistical approach, respectively. In Chap. 6, the fault diagnosis of
PEM Fuel Cell Systems is addressed, using a model-based methodology. Besides,
in this chapter it is addressed the Fault-Tolerant control based on Model Predictive
Control. In Chap. 7, it is approached the study of fuel-cell hybrid systems with
some energy storage, showing the important advantages of hybridization in Fuel
Cell Hybrid Vehicles. In Chap. 8, three energy management strategies, based on
the fuel-cell efficiency map, are presented and validated through an experimental
setup to control the energy flow between the fuel cell, the energy storage system,
and the electrical load in Fuel Cell Hybrid Vehicles.

Part II is dedicated to Fuel Processors Systems with Bio-Ethanol to produce the
necessary hydrogen to supply a PEM fuel-cell system. This part includes the
following chapters. Chapter 9 deals with the synthesis of an integrated bio-ethanol
processor for PEM fuel-cell and a first proposal of control structure based on more
heuristic concepts. Chapter 10 approaches the control-oriented dynamic model of
the bio-ethanol processor system useful to test different strategies of control and
fault diagnosis. Chapter 11 contains several details about the three software
packages used to construct the nonlinear pseudo-dynamic model presented in
Chap. 10. Hence, it addresses the model implementation issue for simulation
purposes and is intended for those readers who have some previous knowledge on
programing issues. Chapter 12 covers the development of a systematic approach
for solving the optimal sensor location and plant-wide control for the fuel pro-
cessor system with PEM fuel-cell. Finally, Chaps. 13 and 14 are dedicated to give
insight about new tools for improving systems for fault diagnosis through the use
of principal component analysis. Hence, Chap. 13 approaches the fault detect-
ability index for optimal monitoring system design and, Chap. 14, considers the
use of delay adjustment are addressed. Chapters 13, 12 and 14 need to use genetic
algorithms for solving the combinatorial problem that arise from this kind of large-
scale system. It allows testing several potential solutions and avoiding adopt
decisions based on heuristic considerations.

Rosario, Argentina, July 2011 M. S. Basualdo
Rosario, Argentina, July 2011 D. Feroldi
Marselle, France, July 2011 R. Outbib
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an introduction to the control and diagnosis of PEMFC systems is provided. Later,
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advantages of hybridization and energy management. Since the PEMFC needs to
be fed with high-quality hydrogen the problematic related to hydrogen production
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1 Fuel Cells

Hydrogen is an energy vector with great potential and it is expected to take a lead-
ing role in the medium term in a wide spectrum of applications. The main advan-
tage of hydrogen is the high energy density, although having difficulty of storage.
Hydrogen can be used both in heat engines and in fuel cells. Fuel cells are devices
for electrochemical energy conversion into electricity and heat, which function as an
electrochemical battery with the only difference that it generates electricity as long
as fuel is supplied.

Fuel cells have very different applications from low power such as portable elec-
tronics to high power such as electric vehicles or stand-alone residential applications.
In fact, fuel cells are an important technology for a potentially wide variety of applica-
tions including micropower, auxiliary power, transportation power, stationary power
for buildings and other distributed generation applications, and central power. For
this reason, it is expected that these applications will be present in a large number of
industries in the short term.

With regard to efficiency, fuel cells are more efficient than heat engines in the
order of two to three times [1]. Besides, fuel cells use preferably the chemical energy
of hydrogen, which is the most common fuel in fuel cell systems to produce elec-
tricity and heat without combustion process. In spite of the frequently mentioned
fact that hydrogen is a fuel (and hence the origin of the name fuel cells), this is not
completely correct. Hydrogen, in reality, is an energy vector and not an energy source
[2, 3]. Hydrogen may be obtained from fossil sources (such as methane) or water
electrolysis. In this book, the production of hydrogen is discussed in Sect. 4.

However, the attractive potential of hydrogen is countered by uncertainties about
the development and the economics of the implied key enabling technologies, such
as renewable energy sources, advanced production processes, fuel cells, storage tech-
nologies, safety and infrastructure [4].

1.1 Fuel Cell Description

Fuel cells are devices that convert the chemical energy stored in a fuel like hydrogen
through an electrochemical reaction directly into electrical energy [5]. This reaction
does not imply any type of combustion and thus the reaction does not have any harmful
by-product. The basic physical structure of a fuel cell consists of an electrolyte layer
in contact with a porous anode and cathode on either side. A schematic representation
of a generic fuel cell with the reactant/product gases and the ion conduction flow
directions through the cell is shown in Fig. 1.

In a typical fuel cell, gaseous fuels are fed continuously to the anode (nega-
tive electrode) compartment and an oxidant (i.e., oxygen from air) is fed continu-
ously to the cathode (positive electrode) compartment. The electrochemical reactions
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Fig. 1 Schematic of a generic single fuel cell

take place at the electrodes to produce an electric current, which flows through the
load [5].

This is the general principle of operation of a generic fuel cell. However, there are
different types of fuel cells, which differ mainly in the type of electrolyte, the fuel
and the operating temperature. Therefore, the principle of operation of each type has
its own characteristics. In Sect. 1.3, a review of the different fuel cell types is done.

1.2 Advantages of Fuel Cell Systems

The advantages of fuel cell systems depend on each type of fuel cell. However, there
are common advantages for all types. Some of these common advantages are the
following [2]:

• Efficiency The efficiency of fuel cells is generally higher than combustion engines
(this issue will be further studied). Besides, the efficiency of fuel cells do not
depend on the the size of the system, unlike engines, which is very valuable in
small applications.

• Simplicity Fuel cells are inherently simple and the only moving parts are in the
auxiliary equipment, which positively affects the life span of the system.

• Low emissions Fuel cells are of low emission and, when hydrogen is used, there
are strictly zero emissions. This issue is very important especially in vehicle appli-
cations because it can reduce significantly the pollution in cities. However, the
matter must be analyzed globally taking into account the hydrogen production.
The problematic of hydrogen production is studied in more detail in Sect. 4.
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• Silence Fuel cell systems are very quiet even considering the auxiliary equipment
(compressor, fan, fuel processor, etc.).

1.3 Different Types of Fuel Cell Technologies

There are different fuel cell technologies that have been tried. From the point of view
of its components, the main difference between different types of fuel cells is the
electrolyte used. From the point of view of the operation, the different types of fuel
cells differ in the operating temperature, from ambient to 1,000◦C, and the type of
fuel that can be used, in addition to hydrogen, such as natural gas and methanol. The
following is a list of the main fuel cell technologies:

• Proton Exchange Membrane Fuel Cell (PEMFC)
• Direct Methanol Fuel Cell (DMFC)
• Alkaline Fuel Cell (AFC)
• Phosphoric Acid Fuel Cell (PAFC)
• Molten Carbonate Fuel Cell (MCFC)
• Solid Oxide Fuel Cell (SOFC)

1.3.1 Proton Exchange Membrane Fuel Cells

PEMFC have a thin polymer membrane (usually perfluorosulfonated acid polymer
[6]) as electrolyte. The main feature of this membrane is that it allows the passage
of protons but, in contrast, prevents the passage of electrons. On the other hand,
the catalyst is typically platinum supported on carbon. The more attractive feature
of this type of fuel cell is the low operating temperature between 60◦C and 80◦C.

This feature allows its use in many very different applications, among which can
be highlighted the automotive applications, the stationary power generation and the
portable electronics applications. The efficiency of these types of fuel cells is between
30 and 45%, although new PEMFCs can reach 60%.

The principle of operation of the fuel cell is quite simple and the first development
was by the scientist William Grove in 1839 [2]. The basic principle of operation is as
follows. Hydrogen flows through the feeding channels of the anode, spreads through
the diffusion layer and reaches the catalytic layer where it is oxidized releasing
electrons and protons, according to

2H2 −→ 4H+ + 4e−. (1)

The released electrons are led through the catalytic metal and the granulated coal
of the catalytic layer of the anode, arriving at the cathode via the external circuit,
whereas the protons are transported through the membrane to the catalytic layer of
the cathode. At the same time, oxygen is injected into the feeding channels of the
cathode and spreads through the diffusion layer toward the catalytic layer, where it
reacts with protons and electrons, generating water, according to
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Fig. 2 Schematic diagram showing the PEM fuel cell principle of working

O2 + 4H+ + 4e− −→ 2H2O. (2)

Therefore, the global reaction in the fuel cell is

2H2 + O2 −→ 2H2O. (3)

The reaction on the cathode is exothermic: the heat release is dependent upon
the voltage, which is directly related to its efficiency. The previous explanation is
schematically shown in Fig. 2, where the circulation of gases and electrons, and the
passage of ions through the membrane are shown.

The water management in a cell is critical for efficient operation. As mentioned
previously, a requirement for these types of cells is to maintain a high water content
in the electrolyte to assure high protonic conductivity [5]. The protonic conductivity
of the electrolyte is high when the membrane is completely saturated of water, and
thus offers minimum resistance to the ion passage, increasing the efficiency of the
cell especially at high current densities [7].

The water content in the cathode and anode is determined by the water balance in
the respective volumes, the balance being a result of the inputs and outputs of water.
There is normally an input of water in the incoming gas and there is water transport
through the membrane. The water transport during the operation is a function of the
cell current and the characteristics of the membrane and the electrodes.

The main mechanism of water transport through the membrane is the drag of
water molecules by the protons: each proton drags between 1 and 2.5 water molecules
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[8]. If more water leaves the cell than is produced, it is important to humidify the
incoming gas in the anode and/or in the cathode. Nevertheless, if there is too much
humidification, the diffusion layers are flooded, which causes problems in the gas
diffusion.

PEMFC is one of the most advanced fuel cell systems along with SOFC. However,
there are still important areas such as material development (especially relating to
electrolyte and catalysts for electrodes) and process control that will further advance
the technology [9] permitting lower cost and higher reliability.

Diverse features in both technologies make potential applications also differ con-
siderably. In the case of PEMFC, the more suitable applications are in vehicles,
portable electronics and stand-alone residential power generation, because of the
low operating temperature. While in the case of SOFC, the most suitable application
is in large-scale power generation due to the very high efficiencies achieved when
cogeneration is also applied.

In this book, we devote to the PEMFC and, in particular, the fuel cell hybrid
systems (FCHS) with an energy storage system (ESS) acting as a secondary power
source. Therefore, the PEMFC technology will be further explained in the following
chapter.

1.3.2 Direct Methanol Fuel Cells

DMFC use the same type of electrolyte as PEMFC but they use methanol directly as
a fuel instead of hydrogen. For this reason, DMFC is not usually considered in the
category of fuel cells. In addition, the handling of these fuel cells is very different,
thus DMFC deserves to be in a different category. The main advantages of this type
of fuel cell are the high net energy density (18.9 MJ kg−1 [2]), the storage facility
and the low production cost. These advantages make the DMFC an excellent option
for portable applications.

However, the most important problem associated with DMFC is that the fuel anode
reactions are much slower than with hydrogen. The result is that the performance of
the DMFC is significantly worse than other fuel cell types. The overall reaction in
the DMFC is represented by the following equation:

CH3OH + 1
1

2
O2 −→ 2H2O + CO2. (4)

The anode and cathode reactions depend on the electrolyte used. Methanol can
be used in a fuel cell with any of the standard electrolytes. However, to exploit
the advantages of a liquid fuel system, the only possible electrolytes are the low-
temperature electrolytes: alkaline and PEM. Therefore, there are two main types of
DMFCs: the Alkaline Direct Methanol fuel cells and the PEM Direct Methanol fuel
cell.

Alkaline Direct Methanol FC

The anode reaction of the alkaline DMFC is the following:
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CH3OH + 6OH− −→ CO2 + 5H2O + 6e−. (5)

Note the six electrons produced for each molecule of methanol, which is one of
the main advantages of this fuel cell type, in addition to the advantage that the fuel
is liquid. However, a major drawback is that for this reaction to occur the reactants
must interface with the alkaline electrolyte. Thus, the carbon dioxide reacts with the
hydroxide, forming carbonate, which is a salt of carbonic acid:

2OH− + CO2 −→ CO2−
3 + H2O. (6)

The result is that the electrolyte loses its alkalinity and, therefore, the life of this
fuel cell type is not very long unless the electrolyte is frequently replaced. For this
reason, the conclusion is that alkaline DMFC is not practical, although the cost and
performance are better, in comparison with PEM-based systems [2].

PEM Direct Methanol FC

Due to the previously explained problem of alkaline electrolytes, the best option
for Direct Methanol FC is the use of PEM electrolyte. In this case, the overall anode
reaction is the following:

CH3OH + H2O −→ 6H+ + 6e− + CO2. (7)

The H+ ions move through the electrolyte and the electrons move around the
external circuit. Note that water is required at the anode, though it is produced more
rapidly at the cathode via the following reaction:

O2 + 6H+ + 6e− −→ 3H2O. (8)

The result is the same as for the alkaline DMFC: six electrons per molecule
of methanol fuel. However, the reaction of (7) takes place in a more complex
manner [2].

1.3.3 Alkaline Fuel Cells

AFC is one of the pioneers of modern fuel cells to be developed in 1960 and its first
application was to provide onboard electric power for the Apollo space vehicle [5].
Thus, AFC is amongst the most mature fuel cell technologies.

In this type of fuel cell, the operating temperature is between 50 and 200◦C and
the fuel is also hydrogen while the efficiency of this fuel cells is about 60%. In fact,
advanced AFCs have the highest electrical efficiency (at nearly 70%) and have shown
excellent reliability when run at low current densities [10].

The AFC converts gaseous hydrogen and gaseous oxygen into electricity using
a direct, low-temperature, electrochemical reaction. The hydrogen is usually com-
pressed and the oxygen is taken from the air. It uses a circulating liquid alkaline
electrolyte that is also an effective heat transfer and water management medium
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[11]. In this type of fuel cell, the electrolyte, as the name implies, needs to be an
alkaline solution, for example, sodium hydroxide or potassium hydroxide solution
(KOH).

The reaction at the anode of the AFC is the following [2]:

2H2 + 4OH− −→ 4H2O + 4e−. (9)

While, the electrons released in this reaction pass around the external circuit,
reaching the cathode, where they react, forming new OH− ions:

O2 + 4e− + 2H2O −→ 4OH−. (10)

The overall reaction becomes

2H2 + O2 −→ 4H2O + electrical energy + heat, (11)

where it can be seen that through the combination of oxygen and hydrogen, water
is produced at the anode and electrical energy and heat are generated by the fuel cell.

Although AFCs used in space applications are complex and costly, the terrestrial
versions, operating as hybrid systems with a buffer battery, are not. Furthermore, the
AFC does not rely on high volume manufacture to reduce the cost to an affordable
level since the materials are not very expensive like other types of fuel cells and the
processing is straightforward [11]. It is possible to significantly reduce the cost of
the stack since AFCs are able to use non-noble catalysts [10].

1.3.4 Medium and High Temperature Fuel Cells

The fuel cell types discussed so far correspond to low temperatures. However, operat-
ing at high temperature has important advantages. These advantages are the following
[2]:

• The electrochemical reactions proceed more quickly, which results in lower acti-
vation voltage losses. Also, noble metal catalysts are often not needed.

• The high temperature of the cell allows the extraction of hydrogen from other more
readily available fuels, such as natural gas.

• The high-temperature exit gases and cooling fluids can be exploited to heat build-
ings or other processes near the fuel cell.

• The high-temperature exit gases and cooling fluids can be used to drive turbines
that can drive generators, producing further electricity.

Now, we address the different types of fuel cells that operate at higher
temperatures.
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1.3.5 Phosphoric Acid Fuel Cell

PAFC is a mature technology and is particularly suitable for power applications.
PAFCs were the first fuel cells to cross the commercial threshold. At the moment,
conventional PAFCs are mainly developed for stationary power generation because
they are based on an acid electrolyte and are not suitable for portable and transport
applications due to limited thermal cyclability and life issues related to the leaching
of the acid [12].

The operating temperature (∼220◦C [2]) places this type of fuel cell in an inter-
mediate situation between the low temperature fuel cell types (PEMFC, DMFC,
and AFC) and the very high temperature fuel cell types (SOFC and MCFC). The
efficiency of these fuel cells is between 40% and 45%.

The electrochemical reactions occurring in PAFCs are as follows [5]:

H2 −→ 2H+ + 2e− (12)

at the anode, and

1

2
O2 + 2H+ + 2e− −→ H2O (13)

at the cathode. The overall cell reaction is

1

2
O2 + H2 −→ H2O. (14)

PAFC is a type of fuel cell that uses liquid phosphoric acid as an electrolyte, which
can be a disadvantage in some applications. Another important disadvantage is that
the electrodes are made of carbon paper coated with a finely dispersed platinum
catalyst, which make them expensive to manufacture. An important difference from
other fuel cell types is that PAFC are not affected by carbon monoxide impurities in
the hydrogen. On the contrary, PAFC has the disadvantage that the phosphoric acid
solidifies at a temperature of 40◦C, which makes difficult the startup and thus PAFC
applications are restricted to continuous operations.

However, at an operating range of 150 to 200◦C, the expelled water can be con-
verted to steam for air and water heating. Therefore, PAFCs are used for stationary
applications with a combined heat and power efficiency of about 80% [8].

1.3.6 Molten Carbonate Fuel Cells

MCFC operates at approximately 650◦C, which places this type of fuel cell within
the category of very high temperature. The high operating temperature is needed to
achieve sufficient conductivity of its carbonate electrolyte and, on the other hand,
allows the use of low cost metal as catalyst instead of noble metal. The fuels for these
types of fuel cell are methane and coal gas directly, without an external reformer.
The efficiency of these fuel cells is between 45 and 60%.
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The electrolyte of the molten carbonate fuel cell is a molten mixture of alkali
metal carbonates (usually a binary mixture of lithium and potassium) or lithium and
sodium carbonates, which is retained in a ceramic matrix of LiAlO2 [2]. Unlike other
fuel cells, carbon dioxide needs to be supplied to the cathode as well as oxygen.

The half-cell electrochemical reaction at the anode is as follows:

H2 + CO=
3 −→ H2O + CO2 + 2e−, (15)

whereas the half-cell electrochemical reaction at the cathode is as follows:

1

2
O2 + CO2 + 2e− −→ CO=

3 . (16)

The overall reaction of MCFC is

H2 + 1

2
O2 + CO2(Cathode) −→ H2O + CO2(Anode). (17)

It is usual to recycle the CO2 generated at the anode to the cathode where it is
consumed.

MCFC is not poisoned by carbon monoxide or carbon dioxide. In fact, MCFC
can even use carbon dioxide as fuel, making it more attractive for fueling with gases
made from coal. In addition, it is believed that MCFC could even be capable of coal
internal reforming coal, since it can be made resistant to impurities such as sulfur
and other particles that result from converting coal into hydrogen [5].

On the other hand, the main disadvantage of the current MCFC technology is
durability. The high operating temperatures and the corrosive electrolyte decrease the
fuel cell life. However, new materials and designs are being investigated to improve
the fuel cell life without losing the performance.

1.3.7 Solid Oxide Fuel Cell

SOFC is a very high temperature fuel cell technology. In this type of fuel cell,
there is no liquid electrolyte, thus corrosion and other problems regarding electrolyte
management are avoided. The operating temperature above 800◦C allows a very
active electrochemical reaction with nonprecious materials, and, besides, produces
high quality by-product heat for cogeneration, similar to MCFC [5]. In fact, the
efficiency of this fuel cell can be increased from 60 to 85% when used in cogeneration.
This fuel cell type is used in high power applications, with values in the order of
100 kW.

The electrochemical reactions associated with hydrogen fuel are as follows [5]:

H2 + O= −→ H2O + 2e− (18)

at the anode, and

1

2
O2 + 2e− −→ O= (19)
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at the cathode. The overall cell reaction is

H2 + 1

2
O2 −→ H2O. (20)

The use of high temperatures in these types of fuel cells allows the development
of internal reforming processes. The recent trends in the research of solid oxide fuel
cells concern the use of available hydrocarbon fuels, such as natural gas [13]. On
the other hand, the high temperature increases the kinetic of the electrochemical
reactions without the use of precious metals, and generates heat with the appropriate
characteristics to be used in cogeneration.

In these types of fuel cells, it is also possible to use carbon monoxide and methane
as fuels. The hydrogen is generated through the reactions of both compounds with
water at high temperature and then oxidizes in the anode. The reactions are as follows:

CO + H2O −→ H2 + CO2, (21)

CH4 + H2O −→ 3H2 + CO. (22)

The high temperature of SOFC, however, requires more sophisticated materials
and, therefore, is more expensive. The development of suitable low cost materials
and the low cost fabrication of ceramic structures are the key technical challenges
of this technology [14]. Besides, research is currently underway to improve the fuel
flexibility of SOFCs.

1.4 Fuel Cell Applications

The important advantages of fuel cells mean that there are many applications from
a few watts to megawatts, both developing and proven. In addition, the number of
applications is steadily growing. The following is an extensive list of the possible
applications:

• Stationary power generation
• Automobiles
• Scooters
• Golf carts
• Utility vehicles
• Backup power
• Portable power
• Space
• Airplanes
• Locomotive
• Boats
• Underwater vehicles
• Telecommunications
• Wastewater treatment plants
• Forklifts
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• Portable electronics
• Autonomous robots
• Battery charger

Fuel cell applications may be classified in different ways. One possible classifi-
cation is as mobile or stationary applications. The mobile applications include trans-
portation systems and portable electronic equipment while stationary applications
include combined heat and power (CHP) systems for both residential and commercial
utilizations [1].

It is important to note that the possible applications depend on the particular fuel
cell type. For example, some PEMFC applications are vehicles, mobile applications
and lower power CHP systems. On the other hand, AFC technology is used in space
vehicles, e.g. Apollo, Shuttle. DMFC technology is suitable for low power portable
electronic systems. PAFC is used in CHP systems larger than PEMFC. MCFC is
suitable for medium- to large-scale CHP systems, up to systems in the MW order of
magnitude. SOFC is suitable for all sizes of CHP systems, from 2 kW up to several
MW [2].

Fuel cell systems are particularly suited for stationary generation, both in non-grid-
connected and grid-connected applications [15]. The fuel cell stack generates direct
current electric power. However, the stack is only a part of the power system: a large
number of ancillary devices such as compressors, fans, valves, humidifiers, sensors,
power converters, etc. are necessary to supply the load. Different technologies are
used for stationary generation: phosphoric acid fuel cell, molten carbonate fuel cell,
solid oxide fuel cell, proton-exchange membrane or polymer electrolyte membrane
fuel cell and alkaline fuel cell. Molten carbonate and solid oxide fuel cells are high-
temperature fuel cells more suitable for stationary applications [16].

The main application of fuel cells is the generation of electricity. However, due to
inevitable losses, a part of the energy is generated in the form of heat. Fuel cell systems
thus can be used for the combined generation of heat and power even on a small scale
in individual buildings [17]. CHP generation allows a more efficient use of fuel than
the traditional way of generating, for example, electricity in centralized power plants
or heat in individual boilers. Besides, the application of heat cogeneration to obtain
more electricity is also possible [18]. In the case of CHP for buildings, industrial facil-
ities or stand-by generators, since the efficiency of fuel cell power systems is nearly
unaffected by size, the stationary plant development has focused on the smaller, sev-
eral hundred kilowatt to low megawatt capacity plants using PEMFC, AFC, PAFC,
MCFC, SOFC technology, where the plants are fueled primarily with natural gas [5].

On the other hand, the automotive industry has been a pioneer in using the tech-
nology and all over the world leading car manufacturers have designed at least one
prototype vehicle using fuel cells. Examples of fuel cell vehicles running with hydro-
gen stored onboard are the Class B Mercedes Benz, the Honda FCX, or the recent
FCHV-adv of Toyota [19]. Fuel cell technology running on hydrogen is the most
attractive long-term option for passenger cars [20] because it can eliminate emis-
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sions on the tank-to-wheel 1 path if the hydrogen is produced from renewable sources,
providing very high average efficiencies. The latter is particularly based on the fact
that the fuel cell reaches the highest efficiency at part load unlike internal combustion
engines. Hydrogen production, storage, and distribution are the biggest challenges
to be fully introduced in the market.

Buses in which the internal combustion engine is replaced by fuel cells are very
attractive because the advantages of high efficiency and elimination of pollution in
cities. There are demonstration projects with fuel cell buses in several cities with
significant success but some challenges remain to be overcome. The most significant
difficulties at present are the cost of the vehicles and the lack of an infrastructure for
the supply of the necessary fuel (hydrogen) [21].

Another interesting field of application is in portable electronics. The objective
of the application of fuel cells to portable electronics is to provide an uninterrupted
power source with a high energy density to replace conventional batteries. In fact,
the theoretical energy densities of the energy of fuel cells are much higher compared
with different battery technologies [22]. The fuel cell systems suitable for operating
portable or micro fuel cells are as follows: pure hydrogen, pure liquid hydrocarbons
(e.g., methanol, ethanol, formic acid or ethylene glycol), and onboard hydrogen
derived from reformed hydrocarbons such as methanol [23].

On the other hand, fuel cells are a good alternative for uninterruptible and back-
up power, especially in critical areas where the negative aspects of batteries and
generators make conventional technologies unsuitable. Besides, fuel cells can provide
a robust alternative to severe weather conditions [24]. For example, wireless networks
is an important niche market for fuel cells applied to uninterruptible and back-up
power with great development prospects.

Auxiliary power units (APU) is another interesting niche market for fuel cells,
including applications such as passenger cars, trucks, buses and marine units. The
independent operation of APU with respect to the main engine, allows the shutdown
of the main engine when the automobile is stopped, thereby avoiding the idling
of the engine. During this period, APU delivers power and heat, which means an
improvement in the system efficiency [25].

2 Control and Diagnosis of PEM Fuel Cell Systems

The transient behavior of the electrochemical reaction that takes place in the fuel
cell is very fast. Nevertheless, the behavior of the generated power in a fuel cell
system depends on the hydrogen and air flows, the regulation of the pressure and
the management of water and heat [7]. When a load is connected to the fuel cell,

1 Tank-to-wheel emission refers to the emissions produced in the path from the tank to the wheel,
that is the total emissions produced in the vehicle. This does not include the emissions produced in
the process to generate the fuel (hydrogen in this case), which is known as well-to-tank emissions.
The sum of both emissions are known as well-to-wheel emissions, comprising the whole path from
the primary source to the vehicle wheels.
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the control system must control the temperature, the membrane hydration and the
partial pressure of gases on both sides of the membrane to avoid voltage degradation
and, therefore, a reduction in the efficiency [26]. Besides, it is important to control
efficiently the mentioned variables to assure the durability of the cells. These critical
variables must be controlled for a wide range of power, with a series of actuators such
as valves, pumps, compressors, expanders, fans, humidifiers and condensers [27].

On the other hand, the energy generation systems based on fuel cells are complex
since they involve thermal, fluidic and electrochemical phenomena. Moreover, they
need a set of auxiliary elements such as valves, compressor, sensors, regulators, etc.,
to make the fuel cell work at the pre-established optimal operating point. For these
reasons, they are vulnerable to faults that can cause the stop or the permanent damage
of the fuel cell. Therefore, it is useful to use systematic techniques, like the recent
methods of fault-tolerant control (FTC), to guarantee the safe operation of the fuel
cell systems [28, 29].

2.1 Control of PEM Fuel Cell Systems

Fuel cell systems are devices that produce electric energy through an electrochemical
reaction and, in order to operate efficiently, all the subsystems must work properly.
Air supply, which is one of these subsystems, has a great influence on the system
efficiency. In fact, one of the most important challenges in fuel cell control is to assure
sufficient amount of oxygen in the cathode when current is abruptly drawn from the
fuel cell stack. The air supply subsystem is generally composed of an air compressor,
which supplies air to the cathode. On the other hand, the hydrogen supply subsystem
relies on a hydrogen-pressurized tank and the hydrogen inlet flow rate is regulated
by an independent control loop to maintain the working pressure in the anode close
to the pressure in the cathode.

The main challenges related with fuel cell control are as follows:

1. Regulation of the stack power.
2. Control of the oxygen excess ratio in the cathode.
3. Control of the hydrogen supply.
4. Controllability of the system.
5. Improvement of the system efficiency.

2.2 Regulation of the Stack Power

One of the main control objectives is to control the PEMFC so that the power output
meets the power load. Among the possible applications of PEMFC are electrical
vehicles propulsion. In automotive applications, the load fluctuates strongly accord-
ing to the driver requirements. Indeed, the power required by a car depends heavily
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on the driving profile and traffic conditions. There are different standard driving
cycles, representing urban and suburban driving situations, which are widely used
in the automotive literature to compare the performance and emissions in different
vehicles. One of these cycles is new European driving cycle (NEDC). The standard
driving cycles will be seen in detail in Sect. 4.3 of Chap. 7.

The control system must match the power demand, manipulating appropriately
the control variables. Theses variables include the hydrogen and air inlet flow, the
hydrogen and air inlet pressure, the stack temperature, the membrane humidification,
the coolant temperature and the coolant flow. There is a degree of uncertainty in the
behavior of the fuel cell system (FCS) components due to material degradation and the
external temperature and pressure [30]. Thus, the control system must be sufficiently
robust.

In the work of Golbert and Lewin [30], model-based predictive control (MPC) is
used with the objective to demonstrate that it can be used to obtain a robust control
and to improve the system efficiency reducing the hydrogen consumption. Since
that the work is focused on applications with vehicles, the objective is to meet a
certain speed more than the output power. In practice, the car driver manipulates the
accelerator and brake pedals according to the desired speed. This behavior can be
simulated using a PID controller together with a simple vehicle model. This model
calculates the required power to meet the required speed according to the vehicle
characteristics. In the simulations, the FCS controller based on MPC is implemented
as a slave of a master controller based on PID control, which provides the power set-
point to the MPC controller. Then, this controller manipulates the control variables of
FCS to achieve the required FCS power. The MPC-based controller uses a nonlinear
reduced order model of the FCS model developed in [31]. In this work it is concluded
that it is possible to satisfy the fluctuating power demands and to optimize the system
efficiency, with a significant hydrogen consumption reduction.

2.3 Control of Oxygen Excess Ratio

One of the most important problems in FCS control is to guarantee sufficient oxygen
supply during abrupt changes in the load demand. This objective is difficult to obtain
since oxygen reacts instantaneously to load demands whereas, as mentioned previ-
ously, the air supply is limited by the gas feeding dynamics and the air compressor
dynamics. Several publications approach this problem [27, 32–34]. When the cur-
rent demanded increases abruptly, the present oxygen level in the cathode diminishes
drastically as a result of the electrochemical reaction. The abrupt oxygen diminu-
tion can cause damages to the membrane and degradation of the FCS efficiency.
This phenomenon is known in the PEMFC literature as “oxygen starvation”. This
term describes the operation condition of a fuel cell in sub-stoichiometric reactant
feedings and is one of the potential causes of fuel cell failure [35]. A parameter that
indicates the excess of oxygen in the cathode, namely oxygen excess ratio (λO2), is
defined [32, 34, 36]:

http://dx.doi.org/10.1007/978-1-84996-184-4_7#Sec8
http://dx.doi.org/10.1007/978-1-84996-184-4_7
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λO2 = WO2,in

WO2,rct
, (23)

where WO2,in is the cathode inlet oxygen mass flow and WO2,rct is the reacting oxygen
mass flow in the cathode electrochemical reaction. This flow depends on FCS current
Ifcs as follows:

WO2,rct = MO2

nIfcs

4F
, (24)

where MO2 is the molar mass of oxygen, n is the stack cell number, and F is the
Faraday number (F = 96485 Cmol−1). Therefore, when the FCS current increases,
the value of λO2 diminishes instantaneously. It is necessary to implement a control
strategy that allows a fast recovery of the oxygen level. In order to do that the
controller must provide more air to the FCS increasing the air compressor voltage.

In the work of Pukrushpan et al. [27], the oxygen level regulation is obtained
by means of a PI controller in the compressor. The oxygen transitory response is
improved using linear observability techniques. The observability improves when
the FCS voltage is included as a measured variable in the feedback controller. It is
demonstrated that there is a severe conflict between the oxygen excess control and
the net power temporary response. The limitation in the temporal response comes
from the fact that all the auxiliary equipment is power-supplied directly by the FCS
without any secondary power source. In this publication it is mentioned that with the
use of an energy storage system (e.g., batteries or supercapacitors) it is possible to
overcome this conflict, although this configuration is not developed.

In the work of Grujicic et al. [32], the optimization of the transitory behavior in
a PEMFC is analyzed with strategies of model-based control. The controller in this
work has the objective to maintain a necessary level of oxygen partial pressure in the
cathode during steep changes in the demanded current. The results obtained indicate
that the oxygen level in the cathode can be satisfactorily maintained by means of
feedforward control, manipulating the air compressor motor voltage. Nevertheless,
the FCS power does not respond adequately during the transitory behavior, which
also suggests the necessity of a power management by means of a secondary power
source (battery or another storage energy system). In [33], a feedback controller is
added to the feedforward controller to reduce the stationary state error. Again it is
concluded that it is necessary to implement a hybrid configuration with storage of
energy in order to improve the transitory response.

In the work of Vahidi et al. [34], a MPC is proposed to solve the oxygen supply
problem during steep changes in the current. In this article a hybrid system composed
of FCS and supercapacitors is analyzed. MPC is based on minimization of a cost
function of the predicted response of a system over a future horizon. Excellent results
in the oxygen level control are obtained, although the transitory behavior of the FCS
power is not analyzed.
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2.4 Hydrogen Supply Control

The hydrogen supply control objective is to feed the FCS with hydrogen at the same
pressure as air independently of the hydrogen consumed, which is proportional to the
current load [7]. It is very important to reduce the differential pressure through the
membrane to avoid damaging it. When pressurized hydrogen is used, the hydrogen
flow can be regulated by a servo valve. Since the valve is fast, it is assumed that the
flow can be controlled with a proportional controller based on the feedback of the
differential pressure [26]. Commonly, a purge valve is installed at the anode output
to remove the water in excess. The purge valve can also be used to reduce the anode
pressure quickly in case of necessity.

It is generally accepted that the hydrogen supply control is not critical when the
system is fed with pressurized hydrogen. However, the hydrogen supply control
problem is critical when the hydrogen production is made using an onboard fuel
processor with a relatively slow transitory response [36]. This is the case when
reforming a hydrocarbon fuel, for example natural gas, in a rich hydrogen gas
[37]. This drawback can originate a phenomenon known as “hydrogen starvation”
[36, 37]. This topic will be discussed again in Chap. 9.

2.5 System Controllability

The Efficiency improvement in a fuel cell system is very important, but it is also
important to maintain the system controllability. The work of Serra et al. [38] deals
with the control of PEM fuel cells, including a linear analysis of the system at dif-
ferent operating points, the comparison and selection of different control structures
and the validation of the controlled system by simulation. The work is based on a
complex nonlinear model developed in [39], which has been linearised at several
operating points. The linear analysis tools are the Morari resiliency index, the condi-
tion number and the relative gain array. These techniques are employed to compare
the controllability of the system with different control structures and at different
operating conditions. According to the results, the most promising control structures
are selected and their performance with PI-based diagonal controllers is evaluated
through simulations with the complete nonlinear model. The conclusions indicate
the good performance of several diagonal linear controllers. However, very few have
a wide operability range.

Following this analysis, the efficiency and controllability of the system in two
operating points for a determined net power is studied in [40]: one point correspond-
ing to the minimum current necessary to obtain the required power and the other with
a greater current. A conflict between controllability and efficiency was found. The
operating point corresponding to minimum current has greater efficiency whereas
the point with higher current has better controllability. Therefore, it is necessary to
obtain a convenient balance between efficiency and controllability.

http://dx.doi.org/10.1007/978-1-84996-184-4_9
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The analysis of fuel-cell controllability is also studied in the work of Golbert and
Lewin [31] focuses on the crucial issue of how to control the fuel cell to ensure
acceptable response time for the power demand, while achieving high efficiencies
over the entire operating range. In that work, is used a spatial, time-dependent model
of a fuel cell. The analysis of the fuel cell controllability is performed relying on
the developed model as well as the synthesis of an adaptive controller, intended to
account for the observed sign-change in the process static gain. Also, they present
an alternative approach, relying on a reduced-order model, and the use of the model
in a robust MPC scheme, which satisfies the power demand over a wide range of
conditions, demonstrating a performance superior to that of the adaptive scheme. In
this book, the oxygen excess ratio control will be addressed in Chap. 3.

2.6 Improvement of the System Efficiency

It is meaningful to study the manner of operating an FCS, especially at low loads.
An adequate operation produces important benefits, increasing the system efficiency
in terms of hydrogen reduction and allowing a greater peak power. In a direct-
hydrogen FCS, the air supply subsystem has a crucial role in the improvement of the
performance of the system [41]. In fact, there are two external variables that have
greater impact on the polarization curve: the air pressure and the air stoichiometry
(SRa).

The air pressure and the SRa control the oxygen partial pressure in the catalytic
layer of the cathode, which determines the cathode polarization and, therefore, the
efficiency. In [7], it is also stated the importance of the air pressure control to improve
the FCS efficiency. The efficiency improvement for a given load is based on a trade-
off between an increase in the air pressure and SRa, and an increase in the parasitic
compressor power.

In the work of Friedman and Moore [41], it is shown that an FCS can be optimized
to obtain high peak power and high efficiency over a broad range of output powers.
The key to obtain this objective is to vary the pressure and air flow. Based on this result,
it may be concluded that an FCS must be operated to the greater possible pressure
and SRa. Nevertheless, if the energy necessary to compress the air is considered, the
result is different: for a fixed air flow, the compressor power consumption increases
significantly when the pressure is increased. This means that it is possible to find an
optimal combination of pressure and air flow.

A similar conclusion is stated in [32]. In this work, it is assumed that the FCS
net power Pnet can be approximately defined as the difference between the power
produced by FCS, Pfcs, and the consumed compressor power Pcm. For each load cur-
rent, an air flow increment increases the cathode pressure and, therefore, increases the
oxygen partial pressure, increasing the FCS voltage. This also leads to an increment
in the oxygen excess ratio in the cathode, λO2 . The initial increase in the oxygen
excess is translated into an FCS power increase and a net FCS power. Nevertheless,
if a limit λO2 is exceeded, an excessive compressor power produces so that the net

http://dx.doi.org/10.1007/978-1-84996-184-4_3
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power falls. Thus, for each current there is an optimal value of λO2 , for which the
net power has its maximum.

In [42], a single-objective and a multi-objective optimization problem are used
to optimize the operating conditions of an experimental fuel cell system for two
different applications: vehicular and stationary. The stack used for the study is based
on Palcan PC6-1200, which is a PEM fuel cell system with maximum gross power
output of 1,200 W. In both problems, two optimizations are performed with different
objectives: the maximization of the net power and the system efficiency. The design
variables include the operating temperature, the air stoichiometry and the operating
pressure of the fuel cell stack.

In this book, the issue of improvement of the system efficiency introduced here
will be further addressed in Chap. 3 through adequate control techniques.

2.7 Diagnosis of Fuel Cell Systems

The Energy generation systems based on fuel cells are complex since they involve
thermal, fluidic and electrochemical phenomena. Moreover, they need a set of aux-
iliary elements (valves, compressor, sensors, regulators, etc.) to make the fuel cell
work at the pre-established optimal operating point. For these reasons, they are vul-
nerable to faults that can cause the stop or the permanent damage of the fuel cell.
To guarantee the safe operation of fuel cell systems, it is necessary to use system-
atic techniques, like the recent methods of FTC, which allows to increase the fault
tolerance of this technology described in [28].

The first task to achieve active tolerant control consists of the inclusion of a fault
diagnosis system operating in real-time. The diagnosis system should not only allow
the fault detection and isolation but also the fault magnitude estimation. The fault
detection and isolation methods can be classified into three groups [43]:

• Quantitative model-based methods
• Qualitative model-based methods
• Process history-based methods

Among the most frequently used methods are those based on quantitative models.
These methods generate inconsistencies between the actual and expected behavior
relying on an explicit model of the monitored plant. These inconsistences are called
residuals and can be used for detection and isolation purposes. The residuals should
be close to zero when no fault occurs but show “significant” values when the moni-
tored system changes. The generation of the diagnostic residuals requires an explicit
mathematical model of the system: a model derived analytically using first principles
or a black-box model obtained empirically.

On the other hand, statistical methods are often required to decide whether
there has been a failure. The residual generation can be performed using diagnos-
tic observers, parity relations, Kalman filters or parameter estimation, among other
methods. For more details on quantitative model-based methods and an extensive

http://dx.doi.org/10.1007/978-1-84996-184-4_3
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review on qualitative model-based methods and process history-based methods, see
[43–45]. In this book, he diagnosis of PEM Fuel Cell Systems will be addressed in
Chap. 6.

3 Fuel Cell Hybrid Systems

The fuel cell hybrid systems are composed of an FCS, which is the primary power
source and an ESS, e.g., a battery or supercapacitor bank that contributes to supply
the load power demand.

Given a load power Pload(t), this can be supplied with a fraction of the power
from the FCS, Pfcs(t), the rest of the power being supplied by ESS, Pess(t) :

Pload(t) = Pfcs(t) + Pess(t) ∀t. (25)

A diagram with the energy and power flows between the elements in the hybrid
system is shown in Fig. 3. The Pfcs(t) is produced by the fuel cell stack, which is
fed with a hydrogen flow ṁ H2(t) from a H2-pressurized tank, whereas, the bidirec-
tional power flow Pess(t) can come from two different sources: the FCS or the load,
through a regenerative process in automotive applications. The regenerative braking
is covered in Sect. 4 of Chap. 6. In the FCHS of Fig. 3, four energy flows can be
distinguished:

• Fuel cell energy flow: The FCS, which is the primary power source, supplies energy
directly to the load.

• Charging energy flow: It is possible to charge the ESS with energy from the FCS
to subsequently supply the load.

• Regenerated energy flow: When the load power is negative, e.g., during regenerative
braking in automotive applications, it is possible to regenerate energy and charge
the ESS with energy from the load.

• Boosting energy flow: It is possible to boost the FCS supplying energy to the load
from the ESS with energy previously charged from the FCS or regenerated from
the load.

How to manage efficiently this energy flow is the function of the energy manage-
ment strategies (EMS), which are covered in Chap. 8.

3.1 Advantages and Disadvantages of Fuel Cell Hybrid Systems

The potential advantages of fuel cell hybrid systems are as follows [46, 47]:

• Improve the hydrogen economy
• Overcome the relatively slow fuel cell system transient response

http://dx.doi.org/10.1007/978-1-84996-184-4_6
http://dx.doi.org/10.1007/978-1-84996-184-4_6#Sec13
http://dx.doi.org/10.1007/978-1-84996-184-4_6
http://dx.doi.org/10.1007/978-1-84996-184-4_8
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Fig. 3 Diagram showing the energy and power flows in a fuel cell hybrid system

• Reduce the cost and weight of the global system2

• Reduce the warm-up time of the fuel cell system to reach full power

The disadvantages of the hybridization are as follows:

• Greater complexity of the vehicle system
• Greater complexity of the control system

The advantages and disadvantages of fuel cell hybrid systems can be better under-
stood by analyzing the roles of the energy storage system in a fuel cell hybrid vehi-
cle, which is the most promising application of hybrid systems. These roles are as
follows [48]:

• Supply traction power during fuel cell start-up: Under ambient and cold-start
conditions the FCS output power is lower than its rated power. Thus, the energy
storage system is expected to compensate this drawback until the fuel cell reaches
its rate power.

• Supply power assistance during drive cycles: The stored energy in the ESS can
supply the transitory demands of energy, allowing to assist the fuel cell operation in
two ways. First, it is possible to reduce the fuel cell power, supplying only a fraction
of the full load. Second, the energy storage can be used to improve the transient
response in a system in which the fuel cell alone is not capable of responding
quickly enough to an increase in power. The maximum power demands from

2 This is true if the cost per unit power of the storage elements is lower than that corresponding to
the fuel cells. Otherwise, it can become a disadvantage. In the same way, the weight per unit power
of the storage elements must be lower than that corresponding to the fuel cell.
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a vehicle typically take place during maximum accelerations, while the highest
energy demands take place when driving with slope. The energy storage system can
improve significantly the acceleration performance supplying instantaneous power
to compensate the relatively slow fuel cell dynamics. However, the contribution to
the performance of driving with slope is expected to be minimal since the capability
of energy storage is limited.

• Recapture regenerative braking energy: The possibility of recovering energy from
regenerative braking in automotive applications allows to improve the hydrogen
economy recuperating energy which, otherwise, is dissipated at the friction brakes.
This amount of energy depends on the driving cycle considered and goes from 5%
in a highway cycle to almost 18% in a city cycle.

• Supply electrical accessory loads: A fuel cell hybrid vehicle may include several
electric loads such as radiator fans, power-assisted steering, electric brake, air
conditioning system, etc. These loads vary during the driving cycle but the total
net load could be considered as a constant value. It is potentially expected that
the energy storage system could maintain these electrical loads for certain periods
during the cycle (e.g., if the fuel cell is shutdown).

• Fuel cell start-up and shutdown: In fuel cell hybrid vehicles it would be desirable
to have start/stop capability. This means that while the vehicle is running, the
primary power plant (i.e., the fuel cell) can be shut down and restarted according
to an energy management strategy. This type of operation is beyond the scope of
this book.

3.2 Applications of Fuel Cell Hybrid Systems

According to the concepts explained above, it follows that FCHS are particularly
suitable in applications where the load varies strongly. Therefore, two possible appli-
cations for FCHS are as addressed in the following two subsections.

Stand-Alone Residential Application
Fuel cell-based systems are very attractive for stationary energy generation, since

they allow the production of electricity and heat in a decentralized, quiet, efficient and
environmentally friendly way [49]. However, for stationary applications, an FC stack
may not be sufficient to satisfy the load demands, especially during peak demand
periods or transient events.

The problem of the slow dynamic response is more pronounced when the fuel cell
(FC) stack is fed with hydrogen coming from a reformer instead of a H2-pressurized
tank because of the dynamic response of the reactor. Moreover, in stationary appli-
cations the prospective arrangement is composed of a reformer. In addition, it is
expected that the load has an aggressive behavior: sudden load switching and load
conditions such as active–reactive power and loads with high harmonic distortion
[50]. As a result, an auxiliary energy storage system such as a battery or supercapac-
itor bank to meet all load demands may be necessary.
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A dynamic electrochemical simulation model of a grid-independent PEMFC
power plant is presented in [51]. The model includes the methanol reformer, the
PEM fuel cell stack and the power conditioning unit. In addition to these compo-
nents, the system is equipped with storage batteries connected in parallel with the DC
bus. The model is used to study the transient response of the PEMFC power plant
when subjected to rapid changes in a residential load connected to it. The results
show the fast response capabilities of the PEMFC following the changes in the load.

In the same way, in [52] and [50], it is concluded based on experimental results
that the parallel combination of an FCS and an SC bank exhibit good performance
for stand-alone residential applications during the steady-state, load-switching and
peak power demand. On the contrary, without the SC bank, the FCS must supply an
extra power, thereby increasing the size and cost of the FCS.

In addition, a residential CHP3 system based on PEMFC is studied in [49]. The
system is a co-generative unit, converting natural gas into electricity and heat that
can work both under grid-connected and stand-alone configurations. The system
considered in this work is also equipped with a set of batteries enabling load tracking
and peak loads. Results show that the prototype can satisfy the energy needs of small
residential applications.

Fuel Cell Hybrid Vehicles Application

Most major automobile manufacturers are developing prototypes of fuel cell vehi-
cles. During the 1990s, several car companies began to work on developing the
PEMFC for passenger car propulsion motivated by the increasing environmental
issue. Hydrogen fuel cell vehicles (H2-FCVs) are a good alternative to conventional
internal combustion engine (ICE) vehicles. Actually, fuel cells and hydrogen are con-
sidered as the best overall solutions in the long run, although significant technical
improvements are necessary [20].

Some of the advantages of H2-FCVs are as followings:

• The H2-FCVs have no local contaminant emissions allowing to reduce the urban
pollution: the only emissions created during vehicle operation is water vapor. In
addition to this advantage, the use of hydrogen for transportation makes it possible
to introduce alternative energy sources (e.g., biomass, biofuels, solar power, wind
power, wave power, etc.), in order to reduce the dependence on petroleum.

• FCS, in contrast to ICE, has the characteristic that the efficiency does not degrade at
part load and, in fact, can be higher. A typical urban vehicle operates mostly at part
load conditions. In [53], it is concluded that the hydrogen economy of H2-FCVs
can be 2.5–3 times the fuel economy of conventional ICE vehicles.

• It is possible to improve the hydrogen economy by recovering energy through
regenerative braking adding an energy storage system, which constitutes a fuel
cell hybrid vehicle (see Chap. 7).

• The specific energy of hydrogen is much larger than batteries, which convert
H2-FCVs into a more competitive solution than pure battery electric vehicles:
1600 W h kg−1 for hydrogen at 70 MPa contrary to 35 W h kg−1 for lead-acid

3 Combined heat and power.

http://dx.doi.org/10.1007/978-1-84996-184-4_7


26 D. Feroldi et al.

batteries, 70 W h kg−1 for nickel-metal-hydride batteries, and 120 W h kg−1 for
Lithium-ion batteries [20].

Therefore, in this book we concentrate our attention on Fuel Cell Hybrid Vehicles
with some kind of Energy Storage System.

3.3 Electrical Topology

One important issue in fuel cell hybrid systems is to determine the proper electric
topology. Some configurations for fuel cell vehicles and their control strategies are
studied in [54, 55]. Some of these configurations include the use of a propulsion
battery. On the other hand, in the work of Santi et al. [56], a case study of a domes-
tic fuel cell-based uninterrupted power supply is presented. In that work, different
configurations are also analyzed. Because of the slow dynamics of the fuel cell com-
pared to the electrical system requirement, it is concluded that the use of energy
storage elements is necessary. The rate at which the energy from the storage system
is required is a significant parameter to choose the correct technology for storage and
the use of batteries is decided after an analysis of the different options.

An approach for the design of a power conditioning system (PCS) for fuel cell
generation systems is studied in [57] with the help of several PCS examples. From this
study, it is noted that full-bridge, half-bridge and push-pull converters and various
different topologies are fundamentally used. Also, the comparison of the voltage
source and current source topologies has been done, so that a system designer can
select the proper topology according to the applications. From this comparison, it is
concluded that it is better to connect the energy storage unit to the DC-link in parallel
through a bidirectional converter. A similar conclusion is found in [58]. This issue
will be revisited in Sect. 3 of Chap. 7.

3.4 Hybridization Degree

In the work of Atwood et al. [59], the influence of the hybridization degree on
the system efficiency is analyzed, looking for an optimal value. Results for a wide
range of combinations between batteries and FC sizes are presented, from a purely
electrical vehicle to a pure fuel cell vehicle (without storage batteries). The results
of hydrogen economy that are shown demonstrate that hybridization can improve
the power efficiency. As expected, the presence of batteries allows the capture of
regenerated energy from braking. The main conclusion of this work is that the optimal
degree is not independent of the driving cycle considered. The results also show that
the control strategy, the power spectrum of the considered cycle and the FCS and
battery efficiency interact in a complex form. It is also concluded that the efficiency at

http://dx.doi.org/10.1007/978-1-84996-184-4_7#Sec8
http://dx.doi.org/10.1007/978-1-84996-184-4_7
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low powers depends on the air compressor power and its minimum speed, combined
with the hybridization degree.

Similarly, in the work of Friedman [60], the convenience of using a hybrid config-
uration of FCS and batteries is also investigated. In this work, comparisons between
two hybrid systems are made (which differ in the size of the battery bank). A pure
FCS system is also considered. Different driving cycles are used to compare the
performance. The results are not conclusive about the convenience of the hybrid sys-
tems, although the work clarifies that they depend on the technology used. In fact,
with the new technologies in batteries and supercapacitors it is possible to achieve
better results.

An economic comparison between vehicles with different hybridization degrees
is done in [46], considering the initial cost of the vehicle, the fuel cell, the batteries
and the hydrogen. The initial cost of a fuel cell vehicle is reduced by means of
hybridization when the price of the fuel cell is high. In addition, the operation cost is
affected mainly by the hydrogen cost. Since one of the advantages of hybridization is
the hydrogen reduction, it is possible to reduce the operative cost of the vehicle. In this
work, a hybrid vehicle model was simulated using the federal urban driving schedule
(FUDS) for different HD, including the case of null hybridization (no batteries). The
results show that the best hydrogen economy was obtained for an HD of 33%,

meanwhile for an HD of 73% the economy is worse than in the case of pure FC
vehicle. Concerning the initial vehicle cost, the results also show that if the fuel cell
price is less than 400 US$/kW the hybridization has no benefits.

It is also concluded in [61] that an auxiliary power source can be used in FCV to
alleviate the performance limitation, especially when the FC is fed with an onboard
fuel reformer. It is shown that for a given vehicle, motor and FCS configuration,
there is an optimal choice for the energy capacity for different battery technologies.
However, in this work the effect of different driving cycles is not taken into account.

The results of an energy analysis for a load-following fuel cell vehicle (without
any energy storage device) versus a battery-hybrid fuel cell vehicle are presented
in [62]. The major conclusion from this study is that only for cycles with a large
amount of regenerative braking at low to mid power levels (e.g., the FUDS cycle)
there are significant advantages in terms of overall hydrogen economy. The fact that
the hydrogen economy occurs only in certain driving cycles can be attributed to
the hybrid configuration and, fundamentally, the energy recovery from regenerative
braking. However, the energy management strategy employed to perform the power
split between the energy storage system and the fuel cell is quite elementary. As
a result, it is expected to achieve better results implementing a more elaborated
strategy exploiting the capabilities of the recovered energy from regenerative braking
and operating the FCS in a more advantageous way. Besides, and probably more
important, as this study was done with batteries in the energy storage system the use
of supercapacitors increases the benefits of the hybrid system as will be shown.

In this book, the analysis of the optimal hybridization degree will be addressed in
Sect. 6 of Chap. 7.

http://dx.doi.org/10.1007/978-1-84996-184-4_7#Sec10
http://dx.doi.org/10.1007/978-1-84996-184-4_7
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3.5 Energy Management Strategies for FCHS

The coordination between several power sources in an FCHS requires a high-level
control: the energy management strategy. Different approaches are found in the lit-
erature. In the work of Thounthong et al. [63], the strategy implemented is based
on DC link voltage regulation by controlling the power converters. The fuel cell
is operated in almost steady-state conditions in order to minimize the mechanical
stresses and ensure a good synchronization between hydrogen flow and load current.
Supercapacitors are only functioning during transient energy delivery or transient
energy recovery. This strategy addresses the link voltage regulation but not the sys-
tem efficiency.

In the work of Paganelli et al. [64], a general formulation about the instantaneous
power split between the FC and the ESS in an FCHV is presented. The proposed
method is based on a control strategy called equivalent consumption minimization
strategy (ECMS). This formulation is based on fitting the instantaneous distribution
of power between the FC and the ESS to diminish the global hydrogen consumption
using an appropriate analytical formulation suited for real-time control. For that, a
first step consists in converting the electrical powers that take part in the system into
equivalent hydrogen consumptions. Unlike the previous work, the ECMS strategy
demonstrates to be robust under a wide range of operating conditions. Nevertheless,
the efficiency is sensitive to several crucial parameters: average consumption, the
function penalty employed and the limit values of the load range. They conclude that
greater investigation is necessary to surpass these problems.

Similarly, in the work of Rodatz et al. [47, 65], is implemented a real-time control
to distribute the power between FC and ESS, with the objective of diminishing
the hydrogen consumption, maintaining, at the same time, the controllability of the
system, using the same concept of equivalent hydrogen consumption. Experimental
results are shown in [65] with an FC-supercapacitors hybrid vehicle (experimental
Volkswagen HyPower vehicle).

An algorithm is implemented in [47], which resolves an optimization problem at
each sampling time and the cost function is constructed from variables considered at
the present time. This cost function takes into account the use of the hydrogen energy,
since the major objective is to reduce the hydrogen consumption, but also considers
the amount of recovered energy. The conclusion of the work is that the efficiency is
not significantly improved with the use of this control strategy. This might be due to
the small margin for optimization with respect to the case study of the work of Rodatz
et al. [65], which is utilized to make the comparisons. Nevertheless, this technique has
the advantage that it does not need more adjustment than the horizon time. In addition,
ECMS control involves a hydrogen consumption model as a function of the net output
power. This feature makes ECMS inherently self-adaptive to achieve full efficiency
with any system configuration and operating condition such as temperature.

In the work of Kotz et al. [66], a pilot system on a small scale that represents a
hybrid vehicle with FC and supercapacitors is analyzed. The FC–SC hybrid system
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is tested with the NEDC,4 demonstrating that supercapacitors are excellent energy
storage devices that can be used efficiently in vehicle applications for energy recov-
ering from braking and peak power reinforcing. The recovered energy in different
driving cycles for two different car sizes are presented: in an urban driving cycle it
is possible to recover until a 25% of the traction energy and the general efficiency of
the recovering process is near 70%. The main conclusion of this work is that super-
capacitors have a great potential for applications with short duration peak powers,
such as in hybrid electrical vehicles. In addition, it is concluded that an elaborated
energy management strategy is necessary as presented in [47].

In the work of Caux et al. [67, 68], the energy management between an FCS and
supercapacitors is studied in a tramway application. An algorithm that determines two
power references (one for the FCS and another for the supercapacitors) is presented
with the main objective to fulfill the power demand. Other objectives are as follows:
(1) recover the maximum of braking energy, (2) supply the power consumed by the
auxiliary systems with the FCS, (3) the FCS must operate preferably at rated power
(400 kW), (4) employ the storage elements as little as possible, (5) restrict the FCS
power variation, and (6) perform the starting and stopping with the storage elements
totally charged. The algorithm computes all that is possible and, with the losses
and the efficiency estimation of all components, an effective solution is found for a
given profile. The conclusion is that a different number of supercapacitors is required
depending on the profile under study.

For the development of a correct energy management strategy, both a good FCS
model and an estimation of the energy losses produced in the storage elements and the
converters are necessary. The losses in the supercapacitors by Joule effect (Ploss =
rsc · I 2

sc) and the losses produced by conduction and commutation in each converter
are calculated in [68]. These losses are functions of the commutation frequency ( fc),

and the current and voltage on the converter (Ploss = f ( fc, IDC, VDC)).

In the work of Jung et al. [69], a control strategy with two objectives is proposed:
one objective is to obtain high efficiency in the hybrid system and the other is to
maintain a minimum state of charge in the batteries. If both objectives cannot be
fulfilled simultaneously, the priority is given to the battery state of charge. The system
efficiency can be improved controlling the power split between the fuel cell and the
battery. The value of reference for the battery state of charge can be determined
considering the optimal efficiency of charge and discharge. The operation is divided
into five different modes of operation: (1) charge mode, (2) discharge mode, (3) fuel
cell mode, (4) regenerative mode and (5) electrical vehicle mode (only batteries).
The operation mode is determined according to the battery state of charge and the
power required. The effectiveness of the control strategy proposed was evaluated by
experimental results, although the obtained effectiveness is not quantified.

In the work of Kim et al. [70], a combined power management/design optimiza-
tion problem approach for the performance optimization of FCHVs is formulated.
Their results indicate that optimality consists in downsizing the fuel cell compressor,

4 The characteristic load profiles are covered in Sect. 4.3 of Chap. 7.

http://dx.doi.org/10.1007/978-1-84996-184-4_7#Sec8
http://dx.doi.org/10.1007/978-1-84996-184-4_7
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decreasing the hybridization degree without compromising regenerative braking and
employing adequate control strategies.

Schiffer et al. [71] also shows the benefits of using a fuel cell-supercapacitor sys-
tem for FCHVs. Their results show that it is a good strategy to use the supercapacitors
with their maximum power during acceleration and deceleration phases and to con-
trol the voltage of the supercapacitors during standstill and constant speed phases to
reach an optimum voltage that depends on the vehicle speed. The fuel cell is used
as little as possible during acceleration and deceleration phases while it is used to
charge the supercapacitors during standstill and constant speed phases if necessary.

4 Problematic Related to the Hydrogen Production

To understand the potential of hydrogen as an energy carrier, it is important to know
their basic properties. Hydrogen is the most abundant chemical element in the uni-
verse, lightweight and simple, and its predominant isotope being only one proton and
one electron. Besides, it is the first element of the periodic table with atomic number
1. The weights are Z = 1 and 1.00794 u.m.a, respectively. Under normal temper-
ature and pressure (0◦C = 273.15 K and 1.013 bar), hydrogen forms a diatomic
gas. Hydrogen constitutes 75% of the mass and 90% of the number of atoms in the
universe.

However, despite its abundance in nature, hydrogen does not exist in pure form,
but is a component of other substances, such as water, hydrocarbons and organic
compounds in general. Therefore, certain processes are needed to obtain hydro-
gen. Till date, steam reforming of hydrocarbons, i.e. natural gas, has been the most
commonly used and generally the most economically competitive method for hydro-
gen production. However, the use of fossil fuels for secondary energy production
is non-sustainable [72]. Therefore, there is great interest in the research community
to produce hydrogen from renewable sources cleanly and safely. In this section, a
review of the different methods for hydrogen production is presented.

4.1 Hydrogen Production

Hydrogen can be produced using diverse, domestic resources including fossil fuels,
such as coal (with carbon sequestration) and natural gas; nuclear; and biomass and
other renewable energy technologies, such as wind, solar, geothermal and hydro-
electric power [73]. Hydrogen has a great potential for diversity of energy supply
and hence, is a promising energy carrier. At present, the dominant technology for
direct production is steam reforming from hydrocarbons. However, there are other
methods to obtain hydrogen, which can be classified in the following three groups:

1. Hydrogen obtained from hydrocarbon

a. Reforming from natural gas
b. Reforming from ethanol
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c. Coal gasification
d. Partial oxidation of hydrocarbons, etc.

2. Water electrolysis
3. Hydrogen from biomass

From the environmental point of view, the production of hydrogen for use as fuel
only makes sense if it is obtained using renewable energy sources, or if the method
used to recover the energy content is efficient enough to compensate the energy used
in production. Otherwise, the energy balance would be negative. With this in mind,
it is more convenient to classify the methods of producing hydrogen according to the
source of the raw materials used. Thus, we can establish two groups:

1. Methods based on fossil sources, or production of hydrogen from hydrocarbons.
2. Methods based on renewable sources, or production of hydrogen from water.

Currently, most of the produced hydrogen comes from fossil fuels (around 96%
[74]) and is intended mostly for industrial uses. Natural gas contains methane (CH4)

that can be used to produce hydrogen via thermal processes, such as steam-methane
reformation and partial oxidation.

4.1.1 Steam-methane Reforming

Steam-methane reforming is a process in which high-temperature steam (700–
1,000◦C) is used to produce hydrogen from a methane source, such as natural gas.
In steam-methane reforming, methane reacts with steam under 3–25 bar pressure in
the presence of a catalyst to produce hydrogen, carbon monoxide and a relatively
small amount of carbon dioxide. Steam reforming is an endothermic reaction, that
is, heat must be supplied to the process for the reaction to proceed:

CH4 + H2O (+heat) −→ CO + 3H2. (26)

Then, the carbon monoxide and steam are reacted using a catalyst to produce car-
bon dioxide and more hydrogen in a water-gas shift reaction, which is an exothermic
reaction:

CO + H2O −→ CO2 + H2 (+small amount of heat). (27)

Finally, the carbon dioxide and other impurities are removed from the gas stream,
producing essentially pure hydrogen. This is a method widely used in mass pro-
duction of hydrogen and the main advantage is the availability of natural gas.
A disadvantage is that they require high temperatures (700–1,100◦C) and there-
fore are necessary SOFC or MCFC due to its high operating temperature. Another
important disadvantage is that it produces CO2 (7.5 kg of CO2 per kg of H2.) This
production method is complicated to implement onboard a vehicle.

Steam reforming can also be used to produce hydrogen from other fuels, such as
ethanol, propane or even gasoline. This requires high temperatures (>500◦C) but
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not as high as in the case of natural gas. Below are the steam-reforming reactions
corresponding to different fuels [74]:

Propane:

C3H8 + 3H2O (+heat) −→ 3CO + 7H2 (28)

Ethanol:

C2H5OH + H2O (+heat) −→ 2CO + 4H2 (29)

Gasoline5:

C8H18 + 8H2O (+heat) −→ 8CO + 17H2 (30)

C7H8 + 7H2O (+heat) −→ 7CO + 11H2 (31)

4.1.2 Partial Oxidation

On the other hand, in partial oxidation, methane and other hydrocarbons in natural
gas are reacted with a limited amount of oxygen (typically, from air) which is not
enough to completely oxidize the hydrocarbons to carbon dioxide and water. With
less than the stoichiometric amount of oxygen available for the reaction, the reaction
products contain primarily hydrogen and carbon monoxide (and nitrogen, if the
reaction is carried out with air rather than pure oxygen), and a relatively small amount
of carbon dioxide and other compounds. Then, in a water–gas shift reaction, the
carbon monoxide reacts with water to form carbon dioxide and more hydrogen.

Partial oxidation is an exothermic process, that is, it releases heat. The process is
much faster than steam reforming and requires a smaller reactor vessel. However, this
process initially produces less hydrogen per unit of the input fuel than that obtained
by steam reforming of the same fuel:

Methane:

CH4 + 1

2
O2 −→ CO + 2H2 (+heat) (32)

Propane:

C3H8 + 1
1

2
O2 −→ 3CO + 4H2 (+heat) (33)

Gasoline6:

5 Using iso-octane and toluene as example compounds from the hundred or more compounds
present in gasoline.
6 Ibid.
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C8H18 + 4O2 −→ 8CO + 9H2 (+heat) (34)

C7H8 + 3
1

2
O2 −→ 7CO + 4H2 (+heat) (35)

Water–Gas Shift Reaction in partial oxidation method:

CO + H2O −→ CO2 + H2 (+small amount of heat) (36)

4.1.3 Electrolysis

On the other hand, electrolysis is the process of using electricity to split the water
molecules into hydrogen and oxygen with an electrochemical reaction opposite to
the fuel cell reaction. This reaction takes place in a unit called an electrolyzer. It is
a small, appliance-size equipment well-suited for small-scale distributed hydrogen
production. Research is ongoing to examine larger scale electrolysis that could be
used directly for renewable electricity production. For example, hydrogen production
at a wind farm.

Hydrogen produced via electrolysis can result in zero greenhouse gas emissions,
depending on the source of the electricity used (hydro, wind, waste, solar). The
source of the required electricity, including its cost and efficiency as well as emissions
resulting from electricity generation, must be considered when evaluating the benefits
of hydrogen production via electrolysis.

Like fuel cells, electrolyzers consist of an anode and a cathode separated by an
electrolyte. The different types of electrolyzers operate similarly with minor differ-
ences. In a PEM electrolyzer, the electrolyte is a solid plastic membrane as in a PEM
fuel cell (see Sect. 1.3.1). The water reacts at the anode to form oxygen and positively
charged hydrogen ions (protons). The electrons flow through the external circuit and
the protons move across the membrane to the cathode. At the cathode, the protons
combine with electrons from the external circuit to form hydrogen gas. The reactions
are as follows:

Anode reaction:

2H2O −→ O2 + 4H+ + 4e−. (37)

Cathode reaction:

4H+ + 4e− −→ 2H2. (38)

Different types of electrolytes can be used, similar to the different fuel cell tech-
nologies. However, the proton exchange membrane is currently the most common
technology used. The hydrogen produced by these types of electrolyzers have high
purity since there are no traces of other components as opposed to the reforming
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process from fuel. The only drawback is the presence of water vapor, but this is
countered by using a gas drying prior to storage [2].

A new technology in development that looks very promising is hydrogen elec-
trolyzers at high pressure. Mitsubishi Corporation announced that it has achieved
the first production of high-pressure hydrogen gas without a compressor [75]. The
maximum pressure level is 350 bar and they plan to develop a model that can operate
at 400 bar, which is very promising because this would meet the current standard for
hydrogen refueling stations.

4.2 Hydrogen Storage

One of the main problems facing the development of hydrogen technology is the
need to find safe and profitable forms of storage. Storage methods can be classified
as follows:

1. Gas with pressure vessels.
2. Liquid in cryogenic tanks.
3. Solid as a gas absorbed in porous systems.
4. Using chemical methods.

4.2.1 Hydrogen Storage with Pressure Vessels

The most simple solution is its storage as a compressed gas. It requires the most
simple infrastructure, compared with other methods, and is the most commonly
developed method currently. The main drawback of this technology is that the volu-
metric density is low, which complicates the provisioning. However, the volumetric
density is improved with the pressure. Actually, the operating pressure is in the range
of 50–300 bar, despite systems in the range of 500–600 bar being in development.

Another important advantage is the high hydrogen purity, which prevents conta-
mination and deterioration of the fuel cell. This is particularly important in the case
of PEMFC, which is the type of fuel cell that requires higher purity of the fuel.

4.2.2 Hydrogen Storage as a Liquid in Cryogenic Tanks

Another method of hydrogen storage is as liquid in cryogenic tanks. In this case,
the hydrogen is stored at atmospheric pressure but the temperature is about 253◦C
(=20 K). The volumetric density is much higher than in the previous case
(approximately three times larger) but the main problem of this method is the high
energetic consumption necessary to keep such a low temperature. In fact, it is con-
sidered necessary to employ 25% of the stored energy [2]. This issue is even worse
in small systems, where the consumption can reach 45%.
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4.2.3 Hydrogen Storage using Solid Materials

One new method under development is the storage through physic absorbtion using
porous matrices of special materials such as special mixtures of titanium, iron, man-
ganese, nickel, chromium and others that can react with hydrogen to form a metal
hydride in a very easily controlled reversible reaction. These materials work like a
hydrogen “sponge”. This technology greatly improves the volumetric density but
not the gravimetric density. For example, the titanium iron hydride TiFeH2 has a
gravimetric density of 5.47 kg L−1 and the volume to store 1 kg of H2 is 9.8 L [2].
It is important to note that this value does not include all the extra equipment needed
to hold or process the compound. Thus, it is not a fully representative value.

The operation can be explained by the following reaction:

M + X/2H2 � MHx + �H, (39)

where �H is the enthalpy of the reaction and represents the heat energy that must
be removed for the forward reaction (exothermic) and added for the reverse reaction
(endothermic). �H can vary from 20 to 75 kJ mol−1 H2, depending on the particular
material [76].

The main advantages of metal hydride used for hydrogen storage are as follows:

• Safety
• Compact
• Low pressure operation
• Fast kinetics
• Long cycle life
• Compatible with lightweight aluminum or carbon fiber vessel
• Onboard waste heat can be used to produced the reverse reaction

4.2.4 Hydrogen Storage using Chemical Hydrades

Other methods in development use chemical hydrides as “hydrogen carriers”.
A chemical hydride can be used as a hydrogen carrier or storage medium. The
hydrogen in the hydride is released through a reaction with water. Chemical hydride
systems are irreversible and require thermal management and regeneration of the car-
rier to recharge the hydrogen content. One promising chemical hydride for hydrogen
storage is commonly referred to as sodium borohydride. However, the proper sys-
tematic name for the compound NaBH4 is sodium tetrahydridoborate. The basic
hydrogen producing reaction is the following hydrolysis reaction:

NaBH4 + 2H2O −→ 4H2 + NaBO2 (�H = −218 kJ mol−1). (40)

This reaction does not normally proceed spontaneously and some form of catalyst
is needed. Thus, solutions of NaBH4 in water are quite stable. On the other hand,
note that some of the hydrogen comes from the water and the system produces four
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hydrogen molecules for each molecule of sodium borohydride, which results in a
very high efficiency as a hydrogen carrier.

The main advantages can be summarized as follows [77]:

• The reaction is highly controllable and can be stopped removing the catalyst.
• The reaction does not require energy and can operate at ambient temperature and

pressure.
• It is the simplest and cheapest method of generating hydrogen for small quantities

of gas. However, it is still expensive for large quantities.
• No high pressures are produced.
• Neither carbon dioxide nor other caustic vapors are produced.
• If the system is warm, water vapor will be mixed with the hydrogen, which is

highly desirable for PEMFC systems.

Another approach using chemical hydride is the lithium hydrade (LiH). The basic
reactions is as follows:

LiH + H2O −→ LiOH + H2. (41)

4.3 Hydrogen Security

Another important problem facing the development of hydrogen technology is the
issue of security. Unfortunately, there is a perception in society that hydrogen is
unsafe. However, it has a long history of safe use in chemical and aerospace industries.
The key to the safe operation lies in the knowledge of its properties, development of
security systems and procedures and establishing regulations and standards [74].

Hydrogen must be handled with care like other fuels or energy vectors. However,
some specific characteristics of hydrogen make it different from other common fuels
like gasoline or natural gas. Hydrogen has a higher leak probability that is potentially
dangerous because it has the smallest molecule. However, a natural gas leak would
result in a greater energy release than hydrogen because natural gas has energy
density per unit volume over 3 times higher than hydrogen [6]. On the other hand,
hydrogen disperses faster than other fuels, reducing the hazard levels.

4.4 Hydrogen Uses

Hydrogen is currently used in various industrial processes. Among other applica-
tions, it can be distinguished for its importance as a raw material in the chemical
industry, both organic and inorganic, and as a reducing agent in metallurgy. It also
has some specific use as a means of a cooling medium in electrical equipment and
some industrial applications. Currently, pure hydrogen is not used directly for energy
production, except in aerospace applications. However, hydrogen can be used as fuel
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for engines where the mechanical energy obtained from hydrogen is used to move
vehicles or in power generation.

A new use is the production of electricity trough an electrochemical reaction using
fuel cell, which is one of the most promising technologies. Fuel cells need hydrogen
as fuel with a high grade of purity depending on the particular fuel cell properties.
Basically, the lower operating temperature and the purity requirements are stronger.

The CO is a poison for PEM fuel cell if it is present in more than 10 ppm, whereas
CO is a poison for AFC and PAFC if it is present in more than 0.5%. On the other
hand, CO is a fuel in MCFC and SOFC. Actually, CO reacts with H2O producing
H2 and CO2 via the shift reaction in (27) [2]. CO2 and H2O are poisons for AFC and
diluents for the rest of fuel cells, whereas the CH4 is a diluent for all the fuel cell
types. With regard to the S (as H2S and COS), in general is a poison, especially for
PAFC (>50 ppm), MCFC (>0.5 ppm), and SOFC (>1 ppm). In a PEM fuel cell,
even small amounts of the H2S and COS can cause significant performance drop
producing an absorbtion on the Pt catalyst [78].

5 Fuel Processor Systems with Bio-Ethanol

The current industrial hydrogen production technology could only partially meet the
requirement of small-scale fuel processors, which must be compact, turnkey and of
high efficiency by combining component functionalities and eliminating unnecessary
components. Although the onboard fuel processor program has been put on hold
by the U.S. Department of Energy (DOE), a number of new approaches for the
establishment of hydrogen refueling stations, based on some form of a fuel processor,
are being pursued [79]. Particularly among all the alcohols, methanol is the most
popular fuel for reforming, not only because it requires mild reforming conditions
and has potential for attainment of highest possible efficiency, but also because of
its possibility to be produced from renewable resources [80, 81].

Another alcohol is ethanol, which is already used as one of the main additives for
gasoline. It has high octane number (RON and MON) and low toxicity which explains
its gained popularity for its environment friendliness as well as sustainability [82].
Biomass, including bio-ethanol and other high molecular weight materials such as
sugar alcohol is considered to be promising raw material in terms of their carbon
cycling neutrality. Conventionally, hydrogen can be obtained by high temperature
gasification/pyrolysis of biomass followed by catalytic reforming of the gas/liquid
product [83].

A good recent review about the different technologies for integrated fuel proces-
sors for fuel cell application is given in Qi et al. [84]. They emphasized that
process intensification technologies such as engineered catalysts, on-site heat produc-
tion/removal and product purification can not only allow precise control of reaction
and heat/mass transfer rates, but also help to optimize the operation conditions and,
consequently, improve overall efficiency and mitigate the requirement for materials
and capital investment. On the other side, the various difficulties and risks involved
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in storage, distribution and refueling of hydrogen makes fuel processors the best way
to feed FC.

During the last decades, the need to obtain more efficient processes and improve
benefits has been growing exponentially. At the beginning of this millennium, the
main focus was set on obtaining improvements in the energy efficiencies. Nowadays,
restrictions to avoid the continuous growing of environment deterioration has become
a matter of vital importance, mainly due to global warming consequences. The main
factors responsible for this fact is the huge amount of CO2 present, and continuously
accumulating, in the atmosphere. One of the contributors to this situation is the
automobile industry, a great fossil fuel consumer. In this regard, FC stacks represent
an excellent alternative, because they can work with greater efficiencies than internal
combustion engines, environmental friendliness and lower emissions, ideally H2O
and heat.

The ideal situation for a fuel cell will be to feed it with pure hydrogen, which
carries a lot of implementation issues, from the lack of infrastructure to produce and
distribute enough amounts of fuel up to the difficulties and dangers of transportation
and storage. To overcome these difficulties, several solutions have been proposed,
one of them being the operation of cells capable of being fed directly with gasoline or
diesel fuels, but sacrificing the efficiency. The most plausible solution is to process a
fuel onboard to produce a hydrogen-rich synthesis gas. Many fuels are being studied
such as gasoline, diesel or methane. Although they present good operability and
acceptable efficiencies, they do not agree with the premise of substitution of non-
renewable raw materials, because they proceed from fossil origins. In this context,
bio-ethanol seems to be the best candidate as tomorrow’s fuel, since it does not have
the toxicity of methanol. Both of them are relatively easy and cheap to produce,
although methanol has a more beneficial H/C ratio. Additionally, bio-ethanol has
a positive net energetic balance. It can be measured through a relation between the
obtained energy during the combustion of ethanol and the required energy to produce
it. This refers to the entire cycle of life from raw materials extraction, required inputs,
transport, up to the process of transformation into bio-ethanol. The value of this
index has been stated by [85] in 8 for the production from sugarcane, and 6 from
lignocellulosic residue materials. Obviously, if it is compared with fossil fuels that
can achieve values between 10 and 23 [86], it is a poor fuel. But of course, the
energy required to recapture CO2 and turn it into a hydrocarbon again is enormous
and would turn the balance into a small fraction.

In order to improve the efficiency of the processor, it is necessary to integrate
and reutilize the heat contained in the flows. The flows entering and exiting the
system need to be reconditioned in order to keep the process in optimal operating
conditions, normally, entering substances must be heated and intermediate products
cooled down, also exit gases contain heat that could be used. This heat exchange is
not trivial and not always possible, a heat exchanger network capable of doing this
should have a large number of operating units.
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5.1 Bio-Ethanol Production

The advantages of ethanol, compared to other feedstocks, are the high hydrogen con-
tent, the availability, the non-toxicity and the storage and handling safety. Ethanol can
be produced renewably by fermentation of biomass sources, such as energy plants,
agroindustrial wastes, forestry residue materials and organic fraction of municipal
solid waste. Ethanol produced in this way is called bio-ethanol [72]. It is produced
by yeast fermentation converting glucose into ethanol and carbon dioxide:

C6H12O6
fermentation−→ 2CH3CH2OH + 2CO2. (42)

Sugarcane, switchgrass, potatoes, corns and other starch-rich materials can be
effectively converted into ethanol by fermentation. This method is mature and easy
to control. However, the cost of ethanol production is rather high mainly due to
the expensive feedstock plantation. As lignocellulosic biomass accounts for about
50% of biomass in the world, there is increasing interest in producing ethanol from
lignocellulosics materials such as wood, agricultural and forest residues [72, 87].
However, production of ethanol from lignocellulosics is more difficult than from
sugarcane or starch-rich materials because of its more complex molecular structure,
which contains cellulose, hemi-cellulose and lignin.

5.2 Bio-Ethanol Reforming

Ethanol is a very good fuel cell energy source because of its high efficiency and
concentration of H2 that can be obtained, also because of its environmental friendli-
ness. The usual methods of converting bioethanol are catalytic partial oxidation and
steam reforming, the latter is considered because high concentrations of hydrogen
can be obtained to feed the fuel cell stack. There is considerable research on the
reaction pathways and thermodynamics of ethanol steam reforming. Hydrogen pro-
duction varies significantly with different reaction pathways. In order to maximize
hydrogen production, it is crucial to ensure sufficient supply of steam and minimize
ethanol dehydration and decomposition [72]. Besides, catalysts play a crucial role
in the conversion of ethanol to hydrogen. However, each catalyst induces different
pathways and, therefore, the catalyst plays a crucial role in ethanol-steam reforming
for hydrogen production.

Active catalysts should maximize hydrogen selectivity and inhibit coke forma-
tion as well as CO production. Haryanato et al. [88] analyzed the advantages of
obtaining hydrogen by the ethanol-steam reforming reaction, first comparing the
current H2 production processes. They studied the different reaction pathways that
can occur during ethanol-steam reforming over metal catalysts and presented the
most common groups of catalysts used with their respective highlights. In addition,
they selected the best-performing catalysts for the steam reforming and the Water
Gas Shift (WGS) reactions. Steam reforming process engineering aspects are well
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discussed in [89], pointing to thermodynamic considerations and then making an
overview on the published literature on catalysts. They made an extensive analysis
on the process considerations and operating conditions to favor hydrogen production,
such as high temperature, low pressure and high water-to-ethanol ratios.

Ethanol reforming processes for hydrogen production can be generally classi-
fied into two groups: steam reforming and autothermal reforming. Compared with
autothermal reforming, steam reforming of bio-ethanol has received more attention
due to its relatively higher conversion efficiency [72]. The basic bio-ethanol reform-
ing reaction to produce hydrogen is as follows [89]:

C2H5OH + 3CO2 −→ 2CO2 + 6H2 (�H0
298 = 174 kJ mol−1). (43)

6 Control and Diagnosis of the Fuel Processor System

According to the considerations given above the definition of the complete control
strategy integrated to the fault diagnosis for the BPS with PEMFC will be thoroughly
analyzed in the second part of this book. The main concepts to attack this problem are
taken from the plantwide control and statistical methods such as principal component
analysis (PCA). Hence, in the following two subsections the main philosophy to
be applied on the overall system (BPS with PEMFC) so as to achieve the process
objectives, will be introduced.

6.1 Multivariable Control of the Bio-Ethanol Processor System

The traditional approach to developing a new process has been to perform the design
and control analysis sequentially. First, the design engineer constructs a steady-
state process flowsheet, with particular structure, equipment, design parameters and
operating conditions.

The objective is to operate the plant in the face of potentially known and unknown
disturbances, production rate changes and transitions from different kind of demands
generated by a medium automobile in different standard circuits. Luyben et al. [90]
remarked that this staged approach has long been recognized as deficient, although
it is defensible from a certain perspective. For example, it would be difficult for
the control perspective to specify the instrumentation and the distributed control
system (DCS) without knowing exactly what process it was intended for. Similarly,
it would make no sense for the process engineers to request a control system design
for all those flowsheets that were considered but rejected on the basis of steady-state
economics alone. However, this staged approach can result in missed opportunities
because of the close connection between process design and controllability. How
a process is designed fundamentally determines its inherent controllability, which
means qualitatively how well the process rejects disturbances and how easily it moves
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from one operating condition to another. Based on these last considerations, the final
flowsheet of the BPS with PEMFC, presented by Francesconi et al. [91], is deeply
studied for analyzing its controllability and proposing a plantwide control strategy
based on two different kinds of philosophies. As a result of this stage it could be
concluded the necessity to modify or not the proposed flowsheet according to its
associated controllability.

Plantwide process control involves the systems and strategies required to control
an entire chemical plant consisting of many interconnected unit operations. It means
that chemical process control must move beyond the sphere of unit operations into
the realm of viewing the plant as a whole system. The chemical industry is mature
enough for the development of a systematic plantwide control design procedure. The
technology, insight and understanding have reached a state where general guidelines
can be presented. Several computer software, needed for plantwide at steady state
and for dynamic simulations, are commercially available. While linear methods are
very useful to analyze control concepts, the final evaluation of any plantwide control
structure requires rigorous nonlinear dynamic simulations, and not only linear trans-
fer function analysis. Given a complex, integrated process and a diverse assortment
of equipment, it is necessary to devise a proper logic, instrumentation and strategies
to operate the plant safely and achieve its design objectives. In this book, an inte-
gral strategy is presented based on the consideration that the field of process control
and safety has six parts of a continuous spectrum. Each part is important, can be
economically significant and strongly interacts in some manner with the others. It
is demonstrated through the application on this open case study of the BPS with
PEMFC.

The first part of the spectrum is the design of the process itself. Sometimes the
flowsheet structure can be changed, use different design parameters and employ dif-
ferent types of process equipment to produce a plant that can be controlled more
easily than other alternatives. This part is widely detailed in the work of Francesconi
et al. [91] and reproduced here. It is well recognized that, at this level, a good trade-off
between process design and control strategy can potentially have an enormous eco-
nomic impact. One of the parts must deal with the control hardware and infrastructure
required to operate a plant. It is necessary to assemble the proper types of control
valves and process measurements (for temperature, flow, pressure, composition, etc.).
These are the sensory devices of the plant and are essential for any control system
to function. Any control strategy, no matter how clever, will have severe difficul-
ties without the right measurements and valves in the process. They will be closely
related with the main objectives of the process. The next part is the determination
of the control system structure. Accounting the available measurements and how
they should be paired with the proper manipulated variables. The control structure is
vitally important because a poor strategy will result in poor performance no matter
what type of control algorithm is used or how much effort is applied to tune it.

The following part of the spectrum deals with the controller algorithms, the type of
controller to use (proportional, integral, derivative, multivariable, nonlinear, model
predictive, etc.) must be decided. The next part involves controller tuning. While
this task is often performed by using heuristics and experience, it can sometimes be
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a nontrivial exercise for certain loops. In this book the methodology based on the
internal model control (IMC) theory given in [92] for the control loop, from which
controller settings can be efficiently calculated, is used. The final step involved is
which is the best measurement selection to ensure the fault detectability when a
fault diagnosis system is working online. This is a really important task, linked with
the already installed sensors so as to reduce the initial investment and guaranteeing
safety of the process. This subject is discussed in detail in the following subsection.
There is little information or guidance in the literature or in process control textbooks
(both introductory and advanced) about how to develop an effective control structure
for an entire complex chemical plant. This is one of the main subjects of this book
specifically dedicated to the BPS with PEMFC and automobile requirements. That
is, apply a new methodology on this kind of a challenging process. This systematic
approach was previously tested with success on other complex and highly integrated
benchmark chemical plants (see [93–95]). Therefore, it gives enough confidence
about the final results to be obtained for the BPS with PEMFC process.

Part II of this book treats extensively the fuel processor systems with bio-ethanol
with PEM fuel cell for automobile applications. In addition, it addresses questions
such as: What issues are necessary to consider? What is of essential importance within
this immense amount of detail? How does the dynamic behavior of the interconnected
plant differ from that of the individual unit operations? What, if anything, is necessary
to model or test? How is it more convenient to begin? Therefore, the fundamental
ideas of control system synthesis are explained through two different methodologies.
In Chap. 9, the one consisting of a general heuristic design procedure that generates an
effective plantwide base-level regulatory control structure is detailed. The other, more
systematic and integrating optimal sensor location with control for then improving
some safety issues for the entire, complex process BPS flowsheet is detailed in
Chap. 12.

6.2 Improvements on Fault Diagnosis of the Bio-Ethanol
Processor System

In large-scale processes, monitoring systems play an important role in supervising
the state of the plant. Hundreds and thousands of variables must be handled in each
sample time. The increasing demand for obtaining a more efficient and rentable
process generates complex control systems and very interconnected plants. In this
context, it is extremely difficult to achieve a suitable monitoring without the support
of a decision-maker system [96–98].

PCA-based monitoring systems are widely used in industrial processes as well as
in academic research [99–101] due to their excellent properties for handling noise
and large data bases. However, there are still some drawbacks that justify to propose
some improvements so as to get better results. One of the drawbacks that will be
considered here is that PCA does not account for time-delays present in data. It

http://dx.doi.org/10.1007/978-1-84996-184-4_9
http://dx.doi.org/10.1007/978-1-84996-184-4_12
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causes an inefficient dimensionality reduction of process variables and the subsequent
poor monitoring and disturbance detection performance. The other problem analyzed
here is, which is the minimum number of signals to be chosen for developing an
efficient PCA monitoring system? This question is usually not addressed because
the tendency is to use all the available information sources for developing the PCA
model. Therefore, in part II of this book, mainly in Chap. 13 and Chap. 14, two
methodologies are developed and applied in the BPS with PEMFC process which
offer alternative solutions to the drawbacks mentioned above.

In Chap. 13 the new approach to improve the PCA-based monitoring systems
performance consists of its optimal design based on maximizing the abnormal events
detection and minimizing the investment costs related to the number of sensors to be
bought. For this purpose, the detectability indexes are used for determining which
set of variables is enough to achieve the best fault classification. Particularly, here it
is proposed to do that based on combined statistic [96–98, 102]. Additionally, due
to the great problem dimensionality a good solution can be found by using genetic
algorithm (GA). Thus, the objective function within the GA also considers a cost
that penalizes the use of new measurement devices that are not in the current control
structure. In other words, this approach tries to avoid the use of additional sensors
for monitoring purposes so as to prevent increases in the hardware investment cost.

In Chap. 14 the new method named genetic algorithm-based delay adjusted PCA
(GA-DAPCA), is proposed to improve the PCA performance in the presence of
time delays between process signals. The optimization via GA is performed in two
loops. The first loop finds the shift between variables that minimizes the number
of principal components to be considered as common cause variance, the second
maximizes the variance contained in the previously selected principal component
dimensions. In Chap. 13 and Chap. 14, the same faults are considered and tested
via dynamic simulation. Through the obtained results it is possible to evaluate the
potentiality of the improvements introduced here.

7 Conclusions

The goal of this chapter is to present a picture of the main topics considered in this
book and the corresponding justification through an updated review of the literature.
It is mainly dedicated to some useful tools for studying the entire system from
hydrogen production through bio-ethanol reforming to power generation in the fuel
cell stack. In this context, this chapter discusses about some typical problems in
PEM fuel cells-based systems and proposes alternative ways of operation through
conventional and advanced control techniques in a safe manner. Aspects such as
efficient energy management strategies are also performed in order to command the
power split in a hybrid system such as the fuel cell stack coupled with a supercapacitor
bank.

This chapter serves as an introduction to the study that is carried out throughout
the book. It is done having in mind that an apparently appropriate control scheme

http://dx.doi.org/10.1007/978-1-84996-184-4_13
http://dx.doi.org/10.1007/978-1-84996-184-4_14
http://dx.doi.org/10.1007/978-1-84996-184-4_13
http://dx.doi.org/10.1007/978-1-84996-184-4_14
http://dx.doi.org/10.1007/978-1-84996-184-4_13
http://dx.doi.org/10.1007/978-1-84996-184-4_14
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for the PEM fuel cell may actually lead to an inoperable plant when it is connected
to other unit operations in a process with recycle streams and energy integration.
The main objective was to present alternative designs of control system that provides
basic regulatory behavior of the hydrogen production process; i.e., the plant would
be at the wanted operating point despite disturbances. Above this regulatory structure
can then be built fault diagnosis systems to improve plant safety performance.

The emphasis is on providing the most adequate tools to achieve accurate, practical
and useful solutions for the problems reported by a great number of researchers world-
wide. Accordingly, these tools are supported by several fields such as plant-wide
process control and fault diagnosis, computer-aided, artificial intelligence, expert
systems and experimental results, among others. Hence, the subjects discussed in
this chapter represent an invitation to the readers to get more insight into them.
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Description of PEM Fuel Cells System

Diego Feroldi and Marta Basualdo

Abstract This chapter provides a description of polymer electrolyte membrane
(PEM) fuel cell-based systems and different modeling approaches. First, it shows the
structure of a single cell, the advantages and disadvantages of this type of fuel cell, the
expressions of the generated voltage and the efficiency, and the generic structure of
a generation system based on PEM fuel cell. Second, the chapter provides a review
of the principal models presented in the literature to describe the behavior of the
system. Different types of PEM fuel cell models are presented, focusing on dynamic
models suitable for control purposes. Particularly, this chapter describes in detail the
dynamic model used as a base to represent the system in the subsequent chapters
of the book. Then, the described model is used to study the optimal operation of a
fuel cell at different loads, showing the benefits of an optimal operation in terms of
hydrogen reduction and greater peak power.

1 Introduction

The polymer electrolyte membrane fuel cell (PEMFC), also known as proton
exchange membrane fuel cell, takes its name from the type of electrolyte: a poly-
meric membrane with high proton conductivity when the membrane is conveniently
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Fig. 1 Three-dimensional schematic diagram of a fuel cell

hydrated [1]. At the moment, the most common polymer used in these types of cells
is the Nafion developed by Du Pont (USA), which is fabricated with chemically
stabilized perfluorosulfonic acid copolymer [2].

1.1 Basic PEM Fuel Cell Structure

Basically, the physical structure of a PEMFC consists of seven components,
according to Fig. 1 [3]: feeding channels, diffusion layer, and catalytic layer in the
anode; membrane; catalytic layer, diffusion layer, and feeding channels in the cath-
ode. The PEMFC combines in a very compact unit the electrodes and the elec-
trolyte. This structure, well known as membrane electrode assembly (MEA), is not
thicker than a few hundred microns. It is the heart of the fuel cell and is fed with
hydrogen and oxygen,1 generating electrical power with a power density of around
1 W cm−2 [5].

The polymeric solid electrolyte forms a thin electronic insulator and a barrier
for gases between both electrodes, allowing fast proton transport and high current

1 Usually, the fuel cell is fed with atmospheric air instead of pure oxygen. The oxygen mole fraction
in atmospheric air is 0.21 [4].
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density. The solid electrolyte has the advantage, as opposed to those of liquid type,
that allows the FC to operate in any spatial position [1].

The electrodes consist of a catalytic layer of great superficial area on a substratum
of coal, permeable to gases. Electrocatalyst materials are necessary to obtain a good
operation, increasing the speed of the chemical reaction. In this way, the gases can
react with a lower energy of activation, allowing the reaction to take place at a lower
temperature [3]. The electrocatalyst used in PEMFC is platinum, which is one of the
major drawbacks of this technology because of its high cost.

However, there are research advances of high temperature PEM fuel cells
(HT-PEMFCs) in several fields because there are several reasons for operating at
temperatures above 100◦C [6]. First, the electrochemical kinetics for the reactions in
cathode and anode are enhanced. Second, the water management issue can be simpli-
fied because there would be no liquid water. Third, the cooling system is simplified
due to the increased temperature gradient between the fuel cell stack and the coolant.
Fourth, the waste heat can be exploited using cogeneration. Fifth, the tolerance to CO
is increased allowing the use of lower quality reformed hydrogen. Unfortunately, the
area of HT-PEMFCs is incipient and still needs much research to be implemented in
commercial applications.

1.2 Advantages and Disadvantages of PEM Fuel Cells

The main advantage of PEM fuel cells is their high efficiency compared with other
energy conversion devices [7]. This allows the efficiency of a fuel cell vehicle using
direct-hydrogen FC2 to be twice that in a gasoline vehicle [8, 9]. Moreover, unlike
the internal combustion engines where the efficiency is maximum with the highest
loads, the FC efficiency is also high with partial loads. This is advantageous because
in typical driving conditions, like urban and suburban scenarios, most of the time the
vehicle is demanding a small fraction of the nominal FC power [10]. Thus, an FC
vehicle will be working mostly at high efficiencies. At the same time, using direct-
hydrogen FC, the local emissions problem in densely urban areas can be eliminated.

Another important advantage of PEMFC, in contrast to other types of fuel cells,
is the low operation temperature (below 80◦C) [11], allowing to reach the operation
point quickly. In addition, the cost of the materials is smaller than for the high
temperature fuel cells (except the catalyst, which is based on platinum) and their
operation is safer. All these characteristics turn PEMFC particularly appropriate
for applications in vehicles. Nevertheless, it is necessary to use better, and more
economic, catalyst so that the reaction occurs at lower temperatures.

The main disadvantage of fuel cells is their high cost and the high production cost
of hydrogen. Hydrogen is preferred because of the fast electrochemical reaction, and

2 Direct-hydrogen FC refers to an FCS that is directly fed with hydrogen from a pressurized tank
opposite to the case where the hydrogen is produced with an on-site reformer.
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its high specific energy.3 Nevertheless, as it was mentioned, hydrogen is not a primary
fuel. Usually, it is produced from hydrocarbon reforming or water electrolysis [1, 13].
The use of electrolysis is advisable especially when some type of renewable energy
is used, avoiding fossil fuel use. It is expected that the cost of fuel cells and hydrogen
will diminish with the progress in technology. Thus, hydrogen has the possibilities
of becoming an alternative to fossil fuels with the joint use of renewable energies.

1.3 Fuel Cell Voltage

The standard potential E0 is a quantitative measurement of the maximum cell poten-
tial, i.e., the open circuit voltage. For a hydrogen–oxygen cell, in which there is a
transfer of two electrons by each water molecule, E0 = 1.229 V if the produced
water is in liquid state and E0 = 1.18 V if the produced water is in gaseous state
[13]. These values correspond to normalized conditions: cell temperature (Tfc) equal
to 298.5 K and partial pressures of oxygen (pO2) and hydrogen (pH2) equal to 1 atm.
In the work of Amphlett et al. [14], the following expression of E0 is given, depend-
ing on the temperature and the reactant partial pressures, which are used in several
models of fuel cells e.g., [4, 15]:

E0 = 1.229 − 8.5 × 10−4 (Tfc − 298.5)

+ 4.3085 × 10−5Tfc

[
ln

(
pH2

) + 1

2
ln

(
pO2

)]
. (1)

However, in practice the cell potential is significantly lower than the theoretical
potential because there are some losses even when no external load is connected.
Moreover, when a load is connected to the fuel cell, the voltage in the terminals
decreases still more due to a number of factors, including polarization losses and
interconnection losses between cells. The main voltage losses in a fuel cell are the
following [1, 13, 16]:

Activation loss The activation losses vact are caused by the slowness of the reaction
that takes place on the surface of the electrodes. A proportion of the generated voltage
is lost in maintaining the chemical reaction that transfers electrons from the negative
electrode toward the positive electrode. This phenomenon is strongly nonlinear, and
more important, it is at low current densities.

Fuel crossover and internal currents These energy losses result from the waste
of fuel passing through the electroslyte and from electron conduction through the
electrolyte. In PEMFC, the fuel losses and internal current are small and their effects
are usually negligible.

3 The Specific Energy of hydrogen at ambient pressure is 8890 W h kg−1, meanwhile the corre-
sponding one of petrol is 694 W h kg−1. However, the necessary volume for its storage is greater.
The energy density of petrol is 500 W h dm−3, meanwhile for hydrogen (300 bar) is 55 W h dm−3

[12].
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Fig. 2 Polarization curve showing the cell potential and the power density versus the cell current
density at pH2 = pO2 = 2.28 atm and Tfc = 353 K

Ohmic loss The ohmic losses vohm are caused by the resistance to the transport of
electrons through the electrodes and the different interconnections, and also to the
passage of ions through the electrolyte. The behavior of vohm is approximately linear
with the current density.

Concentration loss The concentration losses vconc are caused by the diffusion of
ions through the electrolyte which produces an increase in the concentration gradient,
diminishing the speed of transport. The relation between the voltage of the cell and
the current density is approximately linear upto a limit value, beyond which the losses
grow quickly.

Therefore, the fuel cell voltage of a simple cell can be expressed as

vfc = E0 − vohm − vact − vconc. (2)

A typical polarization curve showing the potential and power density as a function
of the current density is shown in Fig. 2. This curve is obtained using the fuel cell
model developed in [4]. In practice, a succession of cells are connected in series in
order to provide the necessary voltage and power output, constituting a Fuel Cell
Stack System.

1.4 Theoretical and Real Fuel Cell Efficiency

The efficiency of any energy conversion device is defined as the ratio between the
useful energy output and the energy input. In a fuel cell, the useful energy output is the
generated electrical energy and the energy input is the energy content in the mass of
hydrogen supplied. The energy content of an energy carrier is called the Higher Heat-
ing Value (�HHHV). The �HHHV of hydrogen is 286.02 kJ mol−1 or 141.9 MJ kg−1.

This is the amount of heat that may be generated by a complete combustion of
1 mol or 1 kg of hydrogen, respectively. The �HHHV of hydrogen is experimentally
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determined by reacting a stoichiometric mixture of hydrogen and oxygen in a steel
container at 25◦C. If hydrogen and oxygen are combined, water vapor emerges at high
temperatures. Then, the container and its content are cooled down to the original 25◦C
and the �HHHV is determined by measuring the heat released between the identical
initial and final temperatures. On the contrary, if the cooling is stopped at 150◦C, the
reaction heat is only partially recovered (241.98 kJ mol−1or 120.1 MJ kg−1). This is
known as the lower heating value (�HLHV) of hydrogen [17].

Assuming that all the Gibbs free energy of hydrogen,4 �G, can be converted into
electrical energy, the maximum possible (theoretical) efficiency of a fuel cell is [16]

ηHHV = −�G/ − �HHHV = 237.34/286.02 = 83%. (3)

However, the �HLHV is used very often to express the fuel cell efficiency to com-
pare it with the internal combustion engine, whose efficiency has traditionally been
expressed using the fuel �HLHV. In this case, the maximum theoretical fuel cell
efficiency results in a higher number:

ηLHV = −�G/ − �HLHV = 228.74/241.98 = 94.5%. (4)

If both �G and �HLHV in (3) are divided by 2F, where 2 is the number of
electrons per molecule of H2 and F is the Faraday number, the fuel cell efficiency
may be expressed as a ratio of two potentials:

ηHHV = −�G

−�HHHV
=

−�G
2F

−�HHHV
2F

= 1.23

1.482
= 83%, (5)

where −�G
2F = 1.23V is the theoretical cell potential, and −�HHHV

2F = 1.482V is the
potential corresponding to the �HLHV, or thermoneutral potential.

In this section, we analyzed the theoretical fuel cell efficiency. However, as
explained in the previous sections, in a real fuel cell the efficiency is quite lower
and also depends on the fuel cell current. The fuel cell efficiency ηFC can also be
defined as the ratio between the power produced and the power of hydrogen con-
sumed [16]:

ηHHV = PFC

PH2

=
Vfc Ifc−�HHHV Ifc

2F
= Vfc

1.482
, (6)

ηLHV = PFC

PH2

=
Vfc Ifc−�HLHV Ifc

2F
= Vfc

1.254
, (7)

where Vfc is the generated voltage and Ifc is the fuel cell current. Thus, the FC
efficiency is related to the actual voltage, which is related to the fuel cell current
through the polarization curve.

4 The Gibbs free energy is used to represent the available energy to do external work. The changes
in Gibbs free energy �G are negative, which means that the energy is released from the reaction,
and varies with both temperature and pressure [18].
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Fig. 3 Efficiency curve of a fuel cell system

Moreover, in a real system it is necessary to incorporate some auxiliary systems
which consume a fraction of the generated power. As a result, the efficiency of the
fuel cell system, ηfcs, is even lower than that expressed in Eq. 6:

ηfcs = ηHHV
Pnet

Pfc
= ηHHV

Pfc − Paux

Pfc
= ηHHV

(
1 − Paux

Pfc

)
, (8)

where Pnet is the net power output, Pfc is the fuel cell power, and Paux is the power
consumed by the auxiliary components, which include, in particular, the air com-
pressor. The efficiency curve of a fuel cell system of 50 kW modelled in ADvanced
VehIcle SimulatOR (ADVISOR)5 is shown in Fig. 3.

1.5 Generic Structure of a Fuel Cell-Based Power
Generation System

In order to be able to produce energy, it is necessary to integrate the fuel cell stack
with other components to form a fuel cell-based power generation system. A generic
scheme showing the interrelation between the main components of the power gen-
eration system is presented in Fig. 4. These components can be divided into the
following subsystems [18]:

5 ADVISOR is a toolbox developed by the national renewable energy laboratory with the aim of
analyzing the performance and fuel economy of conventional, electric, and hybrid vehicles [19, 20].
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Fig. 4 General scheme of a FCS oriented to automotive applications

1.5.1 Reactant Flow Subsystem

The reactant flow subsystem consists of the hydrogen and air supply circuits. The
objective is to supply the adequate reactant flow to ensure fast transient response
and minimal auxiliary power consumption. The hydrogen supply circuit is generally
composed of a pressurized tank with pure H2 connected to the anode through a
pressure-reduction valve and a pressure-controlled valve, meanwhile, the air supply
circuit is generally composed of an air compressor which feeds the cathode with
pressurized air from the atmosphere. The anode output is generally operated in dead-
ended mode and a purge valve in the anode output is periodically opened to remove
the water and accumulated nitrogen gas. In case the anode output is not closed it
is possible to reinject the out-flowing hydrogen into the anode input. On the other
hand, the cathode output is normally open through a fixed restriction. The cathode
air supply will be studied in Chap. 3 where we propose to close the cathode output
with a controlled valve.

1.5.2 Heat and Temperature Subsystem

The heat and temperature subsystem includes the fuel cell stack cooling system and
the reactant heating system. The thermal management of the fuel cell is critical since
the performance depends strongly on the temperature. The stack temperature control
can be done using a fan or a water refrigeration subsystem.

http://dx.doi.org/10.1007/978-1-84996-184-4_3
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1.5.3 Water Management Subsystem

The objective of the water management subsystem is to maintain an effective hydra-
tion of the polymer membrane and an adequate water balance, because the fuel cell
performance is also strongly dependent on membrane hydration. Both the air and
the hydrogen, are usually humidified before entering the fuel cell with humidifiers in
both circuits. The water that leaves the cathode can be recovered in a water separator
and reinjected in the humidifiers through a pump.

1.5.4 Power Conditioning Subsystem

Fuel cells generate an unregulated DC voltage which drops off when the current
increases according to the polarization curve. In general, some power conditioning
actions are necessary to supply the load properly. Such actions make necessary the
use of DC/DC regulators and/or inverter regulators.

1.5.5 Power Management Subsystem

The power management subsystem controls the power drawn from the fuel cell stack.
If no energy storage devices are used, the full load must be supplied by the fuel cell
and no power management is necessary. However, if an energy storage system is
included, such as batteries or supercapacitors, it is necessary to implement a power
management between these two power sources. A review of fuel cell hybrid systems
is described in the following section and a detailed study is done in Chap. 4.

1.6 Modeling of Polymer Electrolyte Membrane Fuel Cell Systems

Validated mathematical models provide powerful tools for the development and
improvement of fuel cell-based systems. Mathematical models can be used to
describe the fundamental phenomena that take place in the system to predict the
behavior under different operating conditions and to design and optimize the control
of the system.

The fuel cell system models describe quantitatively the physical and electrochem-
ical phenomena that take place in to the cells. The models can be divided into two
groups [3]: empirical models and mechanistic models. Most of the empirical models
are focused on the prediction of the polarization curve, which is used to characterize
the electrical operation of the FC, by means of empirical equations. The following
empirical equation developed by Kim et al. [21] is used to calculate the voltage (E)
at different current densities (J), fitting experimental data at several temperatures,
pressures, and oxygen compositions in the cathode gas mixture:

E = E0 − b logJ − R J − m exp(n J ), (9)

http://dx.doi.org/10.1007/978-1-84996-184-4_4


58 D. Feroldi and M. Basualdo

where E0 is the thermodynamic open-circuit voltage. The exponential term char-
acterizes the mass-transport region of the polarization curve, the zone where the
increase in slope of the pseudo-linear region and the subsequent rapid fall-off of the
cell potential. The parameter n has more pronounced effects than the parameter m
in this region. The terms E0 and b yield the electrode kinetic parameters for oxygen
reduction in the cell. R represents the resistance, predominantly ohmic, and, slightly,
the charge-transfer resistance of the electro-oxidation of hydrogen.

Later, Squadrito et al. [22] used an empirical approach to account the mass trans-
port limitation, modifying the model of Kim et al. by replacing the last term of
(9) with

[
m J n ln (1 − J/Jlim)

]
where m and n are empirically determined constants

and Jlim is the limiting current density obtained by fitting experimental data. The
equation describes experimental data over the full range of current density taking
into account possible mass transport limitations. The empirical equation was used to
fit experimental data obtained from a single cell, showing good agreement between
theoretical and experimental data.

One example of an empirical model widely used is the model developed by
Amphlett et al. [14], which incorporates as much empirical properties as mecha-
nistic to obtain a transient model able to predict the FC voltage as a function of
the current, the FC temperature and the hydrogen and oxygen partial pressures for
a 35-cell 5 kW PEM fuel cell. The model works well for the experimental system
in study but can be generalized to any other system recalculating the values of the
model.

On the other hand, the mechanistic model considers the fundamental phenomena
in detail such as, heat and mass transport, forces, and electrochemical processes.
Mechanistic modeling (single and multi-domain) has been utilized to study a wide
range of phenomena including polarization effects (activation, ohmic and concentra-
tion overpotentials), water management, thermal management, CO kinetics, catalyst
utilization and flow field geometry [23]. All these models are parametric in the sense
that they account for the cell performance of various input parameters, typically
temperature, pressure and humidity.

Many of the mechanistic models are one-dimensional where only the direction
across the fuel cell is taken into account. Some of the first works dealing with this
type of models are [24–26]. Then two-dimensional and three-dimensional models
were developed. Some two-dimensional models describe the plane perpendicular
through the flow channels [27, 28] while others simulate the fuel cell along the flow
channels [29, 30]. Within the three-dimensional models can be mentioned the model
developed by Nguyen et al. [31], which is a three-dimensional model of a PEM fuel
cell with serpentine gas channels, and the model developed by Natarajan [32].

Some of the earlier works focused in the humidification problem, addressing the
humidification requirements of the inlet gases to maintain the water balance [33].
Fuller and Newman [34] also addressed the water and thermal management, similar
to Nguyen and White [29] who studied different forms of gas humidification and
water management, analyzing the cell performance. The model of Wöhr et al. [35]
showed that for fuel cell stacks water management becomes even more difficult and
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is strongly related to thermal management. The temperatures of the inner cells of the
stack are higher than the outer cells resulting in membrane dehydration.

Another approach to fuel cell modeling is the use of equivalent circuits to represent
the system behavior. In fact, one of the most attractive aspects of the Electrochemical
Impedance Spectroscopy as a tool for investigating the electrical and electrochemical
properties of materials and systems, is the direct connection that often exists between
the behavior of a real system and that of an idealized model circuit consisting of dis-
crete electrical components [36]. The procedure typically consist in the comparison
or fitting the impedance data to an equivalent circuit, which is representative of the
physical processes taking place in the system under investigation. There are analogies
between the circuit elements and the electrochemical processes, so that the results
of data fitting can be more easily converted into physical understanding.

Many authors have studied the modeling approach based on equivalent elec-
trical circuits, consisting of an arrangement of different electrical components to
have the same frequency response as that obtained by electrochemical impedance
spectroscopy tests [37–40]. Some works present equivalent circuits using electri-
cal elements, such as resistances, capacitances or inductance. However, other works
use additional distributed elements that represent electrochemical or mass and ionic
transport phenomena. For example, Warburg impedance represents the impedance of
one-dimensional distributed diffusion of a species in an electrode. Another example
is a constant phase element, used for describing a distributed charge accumulation
on rough irregular electrode surfaces.

However, there are some problems in using analogies to describe electrochemical
systems: one of them is that different equivalent circuits obtain the same frequency
response, another problem is the overlapping frequency response of different phe-
nomena and the dependence of the electrochemical phenomena on the operating
conditions (temperature, current, pressure, etc.).

So far we have seen different types of models that study the cell behavior in both
stationary and transient states. Nevertheless, there are few dynamic models suitable
for control purposes. In the work of Pukrushpan et al. [4] a dynamic model for
PEMFCS that is suitable for the control study has been developed. The model captures
the transitory behavior of the air compressor, the gases filling dynamics (in the
cathode and anode), and the effect of the membrane humidity. These variables affect
the cell voltage and, therefore, the efficiency and the output power. The polarization
curve in this model is a function of the hydrogen and oxygen partial pressures, the
stack temperature and the membrane water content. This allows to evaluate the effect
of variations of oxygen concentration and membrane humidity in the output voltage,
which are necessary to make the control during transitory operation.

Another practical model oriented to control was developed by Del Real et al. [41]
where the model parameters have been adjusted specifically for a 1.2 kW Ballard
stack, which is considered a benchmark as it is widely used by research groups in the
PEM fuel cell field. The model can predict both steady and transient states subject to
variable loads (including flooding and anode purges), as well as the system start-up.
The proposed model methodology is accurate since the simulated results show good
agreement, compared to experimental data from the Ballard stack.
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On the other hand, a dynamic model which incorporates the effects of charge
double layer capacitance, the dynamics of flow and pressure in the anode and cath-
ode channels and mass/heat transfer transient features in the fuel cell body has been
presented [42]. This dynamic model can predict the transient response of cell volt-
age, temperature of the cell, hydrogen/oxygen out-flow rates and cathode and anode
channel temperatures/pressures under sudden change in load current. The simulation
results are analyzed and compared to benchmark results, reporting that a good agree-
ment is found between tests and simulations. Similarly, a dynamic electrochemical
model of a grid independent fuel cell power plant is presented in [43]. The model
includes the methanol reformer, the PEM stack and the power conditioning unit. The
model is used to predict the output voltage when subjected to rapid changes in a
residential load connected to it, showing a high degree of accordance. More recently,
a semi-empirical dynamic model for stack voltage, based on experimental investiga-
tion, was presented [44]. The proposed model can predict the transient response of
stack voltage under step change in current with good agreement between tests and
simulations.

The model developed by Pukrushpan et al. [4], which has been employed in several
works for control purposes [45–51], is utilized in this book as a base to represent the
behavior of a generic fuel cell system. The model is described in detail in Sects. 1
and 2.

1.7 Description of the Fuel Cell System Model

The model developed by Pukrushpan et al. [4] is used in several chapters of this book
as a base to characterize the dynamic behavior and performance of PEM fuel cell
systems. This model contains four main subsystems that interact with each other:

• FC voltage subsystem
• Membrane hydration subsystem
• Cathode flow subsystem
• Anode flow subsystem

The spatial variation of the parameters is not considered and, thus, they are treated
as lumped parameters. On the other hand, the time constants of the electrochemical
reactions are in the order of magnitude of 10−19 s despite another work [52] argues
that this constants are significatively lower (10−9 s). In any case, all the literature
agrees in the fastness of the electrochemical reactions, as remarked in [53] and [42].
Thus, for control purpose, these time constants can be assumed negligible compared
to other constants much slower: temperature (102 s) and dynamics of volume filling
(10−1 s).

In this book, this base model has been modified to adapt it to the proposed control
structures described in Sect. 2. In the original model there is only one control variable:
the compressor motor voltage. In this book, it is proposed to add an extra variable,
the throttle opening area in the cathode output (At ), adding a control valve in the

http://dx.doi.org/10.1007/978-1-84996-184-4_2
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cathode output. The advantages of this new configuration are covered in detail in
Sect. 2.3.

Usually, in model-based control, it is necessary to find simplified models, derived
from the complete ones or from experimental data, to be used as inner models into
the controller. Here, the step response is utilized to obtain a simplified model that is
used as internal model to predict the future process response in the control strategy
implemented in Sect. 2. The main advantage of this simplified model is that it is
easily obtainable through experimental data with good agreement with respect to the
original nonlinear system in the considered operating point.

1.8 Principal Equations in the Fuel Cell System Model

The model described in the previous section has the following governing equations
where the mass of air in the supply manifold, the masses of oxygen, nitrogen and
water in the cathode and the masses of hydrogen and water in the anode are defined
using the principle of mass conservation [45]:

dmsm

dt
= Wcp − Wsm,out, (10)

dmO2,ca

dt
= WO2,ca,in − WO2,ca,out − WO2,rct, (11)

dmN2,ca

dt
= WN2,ca,in − WN2,ca,out, (12)

dmw,ca

dt
= Wv,ca,in − Wv,ca,out − Wv,ca,gen + Wv,m, (13)

dmH2

dt
= WH2,an,in − WH2,an,out − WH2,rct, (14)

dmw,an

dt
= Wv,an,in − Wv,an,out − Wv,m − Wl,an,out, (15)

where

• Wcp is the compressor flow,
• Wsm,out is the outlet mass flow,
• WO2,ca,in is the mass flow rate of oxygen gas entering the cathode,
• WO2,ca,out is the mass flow rate of oxygen leaving the cathode,
• WO2,rct is the mass flow rate of oxygen reacted,
• WN2,ca,in is the mass flow rate of nitrogen gas entering the cathode,
• WN2,ca,out is the mass flow rate of nitrogen gas leaving the cathode,
• Wv,ca,in is the mass flow rate of vapor entering the cathode,
• Wv,ca,out is the mass flow rate of vapor leaving the cathode,
• Wv,ca,gen is the rate of vapor generated in the fuel cell reaction,

http://dx.doi.org/10.1007/978-1-84996-184-4_2
http://dx.doi.org/10.1007/978-1-84996-184-4_2
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• Wv,menbr is the mass flow rate of water across the fuel cell membrane,
• Wl,ca,out is the mass flow rate of liquid water leaving the cathode,
• WH2,an,in is the mass flow rate of hydrogen gas entering the anode,
• WH2,an,out is the mass flow rate of hydrogen gas leaving the anode,
• WH2,rct is the rate of hydrogen reacted,
• Wv,an,in is the mass flow rate of vapor entering the anode,
• Wv,an,out is the mass flow rate of vapor leaving the anode,
• Wv,m is the mass flow rate of water transfer across the fuel cell membrane, and
• Wl,an,out is the rate of liquid water leaving the anode.

The voltage of a fuel cell stack consisting of n fuel cells is given as

vst = n · vfc, (16)

where the voltage of a single fuel cell is defined as

vfc = E − vact − vohm − vconc (17)

with E being the open circuit voltage and vact, vohm and vconc being the activation,
ohmic and concentration overpotentials, respectively. By fitting experimental data
to the phenomenological model equations, the open circuit voltage and the three
overpotentials are respectively defined as

E = 1.229 − 0.85 × 10−3(Tfc − Tamb)

+ 4.3085 × 10−5Tfc ×
[

ln(1.01325pH2) + 1

2
ln(1.01325pO2)

]
. (18)

The activation voltage is

vact = v0 + va(1 − ec1i ) (19)

with

v0 = 0.279 − 8.5 × 10−4(Tfc − Tamb) + 4.308 × 10−5Tfc

×
[

ln

(
pCa − psat(Tfc)

1.01325

)
+ 1

2
ln

(
0.1173(pCa − psat(Tfc))

1.01325

)]
, (20)

va = (−1.618 × 10−5Tfc + 1.618 × 10−2)

×
( pO2

0.1173
+ psat(Tfc)

]2

+ (1.8 × 10−4Tfc − 0.166)
( pO2

0.1173
+ psat(Tfc)

)

(−5.8 × 10−4Tfc + 0.5736), (21)
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and

c1 = 10. (22)

The ohmic voltage is

vohm = i Rohm (23)

with the fuel cell electrical resistance

Rohm = tm
σm

, (24)

the membrane conductivity

σm = (b11μm − b12) exp

[
b2

(
1

303
− 1

Tfc

)]

b11 = 5.139 × 10−3, b12 = 3.26 × 10−3, b12 = 350 (25)

and

vconc = i

(
c2

i

imax

)c3

(26)

with

c2 =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(7.16 × 10−4Tfc − 0.622)
( pO2

0.1173 + psat(Tfc)
)

+(−1.45 × 10−3Tfc + 1.68) for
( pO2

0.1173 + psat(Tfc)
)

< 2 atm

(8.66 × 10−5Tfc − 0.068)
( pO2

0.1173 + psat(Tfc)
)

+(−1.6 × 10−4Tfc + 0.54) for
( pO2

0.1173 + psat(Tfc)
)

≥ 2 atm

(27)

and

imax = 2.2, c3 = 2. (28)

The governing equations for the supply manifold pressure and the return manifold
pressure are respectively defined using the energy conservation principle and the
standard thermodynamics relationships as follows:

dpsm

dt
= γ Ra

Vsm
(WcpTcp − Wsm,outTsm), (29)

dprm

dt
= RaTrm

Vrm
(Wca,out − Wrm,out), (30)

where Vsm is the supply manifold volume, Vrm is the return manifold volume, Tsm
is the supply manifold air temperature, Trm is the return manifold air temperature,
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Tcp is the temperature of the air leaving the compressor, Ra is the air gas constant,
and γ is the air specific heat ratio.

To express the governing equations in terms of the states, the closure relations
Eqs. 31–38 are used. The supply manifold outlet air rate Wsm,out is related to the
supply manifold pressure psm and the cathode pressure pca via the linearized nozzle
equation:

Wsm,out = ksm,out(psm − pca), (31)

where ksm,out is the supply manifold outlet orifice constant.
The inlet oxygen, nitrogen, and cathode vapour mass flow rates, WO2,in, WN2,in,

and Wv,ca,in are related to the cathode inlet air mass flowrate, the inlet air humidity and
the mass fraction of oxygen and nitrogen in dry air using the ideal gas relations. The
outlet oxygen, nitrogen and cathode vapour mass flow rates, WO2,out, WN2,out, and
Wv,ca,out, are likewise related to the outlet air mass flowrate, the outlet air humidity
and the mass fraction of the oxygen and nitrogen in dry air at the cathode outlet using
the ideal gas relations. The reacted oxygen and hydrogen and generated water vapor
(in the cathode) mass flow rates, WO2,rct, WH2,rct, and Wv,ca,gen, are related to the
fuel cell current:

WO2,rct = MO2

nIfc

4F
, (32)

WH2,rct = MH2

nIfc

2F
, (33)

Wv,ca,gen = Mv

nIfc

2F
, (34)

where the constants 4 and 2 in the denominators denote the of electrons involved in
the oxidation and the reduction half-reactions respectively, MO2 is the molar mass
of oxygen, MH2 is the molar mass of hydrogen, Mv is the molar mass of vapor, and
F is the Faraday constant.

The water mass flowrate through the membrane, Wv,m, is defined using the hydra-
tion model. The outlet hydrogen and water masses are assumed to be zero, that is,
hydrogen is assumed to react completely in the anode, while water generated by the
oxidation half-reaction is assumed to be transported via electro-osmosis through the
membrane towards the cathode.

The governing equation for the rotational speed of the compressor is defined by
the power conservation principle as

Jcp
dωcp

dt
= τcm − τcp, (35)

where Jcp is the combined inertia of the compressor and the motor (kg. m2), ωcp
is the compressor speed (rad/sec), τcm is the compressor motor torque input (Nm)
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calculated in Eq. 36, and τcp is the torque required to drive the compressor (Nm)
calculated in Eq. 37.

The compressor motor torque τcm is related to the compressor motor voltage Vcm
and the compressor motor rotational speed ωcp by the static motor equation:

τcm = ηcm
kt

Rcm

(
Vcm − kv.ωcp

)
, (36)

where kt , Rcm, and kv are motor constants and ηcm is the motor mechanical efficiency.
The steady state compressor torque τcp is related to the supply manifold pressure,
the compressor motor rotational speed and the compressor air flowrate Wcp via the
thermodynamic relations

τcp = CP

ωcp

Tatm

ηcp

[(
psm

patm

)(γ−1)/γ

− 1

]
Wcp, (37)

where C p is the air specific heat, ηcp is the compressor efficiency, and Tatm and patm
are the atmospheric temperature and pressure, respectively.

The air temperature in the compressor, Tcp, is defined using basic thermodynamic
relations

Tcp = Tatm + Tatm

ηcp

[(
psm

patm

)(γ−1)/γ

− 1

]
. (38)

The air temperature in the supply manifold, Tsm, is obtained from msm, psm and
Vsm using the ideal gas law. The cathode outlet air flowrate Wca,out is related to
the cathode pressure and return manifold pressure via a linearized nozzle equation
analogous to Eq. 31. The return manifold outlet air flowrate Wrm,out is defined using
a non-linearized nozzle relation as discussed in Sect. 2.2, while the return manifold
air temperature Trm is considered to be constant and equal to the temperature of the
fuel cell stack.

The flowrate of water through the membrane is controlled by two transport phe-
nomena: electroosmotic drag of water molecules by the protons and back-diffusion
from the cathode towards the anode. The transport phenomena is defined as

Wv,m = Mv Afcn

(
nd

i

F
− Dw

(Cv,ca − Cv,an)

tm

)
, (39)

where the electroosmotic drag coefficient is given as

nd = 0.0029μ2
m + 0.05μm − 3.4 × 10−19 (40)

and μm is the mean water content in the membrane. The water content is defined as

ui =

⎧⎪⎨
⎪⎩

0.043 + 17.81ai − 39.85a2
i + 36.0a3

i , 0 < ai ≤ 1

14 + 1.4(ai − 1), 1 < ai ≤ 3

(i = m, an, ca)

(41)

http://dx.doi.org/10.1007/978-1-84996-184-4_2
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where the water vapour activity is defined as

ai = xv,i pi

psat,i
= pv,i

psat,i
(i = an, ca). (42)

The average water vapour activity in the membrane is defined as

am = aan + aca

2
(43)

and the water diffusion coefficient is given as

DW = Dλ exp

[
2416

(
1

303
− 1

Tfc

)]
× 10−4 (44)

with the preexponential term

Dλ =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

10−6, μm < 2

10−6[1 + 2(μm − 2)], 2 ≤ μm ≤ 3

10−6[3 − 1.67(μm − 3)], 3 < μm < 4.5

1.25 × 10−6, μm ≥ 4.5

(45)

The water concentration at the membrane surfaces on anode and cathode sides in
Eq. 39 is a function of the membrane water content

Cv,i = ρm,dry

Mm,dry
μi (i = an, ca), (46)

where ρm,dry (kg/cm3) is the membrane dry density and Mm,dry (kg/mol) is the
equivalent weight.

2 Auxiliary Equipment and System Modeling

While the fuel cell operates with oxygen as reactant in the cathode, it is more practical
to use oxygen from air. Air is mainly composed of nitrogen (78.084%), oxygen
(20.946%), and argon (0.9340%). The effect of using air instead of pure oxygen is
a reduction of approximately 50 mV in the cell voltage [16]. Additionally, there is a
reduction in the fuel cell efficiency because of the power consumption to pump the
oxygen and almost four times that of nitrogen.

In a hydrogen-air fuel cell system the air is supplied by a fan, a blower or a
compressor. In any case, there is an electric motor with a power consumption that
implies a reduction in the efficiency of the fuel cell system. The net power output,
Pnet, that is actually available is the fuel cell power, Pfc, less the power consumed
by the ancillary components, Paux, which includes the compressor or the blower:
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Pnet = Pfc − Paux. (47)

The principal consumption between the ancillary equipments is that corresponding
to the electric motor that runs the compressor or the blower. Besides, it depends
strongly on the operating conditions. Thus, it can be assumed that the consumption
of the ancillary equipments is the consumption of this electric motor.

When the fuel cell operates at high pressures, the power output is higher. Thus,
the most common scenario is a fuel cell where the cathode is supplied with air
by a compressor. However, the power consumption of the compressor increases
significantly with the pressure. Thus, when the compressor consumption is taken
into account, there is a trade-off between pressure and efficiency.

The operation of the fuel cell system at high pressures increases the generated
voltage as a result of the increase in the cathode oxygen partial pressure and anode
hydrogen partial pressure (see Eq. 1). Especially, an increase in the cathode pressure
produces an increase in the supply manifold pressure and thus, an increase in the
pressure ratio across the compressor and in the compressor power consumption
contributing to a reduction in the system efficiency. The power consumed by the air
compressor is

Pcp = C pTatm

ηcp

[(
psm

patm

γ−1
γ

)
− 1

]
Wcp, (48)

where Wcp is the compressor air flow rate, Pcp is the compressor power, Tatm is the
inlet air temperature in the compressor, ηcp is the compressor efficiency, psm is the
supply manifold pressure, C p = 1,004 J kg−1 K−1 is the specific heat capacity of
air, and γ = 1.4 is the ratio of the specific heat of air. Actually, the power consumed
by the electric motor is higher because of the mechanical and electric inefficiencies:

PEM = Pcomp

ηmec · ηEM
, (49)

where ηmec is the compressor mechanical efficiency and ηEM is the efficiency of
the electric motor. In Chap. 3 will be seen how this power consumption affects the
efficiency of the system. Besides, a solution from the point of view of control will
be studied in detail.

3 Optimal Operation of the FCS

The FCS model is useful to study the optimal operation of an FCS, especially at low
loads. An adequate operation produces important benefits, increasing the system
efficiency in terms of hydrogen reduction and allowing a greater peak power. In
a direct-hydrogen FCS with the cathode supplied with air through a compressor,
the air supply subsystem has a crucial role in the improvement of the performance

http://dx.doi.org/10.1007/978-1-84996-184-4_3
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of the system [10]. In fact, there are two external variables that have greater impact
on the polarization curve: the air pressure and the air stoichiometry.

The air pressure and the air stoichiometry control the oxygen partial pressure in
the catalytic layer of the cathode, which determines the cathode polarization and,
therefore, the efficiency. In [54], it is also stated the importance of the air pressure
control to improve the FCS efficiency. The efficiency improvement for a given load is
based on a trade-off between the increase of the air pressure and the air stoichiometry,
and the increase of the parasitic compressor power.

In the work of Friedman and Moore [55], it is shown that an FCS can be optimized
to obtain high peak power and high efficiency over a broad range of output powers.
The key to obtain this objective is to vary the pressure and the air flow. Based on
this result, it can be concluded that an FCS must be operated to the greater possible
pressure and air stoichiometry. Nevertheless, if the energy necessary to compress the
air is considered, the result is different: for a fixed air flow, the compressor power
consumption increases significantly when the pressure is increased. This means that
it is possible to find an optimal combination of pressure and air flow.

A similar conclusion is stated in [45]. In this work, it is assumed that the FCS
net power Pnet can be approximately defined as the difference between the power
produced by the FCS, Pfcs, and the consumed compressor power Pcm. For each
load current Ist, an air flow increment increases the cathode pressure and, therefore,
increases the oxygen partial pressure, increasing the FCS voltage. This also leads to
an increment in the oxygen excess ratio in the cathode, λO2 . The initial increase in
the oxygen excess is translated into an FCS power increase and a net FCS power.
Nevertheless, if a limit λO2 is exceeded, an excessive compressor power is produced
so that the net power falls.

Following this analysis and using the model, it is possible to find the optimal rela-
tion among maximum net power, Pnet

max, optimal oxygen ratio, λ
opt
O2

, optimal supply

manifold air pressure, popt
SM, and optimal compressor motor voltage, v

opt
CM, with the

stack current, Ist [45]. These relations are shown in Eqs. 50–53 and also in Fig. 5.

Pnet
max = −2.99 × 10−4 I 2

st + 0.271Ist − 0.871 (50)

λ
opt
O2

= −2.7633 × 10−6 I 2
st − 15.931 × 10−4 Ist + 2.7331 (51)

popt
SM = 2.9996I 2

st + 736.4Ist + 8.932 × 104 (52)

v
opt
CM = −1.36 × 10−3 I 2

st + 1.17Ist + 14.3 (53)

The Eq. 51 expresses that at each level of the stack current there is an optimal
value of λO2 at which Pnet has the maximum value. This optimal value in the oxygen
excess ratio is achieved by applying a compressor voltage according to Eq. 53. The
Eqs. 50–53 are obtained by solving the model equations previously shown under
steady-state condition and the analysis corresponds to the typical fuel cell operating
conditions (fuel cell temperature Tfc = 353 K and relative humidity φCa = 1).
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Fig. 5 Optimal relations of Pnet
max, λ

opt
O2

, popt
SM, and v

opt
CM as a function of the stack current Ist

4 Conclusions

This chapter presents the main concepts about PEM fuel cell systems, showing the
structure of these systems, the advantages and disadvantages, and, particularly, the
expressions corresponding to the fuel cell voltage and efficiency. Also, different
approaches for modeling are presented. Accordingly, a review of PEM fuel cell
model has been done. Fuel cell models may be classified into one of three categories:
analytic, semi-empirical or mechanistic (theoretical). Among these models, a model
widely used in the literature for control purposes is described in detail. Using this
model, the influence of the auxiliary equipment in the system efficiency is analyzed
and the model is also used to study the optimal operation of a PEM fuel cell system,
finding an optimal compressor voltage for each current load that maximizes the net
output power. Similarly, this dynamic model is used as a base model in the other
chapters of this book.
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Advanced Control Strategies for the Oxygen
in the Cathode

Diego Feroldi, David Zumoffen and Marta Basualdo

Abstract This chapter presents two advanced control strategies based on model
predictive control to control the oxygen level in the cathode of a proton exchange
membrane (PEM) fuel cell system. The objectives are to achieve a better efficiency
and to maintain the necessary level of the oxygen in the cathode to prevent short
circuit and membrane damage. First, a methodology of control based on dynamic
matrix control (DMC) is proposed. This strategy includes a stationary and dynamic
study of the advantages of using a regulating valve for the cathode outlet flow in
combination with the compressor motor voltage as manipulated variables in a PEM
fuel cell system. The influence of this input variable is exploited by implementing a
predictive control strategy based on DMC, using these manipulated variables. The
objectives of this control strategy are to regulate both the fuel cell voltage and oxygen
excess ratio in the cathode, and thus, to improve the system performance. Second,
a methodology of control based on adaptive predictive control with robust filter
(APCWRF) is proposed. The APCWRF is designed for controlling the compressor
motor voltage. Because of the wide working range the algorithm is improved with
three different zones supported by three nominal linear models.
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1 Introduction

Proton exchange membrane (PEM) fuel cell systems are efficient devices which allow
the transformation of the chemical energy stored in hydrogen into electric energy.
The behavior of the generated power in a fuel cell system depends on the hydrogen
and air flows, the regulation of the pressure and the management of water and heat
[1]. In order to obtain this transformation efficiently, all the subsystems must work
properly. The air supply is one of these subsystems, which has a great influence in the
system efficiency. In fact, one of the most important challenges in fuel cell control is
to assure sufficient amount of oxygen in the cathode when current is abruptly drawn
from the fuel cell stack.

Model-based predictive control (MPC) is the only advanced control strategy that
has a significative impact on industrial process control. The main reason is that it is
the only methodology that can handle both equipment and safety routinely.

The MPC application to industrial practice was supported primarily by the fol-
lowing characteristics:

• the idea behind the strategy is easy to understand,
• the basic formulation is directly extended to multivariable cases practically without

modification,
• is more powerful than a PID control policy, still in a single loop without constraints

and with the same tuning complexity,
• it considers the actuators limits.

MPC has been developed and used in industrial applications during the last
twenty years. The improvements in both hardware (computing speed) and software
(optimization algorithms) in the recent years make this control strategy feasible for
processes with slow dynamics [2].

In this study, the air supply subsystem is composed by an air compressor, which
supplies air to the cathode. On the other hand, the hydrogen supply subsystem relies
on a hydrogen-pressurized tank and the hydrogen inlet flow rate is regulated by an
independent control loop to maintain the working pressure in the anode close to the
pressure in the cathode. The control of the fuel cell system without any energy storage
is approached in this chapter with two methodologies based on MPC. First, a method-
ology of control based on Dynamic Matrix Control is proposed. Second, a method-
ology of control based on adaptive predictive control with robust filter is proposed.

2 Methodology Based on Dynamic Matrix Control

DMC [3] is a particular type of predictive control strategy developed in the late sev-
enties by Cutler and Ramaker with great acceptance in the industry [3]. The process
model employed in this formulation is the step response of the plant, while the dis-
turbance is assumed to keep constant along the prediction horizon. This formulation
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uses the step response to determine the so-called dynamic matrix G, which is inter-
preted as a model of the process that takes into account only the h p first samples
until the response tends to a constant value, assuming therefore that the process is
asymptotically stable. Thus, the predicted output can be expressed as

y = Gu + f , (1)

where y is the time-vector of predicted outputs, y =
[

y1 --
-

y2 --
-

. . . --
-

yp

]T
, with yi repre-

senting the time-vector of the i-th output

yi =
[
yi (k + 1|k), . . . , yi (k + h p|k)

]T
, (2)

where yi (k + 1|k) denotes the prediction of yi at time k + 1 done in time k along

the prediction horizon h p. The control vector u =
[
u1 --

-

u2 --
-

. . . --
-

um

]T
is the sequence

of future control actions where each vector ui represents the hm-dimensional vector
of control movements, corresponding to the ith control variable, along the control
horizon hm

ui = [u j (k), u j (k + 1), . . . , u j (k + hm − 1)]T , (3)

and f =
[

f1 --
-

f2 --
-

. . . --
-

f p

]T
is the free response vector, which means that, the response

that does not depend on future control movements, where

fi =
[

fi (k + 1|k), . . . , fi (k + h p|k)
]T
. (4)

A graphical description of a general predictive control strategy can be seen in Fig. 1.
The dynamic matrix G is constructed from the coefficients obtained from the step

response with prediction horizon h p and control horizon hm:

and each matrix Gij of dimension h p × hm contains the coefficients of the step
response of the ith output corresponding to the jth input:

Gi j =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

g1 0 · · · 0
g2 g1 · · · 0
...

...
. . .

...

ghm ghm−1 · · · g1
...

...
. . .

...

gh p gh p−1 · · · gh p−hm+1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6)
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Fig. 1 Predictive control strategy

The objective of the DMC controller is to minimize the difference between the
references yr1 and yr2 , and the predictions of the process outputs y1 and y2 over a
horizon h p in a least square sense with the possibility of including a penalty term on
the control signal large movements:

min
u

J(k). (7)

The cost function J(k) is defined as

J(k) =
h p∑
j=1

[y (k + j |k)− yr ]T R [y (k + j |k)− yr ]

+
hm∑
j=0

[�u (k + j |k)]T Q [�u (k + j |k)] , (8)

where �u(k + j |k) �= u(k + j |k) − u(k − 1 + j |k), R is a matrix to compensate
the different ranges of values of the process outputs, and Q is a matrix that allows to
penalize the control effort.

If there are no restrictions in the manipulated variables, the minimization of the
cost function J(k) can be realized making its derivative equal to zero, resulting

�u =
(

GT RG+Q
)−1

GT Re, (9)
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whereR and Q are the following diagonal matrices:

R = diag[r1, . . . , r1︸ ︷︷ ︸
h p

, r2, . . . , r2︸ ︷︷ ︸
h p

, . . . , rp, . . . , rp︸ ︷︷ ︸
h p

], (10)

Q = diag[q1, . . . , q1︸ ︷︷ ︸
hm

, q2, . . . , q2︸ ︷︷ ︸
hm

, . . . , qm, · · · , qm︸ ︷︷ ︸
hm

], (11)

and e is the vector of future errors composed of the difference between each output
yi and the corresponding reference yri along the prediction horizon:

e = [yr1 − yp1(k), yr1 − y1(k + 1|k), . . . , yr1 − y1(k + h p − 1|k),
yr2 − yp2(k), yr2 − y2(k + 1|k), . . . , yr2 − y2(k + h p − 1|k), . . .]T, (12)

where ypi is the i-th plant output measured at present instant k. The measurement
of the plant outputs provides a compensation mechanism to rectify the inevitable
model errors and deal with non-measured disturbances, and thus, assures zero error
at steady state.

In all the predictive control strategies, only the first element of each calculated
control sequence u j is applied to the plant and, in the next iteration, the sequence of
control is calculated again using actualized information from the plant. The theoret-
ical bases of the method are given in [3].

2.1 Control Objectives

The main objectives of fuel cell systems control found in the literature were exposed
in Sect. 2.1 of Chap. 1 and, as mentioned, the control of the air supply is the more
critical with regard to the efficiency improvement since the compressor consumption
is the major parasitic power. The efficiency of FCS was defined in Eq. 8 of Chap. 2.

At a given fuel cell current Ifcs, if the compressor motor voltage is increased, the
compressor flow rate augments the cathode pressure and, in turn, this also leads to
a higher level the oxygen excess ratio λO2 in the cathode. However, an increment of
λO2 above a certain limit generally requires an excessive increase in the compressor
motor power consumption which causes a reduction in the net power since Pnet =
Pfcs − Pcp. Thus, it is concluded that at each level of the fuel cell current there is an
optimal value of λO2 at which the net power is maximum [4]. Thus, the control of
λO2 is an indirect way to improve the system efficiency.

On the other hand, since the efficiency is a function of the fuel cell voltage Vfc, any
voltage reduction is translated into an efficiency degradation. Thus, it is necessary
to regulate the fuel cell voltage. Therefore, the control objectives proposed are:

1. to regulate the oxygen excess ratio in the cathode, λO2

2. to regulate the generated voltage in the fuel cell system, Vfcs

http://dx.doi.org/10.1007/978-1-84996-184-4_1#Sect14
http://dx.doi.org/10.1007/978-1-84996-184-4_1
http://dx.doi.org/10.1007/978-1-84996-184-4_2#Equ8
http://dx.doi.org/10.1007/978-1-84996-184-4_2
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2.2 Control Variables

The only variable used to control the air supply in the cathode, from the literature
review, is the compressor motor voltage [4–7]. The cathode outlet flow Wrm,out is a
function of the upstream pressure and downstream pressures at the cathode nozzle.
The downstream pressure is assumed to be fixed at patm. If the pressure difference
is small, the flow rate can be approximated by the linearized expression

Wrm,out = k (prm − patm) . (13)

On the contrary, a more complex expression is necessary to calculate the outlet
mass flow as a function of the return manifold pressure prm as shown in Eq. 14 and
Eq. 15 [5]:

Wrm,out = CD,rm At prm√
RTrm

(
patm

prm

) 1
γ

⎧
⎨
⎩

2γ

γ − 1

⎡
⎣1−

(
patm

prm

) γ−1
γ

⎤
⎦
⎫
⎬
⎭

1
2

for
patm

prm
>

(
2

γ + 1

) γ
γ−1

(14)

and

Wrm,out = CD,rm At prm√
RTrm

γ
1
2

(
2

γ + 1

) γ+1
2(γ−1)

for
patm

prm
≤
(

2

γ + 1

) γ
γ−1

, (15)

where CD,rm is the return manifold throttle discharge coefficient (CD,rm = 0.0124 in
the used model), R = 8.3145 J mol−1 K−1 is the universal gas constant, and γ = 1.4
is the ratio of the specific heat of air.

As mentioned, the compressor power consumption is the greater parasitic power
and has a major effect on the system efficiency. Therefore, it is important to find
efficient procedures to control the cathode air flow. We propose in this work to
consider the throttle opening area At as a variable area. This is achieved adding a
proportional valve at the cathode output. Thus, this new variable is a new control
variable that regulates the outlet air flow in conjunction with the compressor motor
voltage. Note that this control variable by itself is not capable to regulate the air
flow since the compressor is always necessary to get pressure in the supply manifold
and in the cathode. The advantages of this configuration are analyzed in Sect. 2.3.
Therefore, the manipulated variables are u1 = Vcm (compressor motor voltage) and
u2 = At (outlet valve area). A schematic diagram of the system is shown in Fig. 2.

2.3 Performance Analysis Using an Extra Control Variable

In this section, the performance improvement achieved through the use of the extra
control variable described before is analyzed. The analysis is done in two parts.
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Fig. 2 PEMFC reactant flow scheme with the variables proposed for control purposes

First, a stationary analysis is done with the aim of showing the advantages in steady
state using this new control variable. Second, a transient analysis is done in order to
show the dynamic improvement.

2.3.1 Stationary Analysis

As mentioned before, the air supply subsystem has a strong influence the fuel cell
performance. On the one hand, an insufficient air supply may cause oxygen starvation
in the cathode, which causes voltage reduction and membrane life shortening. On
the other hand, the compressor operation implies a power consumption that dimin-
ishes the system efficiency (see Eq. 8 of Chap. 2). The compressor motor voltage as
a control input allows to regulate the oxygen partial pressure in the cathode. Aug-
menting the compressor voltage, the oxygen partial pressure increases. However, the
compressor power consumption also increases.

A diminution of the area of the valve that closes the cathode air flow with a fixed
Vcm contributes to increase the cathode pressure and, at the same time, contributes to
modify the input air flow, the stoichiometry, and the oxygen concentration. The power
consumption of the compressor has two opposite trends when the valve is partially
closed: the trend to increase due to the pressure rise and the trend to decrease due to
the flow reduction. When all these effects are taken into account, there is a positive
balance in the total efficiency diminishing the valve area as we can observe analyzing

http://dx.doi.org/10.1007/978-1-84996-184-4_2#Equ8
http://dx.doi.org/10.1007/978-1-84996-184-4_2
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Fig. 4 Efficiency curves for Vcm = 140 V and different valve areas

the curves of polarization (see Fig. 3), efficiency (see Fig. 4), power compressor
consumption (see Fig. 5) and oxygen partial pressure (see Fig. 6) plotted for two
different valve areas and a certain compressor voltage (Vcm = 140 V).

It is important to note that the increase in the efficiency is not for all current
densities. When the current density is high, the flow and concentration reduction
have a greater influence than the pressure increase and the result is a decrease in the
oxygen partial pressure. In effect, the oxygen consumption is higher at higher current
densities:

WO2,rct = MO2 nc A

4F
i, (16)
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Fig. 6 Oxygen partial pressure curves for Vcm = 140 V and different valve areas

where WO2,rct is the rate of oxygen reacted, MO2 = 32×10−3 kg mol−1 is the molar
mass of oxygen, nc is the number of cells, A is the active cell area equal to 381 cm2,

F = 96485 C mol−1 is Faraday number, and i is the current density. Depending on
the operating pressure, the increment in efficiency happens along different current
density ranges. With low operating pressures (lower compressor voltage Vcm) the
system efficiency increment due to the valve closure occurs only at low current
densities, whereas with higher operating pressures (higher compressor voltage) the
increment in system efficiency occurs along greater current density ranges. This can
be seen in Figs. 7, 8, 9. For Vcm = 100 V the efficiency increment occurs only for
current densities below 0.34 A cm−2 (see Fig. 7), for Vcm = 140 V the increment
occurs for current densities below 0.67 A cm−2 (see Fig. 4), while for Vcm = 180 V
the increment occurs for all the current densities analyzed (see Fig. 8).
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Fig. 7 Efficiency curves for Vcm = 100 V and different valve areas
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Fig. 8 Efficiency curves for Vcm = 180 V and different valve areas

As can be seen in Fig. 9 for Vcm = 180 V, the oxygen partial pressure rise, as a
result of diminishing the valve area, occurs at all current densities. In Fig. 10, it can
be seen how the efficiency changes with At for values between 20 and 40 cm2. As a
conclusion of this stationary analysis, it can be stated that the cathode output valve
area as well as the compressor motor voltage have to be adjusted in order to have
high efficiency.

2.3.2 Transient Analysis

Besides the possible performance improvement observed in the stationary analysis,
there is also an improvement in the transient behavior using the cathode air flow valve
as a manipulated variable. A preliminary transient analysis is made employing a DMC
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Fig. 10 Efficiency curves for Vcm = 180 V and different valve areas

strategy (the details of this control strategy are explained in Sect. 2). The controlled
variable in this analysis is the stack voltage. A stack current disturbance from 200 to
210 A is applied to the fuel cell system in order to compare the disturbance rejection
capability of the system. A comparison between the transient responses obtained
using only the compressor voltage as a control variable and that obtained using the
opening valve area in combination with the compressor voltage is shown in Fig. 11.
The latter shows a better behavior with a reduction in the stack voltage time response
from 0.6 to 0.4 s.
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2.4 Simulation Results of DMC

The internal model utilized by the DMC controller has been obtained through the
linearization of the nonlinear model described in Sect. 2.1 of Chap. 2 around the
operating point corresponding to u1 = Vcm = 187.5 V, u2 = At = 20 cm2, w =
Ist = 190 A, which gives a net power of 40 kW. The reference values for the outputs
are yr1 = λO2 = 2.36 and yr2 = Vfc = 250.6 V

The control horizon hm, the prediction control h p, and the matrices R and Q
were adjusted to achieve an adequate dynamic behavior of the fuel cell system. The
values of R and Q have a strong influence on the transient response obtained. This is
especially true for the weight matrix Q, which reduces the control effort. The higher
are the values in Q, the lower the control effort, but the response time is greater. Thus,
the values chosen for the elements of the weight matrices are: q1 = 1, q2 = 0.5,
r1 = 5, r2 = 1. The values of h p and hm are 100 and 15, respectively.

The simulation results of the controlled system with variations in the load current
Fig. 12a are presented in Fig. 12b, c, d, e. Figure 12b, c show the controlled variables
(λO2 and Vfc,) while Fig. 12d, e show the manipulated variables (Vcm and At ).

As can be observed in the figures, the implemented controller has a good
disturbance rejection: a 17.5% of variation in the stack current at t = 20 s is
demanded, Ifc + �Ifc = 170 A + 30 A, the stack voltage response has a peak
�Vfc/Vfc = −3.5%, which disappears in less than 0.5 s. At the same time, the oxy-
gen excess ratio response presents a peak �λO2/λO2 = −27.9% that vanishes in
0.62 s. On the contrary, if only Vcm is controlled, λO2 has error in steady-state and
the transitory response is inadequate, especially when the step in the stack current is
negative (e.g., in t = 10 s,) as can be seen in Fig. 13.

http://dx.doi.org/10.1007/978-1-84996-184-4_2#Sect14
http://dx.doi.org/10.1007/978-1-84996-184-4_2
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Fig. 12 Simulation results with DMC: disturbance profile (fuel cell stack current), controlled vari-
ables (oxygen excess ratio and fuel cell stack voltage), and manipulated variables (compressor
motor voltage and cathode output valve area). a fuel cell stack current, b oxygen excess ratio, c fuel
cell stack voltage, d compressor motor voltage, e cathode output valve area
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3 Methodology Based on Adaptive Predictive Control
With Robust Filter

In this section, a methodology based on adaptive predictive control with robust filter
is presented. First, a brief review of model predictive control is done. The Fig. 14
shows the basic idea in model predictive control for a single input–single output
(SISO) case. Discrete time domain is assumed with t = kTs,where k is a integer and
Ts the sample time. Considering the current time, k, Fig. 14 displays the variables
y(k), u(k) and s(k) as the controlled variable (CV), manipulated variable (MV)
and the set point evolutions respectively until the current time (known history). The
future control actions/movements, û(k), required by the process can be computed
by comparing the predicted outputs, ŷ(k), with the set point (or reference r(k)) in
the so-called prediction horizon [Hw, Hp].

The reference trajectory, r(k), is not the same as the set point trajectory, s(k). In
fact, the former starts in y(k) (actual measured output) and defines an ideal trajectory
through which the plant should return to the desired set point. Generally, r(k) tends
toward the set point exponentially from the current y(k), with a time constant Tref .

Considering the current error in Eq. 17.
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Fig. 14 MPC basic idea

ε(k) = s(k)− y(k), (17)

then, considering i samples in the future,

ε(k + i) = e−iTs/Tref ε(k) = λiε(k), (18)

where λ = e−Ts/Tref . The reference trajectory can be defined as shown in Eq. 19.

r(k + i) = s(k + i)− ε(k + i) = s(k + i)− e−iTs/Tref ε(k) (19)

Frequently, it is useful to consider some simple structures for future MV move-
ments within the prediction horizon. In this case, a parameterization with a few
control actions is proposed. Only Hu future movements are considered for û(k) and
constant for the Hp−Hu samples [2, 8]. Hu is called the control horizon. In the case
represented in Fig. 14, û(k) changes the first five samples, û(k), . . . , û(k + 4), and
the remaining are held constant, û(k + 5) = û(k + 6) = . . . = û(k + Hp).

The computing of the MV trajectory is based on the control objectives. Consid-
ering a linear model of the process, quadratic cost function, constraints given as
linear inequalities and time invariant relationships, the overall control problem can
be stated as shown in Eq. 20:
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J(k) =
Hp∑

i=Hw

α2
i

[
ŷ(k + i)− r(k + i)

]2 +
Hu−1∑
i=0

β2
i

[
û(k + i)

]2
, (20)

where αi and βi are the penalization coefficients for prediction error and signal
control respectively for each future instant i [9–12]. Here, the magnitudes of û(k)
are penalized rather than their change values,�u(k). In addition the prediction error,
ŷ(k + i)− r(k + i), is also penalized where, ŷ(k + i) is the output prediction given
by the linear model and r(k + i) the reference trajectory, both evaluated within the
prediction horizon. This horizon has a length of Hp samples but is not necessary
to start the penalization immediately (Hw = 1). Considering a process with dead
time or inverse response the beginning of the prediction horizon should be adjusted
to Hw > Td to avoid excessive control action in this period, with Td the delay for
example. Note that, Hu ≤ Hp and �û(k + i) = 0 ∀i > Hu .

The closed-loop behavior of the process depends on several parameters: the begin-
ning and end of the prediction horizon (Hw and Hp), the control horizon (Hu), the
penalization coefficients (αi andβi ), the reference trajectory (r(k+i)), and the linear
model.

The functional cost in Eq. 21 can also consider the constraints tied to process
operation ranges and/or limitations in the process devices. In this case, the following
inequalities must be taken into account:

E
[�û(k), . . . ,�û(k + Hu − 1), 1

]T ≤ [0, . . . , 0]T ,

F
[
û(k), . . . , û(k + Hu − 1), 1

]T ≤ [0, . . . , 0]T ,

Gr
[
ŷ(k + Hw), . . . , ŷ(k + Hp), 1

]T ≤ [0, . . . , 0]T ,

(21)

where E, F and Gr are matrices with suitable dimensions. This structure can be used
to represent the potential limitations in both the range and rate of change in actuators
and constraints on the process-controlled outputs.

3.1 Prediction with FIR Model

Considering a SISO process, the input–output behavior can be modeled by a finite
impulse response (FIR) linear model as shown in Eq. 22,

y(k) = g(1)u(k−1)+g(2)u(k−2)+. . .+g(N )u(k−N ) =
N∑

i=1

g(i)u(k−i) (22)

where [g(1), g(2), . . . , g(N )] are the FIR coefficients and N the model order. In
this context, and considering the plant-model mismatch, η(k), the prediction of the
model representation in Eq. 23 can be expressed as
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ŷ(k + i) =
N∑

j=1

g( j)u(k + i − j)+ η(k + i)

=
i∑

j=1

g( j)u(k + i − j)

︸ ︷︷ ︸
future

+
N∑

j=i+1

g( j)u(k + i − j)

︸ ︷︷ ︸
past

+η(k + i), (23)

where u(k + i) is the control signal and ŷ(k + i) the model prediction for a future
instant i. The plant-model mismatch can be easily estimated by considering a constant
behavior within the prediction horizon, η(k + i) = η(k) = y(k) − ŷ(k) for i =
Hw, . . . , Hp. Expressing the predictions in Eq. 23 in a matrix way, the Eq. 24 can be
obtained,

ŷ(k) = T1GfirT2û(k)+ T3SfirT4ψ(k)+ η̂(k), (24)

whereψ(k) considers the past control actions and û(k) the future control movements,
with

ŷ(k) = [ŷ(k + Hw), . . . , ŷ(k + Hp)
]T
, (25)

η̂(k) = [1, . . . , 1]T [y(k)− ŷ(k)
]
, (26)

û(k) = [û(k), . . . , û(k + Hu − 1)
]T
, (27)

ψ(k) = [u(k − 1), . . . , u(k − N + Hw)]
T , (28)

Gfir =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

g(1) 0 . . . 0

g(2)
. . .

. . .
...

...
. . . g(1) 0

g(N )
. . . g(2) g(1)

0
. . .

... g(1)+ g(2)
...

. . . g(N )
...

0 . . . 0
∑N

1 g(i)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (29)

Sfir =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

g(2) g(3) g(4) . . . g(N )

g(3) g(4)
... . .

.
0

g(4)
... g(N ) . .

.
0

... g(N )
. . . . .

. ...

g(N ) 0 0 . . . 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (30)
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The matrices T1, T2, T3 and T4 contain zeros and ones and they allow to select
specific parts of Gfir and Sfir . The transformation matrices are functions of the pre-
diction and control horizon length and the FIR model order N as shown in Eq. 31:

T1 =
[

0 I 0
]
(Hp−Hw+1)×(2N−1) , T2 =

[
0
I

]

N×Hu

,

T3 =
[

I 0
]
(Hp−Hw+1)×(N−1) , T4 =

[
0
I

]

(N−1)×(N−Hw)
,

(31)

where 0 is a zero matrix and I the identity matrix, both with suitable dimensions.
In this context, the functional cost in Eq. 20 can be expressed in matrix form as

J(k) = eT (k)A2e(k)+ ûT (k)B2û(k), (32)

where e(k) is the prediction error vector in the horizon [Hw, Hp] and

A = diag(αHw , . . . , αHp ), B = diag(β1, . . . , βHu ) (33)

the penalization matrices. The expression of e(k) can be seen in Eq. 34:

e(k) = yr (k)− ŷ(k) = yr (k)− T1G f ir T2û(k)− T3S f ir T4ψ(k)− η̂(k), (34)

with yr (k) = [yr (k + Hw), . . . , yr (k + Hp)]T the reference trajectory vector.
Replacing Eq. 34 in Eq. 32 the functional cost can be expressed as,

J(k) = CT (k)A2C(k)− 2ûT (k)TT
2 GT

f ir TT
1 A2C+ ûT (k)

×
[
TT

2 GT
f ir TT

1 A2T1G f ir T2 + B2
]

û(k) (35)

with C(k) = yr (k)− η̂(k)− T3S f ir T4ψ(k).
If constraints are not considered the optimal solution for û(k) can be obtained by

making ∂J(k)/∂û(k) = 0, and then

û(k) =
[
TT

2 GT
f ir TT

1 A2T1G f ir T2 + B2
]−1

TT
2 GT

f ir TT
1 A2

× [yr (k)− η̂(k)− T3S f ir T4ψ(k)
]
. (36)

Note that û(k) is a vector with Hu components.
The predictive control philosophy (moving/sliding window) suggests that only

the first component of û(k) must be applied at k instant to the controlled process
and so the complete procedure is repeated in the next sample time k + 1. Thus, the
current MV sample is

û(k) = [1, 0, . . . , 0]û(k) = R
[
yr (k)− η(k)

]− Dψ(k) (37)

with
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⎡
⎢⎢⎢⎣

r1
r2
...

rHp−Hw+1

⎤
⎥⎥⎥⎦

T

= [1, 0, . . . , 0]
[
TT

2 GT
f ir TT

1 A2T1G f ir T2 + B2
]−1

×
[
TT

2 GT
f ir TT

1 A2
]

⎡
⎢⎢⎢⎣

d1
d2
...

dN−Hw

⎤
⎥⎥⎥⎦

T

= [r1, r2, . . . , rHp−Hw+1]T3S f ir T4.

(38)

In this context the current control sample can be expressed using the Z transform
as

û(k)

[
1+

N−Hw∑
i=1

di z
−i

]
= zHw yr (k)

⎡
⎣

Hp−Hw+1∑
i=1

ri z
i−1

⎤
⎦− [y(k)− ŷ(k)

]

×
⎡
⎣

Hp−Hw+1∑
i=1

ri

⎤
⎦ , (39)

now called

D∗(z−1) = 1+
N−Hw∑

i=1

di z
−i , R(z) =

Hp−Hw+1∑
i=1

ri z
i−1, R(1) =

Hp−Hw+1∑
i=1

ri .

(40)
Then, by using Eq. 39 and Eq. 40 can be obtained by the control law shown in Eq. 41,

Û (z) = R(1)

D∗(z−1)

[
zHw R(z)

R(1)
Yr (z)−

(
Y (z)− Ŷ (z)

)]
. (41)

Equation 41 requires static compensation to achieve zero tracking error at steady
state. Thus the final control policy can be observed in Eq. 42,

Û (z) = D∗(1)Kg

D∗(z−1)

[
zHw R(z)

R(1)
Yr (z)−

(
Y (z)− Ŷ (z)

)]
, (42)

where D∗(1) = 1+∑N−Hw
i=1 di and Kg = 1/

∑N
i=1 g(i).

The control structure proposed by Eq. 42 has similarities to the classic internal
model control (IMC) strategy and can be represented as shown in Fig. 15, where
F(z−1) is a low-pass filter to smooth the set point trajectory, w(k), and to produce
the reference trajectory yr (k).
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Fig. 15 MPC structure with FIR model

Several applications exist in the literature of this MPC strategy [8, 9, 11, 12]. A
detailed review of this technique can be found in [13].

Remembering Eqs. 24–30, 38 and the control law in Eq. 42 it can be observed
that the controller parameters (R(z), D∗(z−1), Kg) are given by the opportunely
identified FIR model. This fact suggests a potential indirect adaptive control imple-
mentation by updating recursively the linear model. In the following sections this
topic is addressed in detail.

3.2 Adaptive Predictive Control

The well-known indirect adaptive control (IAC) strategy is a classical methodology
to obtain controllers with adaptive parameters. The philosophy behind the IAC is to
parameterize the controller structure using a linear model of the process. Thus, any
model adaptation indirectly produces a controller parameters update.

A particular strategy can be developed using the concepts of IAC and the MPC
theory described in Sect. 3.1. Thus, another classical structure can be obtained called
adaptive predictive control (APC)

Rewriting the FIR model expression in Eq. 22 as a linear regression

ŷ(k) = ψ(k)T θ̂ (k)+ η(k), (43)

where

ψ(k) = [u(k − 1), . . . , u(k − N )]T
θ̂ (k) = [ĝ(1, k), . . . , ĝ(N , k)]T (44)

are the regressor and model parameters vectors respectively, a recursive identification
systems strategy can be applied to update the FIR model in each sample time. Details
about classical recursive identification algorithms can be found in the appendix.

Supposing that the FIR model recursive adaptation is performed correctly, then
Eq. 22 can be written as
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Fig. 16 APC structure with FIR model

ŷ(k) = ĝ(1, k)u(k − 1)+ ĝ(2, k)u(k − 2)+ . . .+ ĝ(N , k)u(k − N )

=
N∑

i=1

ĝ(i, k)u(k − i),
(45)

where the sample time k shows explicitly the time dependence in the linear model
(time variant).

In this context the control law in Eq. 42 becomes

Û (z) = D∗(1, k)Kg(k)

D∗(z−1, k)

[
zHw R(z, k)

R(1, k)
Yr (z)−

(
Y (z)− Ŷ (z)

)]
. (46)

and eventually the blocks diagram displayed in the Fig. 15 is modified to include the
recursive estimation algorithm as shown in Fig. 16 for the APC structure.

The APC (direct and indirect) topic has been addressed by several authors over
many years. In Sastry and Bodson [14] stability, convergence and robustness are
analyzed exhaustively. On the other hand, Jordan [8] and Kofahl [15] propose new
strategies to supervise robustness and convergence problems in APC. In these works
can be found both simulations and experimental results. For processes with strong
nonlinearities also there exist different approaches [16, 17].

In the recent years, APC acquired a significant relevance due to its direct appli-
cation in active fault-tolerant control systems. The APC adaptation properties allow
to detect process abnormal events and provide a direct mechanism to update the
controller automatically. These properties attracted renewed interest on these tech-
niques. Several authors and applications use APC like active fault-tolerant control
systems [12, 13, 18–21] to address problems such as faulty sensors and actuators and
dynamic process modifications (Fig. 17).
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Fig. 17 APRFC structure with FIR model

3.3 Adaptive Predictive Robust Filter Control

A modification of the APC strategy is called adaptive predictive robust filter control
(APRFC) [8, 9, 11]. The basic idea in this type of controller is to modify slightly the
strategy shown in Sect. 3.2 by introducing an adaptive correction for the prediction
given by the nominal FIR model Ĝ0(z−1). In this methodology the controller para-
meters are not adaptive. Undoubtedly, this approach achieves a degree of robustness
higher than APC, improving the closed-loop behavior even under sudden changes.

The FIR model can be considered as consisting of two effects, (1) the nominal
stable part Ĝ0(z−1) and (2) the adaptive stable one �Ĝ(z−1, k) as shown in (47)

Ĝ(z−1, k) = �Ĝ(z−1, k)+ G0(z
−1), (47)

where

�Ĝ(z−1, k) = �ĝ(1, k)z−1 + · · · +�ĝ(N , k)z−N

Ĝ0(z
−1) = ĝ0(1)z

−1 + · · · + ĝ0(N )z
−N

(48)

being ĝ0(i) = [h(i)− h(i − 1)]/�u(k), with h(k) the process step response to u(k)
with magnitude �u(k). The nominal FIR model (Ĝ0(z−1)) generates, according to
Eq. 42, a nominal stable predictive controller characterized by D∗0(z−1) and R0(z).

Rewriting the FIR model predictions as

ŷ(k) =
N∑

i=1

�ĝ(i)u(k − i)+
N∑

i=1

ĝ0(i)u(k − i)+ η(k) (49)

and by considering any recursive identification technique (see appendix) the feedback
filter can be updated using the linear regression shown in Eq. 50:

ψ(k) = [u(k − 1), . . . , u(k − N )]T ,
�θ̂(k) = [�ĝ(1, k), . . . ,�ĝ(N , k)]T . (50)
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Note that Eqs. 44 and 50 have the same regressor vector, so the APC and APRFC
strategies can be coupled to work collaboratively.

Anyway, the APRFC methodology also requires static compensation to achieve
zero static tracking error as shown in Eq. 51. This parameter is the only adaptive
component in the controller structure.

Kg(k) = 1

�Ĝ(1, k)+ Ĝ0(1)
(51)

In [8–12] several APC and APRFC applications are presented based on FIR mod-
els both academics and experimental results.

3.4 Adaptive Predictive Control with Robust Filter

This section addressed the main concepts about the APC and APRFC interconnection
and some issues related to improvements in recursive estimation and controller update
algorithms.

First, a brief analysis of the inclusion of the nominal conditions in the model
predictions is given. This allows to take into account the potential working point
modifications in the APC algorithm implicitly.

Remembering the FIR model predictions in Eq. 22, but in this case using the
nominal signal versions we have

ŷ(k) =
N∑

j=1+d

ĝ( j) [u(k − j)− u00]+ y00 + η̂(k)

=
N∑

j=1+d

ĝ( j)u(k − j)+
⎛
⎝y00 −

N∑
j=d+1

ĝ( j)u00

⎞
⎠+ η̂(k)

=
N∑

j=1+d

ĝ( j)u(k − j)+ p̂o + η̂(k), (52)

where ĝ( j) are the estimated FIR model coefficients, u(k) is the real signal control
applied to the process, ŷ(k) the model prediction, η̂(k) = y(k) − ŷ(k) the plant-
model mismatch, p̂o = y00 −∑N

j=d+1 ĝ( j)u00 is the operating point parameter,
which takes into account the nominal working point [y00, u00], and d is the offline
estimation of the process dead time.

Equation 52 can be written as an augmented version of that opportunely given in
Eq. 43 and eventually updated recursively:

ŷ(k) = ψau(k)
T θ̂au(k)+ η(k), (53)

where
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ψau(k) = [u(k − 1), . . . , u(k − N ), 1]T , and

θ̂au(k) = [ĝ(1, k), . . . , ĝ(N , k), p̂o(k)]T
(54)

are the regressor and parameters vector in this case. Note the inclusion of the operating
point parameter p̂o in the parameters vector θ̂au(k).

Using the augmented version of the FIR predictions in Eq. 52 and the control
policy defined in Eq. 37 it can be observed that [9–12]

û(k) = R(k)
[
yr (k)− [1, . . . , 1]T

(
y(k)− ψT

au(k)θau(k)
)]
− D(k)ψ(k)

= R(k)
[
yr (k)− [1, . . . , 1]T

(
y(k)− ψT (k)θ(k)− p̂o(k)

)]
− D(k)ψ(k)

= R(k)
[
yr (k)+ [1, . . . , 1]T p̂o(k)− [1, . . . , 1]T

(
y(k)− ψT (k)θ(k)

)]

− D(k)ψ(k). (55)

The last expression in Eq. 55 allows to understand how the p̂o(k) parameter intro-
duces the information about the current process state. If there are no changes in the
operating point the p̂o(k) parameter is constant and gives the adequate compensa-
tion to the normalized (no augmented) FIR predictions ψT (k)θ(k). On other hand,
if the operating point is modified either by disturbances or sensor faults (offset, drift,
etc.) the p̂o(k) parameter will take this into account recursively and give the suitable
correction. This characteristic causes the APC algorithm to be an excellent choice to
develop fault-tolerant control systems.

Second, the APC structure with FIR model has another important advantage, the
process dead time (and/or inverse response) can be estimated online directly from
the adaptive FIR coefficients by thresholding as shown in Eq. 56,

d̂(k) = max
(
i : ĝ(i, k) < ρ

)
, with i = 1, . . . , N , (56)

where ρ is the threshold value.
This allows to update the beginning of the prediction horizon as Hw(k) = d̂(k)+1

and to avoid excessive control action due to d̂(k). Thus, this strategy generates
that the APC algorithm not only updates the FIR model and controller parameters
but it also updates the order of the controller via Hw(k) = d̂(k) + 1. Eventually
Hp(k) = ν + Hw(k) can be updated to maintain the prediction horizon size, ν.

Another important issue is the time instant to perform the model and con-
troller updating. It is well known that recursive identification algorithms suffer
some problems when the regressor is not a sufficiently persistent excitation. In
order to avoid unwanted updates when this persistence is lost it is necessary to
develop some excitation monitoring index. In this book an error covariance matrix
(P(k−1) = U∗(k−1)D∗(k−1)U∗(k−1)T , see Appendix) based index is proposed
as shown in Eq. 57 [8, 15]

zn(k) = λ

λ+ ψT (k)P(k − 1)ψ(k)
(57)
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Fig. 18 APCWRF structure with FIR model

and its filtered version as displayed in Eq. 58:

s1(k) =
{

0.7s1(k − 1)+ 0.3z2
n(k), if s1(k − 1) ≤ 0.8zn(k)

0.99s1(k − 1)+ 0.01z2
n(k), in other case.

(58)

thus, Eqs. 57 and 58 conform the updating law stated in Eq. 59. This suggests that
the FIR model will be updated if

zn(k) < s1(k) (59)

is fulfilled, where 0 ≤ zn(k) ≤ 1. For a well-excited system zn(k) is near to zero and
the opposite for system with poor excitation. In addition, the controller parameters
are updated during N samples while Eq. 59 is fulfilled, with N the FIR model order.

Finally, the basic idea behind the APCWRF approach [8–12] is to maintain all
the properties from both APC and APRFC methodologies in a single algorithm. In
other words, coupling together the disturbances and sudden changes in robustness
from APRFC and the tracking and convergence properties under normal operation
from APC.

The APCWRF structure can be observed in Fig. 18. The recursive identification
block, based on either classic RLS or RLS with UD-factorization, gives information
about the model actualization�Ĝ(z−1, k) and the persistent excitation indexes zn(k)
and s1(k). This information is analyzed by the synchronization block which decides
whether

• a model adaptation is necessary,
• APC or APWRFC structure is applied,
• the controller parameters must be updated.

The synchronization block is displayed in Fig. 19. The initialization step, k = 0,
involves several activities as the offline FIR model identification of the process,
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parameters and matrices adjust for the APC and APRFC structures, etc. Initially, the
binary variable mode is set to zero indicating that the APC structure is used. On the
other hand, when mode = 1 it indicates that the APRFC is used. In each iteration
the mode variable is analyzed, if mode = 0 then APC has been applied in the last
iteration and the stability test on the controller polynomial, D∗(z−1, k), is allowed.
In this context, it is necessary to remember the origin of this polynomial. Considering
the control law in Eq. 42 and η(k) = 0 then

U (z) = D∗(1)KgYw(z)

D∗(z−1)+
[
G(z−1)− Ĝ(z−1)

]
D∗(1)Kg

, (60)

where Yw(z) = zHw F(z−1)R(z)w(z)/R(1) is both the filtered and advanced ver-
sions of w(z). Thus, the controller stability depends on the roots of the following
polynomial [8, 9]:

D∗(z−1)+
[
G(z−1)− Ĝ(z−1)

]
D∗(1)Kg. (61)

Assuming that the model updates are performed correctly, thus the plant-model
mismatch [G(z−1)− Ĝ(z−1)] → 0 when t →∞. Thus the controller stability can
be tied to D∗(z−1) only. This is an approximation, in fact this polynomial can be
stable but due to the plant-model differences the controller polynomial in Eq. 61 may
be unstable. To avoid problems with the above approximation the condition that the
model estimates are reliable,is also added. As seen from Fig. 19 if D∗(z−1) is stable
and a new test is added to guarantee the regressor excitation degree by zn(k) < s1(k).
If this is true, then the synchronization algorithm decides to stay in the APC strategy
and both model and controller are updated. In the case that D∗(z−1, k) becomes
unstable or zn(k) ≥ s1(k) the APC strategy is turned off and the APRFC is selected
with mode = 1 indicating this situation. The APRFC remains active during N
samples before returning to the APC policy and to update the controller matrices.
This guarantees that the adaptation is made with stable data.

3.5 Application Results of APCWRF

In this section, a PEMFC system under an improved APCWRF is analyzed using
a nonlinear dynamic model. Sudden changes in the stack current are associated
with the abrupt changes in the power demanded by the electric motor of a vehicle,
powered by the PEMFC. In this case two types of DC motors are considered. The
APCWRF is designed for controlling the compressor motor voltage. Because of the
wide working range the APC algorithm is improved accounting for three different
zones supported by three nominal linear models. It is especially thought to achieve
a better efficiency and to maintain the necessary level of the oxygen in the cathode
to prevent short circuit and membrane damage. A DC/DC converter is connected to
the electric motor.
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Fig. 19 APCWRF synchronization algorithm

In an FC system there are three main control systems to regulate: (a) the air/fuel
supply; (b) the water supply; and (c) the heat management. The main assumptions
are the following: a perfect air/fuel humidifier and perfect air and stack cooler. In
addition, a fast proportional feedback fuel-flow controller, which ensures a zero
pressure difference across the membrane, is assumed. Therefore, the control problem
discussed in the present work focuses on the regulation of the air (i.e. oxygen) supply
to the cathode. Remembering the optimal nonlinear mapping of the most important
variables when the fuel cell operates under standard conditions [22–24], then from
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Eq. 50 of Chap. 2 can be observed the optimal value of the compressor motor voltage
v

opt
cm which maximizes the stack net power, Pmax

net . It was found quite successfully to
represent the variation of the optimal vopt

cm with Ist. When the current demand from
the load suddenly increases, the oxygen consumption in the cathode also increases
leading the oxygen partial pressure to drops. The accompanying drop in the FC
voltage may lead to a short circuit and/or membrane damage; this phenomenon
is known as oxygen starvation. To prevent this, the air supply must be promptly
increased to replenish the cathode with oxygen. Also, the fuel supplied to the anode
must be quickly adjusted to ensure a minimal pressure difference across the FC
membrane. A similar control of the FC system is required during a sudden drop in
the stack current. Thus, the FC system control problem can be defined as

• manipulated variable (MV): compressor input voltage, vcm.

• controlled variable (CV): compressor air mass flow rate, Wcp.

• disturbance (D): stack current, Ist.

• performance variables (PVs): power net difference, z1 = Pnet − Pmax
net and excess

ratio difference, z2 = λO2 − λopt
O2

3.5.1 Disturbances to the PEMFC

The DC motors considered here present different excitation modes (field coil con-
nections), and eventually different control structures as shown in Fig. 20. These DC
motors type are briefly described as follows:

• Permanent magnet DC (PMDC) motor: In this case the poles are formed by
a permanent magnet with constant magnetic flux. A cascade control structure is
used for the speed control (master loop) that gives the current reference signal,
Ia,ref , for the induced current controller (slave). In addition, this current controller
defines the induced voltage feed, vref , for the DC/DC converter. The overall control
structure is shown in Fig. 20a.

• Excited separately DC (SEDC) motor: In this case the field circuit (Ie, Ue) is
excited independent of the armature circuit (Ia, Ua) and the speed control can
manipulate both armature and excitation voltage. Basically, a combined strategy
is proposed here allowing to operate the DC machine in both nominal and over-
speed (field weakening) zones. In this control structure can be observed two control
loops. By one hand, the armature loop, containing a current control of the internal
armature and an external speed controller connected in cascade. On the other hand,
the excitation loop, which also presents two hierarchical cascade controllers: the
internal excitation current controller and the external electromotive force (emf)
controller. This control structure can be observed in Fig. 20b.

All the controllers used in these subsystems are proportional/integral (PI) type
with anti-windup. The currents and voltages in the armature and excitation circuits
are limited considering their maximum allowed time of currents overshoot and 1.2
times the nominal value for voltages.

http://dx.doi.org/10.1007/978-1-84996-184-4_2#Equ50
http://dx.doi.org/10.1007/978-1-84996-184-4_2
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(a)

(b)

Fig. 20 Speed control strategies for DC motors a PMDC motor—armature control, b SEDC
motor—armature/field weakening control

The only way to control the speed in PMDC motors is by means of the armature
circuit (the field excitation is fixed). The zone in which the excitation is constant
and the armature voltage, Ua, can be modified is generally called the constant torque
region. The maximum value for Ua is given by its nominal magnitude, UaN , and gen-
erates the nominal speed, ωN . The maximum achievable speed in these conditions.
On the other hand, the SEDC motors have an additional circuit with implications on
the speed, the excitation circuit. It allows to achieve different degrees of the exci-
tation in an independent way. Then, in SEDC motors the speed can achieve higher
values than the nominal one by means of a suitable excitation field weakening pro-
cedure. This approach defines the so-called constant power region, due to both the
armature voltage and current at the nominal magnitudes. The above stated regions
are common in DC machines analysis by using the capability curves. Based on this,
the speed control structure with both armature and excitation circuit manipulations
present flexibility in the operational range.

The control structures shown in Fig. 20 are the load effect connected to PEMFC.
This load is represented by both the stack voltage, vst , and current, Ist .Thus, different
range of operations for the DC motors represent different load scenarios from the
PEMFC point of view.

In Fig. 21 the overall system with its control structure is summarized. Basically,
it consists of the FC with its local controllers (feedforward and feedback) connected
to the DC–DC converter, the DC motor as load disturbance and the speed controller
constituting the traction control system (TCS). The load disturbance Tl [Nm], that
affects the TCS, presents an arbitrary temporal profile as can be observed in Eq. 62.
The DC motor reaches the desired speed without load (t < 30 s), avoiding an
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Fig. 21 Overall control structure of PEMFC and traction system

excessive fuel cell current transient requirement in this period.

Tl =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, t < 30 s
30, 30 s ≤ t < 60 s
75, 60 s ≤ t < 90 s
30, 90 s ≤ t < 120 s
60, t ≥ 120 s

(62)

The control structure proposed here performs two different actions. One of them
considers the feedforward contribution given by an optimal static nonlinear mapping
according to Eqs. 50–53 of Chap. 2, and the other takes into account the feedback
contribution given by an APC by zones strategy. This last approach provides the
suitable servo behavior for the optimal compressor air flow reference in Eq. 50 of
Chap. 2 manipulating the compressor input voltage. Thus, the optimal excess ratio of
oxygen and the maximum net power are guaranteed although the disturbances and
plant-model mismatch occur.

The feedback controller block in Fig. 21 is implemented with an APCWRF
approach as described in Sect. 3.4. In this particular case, this strategy has been
modified by including a zone commutation taking into account the excursion range
of the load current demanded Ist (disturbance). Thus, the blocks labeled as controller
update, synchronization and recursive identification in Fig. 18 are augmented with a
zone signal. In this context, three FIR models, obtained around three strategic oper-
ating points inside the corresponding ranges: zone 1: 100–150 A, zone 2: 150–200 A
and zone 3: 200–250 A are proposed. The initial conditions for each zone were taking
into account in the control algorithm so as to be switched together in the transition
stages. This modification gave an interesting improvement on the dynamic behavior
for the wide working range imposed by the electric motors considered here [12].
Thus, the commutation between zones involves selecting the corresponding model
and controller parameterization, which is performed together with a set point modi-
fication in the same direction. This methodology allows a smooth dynamic behavior
when sudden changes in the tracking and prediction error occur and prevents abrupt
transitions in the manipulated variable. Hence, only slight transient effects during
the commutation stage can be detected.

http://dx.doi.org/10.1007/978-1-84996-184-4_2#Equ50
http://dx.doi.org/10.1007/978-1-84996-184-4_2#Equ53
http://dx.doi.org/10.1007/978-1-84996-184-4_2
http://dx.doi.org/10.1007/978-1-84996-184-4_2#Equ50
http://dx.doi.org/10.1007/978-1-84996-184-4_2
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The stability aspects about the classical APCWRF approach has been discussed
in [8, 9]. In this case, the stability performance of APCWRF by zones is guaranteed
by a suitable initialization of the algorithm when a commutation must be performed.
Each zone is characterized by a nominal stable FIR model together with a stable
control structure parameterization. Thus, when a zone change takes place the actual
control problem commutes to another one previously defined by their corresponding
nominal FIR model and a stable controller. In other words, the overall problem can be
seen as three asymptotic stable APCWRF control problems. Anyway, the switching
control strategies are still an open and challenging problem for medium-and large-
scale processes.

In this section several simulation results are included in order to demonstrate
the potentiality of the control strategy described above. First, a brief comment on
the controller tuning parameters is performed. For the case study given here, both
control strategies (APC and APRFC) have the same parameters shown in Table 1. The
prediction horizon [Hw, Hp] was adopted as ten samples with Hw = 1 and Hp =
11 because it provides a good trade-off between transient response and prediction
quality. Otherwise, for large values, the effect is mainly observed in the steady-state
behavior. Furthermore, if the process presents dead time and/or inverse response,
the prediction horizon must begin after the delay and/or the period with inverse
response so as to spend less control energy. The end of the prediction horizon, Hp,

has direct impact on the stability. Large values of Hp allow to have an extended
vision of the future behavior so that corrective actions can be taken immediately.
The main problem involved with these parameters selection is the computational
cost associated with them. The control horizon, Hu, in this case was selected as
two movements. In this case allowing fewer number of movements (small control
horizon) means more quick and aggressive response. Another important parameter is
the FIR model order, N, in this case it was adjusted to 30 samples. A practical rule of
thumb [8] suggests no more than 40 samples, once the sampling time, Ts, is adopted.
The predictive functional cost is also parameterized by the penalty coefficients αi

and βi which weigh the prediction error and the control energy respectively. These
coefficients can be represented in matrix form as A = diag(αHw , . . . , αHp ) and B =
diag(β0, . . . , βHu−1). In this case these matrices are adjusted to an unitary diagonal
matrix and a cero matrix respectively weighing only the prediction error. The tuning
implications of these matrices are direct and opposite, large values of A generate
aggressive responses and large values of B produce smooth manipulated movements.
Finally, the main parameter in the recursive estimation is the forgetting factor, λ.This
produces an exponential weighting of the data in the recursive algorithm. A rule of
thumb [25] suggests that typical values are in the range [0.96, 0.995]; clearly this
selection affects the convergence rate of the adaptive identification.

The results are grouped into two sets. Initially, the PMDC motor under the load
disturbance profile of the Eq. 62 is presented in Figs. 22, 23, 24. The Figs. 25, 26, 27
summarize the same simulation condition but, in this case, connected to the SEDC
motor. In both cases, the TCS guarantees the desired shaft speed of 10 rad/s under
several load changes. In addition, graphical and numerical comparisons between
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Table 1 APCWRF parameters setting

Variable Hw [samp.] Hp [samp.] Hu [samp.] N αr A B λ Ts [s]

Value 1 11 2 30 0.09 I 0 0.995 0.1
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Fig. 22 Controller variables—PMDC motor a compressor air flow, b compressor air flow with
zoom, c compressor motor voltage, d indicators and zone

the control strategy proposed here and the optimal static feedforward responses are
included.

The Fig. 22 summarizes the principal variables involved in the fuel cell control
strategy. First, in Fig. 22a,b can be observed as the optimal compressor air flow,
W opt

cp , set point, derived from the instantaneous, Ist and the measured air flow, Wcp,

when both a static feedforward (FF) and a FF in combination with the APCWRF
approach (FF+FB) are implemented. Clearly, the static FF presents offset problems
and considerable overshoot in some responses. The FF+FB strategy proposed here
displays a suitable behavior without offset and reduces the aggressive evolutions on,
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(b)

(d)(c)

(a)

Fig. 23 Performance and load variables—PMDC motor a net power, b excess ratio, c excess ratio
zoom, d shaft speed and torque

Wcp. It can be observed too in Fig. 22c where the manipulated variable, vcm, profile
is presented for both control structures. The Fig. 22d shows the principal variables in
the APCWRF approach, the supervision indicators of Eqs. 57 and 58, for deciding
the use of the robust filter or not, and the operating zone evolution that drives to the
proper FIR model selection.

On the other hand, in Fig. 23 can be seen both the fuel cell performance and TCS
variables in the PMDC motor case. The fuel cell net power, Pnet, in Fig. 23 shows
good behavior in agreement with the optimal reference in Eq. 50 of Chap. 2. Although
the net power is an indirect controlled variable (ICV), in this case both FF and FF+FB
control strategies present a suitable performance. Another ICV is the excess ratio of
the amount of oxygen, λO2 . The desired evolution of this variable is represented by
the optimal one given in Eq. 51 of Chap. 2 Figure 23b, c (zoom) shows these behav-
iors when both the FF and FF+FB control strategies are implemented. Clearly, the FF
approach presents important offset problems degrading its performance. Meanwhile,

http://dx.doi.org/10.1007/978-1-84996-184-4_2#Equ50
http://dx.doi.org/10.1007/978-1-84996-184-4_2
http://dx.doi.org/10.1007/978-1-84996-184-4_2#Eq51
http://dx.doi.org/10.1007/978-1-84996-184-4_2


106 D. Feroldi et al.

(a) (b)

(c)

Fig. 24 Controller signals—PMDC motor a synchronization signals, b model predictions (com-
pressor air flow), c stack current

the FF+FB strategy allows a suitable excess ratio evolution (without offset problems)
guaranteeing the optimal one although they pass through different operating condi-
tions. Figure 23d displays the principal variables in the TCS, the load torque changes
and the controlled shaft speed under this condition.

On the other hand, Fig. 24 summarizes the different useful signals tied to the
adaptive predictive controller. Figure 24 shows the synchronization signals used in
the APCWRF approach (Fig. 19) along the simulation, like the stability check of
D∗(k−1), the FIR model update permission and the mode variable (the control
approach used). Can be observed as both stability and permission signals define
the control approach used, APC or APRF. Figure 24b displays the three nominal
FIR predictions of the compressor air flow along the different working zones. Each
model is the most representative of its zone. The stack current, Ist, excursions
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(a)

(c)

(b)

(d)

Fig. 25 Controller variables—SEDC motor a compressor air flow, b compressor air flow zoom,
c compressor motor voltage, d indicators and zone

are shown in Fig. 24c. This variable defines when the zone changes occur for the
controller. It is important to note that in the limit of two zones the nominal FIR
model corresponding to each zone is equally valid, giving good predictions in both
cases. Anyway, the zones definition were made assuming to cover a wide range of
the stack current excursions. This may be the case when more demanding torque
loads are applied to the motors or when the motor type is changed.

The second group of simulations considers the same operation conditions but in
this case using an SEDC motor in the TCS. Figure 25 presents the principal variables
involved in the fuel cell control strategy. First, in Fig. 25a and its zoom in Fig. 25b
can be observed the optimal compressor air flow, W opt

cp and the measured air flow,
Wcp, when both FF and FF+FB control are implemented. The static FF presents
offset problems with respect to the optimal reference trajectory. The FF+FB strat-
egy proposed here demonstrates a suitable behavior without offset, handling well
the plant-model mismatch and nonlinear problem by adaptation. This can also be
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(a)

(c) (d)

(b)

Fig. 26 Performance and load variables—SEDC motor a net power, b excess ratio, c excess ratio
zoom, d shaft speed and torque

observed in Fig. 25c where the manipulated variable, vcm, profile is presented for
both control structures. Figure 25d shows the principal variables in the APCWRF
approach, the supervision indicators of the Eqs. 57 and 58.

The last simulation presented in Fig. 26 displays both the fuel cell performance
and TCS variables with SEDC motor. The fuel cell net power shown in Fig. 26a
presents a good evolution in agreement with the given optimal reference with both
control structures. The net power and the excess ratio of the amount of oxygen are
ICVs and are strongly related to the way the compressor air flow is able to follow
the optimal profile. In fact, the FF strategy presents considerable offset to control
Wcp as can be observed in Fig. 25. Meanwhile, the suitable control of Wcp, made by
the FF+FB approach, guarantees a correct evolution keeping the λO2 very close to
the optimal trajectory as can be observed in Fig. 26b, c (zoom). Figure 26d
displays the main variables in the TCS, the load torque changes and the controlled
shaft speed under this condition.
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(a) (b)

(c)

Fig. 27 Controller signals—SEDC motor a synchronization signals, b model predictions, c stack
current

Finally, Fig. 27 summarizes the different useful signals tied to the controller.
Figure 27a shows the synchronization signals used in the APCWRF approach
(Fig. 19) along the simulation, such as the stability check of D∗(k−1), the FIR model
update permission and the mode variable (defining the used control approach). Fig-
ure 27b displays the three nominal model predictions of the compressor air flow along
the different working zones. The stack current, Ist, excursions define when the zone
changes happen to be processed by the controller, they are shown in Fig. 27c. In this
case, the working points pass through zones 1 and 2.

The most important variables such as the compressor air flow, the net power and
the excess ratio are evaluated using the integral absolute error (IAE) between their
instantaneous evolutions and their corresponding optimal references. The results are
shown in Table 2 for both control structures, FF and FF+FB and both kinds of motors.
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Table 2 Performance Index - IAE

Motor type PMDC SEDC
Control policy FF FF+FB FF FF+FB

W cp [kg/s] 0.113 0.033 0.052 0.017
Pnet [kW] 27.2 25.5 18.0 11.7
λO2 3.408 1.335 1.70 1.005

Clearly, the approach proposed here presents an improvement in this performance
index assuring the correct operation of the PEMFC.

4 Conclusion

High efficiency level, long durability and good transient behavior are fundamental
issues for the success of fuel cell systems in the energy and automotive market. Thus,
the adequate control of the system is a crucial topic to ensure a high performance.
With this aim, two methodologies of control based on model predictive control were
proposed and tested successfully.

In Sect. 2, a methodology based on dynamic matrix control (DMC) was presented.
First, a steady-state analysis was done. With this analysis, it is shown that the system
efficiency, in most of the current density ranges, can be improved by manipulating the
cathode outlet air flow valve. Second, a dynamic analysis shows a transient response
improvement with the additional manipulated variable.

Then, taking advantage of the results of the two previously mentioned analyses,
the control strategy based on predictive control (DMC) was proposed, using the com-
pressor motor voltage together with the cathode air flow valve area as manipulated
variables. The controlled variables are the stack voltage and the oxygen excess ratio.
To predict the future process response, the control strategy makes use of a process
model easily obtainable through step response.

The simulation results show an appropriate dynamic response, which can still
be improved with the inclusion of the disturbance model. Moreover, the control
objectives have been accomplished with reduced control effort. This effort can be
further reduced modifying the values of the matrix Q. This is particularly important
because of practical limitations in the manipulated variables.

In Sect. 3, a methodology based on adaptive predictive control with robust filter
was presented. From the simulated results it is clear that the improved APCWRF is
able to handle well the PEMFC requirements in a wide range of working zones pro-
duced by exigent load demands of different electric motors. The APCWRF presents
a good performance and achieves the proposed objectives set for the complete system
(PEMFC connected to the electric motors).

The combined action with the feedforward contribution allows the APCWRF to be
able to present a well regulated behavior inspite of the complex disturbance scenarios.
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In addition, the feedforward action is useful for setting the optimal compressor input
voltage as a function of the demanded load. Another important advantage is that
indirect controlled variables (ICVs) named as “performance variables” can be kept
close to the optimal values according to the imposed load changes.
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Appendix

Recursive Identification Algorithms

In this section a brief description about recursive system identification algorithms is
presented.

Remembering the linear regression form in Eq. 43

y(k) = ψ(k)T θ (63)

and supposing the parameters vector θ unknown but the input–output data were
collected suitably from an identification experiment, so

Z N = {u(1), y(1), . . . , u(N ), y(N )} (64)

are known and N is the data base dimension. Then, the predictions in Eq. 63 can be
used to fit the data base observations in a least squares sense by mean of cost criterion
presented in Eq. 65

min
θ

VN

(
θ̂ , Z N

)
, (65)

where θ̂ is the estimated parameters vector and

VN

(
θ̂ , Z N

)
= 1

N

N∑
k=1

(
y(k)− ŷ(k)

)2 = 1

N

N∑
k=1

(
y(k)− ψ(k)T θ̂

)2
. (66)

In this case, the least square estimate can be represented as

θ̂N = arg min
θ̂

VN

(
θ̂ , Z N

)
, (67)

where θ̂N indicates that N input–output samples were used.
Being VN a quadratic function in θ̂ the optimal solution can be easily found by



112 D. Feroldi et al.

0 =
dVN

(
θ̂ , Z N

)

dθ̂
= 2

N

N∑
k=1

ψ(k)
(

y(k)− ψ(k)T θ̂
)
. (68)

Reordering:

N∑
k=1

ψ(k)y(k) =
N∑

k=1

ψ(k)ψ(k)T θ̂ , (69)

or similarly:

θ̂N =
[

N∑
k=1

ψ(k)ψ(k)T
]−1 N∑

k=1

ψ(k)y(k). (70)

Recursive Least Squares

The least squares methodology presented in the previous section can be modified to
update the parameters vector recursively as new input–output data are acquired from
the process [8, 25].

Rewriting the covariance matrix in Eq. 70 as

PN =
[

N∑
k=1

ψ(k)ψ(k)T
]−1

. (71)

Then,

P−1
N =

N−1∑
k=1

ψ(k)ψ(k)T + ψ(N )ψ(N )T = P−1
N−1 + ψ(N )ψ(N )T (72)

and the estimated parameters vector

θ̂N = PN

[
N−1∑
k=1

ψ(k)y(k)+ ψ(N )y(N )
]

= PN

[
P−1

N−1θ̂N−1 + ψ(N )y(N )
]

= θ̂N−1 + PNψ(N )
[

y(N )− ψ(N )T θ̂N−1

]
. (73)

Thus, the following recursive algorithm can be obtained:

θ̂N = θ̂N−1 + K (N )
[

y(N )− ψ(N )T θ̂N−1

]

K (N ) = PNψ(N )

ε(N ) = y(N )− ψ(N )T θ̂N−1.

(74)
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From Eq. 74, ε(N ) represents the output prediction error in k = N computed by
using the parameters vector estimated in the previous sample time k = N − 1. The
first equation shows that the parameters vector estimate is computed by mean of
the previous one and a correction factor that depends on the prediction error. The
K (N ) term indicates how the previous estimate must be modified in the updating
procedure.

The main problem with the recursive algorithm shown in Eq. 74 is the matrix
inversion in PN for each sample instant. This problem can be avoided by using the
matrix inversion lemma, which defines that

[A + BC D]−1 = A−1 − A−1 B
[

D A−1 B + C−1
]−1

D A−1. (75)

Rewriting Eq. 71:

PN =
[

P−1
N−1 + ψ(N )ψ(N )T

]−1
(76)

and applying the previous lemma:

PN = PN−1 − PN−1ψ(N )ψ(N )T PN−1

1+ ψ(N )T PN−1ψ(N )
, (77)

that is a recursive expression for PN . In this context, the recursive least squares
algorithm is

θ̂N = θ̂N−1 + K (N )
[

y(N )− ψ(N )T θ̂N−1

]

K (N ) = PNψ(N )

ε(N ) = y(N )− ψ(N )T θ̂N−1

PN = PN−1 − PN−1ψ(N )ψ(N )T PN−1

1+ ψ(N )T PN−1ψ(N )
(78)

An interesting variant of this algorithms is the called RLS with forgetting factor.
In this strategy the functional cost stated in Eq. 66 is augmented by introducing a
parameter λ as is shown in Eq. 79:

VN

(
θ̂ , Z N

)
= 1

N

N∑
k=1

λN−k
(

y(k)− ψ(k)T θ̂
)2

(79)

with 0 < λ ≤ 1. Thus, an exponential weighting is made on the prediction error
giving more importance to the new data (λN−k near to 1) and less emphasis to the
old ones (λN−k near to 0). Applying the same procedure as for the RLS case, the
following algorithm can be obtained,
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θ̂N = θ̂N−1 + K (N )
[

y(N )− ψ(N )T θ̂N−1

]

K (N ) = PNψ(N )

ε(N ) = y(N )− ψ(N )T θ̂N−1

PN = 1

λ

[
PN−1 − PN−1ψ(N )ψ(N )T PN−1

λ+ ψ(N )T PN−1ψ(N )

]
.

(80)

This approach is called RLS with forgetting factor. Note the only difference with
the classical RLS in Eq. 78.

Recursive Least Squares with UD-Factorization

It is very helpful, from a numerical point of view, to represent the matrices by
factorization. This avoids problems with large ill-conditioned matrices. A classical
method is the UD-factorization. The basic idea is to represent the covariance matrix
error in the RLS algorithms as is shown in Eq. 81:

P(k) = U∗(k)D∗(k)U∗(k), (81)

where U∗(k) is a triangular superior matrix with unitary principal diagonal and y
D∗(k) a diagonal matrix [8, 9, 25, 26].

The RLS with forgetting factor and UD-factorization is
A Initialization, k = 0

D∗(0) = δI, con δ = 102 − 104

B For k > 0

f(k) = UT∗ (k − 1)ψ(k)

v(k) = D∗(k − 1) f (k)

α0(k) = λ

1. For j = 1, 2, . . . , N

α j (k) = α j−1(k)+ f j (k)v j (k)

D j j (k) = α j−1(k)D j j (k − 1)/α j (k)λ

γ̃ j (k) = v j (k)

u j (k) = − f j (k)/α j−1(k)

2. For i = 1, . . . , j − 1

Ui j (k) = Ui j (k − 1)+ γ̃i (k)u j (k)

γ̃i (k)← γ̃i (k)+Ui j (k − 1)γ̃ j (k)
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3. Compute

γ (k) = 1

αN (k)

[
γ̃1(k), γ̃2(k), . . . , γ̃N (k)

]T

4. Update

θ̂ (k) = θ̂ (k − 1)+ γ (k)
[

y(k)− ψT (k)θ̂(k − 1)
]

5. Store U∗(k), D∗(k) and θ̂ (k)

where y(k) is the process output,ψ(k) the regressor vector (inputs for FIR model) and
λ the forgetting factor. With this algorithm the covariance matrix, P(k), is updated
recursively by actualizing its factorization U∗(k) and D∗(k).Moreover, the parame-
ters vector is estimated recursively also.
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Simulation and Control of PEMFCS
Thermal Behavior

Abdelkrim Salah, Rachid Outbib and Jaafar Gaber

Abstract This chapter is dedicated to the thermal behavior of PEM fuel cells
(PEMFC). The goal is twofold. First, we develop an alternative modeling approach;
to partial differential equations, for analysis and simulation of the thermal behavior
of PEMFC. The obtained linear model is, in order to improve the accuracy, of large
size. Thus, in this approach the simulations are based on parallel computations. The
parallel algorithm is implemented using three different systems that are UPC, MPI
and PVM. Then, we analyze the performances of each system by considering the
computation times and the speedup of each implementation. Second, we propose a
strategy to control the thermal behavior. More precisely, we establish a bilinear state
model, which describes the behavior of the thermal aspect. Afterwards, we prove that
the proposed nonlinear system can be made locally asymptotically stable around a
desired temperature value. The control law is obtained by feedback stabilization
approach. To illustrate the proposed methodologies, simulation results are given.

1 Introduction

The chemical conversion to electrical energy, using PEMFC, is accompanied by
the production of an important thermal energy. This energy results mainly from the
loss of exothermic reaction within the electrodes and by internal irreversibility, i.e.
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activation, ohmic and concentration polarization. Consequently, the control of
the thermal aspect is compulsory. Hence, thermal management and minimizing
temperature constraints add complexity and cost to the PEMFC system. Thus, in
order to increase the efficiency of PEMFC, the purpose is to operate the PEMFC
at its maximum allowed internal temperature. The rise of the temperature shifts the
polarization curve upward and more power is produced than at a lower temperature.
Consequently, no additional fuel or oxidant are required.

Generally speaking, for PEMFC, a controller is available for cooling in order
to maintain the fuel cell at its operating temperature. The control input generates a
mass flow rate signal and sets the speed of the pump which permits the circulation of
the cooling fluid (liquid or gas). The waste heat is rejected with exhaust. Moreover,
the small temperature difference between the power plant and surroundings makes
heat rejection difficult. Hence, the operating range of the power of the fuel cell and
its lifetime are greatly influenced by the operating temperature. In order to provide
efficient stack operation and to ensure a durability of the fuel cell, the temperature
must be maintained without large changes even when it is subject to disturbances
and output power changes.

The control of thermal behavior have attracted the interest of several authors (see
for instance [1–4]). In general, the goal is to stabilize the value of the temperature
around the membrane. The proposed approaches are mainly based on models that are
continuous-time or discret-time and are linear or nonlinear. The goal is to maintain
accurately the optimal temperature within a proton membrane fuel cell stack by
controlling the coolant flow rate. However, the thermal behavior of PEMFC requires
more understanding and development of new strategies of control.

This chapter is dedicated to simulation of thermal behavior and its control. The
goal is twofold. The first part deals with the problem of simulation of thermal behav-
ior. In order to obtain accurate results, large scale simulations are needed. How-
ever, this simulations can take unacceptably large execution time. This is especially
true when using traditional models which are governed by heat equations. Thus, a
first main contribution in this work is the development of an alternative modeling
approach, based on parallel computing, to analyze and simulate the thermal behavior
of the heterogeneous system that is PEMFC. We show, in particular, that the thermal
behavior of PEMFC lends well itself to parallelism and can therefore benefit from
advances in parallel. Furthermore, we analyze the performances of three systems
(UPC, PVM and MPI) by considering the computation times and the speedup of
each implementation.

The second part treats the problem of the control of thermal behavior. First, we will
consider some areas of the stack that are important and we associate to each area a
point. Second, we will establish a new non linear model which describes the behavior
of thermal aspect at each point. Notice that the established model is of bilinear form.
This is no surprising since for others applications, in the literature, the thermal aspect
is also described by this kind of model. Afterwards, we will propose a strategy, based
on feedback stabilization, to control the thermal behavior around a desired value. To
illustrate the performances of the proposed methodologies, simulation results are
given for open-loop and closed-loop system, respectively.
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e.g., UPC

Parallel Programming Paradigms

Distributed MemoryShared Memory Partitionned Global Address Space

e.g., PVM, MPIe.g., OpenMP

Fig. 1 Paradigm of parallel computing

2 Simulation of the Thermal Behavior

The aim of this section is to present methodologies for modeling and simulating the
thermal behavior of a PEMFC [5, 6]. In the first subsection, the notion of parallel
computers is introduced. The tools of thermal behavior modeling are given by the
second subsection. The third subsection is constituted by descriptions of the parallel
systems and by performances results on parallel implementations. The last subsection
contains simulation results of thermal behavior of PEMFC.

2.1 Simulation Tools: Parallel Computers

The simulations of thermal behavior are, in general, obtained using models that
are governed by heat equations and are based on computational tools that derive
approximate solutions to partial differential equations. It requires computations that
can take unacceptably large execution time. Such multi-model systems also require
synchronization which results in overhead. Hence, this problematic requires new
methodologies in order to obtain accurate results with an acceptable execution time.
In this chapter we propose a new approach to model thermal behavior of PEMFC
and we show how to use parallel calculation in order to optimize the execution time.
The obtained data will be highly precise and accurate.

The goal of a parallel algorithm is to accelerate the execution of the calculations
by means of several processes or several workstations. During the implementation, it
is necessary to decompose the original problem in several tasks. These tasks can be
dependent to each others and sharing the same data. Hence, the parallel programming
is based on the model of communicating process. A process is in common memory,
in distributed memory, or virtual shared memory (Fig. 1).

More precisely, in this parallel computers model, the calculation tasks are shared
between several process having an independent access to the common memory. This
kind of model requires multiprocessors and several ways of access to the memory.
In the distributed memory model, several processes share the same memory space.
In other words, the tasks are distributed between several processes which possesses
reserved memory spaces and where every processor manages its process.
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2.2 PEMFCS Thermal Behavior Modeling

The goal it to obtain a lumped parameter model which describes the behavior of
thermal in representative areas of the PEMFC. The model will be obtained using
the network nodal approach where each area is represented in the model by a scalar
variable. Among the area of the PEMFC, the behavior of thermal aspect around the
membrane will be considered for analysis. In fact it represents an important issue
in the global control of PEMFC. Notice that the size (i.e. the number of variables)
of the linear model, considered for simulation, is variable and will depend on the
desired accurate.

2.2.1 Generalities on Thermal Behavior Modeling

In the literature, the thermal behavior problem, and independently of the fuel cell, is
dealt by using tools and methodologies that are based on the classical heat equation
applied to the considered process. Energy balance is used to quantify the energy used
or produced by a system and is expressed using the following principle: the intake
energy is the sum of the internal produced heat, the external work and the energy
storage.

The obtained models are based on partial differential equations. For instance,
consider the case of the thermal conduction. Let T be the temperature vector and k
denotes the thermal conductivity. Let also ∇2 designates the Laplacian. The quan-
tity −k∇2T represents the internal produced heat. Then the heat equation is as
follows:

ρcp
∂T

∂t
= −k∇2T + P, (1)

where P denotes the energy storage, ρ represents the density of the material and cp
is the specific heat.

In the special case of the one-dimensional heat conduction, the equation describing
the behavior of the variable T is given by:

ρcp
∂T

∂t
= −k

∂2T

∂x2 Q, (2)

where Q is the source term.
The finite difference method is one of the most widely used techniques to obtain

an approximate solution to the partial differential equation describing the behavior
of a physical system. In the rest part of this subsection, we use the discrete form of
the formula above in order to obtain a discrete model which describes the behavior
of temperature at a considered node.

For a node (i), we associate a source term denoted by Qi. Using the central
difference formula, the second derivative of heat equation is approximated, by the
following Taylor series development:
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Fig. 2 Difference finite
discretisation

ρcp
∂Ti

∂t
= −k

Ti+1 − 2Ti + Ti−1

�x2 + Qi (3)

or

ρcp
∂Ti

∂t
= k

(Ti − Ti+1)

�x2 + k
(Ti − Ti−1)

�x2 + Qi (4)

Let �x be the distance between the two nodes (i − 1) and (i). Let also s be the
exchange surface between the two nodes then the volume v is defined by v = S ·�x
(see Fig. 2). So, and using (4) we get

ρcpv
∂Ti

∂t
= kS

�x
(Ti − Ti+1) + kS

�x
(Ti − Ti−1) + Qiv, (5)

where G = k.S
�x denotes the conductance. The term Ci = ρcpv designates the thermal

capacity and Pi = Qi · v represents the source term of heat production.

2.2.2 Generalities on PEMFC

Fuel cells are composed by elementary electrochemical cells called membrane-
electrode assembly (MEA), sandwiched between two bipolar plates (see Fig. 3).
Each elementary cell comprises an electrolyte (i.e. membrane) and two electrodes
(i.e. anode and cathode). Fuel oxidation process takes place at the anode

Anode: H2 → 2H+ + 2e−

while the reduction process takes place at the cathode

Cathode:
1

2
O2 + 2H+ + 2e− → H2O.

To obtain satisfactory tension, unit cells are stacked together in series to construct a
fuel cell stack. Protons produced by the hydrogen oxidation move across the elec-
trolyte, then combine with oxygen and the electrons coming from the external circuit
to form water and heat
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Fig. 3 PEM fuel cell operation

1

2
O2 + H2 → H2O + Heat. (6)

Bipolar plate that comprises channel gasses serves as both current collectors and
separation barrier within electrochemical cell stack. To dissipate the heat produced
by the fuel cell, separate cooling plates, through which circulate water, are used.

The thermal behavior of a fuel cell at the bipolar plates is governed by the con-
duction and convection phenomena. Distribution channel nodes (i.e. fluid volumes)
exchange heat with the bipolar plate nodes by convection. By conductance convec-
tive movements, heat exchange occurs in channel nodes due to gases movement. The
thermal phenomenon of conduction takes place between electrodes and membrane
or plates. In the reactive zone of the MEA, the nodes receive the heat produced by the
electrochemical reactions and the heat produced by water sorption at the membrane
interfaces (see Fig. 4).

2.2.3 Network Nodal Approach

The goal of this part is to establish a model using the technical of network nodal mod-
eling. The network nodal technical is similar to electrical–thermal analogy approach
(see [7, 8]). This technical is based on local exchange heat, between nodes. To
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Fig. 4 Nodal network of a
cell including gasses and
water cooling

Fig. 5 Nodal principle

describe a thermal behavior of PEMFC using the nodal approach, we consider a
sequence of nodes coupled with the reference node (see Fig. 5).

The behavior of the temperature at the node (i), taking into account the intercon-
nection with the others nodes, can be described by the following formula:

Ci
dTi

dt
= G ij(Tj − Ti) + Pi, (7)

where G ij describes the thermal exchange between the nodes (i) and (j) and Pi
represents the source term.

The nodal network approach consists in dividing the physical system to be studied
into elementary volumes (i.e. nodes) with isothermal temperature hypothesis. Con-
nection between two given adjacent nodes is represented by a thermal conductance
that depends on the nature of the thermal transfer. Two parameters are defined for
each node (i). We use Ti to design the average temperature of the node and Ci to
denote the heat-storage capacity. Note that the two quantities are related to thermo-
physical properties of the material corresponding to the node. Recently, the nodal
network approach coupled with FDM has been used to analyze the PEMFC thermal
behavior (see for instance [7, 9]). More precisely, the thermal behavior of the fuel
cell solid part has been analyzed with the nodal network approach, while the PDE
was used to analyze the thermal behavior of gas channels (i.e. fluid part). The used
methodology is based on application of FDM with sequential computations. In this
work, the proposed nodal network approach do not require coupling with PDE model
and the computations are done using parallel processing. In fact, both the solid part
and the fluid part used to represent the channel gasses are divided into nodes with
homogeneous temperature assumptions.
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2.2.4 Mathematical Model

The temperature distribution in the nodal network approach is modeled as follows.
A heat exchange between two adjacent nodes is given by a thermal conductance.
Boundary conditions are described by specific conductance Gbound

ij . This conduc-
tance represents the combined heat transfer conduction–convection phenomenon.
The reactive node of cell is represented by a source term Qi. Using the thermal bal-
ance at each node we get the following linear system to describe the behavior of the
temperature for the fuel cell:

C
dT

dt
= GT + B, (8)

where T is the temperature vector, C is the diagonal matrix defined by Cii = ρicpiVi
and Cij = 0 for i �= j, ρi represents the density, cpi is the specific heat of a fluid
or a solid and Vi designates the elementary volume of node (i). B is a vector that
represents both the source term and the boundary conditions which will defined
hereafter. G ∈ Mn×n

1 is the conductance matrix defined by

G = Gsolid + Gfluid. (9)

The matrix Gsolid designates the heat exchanges within the solid part of the cell.
Gfluid is a matrix constituted by the conductances which represent the heat exchanges
within the fluid part of the cell. Note that in order to ensure more data precision, the
size of matrix G should be very large. Hence, the computation time needed to solve
the linear system (8) becomes very huge. For that reason, parallelizing the simulation
becomes a necessity to make it practical.

From now on, we use G ij(i, j ∈ {1, . . . , n}), to denote the element of the matrix
G at the ith line and jth column. G ij represents the conductance value between a
given node (i) and one of its neighbors (j). To define the value of each element G ij
of G we use the thermal balance principle and we distinguish two cases according
the nature of the cell material.
A. Solid Part:

Gsolid
ij =

{−∑
j(G

cond
ij + Gconv

ij + Gbound
ij ) if i = j∑

j (G
cond
ij + Gconv

ij ) if i �= j.
(10)

B. Fluid Part:

Gfluid
ij =

{−Gf
ij if i = j

Gf
ij − ∑

jG
conv
ij if i �= j.

(11)

1 Mn×n denotes the set of the matrices with n lines and n columns where n is the size of the nodal
network.
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The matrix Gcond represents the heat exchanges by conduction (i.e. solid–solid
exchange). Gconv is a matrix constituted by the convection–conductance (i.e. solid–
fluid exchange). The matrix Gf is composed by conductance that models the mass
motions. Gbound designates the boundary conductance. The vector B is expressed as
follows

B =
{∑

j Gbound
ij T amb

i,j + Pi for the solid part,

Gf
boundT f

amb for the fluid part,
(12)

where Tamb represents the ambient temperature. Gbound is introduced to describe the
heat exchange between the fuel cell and its environment and it is defined by

Gbound = 2kairHair Ss,air

2ks + Hairds,air
, (13)

where ds,air is the distance between the solid node and air. ks and kair represent
respectively the thermal conductivity of the solid material and the Hair designates
the heat exchange coefficient between fuel cell and the environment. Ss,air is the
transfer surface between a solid node and the environment. In the sequel, we define
the matrix Gcond, Gconv and Gf . First, for Gcond, when the considered exchange is
between two nodes constituted by the same material, the conduction is represented
by a conductance expressed by (see [8])

Gcond
ij = kSij

dij
(i, j ∈ 1 . . . 3), (14)

where k is the thermal conductivity, Sij denotes the heat transfer surface between two
nodes and dij designates the distance between two nodes. In the case of two different
materials, we consider the following equivalent conductance (see [7]):

Gcond
ij = 2k

kidj + kjdi
Sij (i, j ∈ 1 . . . 3). (15)

Second, concerning Gconv, the conductance–convection (i.e. fluid–solid) is given by
the following equation (see [8]):

Gconv
ij = HijSij (i, j ∈ 1 . . . 3), (16)

where Hij is the heat exchange coefficient between node (i) and node (j). Third, the
conductance resulting from the mass motion of gasses and cooling water Gf (i.e.
fluid–fluid) is defined by

Gf
ij = ṁnodecpf (i, j ∈ 1 . . . 3), (17)

where cpf designates the specific heat of a fluid and ṁnode is the flow rate at each node.
In the two following subsections, we define respectively the flow rate for the fluids
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and the source term. We distinguish three cases according the fluids (i.e., oxygen,
hydrogen, and air).

C. Flow Rate Description: the goal of this subsection is to define the flow rate at
each node. We first determine the flow rate for each fluid.

C.1. Water: notice that for PEMFC high-power, it is necessary to use liquid cooling
in order to dissipate the heat within the fuel cell. The flow rate of the water is obtained
by the following formula:

ṁH2O = ρH2OSvH2O, (18)

where vH2O denotes the speed of the water defined by the following equation:

vH2O = ReμH2O

Dh
, (19)

where

Re =
(

NuH2O

0.023Pr0.4

) 1
0.8

(20)

represents the number of Reynolds that is obtained in correlation with laminar flow
within a channel (see for instance [10]). For the gas at anode and cathode, ṁ f is
given by

ṁ f = ṁtotal
f

nc
( f ∈ {H2, air}), (21)

where nc is the number of flow channels in the bipolar plate, and the ṁtotal
f represents

the flow rate of fluids (gasses and water) in the inlet of a cell.
C.2. Hydrogen: the Hydrogen flow rate in the anode is controlled in an open-loop by
the control speed given to the compressor according to the current delivered by the
cell and a fixed ratio of stoichiometry. In general, it is computed from the following
formula (see [11]):

Mair10−3

2F
utH2 I. (22)

C.3. Air: the air flow rate entering to the cathode is fixed by the consumption of the
cell and by the flow rate of purging; it is also a function of the cell current density I
as in the following formula (see [11]):

Mair10−3

4F

utair

xO2

I, (23)

where I is the current from the of fuel cell, F is Faraday’s constant, utair and utH2

are respectively the air and hydrogen stoichiometric ratio and Mair is the molar mass
of air.
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Now we are in position to define the flow rate at node. Indeed, the gas flow at
each node ṁnode is expressed by

ṁnode = ṁ f
ṁnode

Vchannel
, (24)

where ṁnode and Vchannel denote respectively the node’s volume and channel volumes.
Concerning the simulation, the expressions (14) and (29) are used for initialization.
During the simulation, at each iteration, the expression of the flow rate changes in
order to take into account the variation value of temperature. More precisely, using
the perfect gas law, we get

ṁ f = P M

R

Sv f

T f
( f ∈ {H2, air}), (25)

where vf represents the velocity of gas, which is defined in a similar way to vH2O
(see (19)). R is the universal gas constant and P is the gas pressure.
D. Source Term Description: the heat produced within the cell is a result of electrodes
over potentials, water evaporation and entropy of oxygen reduction (see [12]). The
source terms are defined as follows.
D.1. Anode Reactive Node:

Qa = Lvα
I

2F
Vnode, (26)

where Lv denotes the latent heat of water evaporation.
D.2. Cathode Reactive Node:

Qc =
[

LVH2O ((1 + 2α) + T �S)
1

2F
+ bO2 ln

(
I

I 0
O2

)]
Vnode, (27)

where T �S represents the entropy change, I 0
O2

designates the exchange current
density, α denotes the water transport quantity coefficient across the membrane, and
Vnode is the isotherm volume.

2.3 Parallel Implementation

Programming paradigms such as message passing and shared memory, are developed
to take full advantage of the high degree of parallelism in large-scale multiprocessors,
PC clusters, and clusters of shared memory multiprocessors. Although these two
programming paradigms represent the state of art today, message passing suffers
from its high communication cost and difficulty to use, while the shared memory
paradigm suffers from the problem associated with data locality. The distributed
shared memory (DSM) model is receiving rising attention as it has been designed to
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Fig. 6 Heat exchange
between node (x, y, z)
belonging to gas channel
with its adjacent neighbors

fluid/solid exchage

x,y−1,z x,y,z

x−1,y,z x,y,z−1

x,y;z+1

x,y+1,z

x+1,y,z

fluid/fluid exchage

leverage the ease of programming of the shared memory paradigm, and been able to
solve the problem of data locality as in the message passing model [13, 14].

By parallelizing the nodal network, the performance can be greatly improved.
Here, and after defining the computation model, we consider three parallel imple-
mentations: MPI, UPC and PVM.

2.3.1 The Computation Model

To obtain results that are highly precise and accurate, the physical system of PEMFC
is divided into three-dimensional (3D) plans. We denote a 3D nodal network by N (n,
m, l), where n is the nodal network size along the horizontal axis, m is the size along
the vertical axis, and l is the size along the third dimension (i.e. cell’s representation
in terms of depth). Each node (x, y, z) is surrounded by up to six neighbors; that are
(x, y−1, z) ; (x, y+1, z) ; (x −1, y, z) ; (x +1, y, z), (x, y, z−1) and (x, y, z+1)

(see Fig. 6).
The thermal model can be rewritten in the same form as in (8). Each node of GNM

is assigned two values, i and j, which represent the indices of the neighboring nodes.
The simulation algorithm performs a number of time steps. In each step s, for each
node (i) in the nodal network the temperature is calculated and it is related to the
values of its neighbor nodes according the following equation derived from (8):

Ti (s + δt) − Ti (s)

δt
=

∑
j

Gi j Ti (s) + Bi (s), (28)

where Gi j are the entries of the matrix . Note that in order to obtain more data
precision, the sparse matrix G becomes very large. Hence, the computation time
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needed to solve the linear system in (8) becomes very huge. Therefore, parallelizing
the simulation becomes a necessity in order to make it practical.

2.3.2 Parallel Systems Under Consideration

A. Message Passing Interface: MPI is a portable message-passing library used to
design parallel algorithms on both massively parallel nodes and node clusters [15].
In message passing, a problem can be logically divided among several processes
(or tasks) and can all run in parallel on different nodes. The processes exchange
data between each other by sending and receiving messages through the message
passing library (e.g., MPI library). The most frequent type of parallel computing
classification used is the single program, multiple data(SPMD) where all processors
run the same program, while using their own data and cooperate with other by
explicitly exchanging messages.
B. Unified Parallel C Parallel: UPC is a new language which is a parallel exten-
sion to ANSI C which was developed by a consortium of academia, industry, and
government [16]. Thus, all the features of the C programming language are embod-
ied in UPC. UPC is an explicit partitioned global address space (PGAS) language
[13]. Each thread constituting the program is able to access a private and a shared
space. The shared space is logically partitioned: threads have affinity to part of the
space allowing it to exploit data locality. UPC has many features that make it easy
to use for programmers. It uses a very simple syntax, an extension to C (e.g., C-like
pointers usage over the global space), it is not library based which eliminates the
use of many complex function calls and argument passing, application of consistent
domain decomposition which facilitates greatly the conceptual effort [13, 14, 17].
C. Parallel Virtual Machine: parallel virtual machine(PVM) is a message passing
system that enables a network of computers to be used as a single distributed memory
parallel computer [15]. The PVM libraries have become widely available, making
it much easier to write portable parallel programs. Such libraries allow to write
complex parallel programs with a small set of functions for spawning and identifying
thread, and for packing, sending, receiving and unpacking messages. This system has
evolved in the past several years into a viable technology for distributed and parallel
processing in a variety of disciplines. PVM is designed to link computing resources
and provide users with a parallel platform for running their computer applications,
irrespective of the number of different computers they use and where the computers
are located [18].

2.3.3 Space Partition of the Fuel Cell

In order to process the nodal network in parallel, the fuel cell structure is partitioned
into block strips across the processors constituting the cluster. Figure 7 schemati-
cally shows a PEM fuel cell divided into three sub-regions (i.e. blocks). The nodal
network is divided into groups of complete planes that are nearly the same size (the
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Fig. 7 Parallel
implementation with
block-striped partitioning
of the nodal network

partition is uniformed). More precisely, the 3D representation of the fuel cell N (n,
m, l) is partitioned among p processors so that every machine gets a block of size
Ni (n/p, m, l). When parallelizing the nodal network, we should partition it in such a
way such that the partitions can be assigned to different nodes. The heat exchanged
between nodes on different nodes takes place by message passing or shared mem-
ory accesses (see Fig. 7). Each processor executes the following algorithm for an
assigned node (i):

1. Set initial value for temperature: 353 K for solid part and 343 K for gas reactants.
2. Compute Gi j and Bi .

3. Exchange conductances with neighbor nodes.
4. Compute ṁf according to equation (25).
5. Compute Ti according to equation (28).
6. Exchange local temperature Ti with neighbor nodes.
7. If Ti(k + 1) − Ti(k) ≥ 0.001 go back to step 2.

2.3.4 Analysis of Parallel Systems Performances

In this section, we present the simulation results of the PEMFC thermal behav-
ior obtained by running the parallel algorithm on a network of processing nodes.
Figures 8–11 show the performance simulation results with different matrix sizes
and with different platforms (PVM, MPI and UPC).

There are several ways to measure the performance of a parallel algorithm. The
speedup is one of the best criteria used to measure the performance. Speedup S of a
parallel algorithm is defined as the ratio of the sequential time Ts, to the parallel time
Tp to run the algorithm, i.e, S = Ts/Tp. In order to achieve the optimum performance,
we would like our parallel algorithm to run p times faster than the best sequential
algorithm.

Notice that the goal here is to show that the simulations are improved by intro-
ducing of parallel computations. However, we would like to stress that the proposed
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Fig. 8 Speedup according to the nodal network size with PVM on eight workstations connected by
a 100 Mb ethernet LAN network

Fig. 9 Speedup on the
cluster of nodes with MPI
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results, hereafter, are not to be considered as a comparative analysis between the
different systems that are UPC, MPI and PVM. In fact, here, the comparison has to
be interpreted between the sequential computations and the parallel computations.
PVM Performances: the parallel algorithm has been implemented on a PVM system
formed by a set of eight workstations interconnected by a 100 Mb ethernet LAN
network. We remark that the speedup increases with the number of workstations
involved as illustrated in Fig. 8.

In term of execution time, the parallel implementation of the nodal network based
model results in best performance when the number of workstations involved together
with the problem size is very large.

For instance, for a nodal network with size close to 106 nodes, the execution
time is about 12 h with sequential calculation, while it can be reduced to 3 h with
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Fig. 10 Computation time
on the myrinet cluster with
UPC
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Fig. 11 Speedup on the
myrinet cluster with UPC
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8 workstations and to 7 min with 50 machines. The speedup is equal to 5.80 for 8
machines and can attain 25 for 50 machines.
MPI Performance: the experiments were also performed by using a much faster
cluster of nine processing nodes, where each node contained two 1.8 GHz Xeon
processors and 512 MB of RAM [19]. These nodes were interconnected through a
high speed Myrinet network which provided a latency of 2.6 µs and a bandwidth of
2 GB s−1.

Figure 9 shows the speedup obtained using MPI on different nodal network sizes
expressed in kB. In terms of the execution time, the results show that the parallel
implementation of the nodal network model achieved the best performance when the
number of nodes involved together with the problem size was very large. However,
when using smaller matrix sizes, the use of more nodes was useless, and could
degrade the performance.
UPC performances: the experiments were executed using Berkeley UPC compiler on
a cluster of eight nodes, where each node contains two 1.8 GHz Xeon processors and
512 MB RAM. The nodes are interconnected through a high speed Myrinet network
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which provides a 2.6 µs latency and a 2 GB s−1 bandwidth. To improve the perfor-
mance of our parallel UPC programs, the code has been optimized by privatizing
local accesses to the shared memory and by using aggregating communications [13].

Concerning UPC, Fig. 10 shows the execution time to run 20,000 iterations on
different number of processors and different matrix sizes. The results show that
for large matrices, the corresponding speedup (see Fig. 11) grows nearly linearly as
the number of threads increase. For smaller matrices, the overhead time spent on
communication increases faster and limits the performance gain.

2.4 Simulation Results

In this section, we present simulation results of the PEMFC thermal behavior obtained
by nodal network approach implemented with the parallel library PVM. Results
emphasize that temperature is not homogeneous throughout the stack and the cell
also. This phenomenon has been also reported in [9, 20] wherein a PDE based
simulation model has been used. The proposed nodal network simulation model,
allow us both to observe with more precision the cell temperature evolution and
identify the heat sensitive regions increase rapidly.

Figure 12 shows that the temperature of cell is affected by channel gas. In fact since
thermal conductivity of bipolar plate is higher than cell thermal conductivity, and
since the exchange surface between plate and gas is more important than the cell/gas
exchange, temperature of the section crossed by the channel gasses is less hot than
the section. This phenomenon affects strongly the membrane. Infrared microscopy
showed that degradation is more important on the level of the gasses channels [12].
As illustrated by Fig. 12 area A’ that interfaces the electrodes and the membrane
designates the cell hot spots. Also, areas B (A, respectively) are more heated than
areas C (A, respectively) Fig. 13.

3 Control of the Thermal Behavior

This section is devoted to control of thermal behavior of PEMFC. In the first subsec-
tion, generalities on control of the thermal behavior are given. The second subsec-
tion is dedicated to the modeling and a new model to describe the dynamic behavior
of thermal behavior is established. In the third subsection, a result on control of
thermal behavior, based on feedback stabilization, is proposed. The last subsection
is constituted by simulation results.
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Fig. 12 Temperature fields of a stack-simulation based PVM

Fig. 13 3D temperature field
in the first cell-simulation
based PVM

3.1 Generalities on Control of the Thermal Aspect

In the literature (see for instance [1]), the control of thermal behavior of PEM fuel
cells is ensured by the use of fluid circulation process. Generally, a peddler fluid
is used with a heat exchanger. The circulation is done until cooling is assured.
A global thermal balance sheet of the stack allows its sizing. However, in the classi-
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Fig. 14 Structure of the cells
of a PEMFC

cal approach it is assumed that the temperature is uniform and its value is the same
for each cell. In other word, the control of the temperature around specific values
at each component of the fuel cells is not ensured. Here, a model is established to
take into account the behavior of the temperature in each component of the fuel cells
(membrane, plates, etc).

3.2 The Nonlinear Model Under Consideration

3.2.1 Assumptions Under Consideration

The main assumptions are as follows:

• Temperature is considered homogeneous in each block of cell (anode, cathode and
membrane). Figure 14 depicts the structure of the cells of the stack for the PEMFC.

• All cells are at the same temperature during the functioning.
• Heat resulting by fluid movement within the cell is neglected.
• The heat losses in the manifolds are neglected.
• The inlet gas temperature is inferior to the operating temperature of the cell. Thus,

there is no condensation of steam into water.
• The produced water at the cathode remains in the liquid state and hence the energy

of water vaporization is zero.

3.2.2 Modeling Principle

The model is developed under the assumption that the PEM fuel cell can be decom-
posed into isothermal blocks called nodes. The considered model describes the behav-
ior of the thermal at the following nodes (see Fig. 5.2):

• Nodes in the bipolar plate coolant channel (anode side and cathode side, respec-
tively).

• Nodes in the gasses channels (anode side and cathode side, respectively).
• Nodes in the bipolar plates (anode side and cathode side, respectively).
• Nodes in the electrodes (anode side and cathode side, respectively).

http://dx.doi.org/10.1007/978-1-84996-184-4_5#Fig2


136 A. Salah et al.

Fig. 15 Model under consideration

• Node in the membrane.
• Nodes at the inlet and at the outlet side of the fuel cell.
• Nodes at the entry and at the outlet side of the heat exchanger.

Notice that, and since the heterogeneous aspect of the fuel cells, in this approach
we associate a node to each materiel part of a cell (see Fig. 4). Besides, and in order to
take into account the heat exchange within the components of the fuel cell systems, a
node is affected to every conduct of gasses (i.e. T3 and T7) and in the water conduct
(i.e. T1, T9, T10 and T12). The used heat exchanger which cools the stack and brings
it back to the optimum temperature point is represented by a node T11 (see Fig. 5.2a).

All the nodes are connected by the conductances relating the thermal transfers
and the temperature exchange is given by heat flow balance with the neighboring
blocks. Indeed, temperature of each node i is given by the relationship between its
two adjacent nodes (i +1 ) and (i −1 ) [8]. To describe the behavior of the temperature
at a node, we have a similar formula that one given by (7):

Ci
dTi

dt
= G i,i−1(Ti − Ti−1) + G i,i+1(Ti − Ti+1), (29)

where Ci denotes the global heat capacity associated to node (i) and is determined
by Ci = ρcpSL , G the thermal conductivity between two nodes, S designates the
heat exchange surface, L is the length between the nodes, ρ represents the density of
the material, and cp is the specific heat Fig. 15.

http://dx.doi.org/10.1007/978-1-84996-184-4_5#Fig2
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Fig. 16 Nodal network of the anode compartment

Notice that equation (29) can be completed, when it is necessary, by adjunct
of a heat source or a sink Pi. In these cases, the boundary conditions are expressed
Dirichlet’s ones at the edge of the bipolar plates (i.e. T = T bound

k ). Gbound
i,k represents

the external heat exchange between the cell and the ambient temperature. k is the
index of the node which stands for the boundary condition (see Fig. 16):

Ci
dTi

dt
=

∑
j

G i,j(Tj − Ti) +
∑

k

Gbound
i,k (T bound

k − Ti) + Pi. (30)

In the sequel, the goal is to control by feedback the thermal behavior of the cell.
More precisely, the control consists in stabilizing the temperature around a desired
value of the system composed by differential equations describing the behavior of the
temperature at each node (see Fig. 2a): water anode (T1), anode plate (T2), channel
hydrogen (T3), anode (T4), membrane (T5), cathode (T6), channel air (T7), cathode
plate (T8), water cathode (T9), stack water (T10), heat (T11), exchanger, (T12) and
exit exchanger (T12).

Figure 5.2a depicts the heat transfers by conduction within the cell, as well as
the convection transfers between gasses and plates of stack. The model takes into
account the cooling exchanger and the energy resulting from the molecules of water
and gas movement. TH2 , Tair represent the hydrogen and air temperature, respectively.
Tw designates the water cooling temperature. Tpqa , Tpqc are the anode and cathode
plate temperatures. Ta, Tc, Tm denote temperatures of cell. Qa, Qc are the heats
produced by the exothermic reactions at the electrodes. Figure 2b gives the electrical
equivalent model of the thermal model.

In order to introduce the model describing the thermal behavior we distinguish
four kinds of nodes.
A. Circuit of Liquid Circulation: the nodes related to the liquid circulation are
{T1, T9, T10, T11} and T12. The behavior of the temperature depends on the energy
of both movement of the water and the convective exchange between cooling water
and the solid part of the cell. Hence, for instance concerning water anode (i.e. T1),
the dynamics is expressed by:

http://dx.doi.org/10.1007/978-1-84996-184-4_5#Fig2
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Ce
a

dT1

dt︸ ︷︷ ︸
Accumulation

= ṁe,pcpe(T10 − T1)︸ ︷︷ ︸
Movement energy

+ HeSpq,e(T2 − T10)︸ ︷︷ ︸
Convection

.
(31)

B. Plates: the concerned nodes are T2 and T8. In this case, the exchanged energy,
realized by conviction, is done between the node and those, representing, water and
air ambient (or hydrogen). For instance, the behavior of the anode plate temperature
(i.e. T2) is described by:

Cpq
dT2

dt︸ ︷︷ ︸
Accumulation

= G2,H2(T
in
H2

− T2) + G3,2(T3 − T2) + G2,e(T1 − T2)︸ ︷︷ ︸
Convection

+ G2,air(Tamb − T2)︸ ︷︷ ︸
Boundary conditions

. (32)

C. Membrane Electrode Assembly: the nodes related to the MEA are T4, T5 and T6.

For this kind of nodes, the energy is exchanged by thermal conduction. Besides,
each node is endowed by a source term to express the local energy produced by the
exothermic reactions at the electrodes. In the membrane, heat resulting by the proton
transfer resistance. For instance, in the anode (i.e. for T4) we obtain the following
equation:

Ca
dT4

dt︸ ︷︷ ︸
Accumulation

= G3,2(T2 − T4) + G3,4(T5 − T4)︸ ︷︷ ︸
Conduction

+
(

α
Lv

2F

)
I︸ ︷︷ ︸

Source

.
(33)

D. Channels: in the channels, the nodes are T3 and T7. We apply a similar rule
used in the first kind of nodes (i.e. liquid circulation) by adding the term of energy
movement of steam of gasses humidification. We obtain for channel hydrogen
(i.e. T3) :

CH2,a

dT3

dt︸ ︷︷ ︸
Accumulation

= (T in
H2

− T3)ṁH2 cpH2︸ ︷︷ ︸
Gas movement energy

+ ṁv H2 cpH2
T3︸ ︷︷ ︸

Steam movement energy
+ HH2 Spq,H2(T2 − T in

H2
)︸ ︷︷ ︸

Convection

. (34)

It should be noted that the T10 which designates the temperature at node in the
exit of conduct water depends on the energy produced at the nodes correspond-
ing to the temperatures T1 and T9, respectively. To take into account the effect of
the convection, we assume that the temperature of the water in the circuit stack is
the arithmetic average between the temperatures of the water in both the anode
and the cathode. However, the temperature of the wall of the conduct will be assumed
to be equal to the average between the temperature of the anode and cathode plate.
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The temperature T11 at the exchanger, assumed to be isothermal fluid type, depends
on the energy brought by the node represented by T10. It is assumed that the temper-
ature of the wall of the heat exchanger is identical to the temperature of the cooling
water. The node, corresponding to T12, represents the temperature of the outlet of
water which depends on the contribution of energy of node represented by T11 and
the exchange by convection with the ambient air.

3.2.3 The Considered Model

By applying the principle of thermal balance to all nodes, we deduce the following
state model describing the behavior of the thermal aspect of PEMFC

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ce
a

dT1
dt

= ṁe,pcpe(T10 − T1) + He Spq,e(T2 − T10)

Cpq
dT2
dt

= G2,H2 (T in
H2

− T2) + G3,2(T3 − T2) + G2,e(T1 − T2) + G2,air(Tamb − T2)

CH2,a
dT3
dt

= (T in
H2

− T3)ṁH2 cpH2
+ ṁvH2 cpH2

T3 + HH2 Spq,H2 (T2 − T in
H2

)

Ca
dT4
dt

= G3,2(T2 − T4) + G3,4(T5 − T4) +
(
α Lv

2F

)
I

Cm
dT5
dt

= G3,4(T4 − T5) + G4,5(T6 − T5) + (λm/ζ1 − ζ2e(1/303−1/Tm))I

Cc
dT6
dt

= G4,5(T5 − T6) + G5,6(T8 − T6) +
(

Lv(1+2α)+T �S
2F

)
I

Cair,c
dT7
dt

= (T in
air − T7)ṁair,ccpair + ṁvair,ccpairT7 + Hair,cSp,air(T8 − T in

air)

Cp
dT8
dt

= G6,air(T7 − T8) + G6,5(T6 − T8) + G6,air(Tamb − T8) + G6,e(T9 − T8)

Ce,c
dT9
dt

= ṁe,pcpe(T10 − T9) + He Spq,e(T8 − T10)

Ce,p
dT10
dt

= ṁe,pcpe N (T1 − T10) + ṁe,pcpe N (T9 − T10) − He Ssec

[(
T1+T9

2

)
−

(
T2+T8

2

)]
Ce,ec

dT11

dt
= ṁe,eccpe(T10 − T11) + He Sec(T11 − Tamb)

Ce,sec
dT12
dt

= ṁe,eccpe(T11 − T12) + He St(T12 − Tamb)

(35)
The system (35) can be rewritten in the bilinear compact form

ż = Az +
m∑

i=1

ui(Biz + bi), (36)

where z ∈ Rn denotes the state, u = (u1, . . . , um)T ∈ Rm represents the control, A
and Bi (i = 1 . . . m) are matrices with suitable dimensions, and bi (i = 1 . . . m) are
vectors in Rn.

Generally speaking, and regardless of fuel cells, feedback stabilization of (36)
has attracted the interest of several authors (see for instance [21–26]). The interest
is due to the fact that the behavior of a large number of process can be described
using bilinear models. Indeed, it concerns process from thermal, nuclear, biology,
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immunological or chemical (see for instance [21, 27]). However, feedback stabiliza-
tion of bilinear systems, despite their simple structure, remains an open question
even for small dimensions, for instance, the 3D case or the homogeneous case; i.e.,

ż = Az +
m∑

i=1

ui Biz. (37)

Results were proposed mainly when the free dynamics; i.e. ż = Az is stable (see
for instance [28–30]). Notice that the considered model for PEM fuel cells is no
homogeneous; i.e. (bi �= 0pouri = 1 . . . 3), the state dimension is equal to twelve
and the free dynamics is naturally unstable. Finally, there is no result, of the literature,
that can be directly applied for feedback stabilization of thermal behavior using the
considered model. Thus, in our approach, we focus on the class of bilinear systems
that contains the model describing PEM fuel cells. More precisely, our analysis will
depend on numerical values of parameters defining the models of PEM fuel cells and
operating range.

3.2.4 A Model Transformation

The goal of this subsection is to rewrite the model in a suitable form. A simple
reasoning shows the (35) can be rewritten in the compact form:

CṪ = GT + (u1G1 + u2G2 + u3G3)T + Bd (38)

or

Ṫ = C−1GT +
3∑

i=1

uiG iT + C−1 Bd (39)

with T2 = (T1, T2, T3, T4, T5, T6, T7, T8, T9, T10, T11, T12)
T ∈ R12. G and G i(i =

1 . . . 3) are suitable matrices. The vector Bd is defined by

Bd =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−HeSp,eT in
H2

G2,airTamb + G2,eT in
H2(

ṁH2 cpH2
− HH2 Sp,H2

)
Te(

α Lv
2F

)
I(

λm/ζ1 − ζ2e(1/303−1/Tm)
)

I(
Lv(1+2α)+T �S

2F

)
I(

ṁaircpair − Hair Sp,a
)

T in
air,c

G6,airTamb

−HeSp,eT in
H2

−Hext Sp,ecTamb

−Hair StubTamb

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (40)

2 aT designates the transpose vector of a.



Simulation and Control of PEMFCS Thermal Behavior 141

It is possible to establish the relationship between steam flow made by moistening at the
anode and cathode, respectively:

mvc = 2xO2 mva
utair

utH2

Pc − Psat

Pa − Psat
. (41)

The water and steam flows are the control which will be used for feedback
stabilization:

u1 = ṁe,pq, u2 = ṁe,ec, u3 = ṁva, (42)

where the operating rang of ui (i = 1 . . . 3) are defined by

⎧⎨
⎩

u1 ∈ [umin
1 , umax

1 ]
u2 ∈ [umin

2 , umax
2 ]

u3 ∈ [umin
3 , umax

3 ]
. (43)

Notice that for a numerical value of current density, the vector Bd is constant. Let A, Bi (=
i . . . 3) and D be the matrices defined by

⎧⎨
⎩

A = C−1G
Bi = C−1Gi (i = 1 . . . 3).

D = C−1 Bd

(44)

Then, (4.39) becomes

Ṫ = AT +
3∑

i=1

ui BiT + D, (45)

where ui and ξi are defined by

{
ui = uξ

i + ξi (i = 1 . . . 3)

ξi = umin
i (i = 1 . . . 3)

. (46)

Since (43), we have

uξ
i ∈ [0, umax

i − umin
i ]. (47)

Replacing (46) in (45) yields

Ṫ = AT +
3∑

i=1

(uξ
i + ξi)BiT + D (48)

or

Ṫ = (A + ξi Bi)T +
3∑

i=1

uξ
i BiT + D. (49)
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In the sequel, we use Aξ to design the matrix defined by

Aξ = A +
3∑

i=1

ξi Bi. (50)

Then

Ṫ = Aξ T +
3∑

i=1

uξ
i BiT + D. (51)

Generally, the power issued from a fuel cells depends on its size. Hence, the power depends,
but not only, on the surface of the membrane. Nowadays, for a surface of 1 cm2 of membrane,
the power issued by the fuel cells is about 1 W [31].

Based on this remark, for a sake of simplicity, we consider a simplifying assumption.
More precisely, we assume that the power Q can be expressed as a linear function of the other
physical quantities pi of the fuel cells. Moreover, we suppose that:

pi = αi Q, (52)

where i denotes a geometric quantity of the fuel cells.
Thus, for a operating range of the power given by [Qmin, Qmax] and for a parameter

pi ∈ [pmin, pmax], we get the following expression:

αi = pmax − pmin

Qmax − Qmin
. (53)

Finally, and since (52) and (53), we obtain an estimation of the operating range of all the
parameters using the equation:

pi = pmin + αi(Q − Qmin). (54)

We would like to stress that the considered assumption is taken into account in order to get
a global result which will be valid for all the operating range of the power. Nevertheless, the
proposed methodology still valid even if the parameters do not satisfy (53) and (54).

Under the considered assumption (see Eq. 54), the matrices depend on the value of the
power of the fuel cells. Hence, the system (51) can be rewritten as

Ṫ = Aξ (Q)T +
3∑

i=1

uξ
i Bi(Q)T + D(Q). (55)

Using a suitable change of coordinates the system (55) can be rewritten in the classical
form given by (36). In order to ensure the stability of the system, the considered change of
coordinates verifies Det3(Aξ (Q)) is different from zero.

3 For a matrix A, we use Det(A) to denote the determinant.
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Fig. 17 Determinant of Aξ (Q) depending on Q

Figure 17 depicts Det (Aξ ) for the power Q in the operating range. Notice that the determi-
nant do not vanish for any value the power Q. Hence, by continuity, and for σi ∈ R(i = 1 . . . 3)

small enough, we obtain

Det

⎛
⎝Aξ (Q) +

3∑
i=1

σi Bi(Q)

⎞
⎠ �= 0. (56)

We introduce a preliminary feedback σi in order to vary, and so to be able to chose, the
operating point around which the feedback stabilization will be done. Let

σi ∈ [0, umax
i − umin

i ]. (57)

We have

uσ+ξ
i ∈ [−σi(u

max
i − umin

i ) − σi] for i = 1...3, (58)

where

uσ+ξ
i = uξ

i − σi. (59)

Equation (51) becomes

Ṫ = Aξ+σ (Q)T +
3∑

i=1

uσ+ξ
i Bi(Q)T + D(Q). (60)

The system (60) can be rewritten in bilinear form (36). Indeed, let x be the new state variable
defined by

x = T + (Aξ+σ (Q))−1 D(Q). (61)
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Then,

ẋ = Ṫ

=
(

Aξ (Q) +
3∑

i=1
σi Bi(Q)

)
x

+
3∑

i=1
uσ+ξ

i Bi(Q)
[
x − (Aξ+σ (Q))−1 D(Q)

]

= Aξ+σ (Q)x +
3∑

i=1
uσ+ξ

i

[
Bi(Q)x − Bi(Q)(Aξ+σ (Q))−1 D(Q)

]
. (62)

Finally, the system defined by (39) can be rewritten in the following bilinear form

ẋ = Aξ+σ (Q)x +
3∑

i=1

uσ+ξ
i

(
Bi(Q)x + bσ

i (Q)
)

(63)

with

bσ
i (Q) = −Bi(Q)((Aσ+ξ (Q))−1 D(Q)). (64)

Notice that the operating point, around witch the feedback stabilization will be realized, is
defined by

T o = −((Aσ+ξ (Q))−1 D(Q)). (65)

3.3 Feedback Stabilization

Let us consider the bilinear system defined by (36). We have the following result which
concerns the local feedback stabilization around the origin.

Proposition 1 If (A, [b1 . . . bm ]) is controllable then the bilinear system defined by (36) can
be render locally asymptotically stable around the origin.

The proof is based on the fact that the controllability of the linear approximation, of a
nonlinear system, implies its local feedback stabilization. It shall be omitted.

Since the result of the above proposition, to prove the local feedback stabilization of (36) it
suffices to show that (Aξ+σ , [b1b2b3]) is controllable. Using straightforward computations,
one can prove the following result:

Proposition 2 For i = 1 . . . 12 and j = 1 . . . 3, we have Ai
ξ+σ bj ∈ D with D = Span4

{b1, b2, b3, A5
ξ+σ b3, Ak

ξ+σ bi, k = 1 . . . 4, i = 1, 3}.
Finally, (Aξ+σ , [b1b2b3]) is controllable if and only if the matrix

C = [b1, b2, b3, Aξ+σ b1, A2
ξ+σ b1, A3

ξ+σ b1, A4
ξ+σ b1, Aξ+σ b3, A2

ξ+σ b3,

A4
ξ+σ b3, A3

ξ+σ b3, A5
ξ+σ b3]

4 We use Span to denote the space generated by vectors.
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Fig. 18 Determinant of C depending on Q

has a full rank. Hence, we deduce the following result:

Proposition 3 If Det (C) �= 0 then the system (36) can be render locally asymptotically
stable at the origin.

Figure 18 depicts the function Det (C(Q)) depending on Q. We remark, and except for one
value, the determinant do not vanish. Finally, we deduce that, in general, there exists a local
feedback which made thermal behavior stable around a desired value (see Fig. 18).

3.4 Simulation Results

The first group of simulation results concern the temperature control for a PEMFC with
a power equals to 20 W, a density of current equals to 0.3 A cm−2 and operating with an
ambient temperature equals to 25◦C. In order to avoid the heating problems, the conductivity
is assumed to be high enough; of about 21 W m−1 K−1 (see [32, 33]). Notice that the values
of the geometrical characteristics of the PEMFC are obtained from [34] and are summarized
by Table 1.

The numerical simulation is obtained using the following gain matrix:

M =
⎛
⎝ 0 −0.05 0 29.96 −59.82 29.96 0 −0.05 0 0 0 0

0 0 0 −0.05 0.1 −0.05 0 0 0 0 0 0
0.03 −278.33 0.1 0 −3.13e5 1.56e5 0 −281.9 0.03 0 0 0

⎞
⎠ (66)

and the control law is defined by M�T .
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Table 1 Simulation parameters

Parameter Value Unit Parameter Value Unit

hc 0.13 cm hm 16 cm
hv 0.12 cm Tgaz 70 ◦C
hp 18 cm Tamb 30 ◦C
L 18 – I 1.5 A cm−2

T 80 ◦C Te 30 ◦C
bO2 0.120 V dec−1 T�S −48.7 × 103 J kg−1

Lv 44 × 103 J mol−1 F 96485.33 –
kp 110 W m−1K km 0.34 W m−1K
cpa = cpc 710 J kg−1K−1 cpm 68.175 J kg−1K−1

Hair 76.17 W m−2K−1 HH2 73 W m−2K−1

He 10 W m−2K−1 N 200 –

(a) (b)

(c) (d)

Fig. 19 Simulation results for an operating point where all the values are equal to 78◦C

Figure 19 depicts the numerical results of the difference between the desired value and the
temperature value at some nodes; i.e. membrane, water at the anode channel, anode and the
cathode channel. This shows that the temperature value converges to the desired equilibrium
point with good performances.

The second group of simulation results, depicted by Fig. 20, are dedicated to PEMFC with
high power and concern the nodes that are the membrane, anode and anode plate.
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4 Conclusion

In this chapter, a new approach to describe the behavior of the PEMFC is presented without
using the heat partial differential equation. The method of nodal network is adapted to thermal
modeling of PEMFC in order to avoid the coupling problem between different codes which
penalizing for the execution time. A strategy based on parallel computing is established for
the simulation of thermal behavior of the PEMFC. The use of MPI and UPC with nodal
network give good performances and the execution time is significantly improved. The second
contribution concerns the control of thermal behavior. More precisely, we showed, first, that
the thermal aspect of PEMFC can described by a bilinear model. Second, we proved that, for
a desired value of the temperature, the system can made asymptotically stable using a linear
feedback law.
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Fault Diagnosis of PEM Fuel Cell

Andres Hernandez, Rachid Outbib and Daniel Hissel

Abstract This chapter deals with the problem of fault diagnosis for proton exchange
membrane fuel cells (PEMFC). The goal is to present two strategies for fault diagno-
sis that are based, respectively, on the electrical equivalent technical and statistical
approaches. The first strategy is carried out in two steps. First, an electrical equiva-
lent model, which could be considered as a unifying approach to fuel cell systems,
is established. Second, a technical approach to use the electrical model, for fuel cell
system diagnosis, will be introduced. The second strategy is based on information
from fuel cell conditions and operation modes. This makes the fault diagnosis pro-
cedure simpler and can be achieved by considering probability density functions of
cell voltage. In this work, the main failure considered is flooding. To illustrate the
performances of the two proposed approaches, experimental validations of the model
and the diagnosis methodology are given.

1 Introduction

One of the main drawbacks of the proton exchange membrane fuel cell (PEMFC) is
related to the stack lifetime and reliability when working at the strongly changing
charge conditions that could be found in the applications. In order to overcome these
drawbacks, an adequate fuel system control strategy is needed in order to avoid
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failure modes which could compromise the stack reliability, accelerate ageing or
degradation processes or even compromise stack integrity. Thus, an adequate system
diagnosis can provide valuable information either to optimize control strategies or
to suggest preventive maintenance actions.

Generally speaking, the faults that may affect the fuel cell can be grouped into
two classes: permanent faults and transient faults. Permanent faults are related to the
damage of the fuel cell (membrane deterioration) and are therefore irreversible. After
such dysfunction, the performances of the fuel cell will always be lower than those
obtained in similar operating conditions before the occurrence of the fault. Transient
failures are related to the fuel cell state and the control strategy used. These failures
may be reversible. Hence, it is important to identify these failures as soon as possible.
The corrective action is then based on the fuel cell control strategy and/or on the load
operation. These failures can be grouped into two categories: those related to water
(drying or flooding) and those related to contamination by gases (N2, CO2 or CO).

In the literature, several diagnosis methodologies for fuel cell stacks or electro-
chemical energy sources have already been proposed. Some of them are model based
[1]. For instance, in Burford et al. [2], the authors propose to perform fuel cell stack
temperature distribution measurements using nano-sized thermocouples embedded
within the membrane electrode assembly. Other fuel cell diagnosis methodologies
are based on gray or black-box models. These behavioral models can be obtained
thanks to fuzzy logic [3], neural networks [4] or non-parametric identification using
Markov parameters [5]. Then, derivation from the standard behavioral conditions
is detected to evaluate the state-of-health of the fuel cell stack [4, 6]. Moreover, in
Kozlowski et al. [1], the authors propose to fusion data coming from monitored and
virtual sensors to evaluate this derivation. A last fuel cell stack diagnosis methodol-
ogy is based on electrochemical impedance spectrometry [5]. This methodology is
especially suitable for a better understanding of physico-chemical phenomena taking
place in PEMFC and for the parameter determination of a PEMFC equivalent circuit
description. It also permits to characterize, in a very efficient way, both the static and
dynamical behaviors of fuel cell stacks.

This chapter deals with the problem of fault diagnosis for PEMFC. Two strategies
of different kinds are presented. The first strategy is based on the use of the model.
In fact, fuel cell systems are complex processes. Hence, several authors have chosen
different approaches to model fuel cell systems. Electric equivalent models, state
space models and bond graph representation models are the most representative
approaches. In the first part of this work, the electric equivalent technical is considered
and the strategy of fault diagnosis is carried out in two steps. First, an electrical
equivalent model, which could be considered as a unifying approach to fuel cell
systems, is established. Second, a technical approach to use the electrical model for
fuel cell system diagnosis will be introduced, making special emphasis on fuel cell
flooding detection. Generally, the use of the model allows a good understanding of
the system.

The second strategy is motivated by some practical aspects. Indeed, the mea-
sured variables, in embedded systems, are relatively reduced due to technological
instrumentation limitations and to the cost that can represent the sensors. As an
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immediate result, the available information is frequently insufficient to deduce failure
origin. This strategy, which is not based on any model, gives additional information
about fuel cell conditions and operation modes. This renders the fault diagnosis pro-
cedure simpler and can be achieved by considering the probability density functions
of cell voltage. Note that this strategy is more suitable for real-time applications.

To illustrate the performances of the two approaches, experimental validations
of the diagnosis strategies are also proposed. The chapter is organized as follows.
The second section is dedicated to fault diagnosis using electrical equivalent models.
The third section is devoted to a fault diagnosis strategy based on statistical analysis.
The last section draws the conclusions.

2 MethodologyBased Electrical Equivalence Models

The aim of this section is two-fold. First, a strategy for modeling the fuel cell behavior
is proposed. More precisely, it is based on electric–pneumatic analogy. Second, a
methodology, using the electrical equivalent model, for faults diagnosis is given.
The main results presented in this section were established in Hernandez et al. [7].

2.1 Modeling Approach

In classical physics, matter, charge and energy are preserved. Kirchoff’s node and
loop laws are representations of those fundamental principles applied to network
analysis. Generalizing, these fundamental principles can be extrapolated to any net-
work structure, including pneumatic and hydraulic networks [8–13]. Considering
this fact, an electric equivalent model is built based on charge, matter and energy
conservation laws. In this approach, each component of a hydraulic or pneumatic
circuit is represented by its electrical equivalent in an electric circuit.

Comparing the physical behavior of pneumatic elements with those of electrical
circuits, an analogy between these two isomorphs systems can be established to find
the electrical equivalence of pneumatic systems.

Electrical current and fluid flows, share in their bases the same definition and thus
the same mathematical expressions as illustrated by Eq. 1. This makes electrical
current an ideal equivalent variable for either mass or molar flow:

Electrical environment: I = dq

dt

Pneumatic environment: Qm,net = dn

dt

(1)

with

Qm,net =
∑

Qm,in −
∑

Qm,out, (2)
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Fig. 1 Tube model

where n is the number of moles and Qm denotes the molar flow in the membrane.
Using Bernoulli’s continuity law, for incompressible liquid, non viscous and fol-

lowing a laminar flow the energy and mass flow are preserved when flowing through
an ideal pipe. Under such considerations, the pneumatic conductor will behave as
illustrated by Fig. 1.

In order to take into account the mechanical losses Poiseuille’s law [14] is con-
sidered and an equivalence with Ohm’s law can expressed by

Pneumatic environment: Qm = �P

(
πr2

8μl

)
,

Electrical environment: I = �V

R f
,

(3)

where r is the hydraulic radius and l designates the tube length.
Then, the expression of the pneumatic resistance is given by the following expres-

sion:
{

R f ≡ 8μl
πr2

�P ≡ �V
. (4)

From Eq. 3, one deduces that voltage can be considered as an electrical equivalent
variable for pressure. It is also assumed that equivalent pneumatic resistance R f is
constant based on Poiseuille’s law.

If a compressible fluid is taken into consideration, a variation of the fluid mass
inside pipes can occur (i.e. Qm,net �= 0). In this case, the pneumatic conductor can
no longer be modeled by a resistance and a variable storage device should therefore
be added to the model.
Since it is ideal gas law, and for constant temperature and volume, one can deduce

dP

dt
= RT

v

dn

dt
. (5)

Considering the molar flow definition:

Qm = dn

dt
, (6)
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a change in pressure can be written as

Pneumatic environment: �P = RT

v

t∫

t0

Qm(τ ) dτ. (7)

This is an isomorfism to

Electric environment: �V = 1

C

t∫

t0

I (τ ) dτ, (8)

which represents a capacitor voltage in an RC circuit. A comparison between these
equations leads to define voltage as the natural electrical equivalent for pressure.
Additionally, it is possible to introduce C f pneumatic capacitance defined by

C f ≡ v

RT
(9)

complementary to the resistive properties described previously.
After superposing both the resistive and capacitive properties of pneumatic con-

ductors in the same circuit, a resulting “T” quadripole model can be constructed
as an electric equivalent for pneumatic conductors. This particular configuration
(Fig. 2) will allow us to tune time constants for the proposed model, according to
different flow profiles.

Other components of the fuel cell system (e.g. tanks, valves, etc.) can also be
modeled by the same basic RC circuit under most operating conditions. While mod-
eling tanks, a constant mean gas speed and a constant pressure can be considered
inside the tank volume.

Experimentally, �P a pressure drop can be observed between the input and out-
put quantities. Thus, and in order to take into account this phenomena, resistances
(Rin, Rout) are introduced in the model.

Finally, in this model all components having a non-negligible volume are decou-
pled into three parts. The first part consists in modeling the volume, by a pneumatic
capacitance C f . The second part deals with the input nozzle, modeled by an input
resistance Rin. The last part concerns the output nozzle represented by an output
resistance Rout. All pressure drops are concentrated on component nozzle [15, 16].

2.2 Fuel Cell Model

The next step in the modeling procedure is to join the previous models, in order to
obtain a representative electrical equivalent circuit for the fuel cell system. In this
part, we will focus on the description of the stack model.
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Fig. 2 Pneumatic
component electric
equivalent

2.2.1 Input Gas System

The system is composed mainly of pipes, regulation valves and a humidifying system
[16]. All components are modeled by an RC circuit. The inter connectivity between
components leads to a single equivalent RC circuit which integrates all capacitances
and resistances involved in each component. Only the humidifying system deserves a
closer look since adding steam Qm,vap into the dry gas flow Qm,in changes the molar
flow. However, estimating steam partial pressure at stacks input is crucial for voltage
prediction. The evaporation flow which is represented by Qm,vap, depends on the
dry air flow, temperature and relative humidity level desired. Water vaporization rate
Qm,vap is modeled by a current source as shown in Fig. 3.

2.2.2 Fuel Cell Stack

Fuel cell gas circuits in the stack consist mainly of channels that can be modeled by an
RC quadripole configuration. Note that RC circuit parameters depend on channels’
geometry in the fuel cell stack. Molar flow is not preserved in the stack. At the
cathode, steam balance Qc

m,vap is added to the air flow as a product of the electro
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Fig. 3 Electric equivalent
circuit for humidifier

chemical reaction given by

Qm,H2O,r = nIstack

2F
, (10)

electro osmotic drag defined by

Qm,H2O,e = D ∗ nI, (11)

and diffusion through the membrane

Qm
H2O = K d1

([
H2Oc

m

] − [
H2Oa

m

]) + K d2
(
Pc

H2O − Pa
H2O

)
, (12)

where, and by considering ideal gas law,

Pα
H2O = RT

V

(
nα

H2Om

)
, α ∈ {a, c}. (13)

Now, using

[
H2Oα

m

] = nα
H2Om

V

we get

[
H2Oα

m

] = Pα
H2O

RT
.

Finally, Eq. 12 can be rewritten as

Qm
H2O = K d

(
Pc

H2O − Pa
H2O

)
(14)
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with

K d = K d2 + K d1

RT
. (15)

Nitrogen also diffuses according to pressure and concentration gradients, in a
similar way as shown for water in Eqs. 12 and 14. However, a single RC circuit electric
equivalent model is suitable only if gases are assumed to be mono component. Each
specie is considered as a perfect and single gas and physical interactions between
species are neglected. Under these considerations,the cathode and anode are modeled
by three independent circuits.

Global pressure and flow at a given point “i” in each channel, are obtained by
applying superposition properties to each individual gas circuit, according to gas
composition:

Cathode

{
Pc(i) = ∑

k Pc
k (i)

Qc
m(i) = ∑

k Qc
m,k(i)

for k ∈ {N2, O2, H2O} , (16)

Anode

{
Pa(i) = ∑

k Pa
k (i)

Qa
m(i) = ∑

m,k Qa
m,k(i)

for k ∈ {N2, H2, H2O} . (17)

Note that the independent species partial pressure is usually smaller than the
atmospheric pressure:

Cathode

{
Patm ≤ PN2 + PO2 + PH2O
Patm ≥ Pα for α ∈ {N2, H2, H2O} , (18)

Anode

{
Patm ≤ PN2 + PH2 + PH2O
Patm ≥ Pα for α ∈ {N2, H2, H2O} . (19)

The modeling principle is then to work with absolute pressures and to compensate
each circuit output by a voltage source V ∗

k , using the following expression:

V ∗ j
k = P j

k,out

P j
out

Patm. (20)

Figures 4–6 depict the electrical model for oxygen, nitrogen and water vapour,
respectively. Note that the hydrogen circuit is analogous to the oxygen circuit.

Under the hypothesis of homogeneity of gas distribution, the output flow is
expressed by

Qa,c
m,k,out = Pk,out

Pout
Qm,out for k ∈ {N2, H2, H2O, O2} . (21)

The effect of nitrogen diffusion, for “open mode” operation, is rather small. Hence,
in several works (see for instance [11, 16, 17]), these phenomena are not considered
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Fig. 4 Electric equivalent
circuit for oxygen

Fig. 5 Electric equivalent
circuit for nitrogen

by assuming that they can be neglected. However, for “closed mode” operation it is
important to take into account this phenomena and especially in the case of faults
diagnosis.

In this approach, the phenomena of diffusion is represented, in the model, by
resistances that can be constants or variables depending on the kind (i.e. local or
global) of model considered . Note that a resistance joining both anode and cathode
RC circuits, models nitrogen diffusion constant as depicted in Fig. 5.

To describe the behavior of water vapour it is important to take into account the
phenomena of water production in cathode, electro osmotic drag (see Eqs. 10 and
11) and the saturation behavior that limits its partial pressure (see for instance [18]):

Pα
H2O ≤ Psat for α ∈ {a, c}. (22)

Finally, if the fuel cell operates with internal vapor pressures close to saturation
pressure Psat, the existence of liquid water inside the stack should also be considered.
In this case, condensation–evaporation phenomenon should also be included in the
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Fig. 6 Electric equivalent
circuit for water vapour

model. For the sake of simplicity, a first model considering only the influence of the
vapor phase water is proposed.

Both electro osmotic water and produced water flows Qm,H2O,e, Qm,H2O,r,

defined by Eqs. 10 and 11, are dependent on stack’s current. Hence, in the model,
these quantities are depicted by current sources acting on the corresponding chan-
nels. As in the case of nitrogen, a resistance linking the cathode and anode circuit,
models water diffusion. Water diffusion and electro osmotic drag coefficients are
dependent on the membrane water content, which is usually estimated by the water
activity on either channel. The resulting electrical equivalent model is presented in
Fig. 6. When the water partial pressure reaches its saturation level [18], the system
is no longer linear. In order to model vapour saturation pressure, a Zenner diode in
parallel with the capacitance is introduced in the water equivalent circuit, to set a
saturation voltage equivalent to vapor saturation pressure. In this way

V ≤ VZenner (23)

as

PH2O ≤ Psat. (24)

In order to complete the model, a stack voltage model is built from the open circuit
voltage given by Nernst equation:
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Eoc = Eo −
[

RT

nF
ln

PH2O

PH2

√
PO2

]
, (25)

with species partial pressures given by the equivalent voltages in the internal node
of species circuits. Voltage losses under load conditions due to activation losses are
described by Tafel’s equation (see for instance [19]):

vact =
(

RT

αnF

)
ln

(
io + I

i0

)
. (26)

With regard to concentration and ohmic losses, we consider the equations

vconc =
(

RT

αnF

)
ln

(
IL − I

IL

)
(27)

and

VOhm = RI. (28)

Remark 1 Concerning the identification of parameters of the model and its
experimental validation on a real process the reader is referred to Hernandez
et al. [7].

2.3 Diagnosis by Electrical Circuit Analysis

Electrical equivalent model representation presents characteristics that are suitable
for fault diagnosis:

• A dynamical system, composed of differential equations, can be deduced from the
electrical equivalent model. Hence, the obtained system can be easily linearized
around the desired operating point. This can allow, for instance, the use observer for
residual generation. This is an important fact, since measurements inside the stack
are rather difficult to perform in real time, and the possibility of state reconstruction
from the stack information available is highly desired.

• Failure modes can be associated with circuit parameters’ variation. A parametric
approach to diagnosis such as Kalman filtering is then feasible.

• existing software used for electrical network analysis, can easily be adapted.

2.3.1 Principal Failure Mode Description

Here, the three main types of failures considered are the following: flooding, drying
and membrane deterioration. Both flooding and drying phenomena are transient
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conditions that can be reversed with an adequate control strategy, before a major
failure occurs. Generally, membrane degradation is considered as a permanent, non
reversible, failure.

A. Flooding

The accumulation of liquid water in diffusion layer pores and channel surfaces,
thus limiting gas exchange between channels and reactive sites and between cathode
and anode channels themselves, is called flooding. Flooding occurs mainly at the
cathode side. It is the cumulative result of defective water management that can be
summarized into three main causes:

• Insufficient water evacuation flow.
• Excess of input water vapour flow.
• Sudden temperature drop.

Seen from another point of view, active surface is reduced producing an increase
in current density, increasing also ohmic losses and decreasing the fuel cell perfor-
mance [8].

Water in its liquid state can partially limit gas flow through channels, increasing
pressure losses between stacks input and output nozzles. Gas diffusion can also be
perturbed by the presence of liquid water. In addition to the water influence on circuit
resistances, stored liquid water also leads to decrease the available gas volume. Since
stack storage properties are modeled by a capacitance, this capacitance is also affected
by liquid water production.

B. Drying

In opposition to flooding, drying occurs when the water vapor balance is negative
for a given time producing membrane dehydration. In a PEMFC stack, proton transfer
is assured by the water molecules contained in the membrane. Membrane dehydration
will increase the electrical resistivity of the stack and limit the maximal current
density and electro-osmotic drag coefficient. Membrane width and thus gas diffusion
constants will also be affected by dehydration.

C. Membrane Deterioration

Membrane degradation takes place with time. In the presence of this fault,the
fuel cell performance is permanently compromised; it can be characterized by a
system evolution towards new equilibrium points. As it can be easily inferred, only
membrane parameters are affected in this case. Diffusion constants are significantly
altered in most of the cases.The pressure gradient between cathode and anode chan-
nels drops, proportionally to failure magnitude.
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Fig. 7 Global model and fault related elements

2.3.2 Analysis of Parameters and Faults Diagnosis

The principle used for faults diagnosis is based on the analysis of the parameters.
More precisely, in the proposed model, the presence of a fault can be represented
by variations in circuit parameters Fig. 7. The diagnosis is then based on a residue
generation between the identified parameters and the nominal values.

The flooding fault can be characterized by the change of parameters in the circuit
as follows. First, increasing input and output resistances mainly in the part of the
circuit representing the cathode side and membrane. Second, decreasing of circuit
capacitance. In fact, this is due to the reduced effective volume.

The drying fault will increase the electrical resistivity and limits the current density
and electro-osmotic drag coefficient. Hence, it is expected that this fault will be
detected in the electrical circuit by a decreasing of the resistances representing the
membrane and a change in the electro-osmotic current source are expected.

Under membrane deterioration, Rm is expected to drop, but no other components
should be altered.
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Fig. 8 Voltage degradation towards flooding fault [7]

2.3.3 Diagnosis Results

Failure tests proposed in Hernandez et al. [7] were conceived to carry the fuel cell
stack into a flooding failure mode. In order to flood the stack, two different strategies
were used: an increase in input air humidity level and a stack temperature drop.

The voltage degradation rate is constant as expected, since a direct relation
between water content in the stack and voltage is supposed and given the experi-
mental conditions, a constant water formation rate is expected.

The relation between stack voltage degradation and flow resistance increase is
observed in Fig. 8.

From the flow point of view, an increase in cathode flow resistance and cathode
stack pressure loss is observed in the cathode, whereas anode flow parameters remain
relatively unchanged as expected. Experimental results illustrating the previous phe-
nomena are shown in Figs. 9, 10.

Figure 11 shows that flooding induced by temperature, decreases or increases
the input humidity level. A more continuous evolution of internal flow resistance
is observed when reducing stack temperature, suggesting a more uniform water
repartition in the stack.

Normally, pressure increase will produce an increase in voltage as described
by the Nernst equation, however, experimental results in these tests show that a
higher channel pressure is not necessarily related to a concentration increase on the
reactional site.
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Fig. 9 Flooding due to an increase in humidity: evolution of flow resistance evolution [7]

Fig. 10 Flooding due temperature decrease: evolution of pressure losses [7]
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Fig. 11 Flooding due to stack temperature decrease: pressure losses evolution [7]

3 Statistical Approach

Due to the nature of the system, some important constraints must be respected when
developing a diagnosis strategy. First, the computation time must be small since
stack’s electrical dynamics are fast, compared to system ancillary components, and
thus adequate control strategies have to be taken rapidly in order to avoid a system
performance degradation. Second, diagnosis should perform well in a wide operation
range, including system normal degradation due to ageing. Finally, the diagnosis
strategy should minimize the hardware costs if it is intended to serve mass production
markets. In order to accomplish this last task, sensor choices should try to minimize
their number and complexity. The diagnosis strategy suggested in this section takes
into account the constraints exposed previously, including a stochastic approach
to estimate fuel cell operation/failure mode, using the information provided by an
individual cell voltage probability density function.

3.1 A Static Model

The more simpler model for a PEMFC is established using the relationship between
the current and the voltage and is represented by the polarization curve. The classical
form, depicted by Fig. 12, is defined by
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Fig. 12 Polarization curve
for a PEMFC

Vs = E0 − RT

2F
ln

(
PH2O

PH2 × P1/2
O2

)
− RT

2F
ln

(
i0 + I

i0

)

+ RT

2F
ln

(
Il − I

Il

)
− I R, (29)

where E0, i0, Il , Px (where x ∈ {H2, O2, H2O}) and R are load voltage, the cur-
rent exchange, the maximum current, the pressure expressed in atmospheres and
the ohmic resistance, respectively. These settings are system specific and only load
voltage is measured directly.

Since the model is static, its use assumes that the operating conditions of the
system and dependents change only very slightly for a time long enough.1 Thus, a
fault (or dysfunction) can be detected from this model only after a long period of
time resulting in delays between the fault and its detection.

A perfect stabilization of the operating conditions of the PEMFC system is rarely
achieved due to the complexity inherent in the system. Variations of parameters, more
or less important, such as temperature and humidity are still present. It therefore
seems inappropriate to consider a single polarization curve to evaluate even a static
operation of the system. A possible solution to take into account this phenomenon is
to consider the notion of statistical dispersion due to disturbances on the system. The
initial polarization curve is then substituted by a zone of polarization (see Fig. 13)
that integrates the system perturbations and the bias introduced by sensors:

V (I ) = V̄ (I )︸ ︷︷ ︸
Average polarization curve

+ θ1 (o, σ1)︸ ︷︷ ︸
Sensor bias

+ θ2 (o, σ2)︸ ︷︷ ︸
System bias

. (30)

It is possible to define the area of polarization using the set of parametric functions
of probability density fVI

2 of the random variable V for a current I with values in
an interval characterized by the parameters μ = E (VI ) , mathematical expectation

1 Typically on the order of the minute for PEMFC.
2 In the sequel we use fx to denote the density of probability of the random variable X.
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Fig. 13 Definition of areas
of polarization and faults

centered on the theoretical polarization (see Fig. 12) and σ a dispersion (strongly
linked to the physical process under consideration) that depends on system features
and sensors.

The concept of a fault occurrence requires a preliminary formalization. To do this,
we adopt two different approaches. In the first approach, the presence of a default is
assumed if

p /∈ [v1, v2] , (31)

where p denotes the operating point and [v1, v2] is the interval obtained from trust
parameter α defined by resolving the following equations (see Fig. 14):

v1∫

−∞
fVI (τ ) dτ = α

2
and

v2∫

−∞
fVI (τ ) dτ = 1 − α

2
. (32)

A second approach consists in assuming that the occurrence of a fault when

P(v) ≤ Pmin, (33)

where Pmin is the value of a minimal probability. P(v) is the probability defined com-
pared to the interval [v, v + �v] , where �v designates a nonnegative real number
depending on the sensors. This probability can be expressed by

P(v) =
v+�v∫

−∞
fVI (τ ) dτ −

v∫

−∞
fVI (τ ) dτ. (34)

It should be noted that in the literature similar approaches have already been
proposed. For example, the use of logic and the concept of fuzzy membership
degree to quantify distance from a point in the experimental polarization curve theory
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Fig. 14 Determination of
nominal and fault zones

(cf. [3]). In general, methods based on the polarization curve can detect the probable
presence of a dysfunction, but show significant limitations for diagnosis. Indeed, it
is a necessary part to reach a quasi-steady state before identifying any malfunction.
Moreover, information given by this method can be insufficient to establish the cause.

3.2 Diagnosis Using the Distribution of Cell Voltages

3.2.1 General Principle of the Approach

Generally, in the literature, for the proposed models (see for instance [19–21]), the
voltage of fuel cell stack is first obtained by calculating the voltage of a unit cell.
Second, it is generalized to all cells. This consists in using models that are of a global
type. Note that these models are valid only under the assumption that the cell voltage
in the fuel cell is homogeneous. Then the possible variations between the voltages
cells are not representative of the operating mode of the stack. This approach can give
satisfactory results for modeling the operating conditions of PEMFC where the nom-
inal voltage difference cells remains low. Nonetheless, it does not take into account
the fact that the cells behavior may be different, and mainly, in a degraded mode
of operation. Thus, a significant amount of information with easy access (requiring
only the sensors voltage) is, in fact, neglected.

Moreover, the use of so-called global models allows only a partial explanation of
the complex phenomena related to the heart of fuel cells. In particular, those related
to inaccuracies in the assembly, irregularities of materials, the non-uniformity of
implementation of diffusion layers, the membrane or other parts of the stack. The
impact of these phenomena can partly be found reflected in the behavior of individual
cells of the PEMFC. Thus, the statistical approach given here takes into account and
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analyzes, unlike approaches based on global models, the information available for
each individual cell, to explain and classify adequately patterns of dysfunction stack
for different causes.

By considering Eqs. 29 and 30, it is possible to decompose the total voltage of
the fuel cells in the following manner:

V̄p =
n∑

1

V̄i and σVp =
n∑

1

σVp . (35)

This consists in considering the voltage of the n basic cells as being random
variables. Further, we can note that from the statistical analysis of the cell tensions
Eq. 35, it is possible to increase the information available for diagnosis.

It is important to emphasize that the fact of considering, the overall PEMFC
system, as a stochastic system, can be explained naturally by the uncertainty of
many variables and parameters in the models of the cell.

3.2.2 Mathematical Model

Generally, the flow in some sections of the channels is of turbulent nature [9]. There-
fore, the pressure gradient is not homogeneous, causing local variations in pressure.
These variations produce a pressure distribution that is specific to each mode of
operation of the cell and can be observed from the distribution of the cell voltages.

By observing the voltages of each cell and their temporal evolution3 (see Fig. 15) it
seems clear that the operating conditions of each cell may be very different. Moreover,
their behavior does not seem to follow specific laws; the effects of disturbances
propagate through the system and are partially reflected through the measurement
of the voltage of each elementary cell. In this approach, the image disturbances on
the distribution voltage function for each individual cell is analyzed. The goal is to
characterize some states and operating modes of the stack system.

By taking a sufficiently fine mesh over the scale to the considered phenomena,
the number of samples of pressure is large enough to use the central limit theorem4

and to claim that the samples of pressure are random variables according to a normal
distribution5:

P ↪→ N
(
P̄, σP

)
. (36)

Since the pressure variable is supposed to be a random variable, then the logarithm
of pressure function can also be assumed to follow a random variable and thus from

3 Experimental results are obtained with a stack (composed of 20 cells) of 500 W (composed of
20 cells).
4 From 30 samples of a population, a distribution function can be tested in order to decide if
eventually it can be assimilated to a normal distribution.
5 In the sequel, we use X ↪→ N (m, σ ) to denote the random variable X which follows a normal
distribution with mean m and standard deviation σ .
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Fig. 15 Voltage behavior of
cells in case of flooding
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the equation Eq. 36 we get

ln P ↪→ N
(
ln P̄, σlnP

)
. (37)

When working in open circuit mode, the link between pressure distribution and
voltage distribution is expressed through the Nernst equation [17]:

V0 = E0 + A ln

⎛

⎜⎝
PH2O

Psat

PH2
Pstandard

·
(

PO2
Pstandard

)1/2

⎞

⎟⎠ . (38)

The fact that the cell voltage follows a normal distribution is proved by using
the hypothesis test of Kolmogorov–Smirnov (see e.g. [18]). In the case treated here
the function of distribution of an empirical sample is compared to the theoretical
distribution of normal function and the decision criterion is based on

Max (|Fn(x) − F(x)|) , (39)

where

Fn(x) = 1

n

n∑

1

ni with ni =
{

1 if yi ≤ x
0 if yi > x

. (40)

yi designates the i th element of the sample and F(x) denotes the repartition function
of the normal law N (σ, μ) where σ and μ are defined in an empirical manner and
using a sample.
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Finally, by assuming the following hypothesis :

• the gas composition is homogeneous for a given volume (i.e. the proportion of
species is constant),

• the electrode potential is constant,

the expression of the voltage, when working in open circuit mode, can be transformed
in the following form:

Vo = Eo + A

(
ln (K1 · Pair) − ln (K2 · PH2) − 1

2
ln (K 2

3 · Pair)

)

= Eo + A

(
ln Pair − ln PH2 − 1

2
ln Pair + ln (K1 K2 K3)

)

= Eo + A

(
1

2
ln Pair − ln PH2 + ln (K1 K2 K3)

)
, (41)

where Ki (i = 1, 2 or 3) correspond to partial fractions of the water vapor, hydrogen
and oxygen, respectively. Using Eqs. 36 and 37, the expression of the voltage, when
working in the open loop mode, can be rewritten in the following form:

V0 ↪→ N
(
V̄0, σV0

)
, (42)

with

V̄0 = E0 + A

(
1

2
ln

(
P̄air

Pstandard

)
− ln

(
P̄H2

Pstandard

)
+ ln (K1 K2 K3)

)
(43)

and

σV0 = σlnPair
+ σlnPH2

. (44)

3.2.3 Methodology Used

A. Local Disturbances of Pressures

The system, even during normal operation, is subjected to local disturbances
involving some dispersion of individual cell voltages (see for instance Figs. 16, 17
where the test results are realized on an open circuit mode). This dispersion, amplified
by high flows, can be explained in part by local pressure disturbances caused by
turbulence in the flow (see Fig. 18). However, it should be noted that if the system,
even in a normal operation, is subjected to random perturbations (see for example the
test results presented by Fig. 18 the voltage dispersion of cells generated cannot be
considered as the unique indicator of the presence of a dysfunction or failure on the
system stack.6 Hence, the characterization of the distribution of cell voltages during
normal operation is a prerequisite for the use of a statistical approach for diagnosis.

6 Test results obtained with a PEMFC of 500 W.
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Fig. 16 Voltage dispersion
of the cells: variable air flow
(see footnote 6)
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Fig. 17 Voltage dispersion
of the cells: depending on
time
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B. Impact of Water in the Liquid State

Concerning PEMFC, it is well known that the presence of water in liquid phase
inside the fuel cell is the main cause of dysfunction and faults (see for instance [22]).
The condensation of water occurs when the partial pressure of water vapor reaches
its saturation value (i.e. PH2O ≥ Psat). The impact of the presence of water in the
liquid phase on the fuel cell is important. In fact, it causes an immediate voltage drop
induced by the decreasing of the active surface for the exchange of gases. This causes
an increase in the current density and then an increase in the temperature gradient
which can damage the membrane. Also, the water vapor is present in the anode and
cathode. Hence, its partial pressure, which is affected by disturbances, produces a
no homogeneous distribution of pressures in the channels. Moreover, the saturation
pressure is sensitive to temperature variations (see for instance [18]):
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Fig. 18 Voltages variance of
cells related to the air flow 0.011
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Table 1 Numerical values for
the computation of Psat ([18])

R = 22105649.25 D = 0.12558 × 10−3

A = −27405.526 E = −0.48502 × 10−7

B = 97.5413 F = 4.34903
C = 0.146244 G = 0.3938 × 10−2

ln

(
Psat

R

)
= A + BT + CT 2 + DT 3 + ET 4

FT − GT 2 , (45)

with the parameters listed in Table 1.
Combining these two factors favors the formation of liquid water in some areas

when some others are not affected. These phenomena were observed experimentally
by several authors (see for instance [9, 23, 24]). Moreover, these works show that
the formation of water is produced in a random way and is not homogeneous. Thus,
the water condensation can be considered as a probabilistic event [24], imposing a
water distribution in the fuel cell:

V l
H2O ↪→ N

(
V̄ l

H2O, σV l
H2O

)
. (46)

Note that the flooding phenomena in some zones of the fuel cell concern, in
general, one or two cells when the others are only slightly affected. These phenomena
are accompanied by an important voltage drop of the flooded cells and then an
increase in the current density depending on the liquid water produced (see for
instance [8]):

J = Il

(
A

(
1 − Kd V l

H2O

))−1
, (47)
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with

J : Current density (A/cm2),

A : Active surface (cm2),

Kd : Relationship between volume and surface (cm−1).

The following equation:

Vs = E0 − RT

2F
ln

(
PH2O

PH2 × P1/2
O2

)
− RT

2F
ln

(
j0 + J

j0

)
+ RT

2F
ln

(
Jl − J

Jl

)
− Jr

(48)
gives the relationship between the current density and the voltage of a cell. This
expresses the relationship between voltage and the water distribution in the fuel cell.
The probabilistic aspect of the cells voltage is then established.

C. Dispersion of Voltages of Cells

By considering the expressions Eqs. 29, 42, 46 and 47, the voltage of the fuel cell
can be expressed by the equation Eq. 30. The obtained dispersion of voltages of cells
is decomposed in the following way:

σVp = σcap + σ	, (49)

where

• σcap concerns the variations introduced by the disturbances and sensors bias. The
systemic disturbances, which are present for all operative conditions, correspond to
inherent errors of the process and hence are assumed to have a constant amplitude.

• σ	 corresponds to bias and disturbances related to the PEMFC system. It can be
decomposed into three parts:

σ	 = σp + σH2O + σc, (50)

with:
• σp as the dispersion related to pressure disturbances that are nonuniform in the gas

channels. Note that the differences in pressures are mainly the result of the vari-
ations of gas flows and transitional modifications of channels’ geometry causing
liquid water accumulation.

• σH2O denotes the dispersion related to a water distribution that is nonuniform inside
the fuel cell. The water distribution inside the fuel cell is the result of random
conditions good for condensation and for mechanisms which allow the movement
of liquid water inside the channels. These mechanisms are strongly coupled to gas
flows and depend on the operating conditions of the PEMFC system.

• σc correspond to a dispersion produced by the differences related to the physical
states of the cells when constructing or assembly or as a result of irregular wear.
It should be noted that these phenomena depend on the considered system and,
generally, their time behaviors are very slow.
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Fig. 19 Tree of variance
decomposition

The description of voltage variance of the cells is depicted by Fig. 19.
To realize the diagnosis for PEMFC using a statistical approach based on the

voltage distribution of cells, mainly when it concerns faults related to water, it is
necessary to identify previously the voltage variance for cells (see for instance [25]).

The bias introduced by the sensors and the physical differences between the cells
are assimilated to a white noise, then

θcap ↪→ N
(
0, σcap

)
. (51)

The distribution variance of pressure is unknown, but the variance of the voltage
distribution σVp (see Eq. 42) is measurable experimentally. However, still coupled
to sensors ones, for instance:

σVp = σcap + σH2O + σc. (52)

For steady state, with flux and current equal to zero, the pressure inside the chan-
nels and the water distribution are homogeneous. Then, the associated variance can
be neglected under the boundary conditions:

lim
D,I→0

σp = 0 and lim
D,I→0

σH2O = 0, (53)

where D designates the flux and I the current.
Finally, σVp is associated to variances of sensors and the physical differences

between the cells using the relationship defined by the following expression:

lim
D,I→0

σVp = σcap + σc. (54)

These inherent variations of the system are supposed to be real constants.
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3.2.4 Operating Zone Definition

A. Principle

It is possible to build a polarization zone (around the theoretical polarization curve)
which corresponds to the normal “operating” of the system. The polarization curve is
hence transformed into a polarization zone (see Fig. 13) containing the disturbances
phenomena which is inherent to the system. Thus, the value of cell voltage can be
expressed by a probabilistic function Eq. 30 and not a unique value. The trust degree
α is then used as the criteria for determining whether an operating point is outside
the zone of “normal operating”, which indicates the presence of fault or dysfunction
as it is established by Eqs. 31 and 33. In the diagnosis strategy, we define n operating
zones:

Normal operating zone Z0 defined as from F0 {σ, is, V } ,

Fault zone number 1 Z1 defined as from F1 {σ, is, V } ,

Fault zone number 2 Z2 defined as from F2 {σ, is, V } ,
...

...

Fault zone number n Zn defined as from Fn {σ, is, V } ,

(55)

where Fi (i = 1 . . . n) are suitable functions that defined the zones Zi (i = 0 . . . n).

Note that the zones Zi (i = 0 . . . n) can be defined using available knowledge about
the fuel cell system obtained in an experimental way:

U = {is, σ, V } ∀ is, σ, V ∈ �+, (56)

which can be defined in three dimensions as from is, σ and V. The parameters which
define the operating mode in the presence of fault are chosen in an empiric way using
experimentation (see Fig. 20) or by respecting safety norms or physical indictions
from the constructor of the fuel cell.
In the deterministic approach, a fault can be identified in the following way:

p ∈ ai if P − Ai ≤ Sai (P − Ai ) , (57)

where p is an operating point possessing a direction vector P, ai correspond to i th

aggregate with the mass center determined by the direction vector Ai characterizing
a fault, and Sai (R) corresponding to a vector function which is the border surface to
i th aggregate (see Fig. 20).

However, the random aspect of the voltage suggests that a statistical approach
can be an adopted technique to diagnose for PEMFC. Indeed, using this approach,
a probability to belong to an aggregate is defined depending on the density of the
aggregate and the distance (meaning of Euclidian norm) to aggregate center:

P (p ∈ Zi ) = F (δi (ri )) , (58)

where Pp,i designates the probability to belong to the aggregate i, δi (ri ) denotes the
density of i th aggregate to ri and F is the function which defines the probability to
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Fig. 20 Probability
definition of a zone

belonging. However, it is possible to not be able to associate a point to a specific
aggregate. The set of these points depicts the “transition zone”:

Zt = {P/P (pinZi ) < ε for i = 0 . . . n} . (59)

If greater precision is needed for the diagnosis strategy, then it is necessary to
increment the dimension of the space in order to obtain a large dimension for the
residue vector. This will allow to find the causing factor of the fault in a precise way.
More parameters, as spatial distribution of cells’ voltage and the trajectory of residue
in experimental space (see Fig. 20 and Eq. 60), designate the possible alternatives
for incrementing the space of decision.

B. Application

From the space definition of �3 (see Eq. 56), it is possible to build a residue vector
using the parameter (σ, V ) of the distribution voltages of cells.

A first delimitation of zones by identifying simply the dangerous zones where a
fast damage can occur because of the operating conditions (see Fig. 21):

• Minimal voltage for fuel cell V ≥ Vmin;
• Maximal current density j ≤ jmax (i.e., i ≤ imax);
• Maximal power V ≤ Pmax

Imax
;

• Maximum dispersion of voltage of cells σ ≤ σmax.

However, such a delimitation of operating zones of systems do not take into
account the system specificities and do not allow the identification of fault causes.
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Fig. 21 Delimitation of the
prohibited zone

Hence, it should be delimited more precisely the areas using experimental data and
may be to create, in the considered space, specific aggregates for each kind of fault
taking into account the specific characteristics of the system. Thus, the characteristics
of voltages distribution of cells are first identified experimentally in normal operating
conditions, Second, similar experimentation can be done in the presence of fault.
Finally, the residue vector can be built in the following way:

σr Vr︸ ︷︷ ︸
Residue V,σ

= σo (T, φ, I ) V̄o (T, φ, I )
︸ ︷︷ ︸

V̄ ,σ Nominal conditions

− σv V̄
︸ ︷︷ ︸

Measured values V̄ , σ

. (60)

The partial flooding of one or more areas of fuel cells leads to the loss of homo-
geneity of conditions and an increase in the variance. An important increase in the
variance implicates the presence of a fault, here the flooding.

3.3 Experimental Results

In order to illustrate the proposed strategy of diagnosis, experimental tests were
realized using different initial conditions in different zones: operating modes without
dysfunction and operating modes with partial flooding. To realize the flooding the
strategies adopted were:

• increasing the hygrometry of air entrance with constant temperature and constant
load;

• decreasing the stack temperature with constant air hygrometry of entrance and
constant load;

• increasing the load with constant air hygrometry of entrance and a constant stack
temperature.
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Fig. 22 Probability
distribution function of class:
Evolution to fault with a
constant load

The experimental results show that the different operating modes are character-
ized by voltages distributions of cell voltages that are specific at each mode. For a
normal operating mode, the variance is moderate and can be associated to the basic
variance of the system (see Fig. 18 and Fig. 19).7 The flooding inside the fuel cell
is characterized by an important increase in variance and an average voltage drop
of cells as depicted in Fig. 22. More precisely, three areas are to be distinguished.
The zone R1 where the voltage is normal with a reduced dispersion. R2 is a zone
characterized by an important voltage drop with an important dispersion. The third
zone R2a where the voltage drop is critical with an extreme dispersion: the operating
of the fuel cell must be stopped.

In the extreme cases, the behavior of voltage distribution loses its symmetry and
with the test of Kolmogorov–Smirnov Eq. 39, the hypothesis of the normality can be
rejected. This approach can be used for an early detection that the system is moving
to fault zone.8

However, even if the fault produced by flooding is in general characterized by
the parameters σ and V̄ , the cause of the dysfunction, namely the increasing of
hygrometry in entrance or the increasing of the electrical load or the decreasing of the
temperature of the stack is still difficult to determine. Nevertheless, if we observe the
spatial distribution of the cell voltages, it is possible to detect significative differences
between the flooding produced by a temperature drop (see Fig. 23) and a flooding
caused by an increasing of hygrometry in entrance (Fig. 24). The localization of
the areas which promote formation of the liquid water allows to define the spatial
distribution of voltage in the fuel cell. Then, it is possible to identify the fault cause
by establishing a relationship between the surface geometry of voltage distribution
and the phenomena which produce the fault. In the first case (i.e. the situation where
the hygrometry in entrance is higher), we observe an important decrease for the last

7 Experimental test results on a fuel cell with 500 W
8 Experimental test results on a fuel cell of 500 W
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Fig. 23 Spatial distribution of cells voltages caused by a drop of temperature (see footnote 8):
Temporal evolution. Two zones of flooding formed that are almost symmetrical

Fig. 24 Spatial distribution
of cells voltages caused by
an increasing of hygrometry
of entrance: Temporal
evolution. A partial zone of
flooding and a total zone of
flooding are formed with an
asymmetric configuration

cells (i.e. the cells near the exit) thus, a less important decrease for the cells near the
entrance of the gases. This can be explained by a more important concentration of
steam in the last cells and by an accumulation of water near the exit, produced by
the mass transport done by the gas fluxes, especially at the cathode.

In the second case (i.e. the temperature drop), a more important voltage drop
occurs in the first cells. Thus, the air in the entrance of the fuel cell strongly charges
steam with a steam pressure close to saturation pressure. When the air enters the
cathode, it saturates and condenses quickly in the first cells. Then, in the intermediate
cells the air is relatively dry which can explain the higher value and homogeneity of
the voltage. Later, the air is charged and the pressure of steam increases and promotes
a second condensation, less important, in the last cells. Parallel to the condensation
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phenomena, the water is transported and accumulated in the last cells generating a
decrease in the voltage.

4 Conclusions

In this chapter, two strategies dedicated to faults diagnosis were presented. The first
strategy based on the electrical equivalent model of a PEMFC which showed to be
efficient in gas dynamic and voltage prediction has been developed. A diagnosis
methodology based on the electrical circuit parameter identification has also been
introduced. The proposed model can be improved to introduce saturated conditions
to include liquid phase in the diffusion layer and to look at the liquid water effect on
circuit parameters. The results in this field are expected to give important information
about fuel cell fault diagnosis.

The second strategy is developed using a statistical approach and without using
any model. Failure detection by stochastic parameters have shown to be a promising
approach to fuel cell diagnosis. Different operation modes are clearly identified and
experimentally tested. The proposed approach is an easy way to implement online
a diagnosis strategy due to the simplicity of data calculations and the reduced cost
of data acquisition system needed. Towards a diagnosis oriented to choose control
strategies, a more complex but powerful alternative is to identify the residual vector
path and speed.
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Fault Diagnosis and Fault Tolerant Control
of PEM Fuel Cell Systems

Diego Feroldi

Abstract The energy generation systems based on fuel cells are complex since they
involve thermal, fluidic and electrochemical phenomena. Moreover, they need a set
of auxiliary elements such as valves, compressor, sensors, regulators, etc. to make the
fuel cell work at the pre-established optimal operating point. For these reasons, they
are vulnerable to faults that can cause the stop or the permanent damage of the fuel
cell. Therefore, it is useful to use systematic techniques, like the recent methods of
fault-tolerant control (FTC), to guarantee the safe operation of the fuel cell systems.
The Fault Diagnosis of PEM fuel cell systems using a model-based methodology
is addressed in Sect. 2.2, whereas the FTC based on Model Predictive Control is
addressed in Sect. 2.3). This chapter is complementary to Chap. 3, showing that the
proposed control architecture with two actuators adds FTC capabilities to the fuel
cell systems.

1 Introduction

The energy generation systems based on fuel cells are complex since they involve
thermal, fluidic and electrochemical phenomena. Moreover, they need a set of aux-
iliary elements such as valves, compressor, sensors, regulators, etc. to make the fuel
cell work at the pre-established optimal operating point. For these reasons, they are
vulnerable to faults that can cause the stop or the permanent damage of the fuel
cell. For example, the faults that have to be detected and diagnosed on fuel cell
vehicle are very numerous [1], from major damages on the stack itself, which imply
the replacement of the stack, to temporary variations of the system output values
that can be easily corrected through control system. Therefore, it is useful to use
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systematic techniques of fault diagnosis and fault-tolerant control to guarantee the
safe operation of the fuel cell systems [2–4].

The overall concept of fault diagnosis consists in the following three essential
tasks [5]:

• Fault detection: consisting in the detection of the occurrence of faults in the system,
which lead to undesired or intolerable behavior of the whole system.

• Fault isolation: localization or classification of different faults.
• Fault analysis or identification: determination of the type, magnitude and cause of

the fault.

The model-based fault diagnosis techniques has developed notoriously from its
origin, demonstrating a great efficiency in detecting faults in a great number of
industrial processes applications. For example, model-based fault diagnosis systems
are fully integrated into vehicle control systems, robots, transport systems, power
systems, manufacturing processes, process control systems, etc.

Model-based fault diagnosis techniques are common in the explicit use of
a process model, based on which algorithms are implemented for processing
data that are on-line collected and recorded during the system operation. The
major difference between the model-based fault diagnosis schemes are the adopted
process model and, particularly, the applied algorithms, existing an intimate rela-
tionship between the model-based fault diagnosis technique and the modern control
theory [5].

2 Model-based Fault Diagnosis in PEM Fuel Cell Systems

The first task to achieve active tolerant control consists of the inclusion of a fault
diagnosis system operating in real-time. The diagnosis system should not only
allow the fault detection and isolation but also the fault magnitude estimation.
A central problem with the application of model-based fault diagnosis technique
can be expressed as filtering/extracting the needed information about the faults of
interests from the residual signals. To this end, two different strategies have been
developed [5]:

• Designing the residual generator to achieve a decoupling of the fault of interests
from the other faults, unknown disturbances and model uncertainties

• Extracting the information about the fault of interests from the residual signals
by means of post-processing of the residuals. This procedure is called residual
evaluation.

In this section, a model based fault diagnosis is proposed as a way of faults
diagnosis in fuel cell systems. The model-based fault diagnosis is based on the
on-line comparison between the real behavior of the monitored system by means of
sensors and a dynamic model of the system. In case that a significant discrepancy



Fault Diagnosis and Fault Tolerant Control 187

(residual) is detected between the model and the measurements obtained by the
sensors, the existence of a fault is assumed.

If a set of measurements is available, it is possible to generate a set of residuals
(indicators) that present a different sensitivity to the set of possible faults. Then,
analyzing in real-time the evolution of the residuals, it is possible, in some cases,
to isolate the fault, and even in some cases, it is also possible to determine its mag-
nitude. The innovation of the fault diagnosis methodology proposed is based on the
use of a residual fault sensitivity analysis that allows to isolate faults that otherwise
would not be separable.

2.1 Foundations of the Proposed Fault Diagnosis Methodology

The methodology of fault diagnosis that is proposed and applied to a fuel cell sys-
tem is mainly based on the classic theory of model-based diagnosis described for
example in [3], [6], [7] and [8]. Model based diagnosis can be divided in two subtasks:
fault detection and fault isolation. The principle of model-based fault detection is to
check the consistency of the observed behavior while fault isolation tries to isolate
the component that is in fault.

The consistency check is based on computing residuals r(k). The residuals are
obtained from measured input signals u(k) and outputs y(k) and the analytical rela-
tionships obtained by system modeling:

r(k) = �(y(k), u(k)), (1)

where � is the residuals generator function that depends on the type of detection
strategy used (parity equation [6] or observer [9]). At each time step, k, the residual
is compared with a threshold value, which is zero in ideal case or almost zero in real
case. The threshold value is typically determined using statistical methods that take
into account the effect of noise and model uncertainty [2]. When a residual is bigger
than the threshold, it is determined that there is a fault in the system; otherwise, it
is considered that the system is working properly. In practice, because of input and
output noise, and modeling errors, robust residuals generators must be used. The
robustness of a fault detection system means that it is only sensitive to faults, even
in the presence of model-reality differences and noise [9].

Robustness can be achieved at residual generation phase (active) or at evaluation
phase (passive). Most of the passive robust residual evaluation methods are based on
an adaptive threshold changing in time according to the plant input signal and taking
into account model uncertainty even in the time domain [10]. In this work, a passive
method in time domain has been proposed for robust fault detection, where the detec-
tion threshold has been obtained using statistical techniques. Robust residual evalu-
ation allows obtaining a set of fault signatures �(k) = [φ1(k), φ2(k), . . . , φn�(k)],
where each indicator of fault is obtained as follows:
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φi (k) =
{

0 if |ri (k)| ≤ τi

1 if |ri (k)| > τi
, (2)

and τi is the threshold associated to the residual ri (k).

Fault isolation consists in identifying the faults affecting the system and it is carried
out on the basis of fault signatures � that is generated by the detection module and
their relation with all the considered faults f (k) = { f1(k), f2(k), . . . , fn f (k)}. The
method most often applied is a relation defined on the Cartesian product of the sets
of faults FSM ⊂ φ × f, where FSM is the theoretical signatures matrix [6]. One
element of that matrix FSMi j is equal to one if the residual ri (k) is affected by the
fault f j (k) and, in this case, the value of the fault indicator φi (k) must be equal to
one when the fault appears in the monitored system. Otherwise, the element FSMi j

is zero.
The isolation approach previously presented use a set of binary detection tests to

compose the observed fault signature. When applying this methodology to dynamic
systems, the use of binary codification of the residual produces a loss of information,
since they may exhibit symptoms with different dynamics [11]. This can be the
origin of false isolation decisions, especially because some detection tests have a
transient behavior in response to the faults, for example in dynamic slow/delayed
systems. Also, in complex systems, some faults could present the same theoretical
binary fault signature not allowing fault isolation. In both cases, it is possible to use
other additional information associated with the relationship between the residuals
and faults, as the sign, sensitivity, order or time activation, to improve the isolation
results [11].

Here, it is proposed the use of information provided by the fault residual sensitivity
in the design of the diagnosis system to increase the fault isolability. According to
[6], the sensitivity of the residual to a fault is given by

S f = ∂r

∂ f
, (3)

which is a transfer function that describes the effect on the residual r of a given
fault f. Sensitivity provides a quantitative information of the effect of the fault on the
residual and a qualitative information in their sense of variation (sign). The use of this
information at the stage of diagnosis will allow to separate faults that even presenting
the same theoretical binary fault signature, present, qualitatively or quantitatively,
different sensitivities.

In order to perform diagnosis, the algorithm uses the theoretical signatures matrix
FSMsensit with the residual sensitivity in the rows, the faults in columns, and each
value of this matrix is noticed as Sri f j . Although sensitivity depends on time in case
of a dynamic system, here the steady-state value after a fault occurrence is considered
as it is also suggested in Gertler and Inc [6]. The theoretical value of Sri f j describes
how easily a fault will cause a violation of the threshold of the i-th residual and can
be computed analytically using Eqs. 1, 3 or by simulation.

Besides, to perform real time diagnosis, the observed sensitivity Sobs
ri f j

should be
computed using the value of the residuals at instant k, ri (k), and the magnitude of
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Table 1 Observed fault
signature matrix using relative
sensitivity with respect to r1

f1 f2 · · · fn

r2/r1 Srel, obs
r2r1 f1

Srel, obs
r2r1 f2

· · · Srel, obs
r2r1 fn

r3/r1 Srel, obs
r3r1 f1

Srel, obs
r3r1 f2

· · · Srel, obs
r3r1 fn

.

.

.
.
.
.

.

.

.
. . .

.

.

.

rm/r1 Srel, obs
rmr1 f1

Srel, obs
rmr1 f2

· · · Srel, obs
rmr1 fn

the fault at the same instant, f (k):
Sobs

ri f j
= ri (k)/ f (k). (4)

2.2 Fault Diagnosis Methodology based on Relative Sensitivity

From Eq. 4, it can be seen that using FSMsensit in real time requires the
knowledge of the fault magnitude or making an estimation of it. In order to over-
come this drawback, the diagnosis is designed using the new concept of relative
sensitivity rather than the absolute sensitivity given in Eq. 3. The observed relative
fault sensitivity is defined as

Srel, obs
ri r1 f j

= Sri f j

Sr1 f j

= ri (k)/ f j (k)

r1(k)/ f j (k)
= ri (k)

r1(k)
, (5)

which corresponds to the ratio of the i-th residue at instant k, ri (k), with another one,
for example r1(k). Then, the relative sensitivity is not dependent on to the magnitude
of that unknown fault. In the case of a set of n fault, a relative fault sensitivity matrix
FSMsensit-rel as the one shown in Table 1 should be used.

The diagnostic algorithm is used to obtain real-time observed relative sensitivities
using Eq. 5, as a ratio of residuals, which provides a vector of relative sensitivities.
The generated vector is compared with the vectors of theoretical faults stored into
the relative sensitivity matrix FSMsensit-rel. The theoretical fault signature vector
with a minimum distance with respect to the fault observed vector is postulated as
the possible fault:

min
{
d f1(k), . . . , d fn (k)

}
, (6)

where the distance is calculated using the Euclidean distance between vectors

d fi (k) =
√(

Srel, obs
r2r1 fi

− Srel, teo
r2r1 fi

)2 + · · · +
(

Srel, obs
rmr1 fi

− Srel, teo
rmr1 fi

)2
. (7)
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Table 2 Description of the fault scenarios

Fault Description

f1 Increase of the compressor motor friction.
f2 Overheating of the compressor motor.
f3 The fluid resistance increases due to water blocking the channels or flooding in the

diffusion layer.
f4 Air leak in the air supply manifold.
f5 Increase of the voltage value below which the compressor motor does not turn.
f6 Increase of the stack temperature due to a failure in the temperature controller.

2.3 Application to a PEM Fuel Cell System

To show the validity of the proposed model based fault diagnosis approach when
applied to a PEM fuel cell system (PEMFC), the model developed by Pukrushpan
et al. [12] (described in Sect. 2.1) has been modified in order to include a set of typical
faults. It was developed a fault simulator, with which it is possible to reproduce any
of the faults presented in Table 2 at a given time.

The implementation of the fault diagnosis system is shown in Fig. 1 and, in the
simulation set-up, the fuel cell is the modified fuel cell model. The set of available
measurements is compared with its predicted value using a non-faulty fuel cell model.
The differences between the predicted and measured values generate a set of residuals
that are sent to the fault diagnosis system. When a fault appears, the residuals that
are sensitive to this fault take a value different from zero. When some of the residual
values cross the detection threshold, the fault diagnosis starts reasoning with all the
violated residuals. The reasoning (described in Sect. 2.2) is based on computing the
minimum distance between the observed fault signature and the theoretical one. The
fault that approaches the most to one of the fault signatures is the one indicated as a
possible fault.

The fault f1 is simulated with an increment �kv in the compressor constant kv

and, similarly, the fault f2 is simulated with an increment �Rcm in the compressor
motor resistance Rcm. Both faults result in a change in the compressor torque τcm:

τcm = ηcm kt

(Rcm + �Rcm)
(vcm − (kv + �kv)ωcm) , (8)

where ηcm is the motor mechanical efficiency, kt is a motor constant, and ωcm is the
compressor speed.

The fault f3 is simulated with an increment �kca, out in the orifice constant of the
cathode output, kca, out, which produces a change in the outlet air flow in the cathode,
Wca, out:

Wca, out = (
kca, out + �kca, out

)
(pca − prm) , (9)

where pca is the cathode pressure and prm is the return manifold pressure.



Fault Diagnosis and Fault Tolerant Control 191

Fig. 1 Implementation of the fault diagnosis system

The fault f4 is simulated with a diminution in the supply manifold outlet flow
constant, which is translated into a change in the supply manifold outlet air flow
Wsm, out:

Wsm, out = (
ksm, out + �ksm, out

)
, (psm − pca) , (10)

where psm is the supply manifold pressure.
The fault f5 is simulated with an increment in the voltage value below which

the compressor motor does not turn, Vcm, low, that the controller supplies to the
compressor motor, a boundary that also influences the compressor torque in Eq. 8.
The fault f6 is simulated with an increment �Tfc in the stack temperature Tfc, which
has an impact on the open circuit voltage of the stack, the partial pressure of gases,
the relative humidity, and the water diffusion coefficient in the membrane. Therefore,
the open circuit voltage E results

E = 1.229 − 0.85 × 10−3 (Tfc + �Tfc − 298.15)

+ 4.3085 × 10−5 (Tfc + �Tfc)
[
ln(pH2) + 0.5 ln(pO2)

]
, (11)

where pH2 and pO2 are the partial pressure of hydrogen and oxygen, respectively.
The partial pressure of gases pi in the anode is

pi, an = Mi, an Ri(Tfc + �Tfc)

Van
, (12)
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where the subscript i is either H2-hydrogen or v-vapor, M is the molar mass, R is
the gas constant, and Van is the anode volume. The partial pressure of gases in the
cathode is

pi, ca = Mi, ca Ri(Tfc + �Tfc)

Vca
, (13)

where the subscript i is O2-oxygen, N2-nitrogen or v-vapor and Vca is cathode volume.
The relative humidity φ j is

φ j = pvj

psat(Tfc + �Tfc)
, (14)

where the subscript j is either an-anode or ca-cathode and the saturation pressure of
vapor is calculated using the following expression:

log10(psat) = − 1.69 × 10−10 T 4
fc + 3.85 × 10−7 T 3

fc

− 3.39 × 10−4 T 2
fc + 0.14 Tfc − 20.92, (15)

where the pressure is in kPa and the temperature is in Kelvin. The stack temperature
also affects the water diffusion coefficient in the membrane:

Dw = Dλ exp

(
2416

(
1

303
− 1

Tfc + �Tfc

))
, (16)

where Dλ is a constant which depends on the water content in the membrane.

2.3.1 Residual Generation and Fault Sensitivity Analysis

The variables that are considered as measured and consequently can be used for
residual generation are the oxygen excess ratio λO2 , the compressor motor rotational
speed ωcm, the compressor motor current Icm, and the fuel cell system voltage Vfc.

Using these variables and the non linear model presented in [12], four residuals can
be derived:

r1 = λO2 − λ̂O2 ,

r2 = Vfc − V̂fc,

r3 = Icm − Îcm,

r4 = ωcm − ω̂cm.

(17)

Using the PEMFC fault simulator previously described, it has been determined
if the faults defined in Table 2 affect or not each of the previous residuals. From
these results, the theoretical binary fault signature matrix presented in Table 3 can be
derived. It can be noticed that all the considered faults affect all the residuals. Thus,
the faults are not diagnosable. Even taking into account the sense (sign) in which the
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Table 3 Theoretical fault
signature matrix FSM using
binary and sign information

f1 f2 f3 f4 f5 f6

r1 (−)1 (−)1 (−)1 (−)1 1 (−)1
r2 (−)1 (−)1 (−)1 (−)1 1 1
r3 (−)1 (−)1 (−)1 (−)1 1 (−)1
r4 (−)1 (−)1 1 1 1 1

Table 4 Theoretical fault
signature matrix
FSMsensit-rel

f1 f2 f3 f4 f5 f6

r2/r1 1 0.824 0.118 0.643 0.036 −0.221
r3/r1 0.854 1 0.197 0.206 0.039 0.151
r4/r1 1 0.937 −0.128 −0.134 0.168 −0.098

fault affect the residual not all the faults are diagnosable: f1 can not be distinguished
from f2 and, similarly, f3 from f4.

Alternatively, using the relative fault sensitivity Eq. 5, the fault signature table
FSMsensit-rel can be calculated. The values of this matrix are shown in Table 4.1

It can be noticed that in this case all the considered faults can be isolated since the
following condition is satisfied:

Srel, teo
ri r1 f j

�= Srel, teo
ri r1 fk

for all j �= k. (18)

2.4 Results

In order to evaluate the model-based fault diagnosis methodology proposed, the
fault scenarios and fault simulator presented in Sect. 2.3 are used. As discussed in
previous sections, the fault detection is based on checking at every time the difference
(residual) between the signal monitored by a sensor and its estimation using the
detection model 17.

The simulation results for the fault scenario f1 are shown to illustrate how the
methodology works: Figure 2 shows the temporal evolution of the residuals and the
detection threshold for each of them, and the time that the diagnosis system takes for
detecting and isolating the fault, respectevely. The fault is introduced into the system
at time 50 s and some time after, all the fault signals cross their detection threshold
(dash line) activating the four indicators of fault Eq. 2. The detection subsystem stores
the fault at the time that one of the thresholds is violated by any of the residuals and,
as soon as it is detected that a fault is present, the isolation process begins. The
isolation process is based on evaluating the distance of the observed relative fault
sensitivity vector to the theoretical fault sensitivity vector.

Figure 3 presents the Euclidean distance between the observer and the theoretical
sensitivity fault signatures for each fault Eq. 7. It can be noticed that since fault f1

1 This table has been derived from the PEMFC model in the operating point described in Sect. 2.1.
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(a) (b)

Fig. 2 Simulation results corresponding to fault scenario. f1 a Time evolution of the residuals.
b Time evolution of fault detection and isolation indicators

has a similar fault signature than f2 (see also Table 4) at the beginning of the fault
isolation process f2 is the fault proposed as the possible fault, since presents a smaller
distance than f1. However, from time instant 82 s, f1 can be isolated. It is seen that the
proposed methodology, after some isolation time delay, allows isolate the true fault.

Similarly, it is possible to detect and isolate the other five fault scenarios using the
proposed methodology. However, the time that the methodology takes to isolate is
different for each fault scenario. It is remarkable that the process of isolation needs
considerably more processing time with the fault scenarios f1 and f2 because of the
similarity between their fault signatures.

3 Fault-Tolerant Model Predictive Control
of PEM Fuel Cells Systems

A fuel cell system is not composed of the fuel cell stack alone but it integrates many
other components. Several devices are included in the system and, thus, there are
many control loops schemes, depending on the devices that must be controlled. The
lower control level takes care of the main control loops inside the fuel cell, which
are basically fuel/air feeding, humidity, pressure and temperature. The upper control
level is in charge of the whole system, integrating the electrical conditioning, energy
storage and possibly a fuel reformer [13].
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Fig. 3 Results of the fault diagnosis methodology proposed for fault scenario f1

Many control strategies have been proposed in the literature, ranging from feed-
forward control [14], LQR [15, 16], neural networks [17, 18] or model predictive
control(MPC) [19, 20]. This section is focused on the control of the fuel cell using
MPC to fulfil the oxygen supply. Two controller architectures will be compared. The
first one uses only one actuator (the compressor) and the air feeding subsystem is
controlled manipulating the compressor voltage. The second one uses two actuators
(the compressor and the outlet air valve area) so additionally to the compressor volt-
age, the controller has an extra control variable based on the opening of the outlet
air valve at the cathode [20]. The advantages and disadvantages of using this extra
actuator are in study within the PEMFC community.

As it was mentioned in Chap. 3, one of the main control objective is to avoid a lack
of oxygen in the cathode (a phenomenon that is known as “oxygen starvation”) by
maintaining the oxygen excess ratio close to a pre-established set-point, in spite of the
disturbance introduced by the current load. However, because of the complexity of
the fuel cell system, it is prone to suffer faults during the operation [21]. Therefore,
some fault-tolerant capabilities should be added to the control system in order to
maintain the fuel cell system under control even in the presence of faults.

This section explores the possibility of making use of the known inherent fault-
tolerant capabilities of MPC when applied to PEMFC. In particular, it is shown
that the controller architecture based on manipulating two actuators (the compressor
and the outlet air valve) that was proposed in Sect. 2.2 offers better fault-tolerant
capabilities and improves the system performance.

http://dx.doi.org/10.1007/978-1-84996-184-4_3
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Fig. 4 Fault-tolerant architecture

3.1 Fault-Tolerant Model Predictive Control

Fault-tolerant MPC is an incipient research area in the automatic control field [2].
One way of achieving fault-tolerance is to employ a fault detection and isola-
tion (FDI) scheme on-line. This system will generate a discrete event signal to a
supervisor system when a fault is detected and isolated. The supervisor, in turn,
will activate some accommodation action in response, which can be predetermined
for each fault or obtained from real-time analysis and optimization. Because of the
discrete-event nature of fault occurrence and the reconfiguration/accommodation, a
FTC system is a hybrid system by nature. For design purposes of these systems, the
hybrid nature has been traditionally neglected in order to facilitate a simple design,
reliable implementation, and systematic testing. The whole FTC scheme can be
expressed using the three-level architecture for FTC systems proposed by Blanke
et al. [2] (see Fig. 4):

• Level 1: Control Loop. This level comprises a traditional control loop with sensors
and actuator interfaces, signal conditioning and filtering, and the controller.

• Level 2: Fault Diagnosis and Accommodation. The second level comprises a given
amount of detectors, usually one per each fault effect to be detected, and actuators
that implement the desired reconfiguration or other corrective actions given by the
autonomous supervisor.

• Level 3: Supervision. The supervisor is a discrete-event dynamical system which
comprises state-event logic to describe the logical state of the controlled object.
The supervisor functionality includes an interface with FDI detectors and generates
remedial actions to accommodate a fault.
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3.2 Inclusion of Fault Tolerance in Model Predictive Control

Fault tolerance can be embedded in MPC relatively easily [22]. This can be done in
several ways:

1. Changing the constraints of the MPC in order to represent certain kinds of faults,
being especially easy to adapt the algorithms for faults in actuators, assuming
that the fault has been located and their effects have been estimated using a FDI
module.

2. Modifying the internal plant model used by the MPC in order to reflect the fault
influence over the plant using the information provided by the FDI module.

3. Relaxing the initial control objectives in order to reflect the system limitations
under fault conditions.

3.3 Comparing two Model Predictive Control Architectures
for Oxygen Control

In Chap. 3, it was explained that a common practice in the PEMFC control is to
control the hydrogen supply using the anode inlet valve in such a way that the anode
pressure tracks the cathode pressure whereas the control of the air supply is achieved
controlling the oxygen excess ratio.

In this section, two architectures to control the oxygen excess ratio are
compared: the common architecture in the literature with one actuator (the compres-
sor motor voltage) and a proposed architecture with two actuators: the compressor
voltage and the opening area in the cathode outlet valve. The two
architectures are shown in Fig. 5. In Chap. 3, it was shown that the use of these
two actuators offers better control performance and efficiency improvement in the
case of regulation of the stack voltage and the oxygen excess ratio at the same time.
Here, the two control structures are compared in terms of fault-tolerant capabil-
ity. The objective is to regulate the oxygen excess ratio around the reference value
λO2, ref = 2.3, i.e., limk→∞ |λO2(k) − λO2, ref | = 0.

The control architectures are implemented using MATLAB MPC Toolbox and
the fuel cell system linear model used to implement the MPC is derived through a
linearization of the nonlinear model proposed in Pukrushpan et al. [12] at the selected
operating point: Pnet = 40 kW, λO2 = 2.3, Vfc = 235 V, Ifc = 191 A, Vcm =
164 V, and At = 20 cm2.

An open-loop optimal control problem is solved at each sampling time where the
future control action is calculated over a finite horizon hm, i.e.,

u =
[

u1(k), u1(k + 1), . . . , u1(k + hm)

u2(k), u2(k + 1), . . . , u2(k + hm)

]
, (19)

minimizing a cost function J (k) over a finite prediction horizon h p :

http://dx.doi.org/10.1007/978-1-84996-184-4_3
http://dx.doi.org/10.1007/978-1-84996-184-4_3
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(a)

(b)

Fig. 5 One actuator versus two actuator MPC architecture for fuel cell control. a One actuator
control architecture. b Two actuator control architecture

min
�u

J (k), (20)

subject to

x(k + 1) = A x(k) + B u(k),

y(k) = C x(k),

u(k) ∈ [
u, u

]
, and

y(k) ∈
[

y, y
] (21)
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for k = 0, 1, 2, . . . .

The cost function is defined as follows:

J (k) =
h p∑
j=1

λ [y(k + j |k) − yr )]
2 +

hm∑
j=0

�u(k + j |k)T Q�u(k + j |k), (22)

where �u(k + j |k)
�= u(k + j |k) − u(k − 1 + j |k), λ is a coefficient to weight the

error, and Q is a diagonal matrix of dimension 2×2 to weight the control increments.
Only the first value of the calculated control sequence u(k) is applied and the

computation is repeated at the next sampling time starting from the new state and
over a shifted horizon, leading to a moving horizon policy. The solution relies on a
linear dynamic model, respecting all input and output constraints and optimizing a
quadratic performance index. The MPC weights λ and Q are tuned to achieve the
desired control goal, that is to maintain the oxygen excess ratio, penalizing the control
effort. The parameter λ has been selected to have a value of 5 while the diagonal
elements of Q have been selected to have a value of 0.1 for a good performance
control, after some trial and error experimentation.

The air compressor voltage is considered as a constrained input due to physical
limits: the maximum compressor voltage cannot exceed 230 V and the voltage value
is never negative. The oxygen excess ratio is represented as a constrained output:
the operating range is between 1.5 and 3 in order to avoid starvation and to obtain
near optimal operation [23]. Note that this output constraint is implemented as a soft
constraint in the MPC toolbox in order to prevent the infeasible solution.

Simulating different scenarios, it is found that the compressor voltage variations
from the steady-state value to obtain the same control performance regarding the
control of the oxygen excess ratio are smaller in the two actuator case than in the one
actuator case. These smaller compressor voltage variations are compensated by the
control of the outlet valve area: Fig. 6b shows the comparison of the oxygen excess
ratio and the compressor voltage in case of using one actuator and two actuator control
architectures when a series of step changes in the stack current are applied (Fig. 6a).
This current is considered a measured disturbance for MPC controller. From this
figure it can be clearly seen that for the same quality of regulation of the oxygen
excess ratio, providing a maintained set point of 2.3, the two actuator architecture
requires smaller voltage variations in the compressor.

Besides, two other basic variables of the fuel cell performance are also shown
in Fig. 6a, c: the stack voltage and the oxygen partial pressure in the cathode. Even
though these variables are not controlled in this analysis, their behavior must be
checked in order to avoid high degradation of the efficiency or dangerous responses.

The simulation results show different trade-offs: the control architecture with one
actuator maintains the stack voltage close to the nominal value and drives the oxygen
partial pressure to higher variations while the control structure with two actuators
maintains the oxygen partial pressure closer to the nominal value and drives the stack
voltage to higher variations.
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Fig. 6 Comparison of control results using both architectures. a Step changes in the stack current.
b Evolution of the oxygen excess ratio and the compressor voltage. c Evolution of the stack voltage
and the partial pressure of oxygen



Fault Diagnosis and Fault Tolerant Control 201

3.4 Fault-Tolerance of the two Considered MPC Control
Architectures

In this section, the advisability of implementing an active fault-tolerant scheme using
the two actuators MPC control architecture is shown. As explained in previous sec-
tions, the MPC formulation allows to easily include active FTC capabilities in the
control law. In this section, the case of actuator faults in the PEM fuel cell system
is addressed. In a preliminary manner, the compressor faults are modelled through
a reduction of the compressor voltage range. According to Sect. 3.3, the FDI mod-
ule should provide the MPC controller the new limits of the compressor voltage
range, once the fault has been detected, isolated and estimated. The active FTC
control architecture is showed in Fig. 7, where the actuator operating range limits are
estimated by the FDI module.

The FDI module (drawn in dashed line) is not implemented in this section and it
is assumed that it is available and working perfectly. In order to take into account
changes in the compressor voltage range due to the fault (actuator limits), the linear
model for MPC design is modified by including the actuator limits as new states that
will be estimated by the FDI module and can be written as

where xi , i = 1, . . . , n and yi , i = 1, . . . , m are the original states and outputs,
respectively, and A, B, C, and D are the original matrices of the linearized fuel cell
system model described in Sect. 2.1. Vector D′ is defined as D′ = [−1 −1 ]T and I
is the identity matrix of suitable dimensions.

In Eq. 23, xn+1 corresponds to the upper limit while xn+2 corresponds to the
lower limit, and xn+1(k + 1) = xn+1(k) and xn+2(k + 1) = xn+2(k) means that
the upper limit and the lower limit remains constant during the prediction horizon,
respectively. Besides, additional output constraints have been added to the MPC
controller: ym+1(k) ≥ 0 and ym+2(k) ≤ 0 ∀k to ensure that the computed control
variable u(k) will be into the range estimated by FDI module. Thus,

ym+1(k) = xn+1(k) − u(k) ≥ 0 ⇒ u(k) ≤ xn+1(k), (25)

ym+2(k) = xn+2(k) − u(k) ≤ 0 ⇒ u(k) ≥ xn+2(k). (26)
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Fig. 7 Fault-tolerant MPC scheme for air compressor faults

Fig. 8 Fault-tolerant MPC results in case of an actuator fault that limits the operating range to
0–75% of the original range

3.5 Results

Figures 8, 9, 10 show the simulation results of FTC scheme for several fault actuator
scenarios considering the two control structures presented in Sect. 3.3. The current
applied to the stack is the same than in the non-faulty scenario presented in Fig. 6a.
The control action is shown in Fig. 8 when the actuator (air compressor) fault causes a
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[ ]

Fig. 9 Fault-tolerant MPC results in case of an actuator fault that limits the operating range to
0–50% of the original range

range reduction such that the upper limit of the range is reduced to 75% of the original
one. In this case, there is no control degradation since the compressor voltage does
not reach the upper range limit in any of the two considered controller architectures.
Figure 9 shows the case corresponding to a reduction of the upper limit of 50% with
respect to the original one. Now, the control degradation is visible in case of the
controller architecture that uses only one actuator (the compressor) when the values
of stack current are high. In the case of the two actuator architecture, since the voltage
excursion of the controller does not reach the upper limit of the operating range, the
controlled variable is not affected. Finally, the upper limit range is reduced to be
25% of the original one in Fig. 10. In this case, the control goal is highly affected in
the case of using the one actuator architecture while in the case of the two actuators
architecture the control results are still unaffected.

The results presented in the previous section show that the control architecture
that uses two actuators offers a better fault tolerance against compressor faults. This
is because to achieve the same control results, the compressor voltage changes are
smaller. The inclusion of the cathode outlet valve opening adds additional degree
of freedom to the system that can be exploited in case of non severe faults in the
compressor.
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Fig. 10 Fault-tolerant MPC results in case of an actuator fault that limits the operating range to
0–25% of the original range

4 Conclusions

In the first section of this chapter, a new model-based fault diagnosis methodology
based on the relative fault sensitivity has been presented and tested. An advantage of
this new methodology is that it does not require the knowledge of the fault magni-
tude to provide a diagnostic. Furthermore, it allows to isolate faults although all the
considered faults affect all the residuals, whenever the sensitivities are different.

To prove this methodology, a PEMFC simulator based on a model presented in
the literature has been developed. The simulator was modified to include the pro-
posed set of fault scenarios. This modified simulator allows imposing a determined
fault scenario, within the considered set of faults, and analyzing its behavior. All the
simulated faults have been tested with the new diagnosis methodology, which has
diagnosed correctly the simulated faults in contrast with other well known method-
ologies using binary signature matrix of analytical residuals and faults, which do not
permit to isolate the complete set of faults.

In the second section, fault-tolerance of MPC control for fuel cell systems has
been addressed. MPC is a suitable control methodology to control fuel cell systems
because of their multivariable and complex behavior. At the same time, MPC is one of
the control methodologies that can introduce more easily fault-tolerance. However,
the problem of including actuator fault-tolerance in the control loop of FCS had not
been already addressed in the literature for those systems.
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Here, a new control structure that not only uses the compressor voltage as a control
variable but also the cathode outlet valve area has been proposed. It is shown that
using this new control structure allows improving the control performance and at the
same time allows introducing fault-tolerance against compressor faults. This result
reinforces the idea of inclusion of the cathode output valve, which is a debatable
aspect in the design of PEMFC. Finally, the proposed approach has been assessed
on a simulation test bench based on a known PEMFC model.
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Fuel Cell Hybrid Systems

Diego Feroldi

Abstract The control of fuel cell systems was studied in Chaps. 3, 6 analyzing the
system composed by the fuel cell stack and its auxiliary subsystems (e.g., compres-
sor, valves, etc.), with the following objectives: achieve high efficiency, reduce the
hydrogen consumption, improve the dynamic behavior and guarantee its safe opera-
tion. We continue in this chapter and Chap. 8 with the study of fuel cell-based systems
approaching the fuel cell hybrid systems with some energy storage. Hybridization
has important advantages in fuel cell hybrid vehicles (FCHV), a fuel cell application
that is central in this book. Therefore, the process of designing a hybrid system, or
methodology of design, is addressed in this chapter. We concentrate our attention
on FCHVs because this application is particularly attractive, although some general
aspects studied in this chapter also apply to other applications such as stand-alone
residential PEM fuel cell power systems.

1 Introduction

In a fuel cell hybrid system (FCHS), an energy storage system (ESS), e.g., a battery
or a SC bank, is added to the fuel cell system in order to increase the efficiency and
performance of the power generation system. The main concepts about hybridization
were explained in Sect. 3 of Chap. 1, showing the advantages of this configuration.
In particular, hybridization has important advantages in fuel cell hybrid vehicles
(FCHV), a particular type among FCHS and a fuel cell application that is central in
this book.

Therefore, the process of designing a hybrid system, addressed as a method-
ology of design oriented to automotive applications, is covered in this chapter. We
concentrate our attention on FCHV because this application is particularly attractive,
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although some general aspects studied in this chapter also apply to other applications
such as stand-alone residential PEMFC power systems.

2 Advantages of Hybridization in Fuel Cell Hybrid Vehicles

The hybridization in fuel cell-based systems should produce an increase in the effi-
ciency over a large operating range. Particularly, three different mechanisms allow
this efficiency improvement in FCHVs, which are described below:

Regenerative braking: In automotive applications, it is possible to recover energy
from regenerative braking, allowing a considerable improvement in the hydrogen
economy. The recovered energy from regenerative braking may represent an impor-
tant fraction of the economy improvement. However, the amount of energy that it
is possible to recover is strongly dependent on the driving profile. In urban driving
cycles, in which there are abundant brakings, the percentage of regenerable energy
is much greater than in non-urban cycles where this percentage is quite small.

Energy management strategy: The efficiency of an FCS is maximum at a fraction
of the rated power. Therefore, it is convenient to operate the fuel cell in its maximum
efficiency zone. Thus, taking advantage of an auxiliary power source and an adequate
energy strategy, it is possible to maintain the fuel cell operating at its maximum
efficiency region most of the time and reduce the hydrogen consumption.

Fuel cell downsizing: In a pure fuel cell-based power generation system, the FCS
must be sized to meet the maximum load. When the load is strongly variable (e.g., in
automotive applications or stand-alone residential applications), the FCS is working,
in average, well below its rated power. One important advantage of hybridization is
that it allows a diminution of the rated power of the fuel cell stack in these types of
applications.

Therefore, it is possible to meet the demand with a smaller FCS in combination
with an energy storage system. In addition to this advantage, downsizing the FCS
has an impact on the hydrogen economy in three ways. In fact, downsizing leads
to the following advantages: (1) improvements in the hydrogen economy when the
peak efficiency of the FC stack is shifted to better match with the power requirements
from a given driving cycle, (2) a smaller compressor, reducing the parasitic losses,
and (3) a diminution in the fuel cell system mass, reducing the total mass.

Although the main motivation for introducing hybridization in fuel cell systems
is to improve the hydrogen economy, the benefits are not limited to that. In fact,
hybridization is useful to solve two important problems in fuel cell control, which
are described below.

2.1 Improvement of the Transient Response

The dynamics of FCS are relatively slow, mainly because of the dynamics of the
air compressor and the manifold-filling dynamics [1]. In this context, an additional
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energy flow from an energy storage device with high-specific power1 is useful to
compensate this drawback. In the literature, this issue is not completely resolved. In
[2], it is concluded that it is feasible to use an FCS in a load-following mode without
any storage device. In that work, the conclusions are based on results obtained from
experimental data taken from a scaled-down FCS and a particular standard driving
cycle. It is remarked that it is possible to take out short bursts of power from the stack,
due to the “charge double layer”2 CDL capacitance. However, other publications,
for example [4–6], conclude that the use of energy storage devices is beneficial from
both the system dynamics and the hydrogen economy.

2.2 Prevention of “Oxygen Starvation”

Oxygen starvation is a complicated phenomenon that occurs when the oxygen partial
pressure falls below a critical level at any point in the cathode. It can be produced
by an abrupt increase in the current demand (that causes a rapid increase in the
oxygen consumption due to the cathode electrochemical reaction) and an insufficient
air supply. This phenomenon can be observed through a rapid decrease in the cell
voltage although in severe cases it can produce a short circuit and a hot spot on
the surface of the membrane cell [7]. The phenomenon is not well described in
the literature and more information from electrochemical studies is needed to be
able to quantify the critical level of oxygen concentration below which permanent
damage is produced or, perhaps more probably, the combination of level and time.
Nevertheless, hybridization can help in avoiding oxygen starvation by means of the
additional energy supply from the energy storage elements. With these elements, the
peaks of actual current demand to the fuel cell in a hybrid system are lower than in
the pure fuel cell case where no auxiliary power source is present.

3 Electrical Structure of Fuel Cell Hybrid System

The electrical structure of a fuel cell-based vehicle involves, essentially, a fuel cell
stack with its auxiliary systems and the load, which is generally an alternating current
(AC) electrical motor. The FCS by itself is an electrical power source, whose direct
current (DC) output voltage drops with the current according to the polarization
curve. Thus, it is necessary to incorporate power converters to convert the voltage
from DC to AC with the appropriate frequency and voltage level.

1 The specific power is defined as power per unit of mass (W kg−1).
2 The “charge double layer” (CDL) is an electrode phenomenon: when two different materials are
in contact there is a build-up of charge on the surfaces or a charge transfer from one to the other.
The effect is that if the current suddenly changes, the voltage shows an immediate change due to the
internal resistance, but moves fairly slowly due to this accumulated charge. One way of modeling
this is by using an equivalent circuit, with the CDL represented by an electrical capacitor [3].
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The electrical structure for an FCHV also includes an energy storage system (e.g.,
a battery bank, a SC bank or a combination of battery and SCs), with the possibility
of stocking energy recovered from braking and energy from the fuel cell. This feature
requires that the converter that connects the ESS is a bidirectional converter to allow
the charge and discharge of the ESS.

In this section, we approach the design of the electrical structure for an FCHV
focusing on the determination of the electrical topology Sect. 3.1 and the selection
of the energy storage system Sect. 3.2. The detailed design of the power converters
and their control is beyond the scope of this work.

3.1 Topology of the Electrical Structure

The topology of an electric system is given by the interconnections of the system com-
ponents. The selection of the most adequate topology is discussed in [8–11], where
different structures and their appropriate controls are analyzed, also the advantages
and disadvantages of each case are shown. Thus, several topologies are considered in
the literature to connect the ESS and the FCS to the load, depending on the following
issues:

• Characteristics of the load (DC or AC voltage, single-phase or three-phase and
range of voltage).

• Possibility of energy recovering from the load (e.g., regenerative braking).
• Range of voltage in the ESS.
• Output voltage of the FCS.

In this work, we analyzed the better option for an FCHV and a number of options,
represented by the decision tree shown in Fig. 1, were considered before choosing
the topology of the electrical system, which is shown in Fig. 2.

The main decision was if the vehicle has regenerative braking. This electrical
topology is used as the frame of reference for the rest of this chapter and for the
study of the energy management strategies for FCHVs in Sect. 1 of Chap. 8.

In this topology, the FCS is connected to the DC bus through a step-up power
converter (Boost converter) because the DC voltage bus is normally of high voltage,
whereas the ESS is connected to the DC through a bi-directional power converter
(Buck-Boost converter) allowing the charge and discharge of the ESS. With regard
to the load, which is an AC induction motor, it is fed through a DC–AC inverter.

The power converter that connects the ESS to the DC bus is fundamental to
implement the energy management strategy in the hybrid system: this converter acts
as a “switch” that allows to regulate the energy flow between the ESS and the DC
bus. In the same way, the converter that connects the FCS to the DC bus allows
the regulation of the power flow from the FCS and, besides, has to cope with the
variations in the FCS output voltage since the FCS does not act as an ideal voltage
source.

http://dx.doi.org/10.1007/978-1-84996-184-4_8#Sec1
http://dx.doi.org/10.1007/978-1-84996-184-4_8
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Fig. 1 Decision tree for the selection of the electrical structure for the FCVH

3.2 Energy Storage System: Batteries Versus Supercapacitors

The energy storage system (ESS) in the fuel cell hybrid system can be implemented
either by a high-specific energy device like batteries or by a high-specific power
device like Supercapacitors (SCs). There is also the possibility of a combined storage
bank composed of batteries and capacitors [12]. The SCs present significantly better
specific energy than conventional capacitors and much better specific power than
conventional batteries. The capacitance of SCs may vary from a few Farads to several
thousand Farads per cell [13].
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Fig. 2 Diagram showing the electrical topology and the energy and power flows in a FCHV

Before dealing with this analysis, two meaningful parameters concerning the ESS,
are introduced: the hybridization degree (HD) and the power/energy storage system
ratio (P/E).

3.2.1 Hybridization Degree

The Hybridization degree is defined by a relationship between two installed powers:
the maximum FCS power (Pfcs,max) and the maximum ESS power (Pess,max). We use
the following expression:

HD = Pess,max

Pfcs,max + Pess,max
× 100 [%]. (1)

With this definition a 100% HD indicates a vehicle without FC (only storage
bank), and 0% HD indicates a pure fuel cell vehicle (no storage bank).

3.2.2 Power/Energy Storage System Ratio (P/E)

The power/energy storage system ratio is defined as the relationship between the
specific power (P) and the specific energy (E) of the storage system [14]:

P

E
= P[W kg−1]

E[Wh kg−1] [W W h−1]. (2)

Some relevant examples are collected from the literature [14] and reported in
Table 1. Actually, for some SCs on the market, such as the model BCAP0350 from
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Table 1 Characteristics of some relevant energy storage systems examples

P/E Specific power Specific energy
[W W h−1] [W kg−1] [W h kg−1]

High power lead-acid batteries 10 300 30
Ni–Mh batteries 10 4–500 50–70
Supercapacitors >100 up to 1,000 up to 5

Maxwell Technologies [15], the specific power is 3,900 W kg−1 and a recent study
with asymetric double-layer SC reports advances in specific energy, approaching
40 W h kg−1 [16].

We choose SCs in this work because they are more attractive for applications with
low energy and high power demand, particularly at low temperatures, although cost
may remain an obstacle. SCs can be deeply charged and discharged at high rates
for 500,000–1,000,000 cycles with a relatively small change in characteristics (10–
20% of degradation in capacitance and resistance) and with high charge/discharge
efficiency [13]. However, batteries and SCs do not compete but are complementary
in the development of Hybrid Electric Vehicles (HEVs) because of the high-specific
energy of the former and the high-specific power of the latter, notwithstanding the
significantly longer cycle-life of SCs (more than two orders of magnitude [17]).

Different types of HEV require energy storage systems characterized by different
specific power and energy, P/E ratio and cycle-life. In the work of Gao [18], two
Fuel Cell Hybrid Vehicles (FCHVs) are studied, comparing a fuel cell-battery hybrid
powertrain and a fuel cell-SC hybrid powertrain. The conclusion is that the second
option is better since SCs can more effectively assist fuel cells to meet transient power
demand. Since SCs have high specific power, they can supply great quantities of
instantaneous power, allowing to boost the fuel cell in power-demanding situations,
such as fast accelerations or climbing. Although the study of Gao is done with a
fuel cell-battery hybrid powertrain composed of lead-acid batteries instead of other
types of batteries with higher specific power (e.g., Li–ion or Ni–MH), the general
conclusion still is valid because of the exceptional specific power of SCs. In [19],
analyzing the requirements of batteries for city hybrid buses, it is remarked that to
get a really significant fuel consumption improvement it is essential to be able to
recover a good percentage of the available energy during braking and, for that end,
devices with high power recharge capability are required.

With regard to the lifetime, it is concluded that actual batteries are not good for
automotive applications. However, some modifications in the chemistry of conven-
tional lead-acid batteries are being analyzed in order to operate in high-rate partial-
state-of-charge mode with acceptable performance [20]. There are also ultrabatteries
in development which are hybrid energy-storage devices combining an asymmetric
supercapacitor3 and a lead-acid battery in one unit taking advantage of the best from
both technologies without the need for extra electronic controls [21].

3 The term asymmetric supercapacitors stands for SCs with different types of electrodes.
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Table 2 Vehicle specifications in the case of study

Specification Symbol Value Unit

Vehicle total mass mT 1,380 kg
Vehicle massa mveh 882 kg
Frontal area Af 2 m2

Drag coefficient Cd 0.335 –
Coefficient of rolling friction fr 0.009 –
Air density ρa 1.2 kg m−3

Gravity g 9.8 m s−2

a Vehicle mass without taking into account the FCS mass and the ESS mass

4 Modeling of Fuel Cell Hybrid Systems

In order to study FCHS it is necessary to rely on accurate and practical models
to describe the system behavior. As it was mentioned, FCHV are one of the main
applications of hybrid systems based on PEM fuel cell and, thus, this section is
devoted to FCHS modeling oriented to automotive applications.

ADVISOR is a system analysis tool for vehicle modeling created by the National
Renewable Energy Laboratory (USA) in the MATLAB/Simulink environment
[22, 23]. It provides a flexible and robust set of models, data and script text files,
which are used to quantify the fuel economy, the performance and the emissions of
vehicles that use alternative technologies including fuel cells, batteries, SCs, electric
motors and internal combustion engines in hybrid configurations.

In this platform, the vehicle is modeled in detail taking into account the sev-
eral components that compose the vehicle drivetrain (i.e., vehicle, wheel and axle,
final drive, gearbox, clutch, fuel converter, etc.). For example, Eq. 3 determines the
mechanical power necessary to meet the desired speed v, with road slope α and
acceleration v̇ (t) :

Pmec(t) =
(

mTg fr + 1

2
ρaCd Afv(t)2 + mTg sin(α(t)) + mTv̇(t)

)
v(t). (3)

This equation performs the force balance among the rolling resistance force, the
aerodynamic drag force, the force of gravity that must be overcome to climb a grade
and the force required to accelerate, respectively. The meaning of the constants in
Eq. 3 are explained in Table 2. Actually, the necessary power supplied by the fuel cell
is greater than that determined in Eq. 3 because of the power losses in the final drive,
the gearbox and the motor. These losses depend on the efficiencies of the components
and ADVISOR utilizes efficiency maps to compute the power losses according to
the present speed.

In this work, we consider the performance of an FCHV based on a small car and
the entire system being modeled in ADVISOR according to the principal parameters
listed in Table 2. This model is used as a case of study in Sects. 5 and 6 to exemplify
the methodologies proposed.
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4.1 Fuel Cell System model

The FCS consists of the fuel cell stack, which is a serially layered pack of fuel
cells, and the auxiliary system, a set of devices necessary for the FCS operation
that include a compressor, cooling/heating devices and a water management system.
Among the auxiliary components, the compressor is the one with the largest power
consumption (up to 93.5% of the total auxiliary power consumption [24]). Therefore,
the FCS is a complex and nonlinear system whose dynamical model, like the one
developed by Pukrushpan et al. [25], is too sophisticated to be used in an energy
management strategy. Even a much simpler model, like the one developed by Correa
et al. [26], which does not contemplate the filling dynamics of cathode and anode
and the compressor dynamics, is unsuitable for that purpose. Moreover, the standard
driving cycles in ADVISOR are defined every 1 s and the transient response of the
FCS generated power is shorter than 1 s. Thus, a static model as the one employed
in the ADVISOR platform is adequate to represent the FCS when the objective is to
implement adequate management strategies.

The most relevant characteristic of the FCS, with a major impact on its perfor-
mance, is the hydrogen consumption: the relation between the delivered power and
the hydrogen consumption (see Fig. 3). This consumption map constitutes a static
characteristic of the FCS and it does not take into account any others. It is assumed
that the FCS is controlled by its own controller, a control algorithm that deals with
the FCS control variables to maintain the system operating properly with the load
changes. This issue has been covered in Chap. 3.

Given that in the hybridization degree analysis it is necessary to account with
models representing FCS of different sizes, it is needed to scale the original model
to represent FCSs with different rated powers. In the work of Kim et al. [24], it is
concluded that it is possible to linearly scale the efficiency map of the FCS. This
conclusion is reinforced by the work of Ahluwalia et al. [27], where four FCSs with
different rated powers in study are also linearly scaled, and is also the way that
ADVISOR toolbox works.

This consideration of a linear relationship between different scaled FCS is possible
because of the followings reasons. First, the rated power of the FCS depends on the
number of cells and the active area of each cell of the fuel cell stack. The polarization
curve is practically unaffected by the cell number in contrast to the active area of the
cells, which affects the design of the reactant flow channels, influencing the humidity
and thermal characteristics of the stack and, consequently, changing the polarization
curve [24]. Thus, it is possible to account for fuel cell stacks of different rated powers
and polarization curve linearly scalable by changing the cell number. Secondly, it
is also possible to linearly scale the efficiency map of the compressor, which is, as
already said, the auxiliary component with major consumption.

A set of hydrogen consumption maps and a set of efficiency maps are plotted in
Fig. 3 for different FCS rated powers, using data from ADVISOR. The efficiency
maps are derived from the consumption maps:

http://dx.doi.org/10.1007/978-1-84996-184-4_3
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Fig. 3 Hydrogen consumption and efficiency maps for different rated powers. (a) Hydrogen con-
sumption maps (b) Efficiency maps

ηfcs[%] = 360 × 103

ConsH2 × LHVH2

, (4)

where the hydrogen consumption ConsH2 is expressed in g kW h−1 and LHVH2 is
120 kJ g−1. In the four efficiency maps, the efficiency at rated power is 50% and the
maximum efficiency 60% is at 25% of the rated power.

4.2 Energy Storage System model

The energy storage system, whether based on batteries or SCs, can be modeled with
two subsystems. One subsystem takes into account the system efficiency, both during
charging and discharging, and the other subsystem computes the actual energy level.
The energy stored in the storage system, Eess(t), results in integrating Pess(t) :
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Fig. 4 Equivalent model for
the supercapacitor unit

sc

+

-

sc

Eess(t) = Eess(0) +
tc∫

0

Pess(t)dt. (5)

It is useful to define a parameter that indicates the relative amount of energy in the
ESS. The State of Energy, SoE(t), is defined as

SoE(t) = Eess(t)

Ecap
× 100 [%], (6)

where Ecap is the maximum energy that the storage system is capable of storing. In
discrete time the storage system energy, at the time instant k, is

Eess(k) = Eess(0) +
Nc∑

k=1

Pess(k)�t, (7)

where Nc = tc/�t, tc is the duration of the driving cycle, and �t is the sampling
time.The SoE(k) results as

SoE(k) = Eess(k)

Ecap
× 100 [%]. (8)

Figure 4 shows an electrical equivalent model for an ESS composed of SCs. Actu-
ally, the equivalent circuit is more complex, like that used in [28], but for the purpose
of designing and analyzing the performance of the system, the model in Fig. 4 is a
good approximation. In fact, this model is similar to that employed in [29] for these
purposes.

The ESS efficiency, in this case a SC bank, is related to the equivalent series
resistance (ESR). For a pure capacitor, having zero ESR, the efficiency of charge or
discharge would be 100%. However, in a real capacitor, having nonzero ESR, the
irreversible dissipation of power is ESR × I 2

sc, giving efficiencies lower than 100%.
The equivalent parallel resistance (EPR) represents the self-discharge losses and only
impacts the long-term energy storage performance of the SC and is extremely high
[30]. Thus, the time constant of the period of charge/discharge can be expressed by
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ESR × C. Since ESR is as low as 0.019 � and C is 58 F [31], it is possible to charge
and discharge the SC in a very short time. The energy stored in the SC is directly
proportional to the capacitance and the squared voltage:

ESC(t) = 1

2
CV 2

sc(t). (9)

Besides, the power that the SC is capable to deliver or store is inversely
proportional to the internal resistance and directly proportional to the squared
voltage:

PSC(t) = kSCV 2
sc(t)

ESR
, (10)

where kSC is a constant depending on the particular device. Thus, it is possible to
express the power as a function of the energy in the SC, instead of V 2

sc(t) :

PSC(t) = 2k ESC(t)

ESR · C
, (11)

an expression that is more convenient, because the proportional relationship between
power and energy. In this way, we work with the state of energy, SoE(t), instead of
the state of charge, SoC(t).4

The ESS can be conformed using several equal SCs and connecting them in series
and parallel. The total capacitance and total resistance of the bank are calculated as

Ress,total = #s
ESR

# p
, (12)

Cess,total = # p
C

#s
, (13)

where #s is the number of SCs connected in series and # p is the number of series
string connected in parallel (see Fig. 5).

The SC bank voltage is

VSC,total = #s · VSC,max (14)

and the total system energy results

ESC,total = #SC · ESC, (15)

where #SC = # p · #s is the total number of SCs connected in the bank.

4 The state of charge, SoC(t), is defined as the relation between the actual charge voltage and the
maximum charge voltage in a capacitor, whereas the SoE(t) is defined as the relation between the
actual energy and the maximum charge energy.



Fuel Cell Hybrid Systems 219

Fig. 5 Distribution of
supercapacitors in a SC bank
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4.3 Characteristic Load Demand

In order to evaluate the performance of a given FCHV, the standard drive cycles are
widely utilized in the literature. These standardized speed profiles, representing urban
and highway scenarios, were originally stated for measuring pollutant emissions
and gasoline economy of engines [32]. Four standard driving cycles are plotted in
Figs. 6, 7: the new European driving cycle (NEDC), the urban dynamometer driving
schedule (UDDS),5 the federal test procedure (FTP), and the highway fuel economy
cycle (HWFET).

In each figure, two magnitudes are plotted: the speed profile and the demanded
power to fulfill the profile. The calculation of the power demand is done exploiting
the model developed in ADVISOR according to the parameter of the small vehicle
described in Table 2 (vehicle total mass of 1,380 kg).

The NEDC cycle includes four intervals representing urban driving conditions,
repeated without interruption, followed by one interval representing extra urban
driving conditions with a more aggressive, high speed, profile. The UDDS cycle
and the FTP represent city driving conditions, whereas the HWET cycle represents
highway driving conditions. In Table 3, the key statistics about the driving cycles are
shown concerning speed, acceleration and deceleration.

The power histogram corresponding to the four driving cycles are plotted in Fig. 8.
It is observed that most of the time the FCS is operating in an unfavorable zone. This
fact reaffirms the idea of implementing an adequate energy management strategy to
overcome this drawback. This issue is studied in Sect. 1 of Chap. 8.

During a driving cycle, the power required by the vehicle varies strongly from very
low powers to relatively high powers. High power requirements take place during

5 It is also known as federal urban driving schedule (FUDS)

http://dx.doi.org/10.1007/978-1-84996-184-4_8#Sec1
http://dx.doi.org/10.1007/978-1-84996-184-4_8
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Fig. 6 Speed and power profiles for the NEDC and the UDDS standard driving cycles for a vehicle
of total mass 1,380 kg. a new European driving cycle (NEDC) b urban dynamometer driving
schedule (UDDS)

Table 3 Key statistics of driving cycles

NEDC UDDS FTP HWFET

Distance [km] 10.93 11.99 17.77 16.51
Maximum speed [km h−1] 120 91.25 91.25 96.4
Average speed [km h−1] 33.21 31.51 25.82 77.58
Maximum acceleration [m s−2] 1.06 1.48 1.48 1.43
Maximum deceleration [m s−2] −1.39 −1.48 −1.48 −1.48
Average acceleration [m s−2] 0.54 0.50 0.51 0.19
Average deceleration [m s−2] −0.79 −0.58 −0.58 −0.22

a relatively short fraction of time. If there is no energy storage, the FCS must meet
the highest peak power and, therefore, the FCS is oversized most of the time. In
addition, the efficiency of an FCS is strongly degraded at low powers (see Fig. 9).
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Fig. 7 Speed and power profiles for the FTP and the HWET standard driving cycles for a vehicle
of total mass 1,380 kg. a federal test procedure (FTP) b highway fuel economy cycle (HWFET)

Thus, if no hybridization is present, the FCS has to work in large periods of time at a
low efficiency zone. On the contrary, with an additional power source and a suitable
energy management strategy it is possible to avoid these unfavorable operating zones.
Thus, the hydrogen economy can be improved through hybridization.

Analyzing a typical efficiency curve for a 50-kW FCS according to ADVISOR
model (see Fig. 9), it is concluded that the energy management strategy has to avoid
the FCS operation at powers smaller than 5 kW because the efficiency is strongly
degraded below 50%. With this model (Fig. 9) of FCS the maximum efficiency is
obtained operating at 20 kW. In this case, the FCS efficiency is approximately 60%.
Within the range of 5–50 kW , the efficiency is high enough, close to the maximum
value. Therefore, a good strategy would be one that allows the FCHS to work the
longest possible periods of time close to the point of maximum efficiency. This
strategy would depend on the ESS state-of-energy. For example, if the load power is
greater than the maximum efficiency power and there is no sufficient stored energy to
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Fig. 8 Power histogram for the vehicle in study of total mass1,380 kg running in different standard
cycles
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Fig. 9 Efficiency curve for a 50-kW FCS from ADVISOR model

meet the power balance, then, the strategy has to move the operating point toward the
zone of higher power although the FCS efficiency is worse. The opposite situation
takes place if the load power is lower than the maximum efficiency power and there
is no sufficient storage capacity in the ESS.
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Fig. 10 Energy flow in the FCHV running on NEDC

The question is how to determine the most convenient operating point at every
time. It is necessary to formulate a functional cost that quantifies the increase of the
hydrogen consumption produced by the displacement from the maximum efficiency
point. But in addition, it is necessary to relate this functional to the state of energy
in the ESS, not only considering whether at the present time the state of energy is
suitable to meet the power balance, but also considering the more foresighted point
of view of the future power requirements. This is difficult to achieve because the
driving cycle is not known a priori. This point is studied in Sect.1 of Chap. 8.

5 Analysis of the Energy Flows in the Fuel Cell Hybrid System

In Sect. 3 of Chap. 1, it was stated that in an FCHV there are four principal energy
flows between the fuel cell system, the energy storage system and the electric load.
Entering into more detail, the energy flow from the hydrogen tank towards the wheels
through the power bus, the electric motor and the gearbox can be seen in Fig. 10 for the
case of study with the main parameters listed in Table 2, running on the NEDC. The
number in the arrows corresponds to the total energy transferred between components
or the total losses in the components along the load profile in study. Each component
has its own losses, except the power bus which is considered ideal. Thus, the initial
amount of energy from the hydrogen tank is degraded. Besides, the vehicle employs
energy to overcome the rolling resistance and the aerodynamics drag force. In the
same figure, it is also represented the wheel-to-ESS flow, the energy flow from
regenerative braking to the ESS, which also diminishes due to the losses in the
components.

http://dx.doi.org/10.1007/978-1-84996-184-4_8
http://dx.doi.org/10.1007/978-1-84996-184-4_8
http://dx.doi.org/10.1007/978-1-84996-184-4_1#Sec21
http://dx.doi.org/10.1007/978-1-84996-184-4_1
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Table 4 Energy flow summary in a 1,380 kg FCHV

NEDC UDDS FTP HWFET
[Wh] [%]a [Wh] [%]a [Wh] [%]a [Wh] [%]a

Hydrogen energy 2,847 100 2,957 100 4,416 100 4,141 100
FCS energy out 1,680 59.0 1,744 59.0 2,605 59.0 2,442 59.0
FCS losses 1,167 41.0 1,213 41.0 1,811 41.0 1,699 41.0
Motor energy in 1,476 51.8 1,611 54.5 2,419 54.8 2,148 51.8
Total losses
in power modeb 461 16.2 538 18.2 775 17.5 622 15.0
Total lossesc

in regenerative mode 84 3.0 144 4.9 202 4.6 39 0.9
Recovered energy
from braking 194 6.8 310 10.5 452 10.2 86 2.1
Rolling resistance
energy 297 9.4 326 11.0 482 10.9 448 10.8
Aerodynamic drag
energy 444 15.4 293 9.9 508 11.5 953 23.0

a The % column refers to the percentage of energy with respect to the hydrogen energy.
b The total losses in power mode is the summation of the losses in the direct path from the FCS to
the wheels.
c The total losses in regenerative mode is the summation of the losses in the path from the wheels
to the ESS.

As mentioned in Sect. 3.1 of Chap. 1 the amount of energy that it is possible
to recover from regenerative braking depends on the particular driving cycle. Our
results show that for an FCHV according to the parameters of Table 2 (total mass
of 1,380 kg), the maximum recoverable energy represents the 7.6% of the hydrogen
energy that is spent to fulfill the NEDC cycle, whereas, in the case of UDDS and FTP,
it represents the 11.7 and 11.4%, respectively. On the other hand, in a highway cycle
like HWET, the regenerative braking energy only represents 2.3% of the hydrogen
energy. Some works report greater ratios of energy recovery. For example, in [33],
it is reported that in NEDC cycle with a similar vehicle, the braking energy is 35%
of the traction energy, meanwhile with the UDDS cycle the braking energy ups to
50%. Nevertheless, these ratios only account for the energy available at the wheel.
If the losses in the internal components where the energy passes through are taken
into account, the braking energy available at the storage system is much lower. It is
also important to note that all these ratios are calculated in the limit situation where
no friction brake is used and assuming that in the ESS there is always sufficient
capacity to store the available energy, allowing the maximum energy recuperation.
Thus, these ratios only represent a superior limit and in real situations the available
energy to store may be lower. Table 4 summarizes the main values of the energy flow
analysis for the four cycles in study.

http://dx.doi.org/10.1007/978-1-84996-184-4_1#Sec22
http://dx.doi.org/10.1007/978-1-84996-184-4_1
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Table 5 Power demand to
fulfill the traction power
requirements for a 1,380 kg
vehicle

Traction power requirements Power [kW]

Sustained driving conditions

Top speed (150 kph) 44.1
88.5 kph at 6.5% grade without overweight 37.3
88.5 kph at 6.5% grade with overweight (600 kg) 49.9

Transitory driving conditions

Acceleration (0–96.5 kph in 10 s) 93.1

6 Determination of the Hybridization Degree

In order to be competitive with conventional vehicles, FCHVs must satisfy dif-
ferent types of driving conditions. This means that, both in transitory and sustained
driving conditions, the power balance between the load and the power sources must
be satisfied. In the case of time-sustained driving conditions, the fuel cell must be able
to meet situations such as high-speed driving or overcoming a certain gradient. On
the other hand, the combined FCS and storage system must be able to meet transitory
conditions such as accelerations. In this sense, in the work of Ahluwalia et al. [33]
it is stated that the hybrid system must satisfy the following requirements. First, the
FCS by itself must be capable of supporting time-sustained driving conditions. This
requirement includes two different tests: a top speed test where a specified speed is
maintained throughout the time and a grade test where the vehicle must maintain a
determined speed with a determined grade and a certain overweight. Second, with
the assistance of ESS, the hybrid system must be able to fulfill a certain acceleration
requirement.

Assuming the drivability requirements and exploiting the FCHV model developed
in the ADVISOR environment, it is possible to quantify the amount of power that
the powertrain needs to supply to fulfill the traction requirements. In Table 5, the
power demands to fulfill each traction power requirement is presented. These powers
correspond to a vehicle with a total mass of 1,380 kg. Besides, the power demand to
maintain different sustained speeds and the power demand to maintain a sustained
speed of 88.5 kph with a grade of 6.5% are shown in Fig. 11.

The hybridization degree analysis according to drivability conditions consists in
determining the FCS rated power and the amount of SCs in the ESS necessary in
order to fulfill the requirements stated in Table 5. Once these two design variables are
determined, it is possible to calculate the total mass of the vehicle as the summation
of the mass of the FCS, mFCS, the mass of the ESS, mESS, and the mass of the basic
vehicle, mveh,basic :

mveh,total = mESS + mFCS + mveh,basic. (16)

The mass of the basic vehicle is the mass of the vehicle without the FCS and
the ESS (i.e., without the powertrain), but it is not a constant mass. It depends on the
chosen FCS because the mass of the auxiliary system in the vehicle depends on the
rated power of the FCS.
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Fig. 11 Power demand versus vehicle speed for a vehicle of 1,380 kg

The procedure followed for dimensioning the hybridization degree is represented
in Fig. 12. The first step of this dimensioning process concerns the time-sustained
conditions. The dimensioning process starts with the calculation of the minimum
necessary FCS that a vehicle of 1,380 kg, according to the case of study defined in
Sect. 4 needs to meet the top sustained speed requirement. Then, the process continues
with the calculation of the minimum necessary FCS that the vehicle needs to meet
the grade requirement. Both estimations are done using only the FCS to power the
vehicle because it is a sustained power and because it is sustained, it can only be
supported by the FCS. The FCS that fulfills the two requirements is the maximum
value between the two results. Then, the vehicle mass is calculated according to the
mass of this FCS using (16). In this initial step, mess is assumed to be null.

The second step is related to the acceleration test and consists in the determination
of the minimum amount of SCs in the ESS that is necessary to add to the previous
FCS to reach the acceleration requirement. Once this step is done, the total mass is
recalculated according to the determined number of SCs using Eq. 16.

The procedure is repeated from the first step using the vehicle mass calculated in
the last step until the results converge in a combination of FCS and ESS such the
vehicle is capable to meet both the sustained and the transitory driving conditions.

The results show that the minimum FCS is 35 kW and the minimum SC bank is
130 modules. Each module in the ADVISOR model has a specific power of
2.5 kW kg−1 and a specific energy of 6 W h kg−1 with a mass of 0.408 kg. Thus,
the maximum energy in the bank is 318.2 W h and the final total mass of the vehicle
results in 1,109 kg.

However, this is the minimum value of FCS and there is still a degree of freedom
in the final selection between two extreme cases: the case with 35–kW FCS and
130 module bank, and the pure FCS case (with a larger FCS and no ESS) where all
the power needed is supplied by the FCS. Therefore, an analysis is performed varying
the ESS module number (i.e., varying the hybridization degree), and for different
driving cycles, to find the combination with the lowest hydrogen consumption.
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Fig. 12 Schematic diagram
of the hybridization degree
analysis according to
drivability conditions
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The results of hydrogen economy and total mass, shown in Figs. 13, 14, reveal
that the best option, with lower mass and lower hydrogen consumption, is the vehicle
consisting in an FCS of 35 kW and an ESS bank of 130 modules. In this case, the total
vehicle mass results to be 1,109 kg and the hybridization degree is 79%. With regard
to Fig. 13, the hydrogen consumption is the optimal. It is remarkable the relatively
insensitive of the hydrogen consumption varying the ESS module number. This is
because the increase of the optimal consumption in this analysis is only produced
by the increase in the vehicle mass. On the contrary, in the case of ESS module
number null, the increase in the optimal hydrogen consumption is high because
there is no possibility of energy recovery. The computation of these hydrogen optimal
consumptions are done using the analysis formulated in the following section.

7 Computation of the Optimal Hydrogen Consumption

In the previous section, the optimal hydrogen consumption is indicated for different
profiles. In order to evaluate the performance of the EMS, which are developed in
Sect. 1 of Chap. 8, in terms of hydrogen consumption, it is also useful to determine

http://dx.doi.org/10.1007/978-1-84996-184-4_8#Sec1
http://dx.doi.org/10.1007/978-1-84996-184-4_8
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Fig. 13 Hydrogen consumption for different hybridization degrees (FCS power and ESS module
number)

Fig. 14 Total vehicle mass for different hybridization degrees (FCS power and ESS module number)

the minimum amount of hydrogen that a specified vehicle needs to achieve a given
driving speed profile. Thus, each EMS will be evaluated comparing its hydrogen
consumption with respect to the consumption in optimal conditions, a reference
context that represents the minimum amount of hydrogen necessary to achieve the
load profile. In some works, e.g., [34–36], this analysis is performed through the use
of the dynamic programming (DP) technique, a procedure that allows to determine
a global optimal operation of the system for a given load profile by evaluating all
possible control sequences in a systematic way [34]. However, a disadvantage of
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Table 6 Results from the analysis of the optimal hydrogen economy for a vehicle of 1,109 kg

NEDC UDDS FTP HWFET

Hydrogen consumption [g] 77 80 119 111
Hydrogen consumption [g km−1] 7.0 6.6 6.7 6.7
Braking recovery [W h] 194.2 310.4 452.4 85.8
Braking/hydrogen ratioa [%] 7.6 11.7 11.4 2.3

a The braking/hydrogen ratio is defined as the ratio between the energy recovered from braking in
the ESS and the energy of the lower heating value energy of the hydrogen consumed in the FCS

this technique is the relative long computation time due to the large required grid
density. The grid is a result of the discretization of time and the state variables at the
appropriate grid levels. The grid density should be taken high, because it influences
the accuracy of the result.

In this work, we propose a method to analyze the minimum hydrogen consumption
with reduced computational cost because it avoids the discretization of the state vari-
ables. Only the time is discretized because the standard driving cycles in ADVISOR
are defined every 1 s. The procedure is based on the following assumptions:

• The capacity of storage in the ESS is sufficient to recover all the available energy
from regenerative braking.

• The friction brake is not employed during the entire cycle.
• When the power consumption is null the FCS is turned off.
• The FCS is already hot at the nominal operating temperature when the cycle starts.
• The total vehicle mass is known and in our case of study it is mveh = 1,109 kg.

A simulation is performed for each driving cycle in such a way that the FCS works
alternately in two operating points, namely “On” and “Off”, according to the actual
SoE(k):

• When SoE(k) ≤ SoE(0), the FCS is operated at its point of maximum efficiency
(the “On” point).

• When SoE(k) > SoE(0), the FCS is turned off (the “Off” point).

As a result, the final state of energy SoE(N) is into a reduced range around the
initial state of energy SoE(0).

Thus, the hydrogen consumption only accounts for the necessary hydrogen to
fulfill the cycle of duration N. The main advantage of this method is that, unlike the
usual methodology used in the literature, which is based on dynamic programming,
it avoids the discretization of the state variables and only the time is discretized
because the standard driving cycles that are utilized in ADVISOR are defined every
1 s. Therefore, this methodology allows the calculation of optimal hydrogen con-
sumption in the FCHV with low computational time, maintaining a high accuracy.
Figure 15 shows a scheme with the FCS operation to perform the calculation previ-
ously described and the results are collected in Table 6, where the braking/hydrogen
ratio is defined as the ratio between the energy recovered from braking in the ESS
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Fig. 15 Scheme showing the On/Off operation of the FCS model to perform the analysis of the
minimum hydrogen consumption

and the energy of the hydrogen, calculated from the lower heating value (�HLHV )

of hydrogen, consumed in the FCS during the cycle. Since the FCS is either working
at the point of maximum efficiency or is turned off (with the assumption that when
the FCS is turned off the power consumption is null), the calculation of the minimum
consumption is guaranteed.

8 Conclusion

In this chapter, the design and analysis of FCHS (fuel cell hybrid systems) oriented to
automotive applications is approached. First, the advantages of these kinds of power
systems are analyzed focusing on the mechanism that allows the improvement of
the efficiency of FCHVs. Then, the electrical structures for FCHVs are addressed,
analyzing the electrical topology, comparing two types of energy storage devices
(i.e., batteries versus SCs) and concluding that SCs seem the best technical alternative
nowadays, analyzing the requirements of HEVs concerning the storage system and
finally, modeling the energy storage system. The main conclusions of this chapter
are the following:

• Using a detailed model in ADVISOR to perform a precise study of the system,
the result shows that through hybridization it is possible to improve the hydrogen
economy in FCHVs significantly, compared with the pure fuel cell case without
SCs (Fig. 13): 41.7 on NEDC, 45.6 on UDDS, 43.3 on FT and 22.5% on HWET.
This is possible because of the reduction on the total mass of the vehicle, the more
efficient operation of the FCS and the energy recovery from braking.

• In the determination of the hybridization degree there is a conflict between drivabil-
ity and efficiency, which means that the most robust design to fulfill drivability
requirements is not the most efficient in terms of hydrogen economy.

• The braking/hydrogen ratio defined in Sect. 7 is a more realistic indicator of other
parameters used in the literature to analyze the reduction of the hydrogen con-
sumption due to regenerative braking. It shows that it is possible to recover up to



Fuel Cell Hybrid Systems 231

7.6% of the hydrogen energy on NEDC, 11.7 on UDDS, 11.4 on FTP and 2.3%
on HWET.

The main contributions stem from three methodologies proposed to design and
analyze FCHS. First, an iterative and systematic methodology to determine the
hybridization degree to fulfill drivability requirements was elaborated. Second, a
new method to assess the optimal hydrogen consumption with low computational
cost that avoids the discretization of the state variables was presented. This method
demonstrated to be useful to evaluate the performance of any energy management
strategy because it provides a benchmark to compare the hydrogen consumptions
of each strategy. Third, an analysis of the energy flows inside the FCHV was done,
emphasizing the calculation of the fraction of energy from regenerative braking.

Acknowledgment The author wish to thank to Maria Serra and Jordi Riera from the Institut de

Robòtica i Informàtica Industrial (IRI-UPC-CSIC) for their contribution in this chapter.

References

1. Pukrushpan J (2003) Modelling and control of fuel cell Systems and fuel processors. PhD
thesis, University of Michigan

2. Williams K, Keith W, Marcel M, Haskew T, Shepard , Todd B (2007) Experimental investigation
of fuel cell dynamic response and control. J Power Sources 163(2):971–985

3. Larminie J, Dicks A (2003) Fuel Cell Systems Explained. 2nd edn. Wiley, New York
4. Caux S, Lachaize J, Fadel M, Shott P, Nicod L (2005) Energy management of fuel cell system

and supercaps elements. In: Proceedings of the 16th IFAC World Congress, Prague
5. Ahluwalia R, Wang X, Rousseau A, Kumar R (2003) Fuel economy of hydrogen fuel cell

vehicles. J Power Sources 130:192–201
6. Jeong K, Oh B (2002) Fuel economic and life-cycle cost analysis of a fuel cell hybrid vehicle.

J Power Sources 105:58–65
7. Pukrushpan J, Stefanopoulou A, Peng H (2004) Control of fuel cell breathing: Initial results

on the oxygen starvation problem. IEEE Control Syst Magazine 24:30–46
8. Drolia A, Jose P, Mohan N (2003) An approach to connect ultracapacitor to fuel cell powered

electric vehicle and emulating fuel cell electrical characteristics using switched mode converter.
Indus Electron Soc 1:897–901

9. Rajashekara K (2000) Propulsion system strategies for fuel cell vehicles. In:Fuel cell technology
for vehicles, pp 179–187

10. Rajashekara K (2003) Power conversion and control strategies for fuel cell vehicles. Indus
Electron Soc 3:2865–2870

11. Santi E, Franzoni D, Monti A, Patterson D, Barry N (2002) A fuel cell based domestic uninter-
ruptible power supply. Applied Power Electronic Conference and Exposition, pages 605–613

12. Henson W (2008) Optimal battery/ultracapacitor storage combination. J Power Sources 1:417–
423

13. Burke A (2000) Ultracapacitors: why, how and where is the technology. J Power Sources
91(1):37–50

14. Pede G, Iacobazzi A, Passerini S, Bobbio A, Botto G (2004) FC vehicle hybridisation: an
affordable solution for an energy-efficient FC powered drive train. J Power Sources 125(2):
280–291

15. Maxwell Technologies (2009) Electrical Double Layer Capacitor: Boostcap ultracapacitor
Series: BPAK. http://www.maxwell.com/

http://www.maxwell.com/


232 D. Feroldi

16. Arbizzani C, Biso M, Cericola D, Lazzari M, Soavi F, Mastragostino M (2008) Safe, high-
energy SCs based on solvent-free ionic liquid electrolytes. J Power Sources

17. Mastragostino M, Soavi F (2007) Strategies for high-performance supercapacitors for HEV. J
Power Sources 174(1):89–93

18. Gao W (2005) Performance comparison of a fuel cell-battery hybrid powertrain and a fuel
cell-ultracapacitor hybrid powertrain. IEEE Trans Veh Technol 54(3):846–855

19. Kellaway M (2007) Hybrid buses—what their batteries really need to do. J Power Sources
168:95–98

20. Moseley P, Bonnet B, Cooper A, Kellaway M (2007) Lead-acid battery chemistry adapted for
hybrid electric vehicle duty. J Power Sources 174(1):49–53

21. Lam L, Louey R, Haigh N, Lim O, Vella D, Phyland C, Vu L, Furukawa J, Takada T, Monma
D, Kano T (2007) VRLA Ultrabattery for high-rate partial-state-of-charge operation. J Power
Sources 174(1):16–29

22. Markel T, Brooker A, Hendricks T, Johnson V, Kelly K, Kramer B, O’Keefe M, Sprik S, Wipke
K (2002) ADVISOR: a system analysis tool for advanced vehicle modeling. J Power Sources
110:255–266

23. Wipke K, Cuddy M, Burch S (1999) ADVISOR 2.1: A user-friendly advanced powertrain
simulation using a combined backward/forward approach. IEEE Trans Veh Technol 48:1751–
1761

24. Kim M, Peng H (2007) Power management and design optimization of fuel cell/battery hybrid
vehicles. J Power Sources 165:819–832

25. Pukrushpan JT, Peng AGH (2002) Modeling and control for PEM fuel cell stack system. Am
Control Conf. Proc 4

26. Correa J, Farret F, Canha L, Simoes M (2004) An electrochemical-based fuel-cell model suitable
for electrical engineering automation approach. Indus Electron, IEEE Trans 51(5):1103–1112

27. Ahluwalia R, Wang X (2005) Direct hydrogen fuel cell systems for hybrid vehicles. J Power
Sources 139:152–164

28. Pell WG, Conway BE, Adams WA, de Oliveira J (1999) Electrochemical efficiency in multiple
discharge/recharge cycling of supercapacitors in hybrid EV applications. J Power Sources
80(1-2):134–141

29. Schiffer J, Bohlen O, de Doncker RW, Sauer DU (2005) Optimized energy management for
fuelcell-superCap hybrid electric vehicles VPP Track 4: energy storage components/systems.
vehicle power and propulsion, 2005 IEEE Conference, pp 716–723

30. Uzunoglu M, Alam MS (2006) Dynamic modeling, design, and simulation of a combined PEM
fuel cell and ultracapacitor system for stand-alone residential applications. Energy Convers,
IEEE Trans 21(3):767–775

31. Maxwell Technologies. Electrical Double Layer Capacitor: Boostcap ultracapacitor series:
BPAK

32. DieselNet. Emission test cycles. Online, 2005. http://www.dieselnet.com/standards/cycles/
33. Ahluwalia R, Wang X, Rousseau A (2005) Fuel economy of hybrid fuel-cell vehicles. J Power

Sources, 152:233–244
34. Kessels J (2007) Energy management for automotive power nets. PhD thesis, Technische Uni-

versiteit Eindhoven
35. Koot M, Kessels A, de Jager B, Heemels W, van den Bosch P, Steinbuch M (2005) Energy man-

agement strategies for vehicular electric power systems. IEEE Trans Veh Technol 54(3):771–
782

36. Hofman T, Steinbuch M, van Druten RM, Serrarens AFA (2008) Rule-based equivalent fuel
consumption minimization strategies for hybrid vehicles. In Proceedings of the 17th IFAC
World Congress, Seoul pp 5652–5657

http://www.dieselnet.com/standards/cycles/


Energy Management Strategies for Fuel Cell
Hybrid Systems

Diego Feroldi

Abstract In this chapter, the energy management strategies for fuel cell hybrid
systems are addressed. To control the energy flow between the fuel cell, the energy
storage system and the electrical load in fuel cell hybrid vehicles (FCHVs), three
energy management strategies based on the fuel cell efficiency map are presented
and validated through an experimental setup, which is developed to emulate FCHVs.
The resulting hydrogen consumptions are compared with two references: the con-
sumption of the pure fuel cell case, a vehicle without hybridization, and the optimal
case with the minimum consumption. The optimal consumption for a given vehicle is
determined through a methodology proposed that, unlike other previous methodolo-
gies, avoids the discretization of the state variables. The experimental results show
that the operation in real time with high efficiency is possible.

1 Introduction

The energy management strategies (EMS) are algorithms that determine at each
sampling time the power generation split between the fuel cell system (FCS) and the
energy storage system (ESS) in order to fulfill the power balance between the load
power and source power. Depending on how the power split is done a minimization
of the hydrogen consumption can be obtained. To find a global optimal solution,
control techniques where a minimization problem is resolved have been studied [1].
In general, these techniques do not offer a causal solution, and, in consequence, are
not feasible because it is assumed that the future driving cycle is entirely known a
priori. Nevertheless, their results can be used to evaluate the performance of new
strategies in study. Some strategies perform an optimal management but they are not
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Fig. 1 Hydrogen consumption map as a function of the FCS power

suitable for real-time control. For instance, Murphey et al. [2] developed a power
management strategy using machine learning and fuzzy logic. On the other hand,
strategies which deal with local optimization are convenient for real implementation.

Another approach, particularly convenient to work in real-time operation, is the
type of strategies where the system operation is based on heuristic rules from the
knowledge of the performance of the components of the system. These strategies
can achieve a comparable performance to those strategies where some optimization
technique is utilized. In this way, two strategy based on the knowledge of the fuel-cell
efficiency map are presented in this chapter.

In Sect. 3.5 of Chap. 1, the state of the art of EMS in FCHS was covered. In this
chapter, we approach the EMS issue developing new strategies for FCHVs. Despite
fuel cell hybrid systems having other applications, in this chapter we concentrate our
attention on automotive applications because of the great potential of this applica-
tion. The objective is to improve the performance of the hybrid vehicle in terms of
hydrogen economy and transient response. The distribution of the chapter is as fol-
lows: in Sect. 2, the objective of the EMSs are formalized. Secondly, in Sect. 3, three
new different strategies are proposed: two of them are based on the FCS efficiency
map and the third is based on constrained nonlinear programming. In Sect. 4 the
simulation results, showing the temporal response of the strategies and the perfor-
mance comparative between them, are presented. In Sect. 5 the experimental results
to validate the strategies are presented. Finally, in Sect. 6 the conclusions on EMS in
FCHS close the chapter.

2 Objectives of Energy Management Strategies

The hydrogen consumption map of an FCS clearly reveals a zone, below a limit
power, where the hydrogen consumption is very high. Meanwhile the zone above this
limit power has a significative lower consumption as can be seen in Fig. 1. Thus, the

http://dx.doi.org/10.1007/978-1-84996-184-4_1#Sec26
http://dx.doi.org/10.1007/978-1-84996-184-4_1
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principal objective of the energy management strategy is to minimize a cost function
J, a mathematical expression that represents the cumulative hydrogen consumption
during the time:

min
X

J (X) subject to H(X) = 0 and G(X) ≤ 0, (1)

where the vector X is

X =
[

Pfcs(t)
Pess(t)

]
. (2)

This means that the EMS has to determine the optimal value of the FCS power,
Pfcs(t), and the ESS power, Pess(t), in order to minimize the cost function J(X):

J (X) =
∫ tc

0
F(X)dt, (3)

where tc is the duration of driving cycle and F(X) is the hydrogen consumption
according to the hydrogen consumption map of the FCS:

F(X) = ConsH2 (Pfcs (t)) . (4)

The constraint H(X) = 0 in Eq. 1 means that at each time the power balance in
the DC bus must be satisfied:

Pfcs(t) · ηB + Pess(t) · ηB/B · ηess = Pload(t) ∀t ∈ [0, tc] . (5)

On the other hand, the constraint G(X) ≤ 0 in Eq. 1 states the constraints in the FCS
power and ESS power:

Pfcs,min ≤ Pfcs(t) ≤ Pfcs,max, (6)

�Pfcs,min = �Pfcs,fall rate ≤ d Pfcs(t)

dt
≤ �Pfcs,rise rate = �Pfcs,max, (7)

Pess,min(SoE(t)) ≤ Pess(t) ≤ Pess,max(SoE(t)), (8)

SoEmin ≤ SoE(t) ≤ SoEmax, ∀t ∈ [0, tc] . (9)

The restrictions in FCS power are stated in Eq. 6: the maximum power is limited
by the FCS rated power, whereas the minimum FCS power command must be limited
to a value below which it is not suitable to operate because the parasitic load is too
large, reducing the system net power.

There is a phenomenon of delay between the onset of the load on FCS and the
response of the reactant supply system results which may lead to a “starvation” of
reactants in FCS. This may be avoided by restricting the dynamics required by the
load [3]. The same approach is followed in Rodatz et al. [3] and Philipps et al. [4]
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where the maximum positive rise is limited to avoid damage in the stack. Therefore,
in our work, the FCS power load is increased no faster than a certain power rise rate
(�Pfcs,max). Besides, we propose to operate FCS in such a way that the power is
decreased no faster than a certain power fall rate (�Pfcs,min) to prevent overpressure
into the stack. Both situations can be managed by using the ESS as a power buffer.
These restrictions are formulated in Eq. 7.

With regard to ESS, the maximum and minimum power flows are also limited,
as formulated in Eq. 8. The maximum power that ESS can supply or store depends
on the actual voltage in ESS, Vess(t), the maximum voltage Vess, max(t), and the
minimum voltage Vess, min(t) :

Pess,chrg max = (Vess(t)−Vess,max)·Vess(t)
Rd

during charging,

Pess,disch max = (Vess(t)−Vess,min)·Vess(t)
Rd

during discharging,

(10)

where Rd is the ESS internal resistance. The charge voltage is related with the ESS
energy, so that, it is possible to express Eq. 10 as a function of the state of energy
SoE(t) in the ESS, (defined in Eq. 6 of Chap. 7):

Pess(t) = k · Ecap

Rd · CR
· SoE(t), (11)

where Ecap is the maximum energy that ESS is able to store, Rd and CR are the
internal resistance and the capacitance of the supercapacitors, and k is a constant
depending in the particular technology. Therefore,

Pess, chrg max(t) = kess · (SoE(t) − SoEmax), (12)

Pess, dischrg max(t) = kess · (SoE(t) − SoEmin), (13)

where

kess = k · Ecap

Rd · CR
(14)

is the constant that relates the actual SoE and the power that the device can supply
or store. Thus, Pess, chrg max(t) is the maximum power that ESS is able to store at the
instant t (charging mode) and the Pess, dischrg max(t) is the maximum power that ESS
is able to supply at instant t (discharging mode). According to the sign convention
employed, the power is negative when ESS is in charging mode, and positive when
ESS is discharging mode. The kess constant depends on the DC internal resistance Rd,

the supercapacitor capacitance CR, and the constant k depending on the particular
supercapacitor technology. The internal resistance of supercapacitors is extremely
low and the capacitance is exceptionally high, allowing a very fast operation both
during charging and discharging. In the supercapacitors employed in this work, they
are Rd = 0.019 � and CR = 58 F, thus kess = 479 kW.

http://dx.doi.org/10.1007/978-1-84996-184-4_7#Eq6
http://dx.doi.org/10.1007/978-1-84996-184-4_7


Energy Management Strategies for Fuel Cell Hybrid Systems 237

Fig. 2 Energy flow scheme in the strategy based on efficiency map

Besides the previous objective, another important objective of EMS is the im-
provement in the transient response of FCHS. As mentioned before in Sect. 2.3
of Chap. 3, the temporal behavior is fundamentally conditioned by the compressor
dynamics. This drawback can be overcome by means of an adequate energy man-
agement strategy. In fact, it is possible to improve the transient response of FCHS by
means of the ESS energy contribution. In that sense, the energy management strategy
acts as follows: if the power requested to FCS exceeds a determined maximum rise
rate, then the power rise rate that FCS actually gives is limited and the rest of the
power is supplied by ESS if possible according to the present value of SoE(t). If, on
the contrary, the power requested to FCS exceeds the maximum fall rate, then the
actual power fall rate is limited and the surplus power is absorbed by ESS whenever
there is sufficient storage capacity.

3 Energy Management Strategies

In this section, three energy management strategies for FCHVs are presented. Two
are based on the knowledge of the fuel cell efficiency map and the third strategy
is based on constrained nonlinear programming. The electrical topology previously
established in Sect. 3.1 of Chap. 7 is represented in Fig. 2, which is common in the
three strategies. In this figure, are also represented the energy flows in FCHS: the
regenerated energy from load to the ESS bank, the charging energy from FCS to
ESS, the boosting energy from ESS to the load, and the fuel cell energy that directly
supplies the load from FCS.

The efficiency of the Boost power converter (ηB), that connects FCS with the
power bus, the efficiency of the Buck/Boost converter (ηB/B), that connects ESS with

http://dx.doi.org/10.1007/978-1-84996-184-4_3#Sec5
http://dx.doi.org/10.1007/978-1-84996-184-4_3
http://dx.doi.org/10.1007/978-1-84996-184-4_7#Sec4
http://dx.doi.org/10.1007/978-1-84996-184-4_7
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Table 1 Efficiency values
assumed in hybrid-modelling
process

Efficiency values

Boost power converter efficiency ηB 0.95
Buck/Boost power converter efficiency ηB/B 0.95
Supercapacitor bank efficiency ηess 0.9

Fig. 3 FCS operating point
as a function of the SoE in
the ESS and the load power
Pload for the strategy based
on efficiency map

the bus and the efficiency of ESS itself, and the efficiency of ESS (the charging and
discharging efficiency), are assumed as constants (see Table 1). The FCS efficiency
is represented with an efficiency map as a function of the power. In this way, the
power that FCS supplies to the bus is affected by the Boost converter efficiency;
the power that ESS supplies is affected by the Buck/Boost efficiency and the ESS-
discharging efficiency; whereas the power that ESS stores from the bus is affected
by the Buck/Boost converter efficiency and the ESS-charging efficiency.

3.1 First Strategy Based on the FCS Efficiency Map

One of the most relevant characteristics of FCS is the efficiency map (see Fig. 3), a
chart that shows how the efficiency changes with the load power and is related to
the consumption map through Eq. 4 of Chap. 7. It is supposed that the FCS operating
point is controlled and, thus, external parameters such as the ambient temperature
have no influence on the efficiency map.

The first strategy proposed in this thesis work is a quasi-load-following1 strategy
where FCS is operated in an advantageous zone where the efficiency is high. In
this case, the operating zone is constrained between an inferior limit (Pfcs, lo) and a
superior limit (Pfcs, hi). The superior limit is imposed by the maximum power that the
fuel cell can deliver (i.e., Pfcs, hi = Pfcs, max), whereas the inferior limit is determined
according to the efficiency curve. As mentioned before, the efficiency of FCS at low

1 A load-following strategy is a strategy that adjusts the power output of the fuel cell according to
the load requirement.

http://dx.doi.org/10.1007/978-1-84996-184-4_7#Eq4
http://dx.doi.org/10.1007/978-1-84996-184-4_7
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power is very poor due to the parasitic power. Thanks to the inferior limit, the energy
management strategy avoids this unfavorable zone (see Fig. 9 of Chap. 7).

Considering that the losses in the power converters (ηB and ηB/B) and the ESS
efficiency ηess are constants, the power balance in the DC bus previously defined in
Eq. 5, can be rewritten as

Pfcs(k) · ηB + Pess(k) · ηB/B · ηess = Pload(k) k = 1, 2, . . . , Nc, (15)

where Nc = tc/�T is the cycle duration, assuming a constant sampling period
�T = 1 s.

This EMS gives priority to the FCS-power supply since FCS is the primary power
source and the direct power flow to the DC bus through the FCS power converter
has lower losses than the indirectly way through the ESS power converter, the ESS
itself and back to the load. Consequently, given the present Pload(k), if

Pfcs,lo · ηB ≤ Pload(k) ≤ Pfcs, max · ηB (16)

and

�Pfcs, fall rate ≤ �Pload(k) ≤ �Pfcs, rise rate, (17)

where

�Pload(k) = Pload(k) − Pload(k − 1). (18)

Then, the FCS operates in load-following mode:

Pfcs(k) = Pload(k)/ηB (19)

and

Pess(k) = 0. (20)

If, on the contrary

Pload(k) ≤ Pfcs, lo(k) · ηB, (21)

then

Pfcs(k) = Pfcs, lo(k) (22)

and, the ESS stores the rest of generated power, if the ESS is not too charged:

Pess(k) = − min
{|Pload(k)−Pfcs(k) · ηB | · ηess · ηB/B, |SoE(k)−SoEmax| · kess

}
.

(23)

http://dx.doi.org/10.1007/978-1-84996-184-4_7#Fig9
http://dx.doi.org/10.1007/978-1-84996-184-4_7
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Conversely, if

Pload(k) ≥ Pfcs, hi(k) · ηB, (24)

then

Pfcs(k) = Pfcs, max (25)

and ESS supplies the rest of the load power, if there is enough energy in ESS:

Pess(k) = min

{
(Pload(k) − Pfcs(k) · ηB)

ηB/B · ηess
, (SoE(k) − SoEmin) · kess

}
. (26)

The representation of how the FCS operating point is determined is shown in
Fig. 3. However, the transition between operating points is limited by the maximum
rates, thus, finally

Pfcs(k) =
{

Pfcs(k − 1) + �Pfcs, fallrate · �T, if �Pfcs(k) ≤ �Pfcs, fallrate,

Pfcs(k − 1) + �Pfcs, riserate · �T, if �Pfcs(k) ≥ �Pfcs, riserate,
(27)

where �Pfcs = Pfcs(k)−Pfcs(k−1), with Pfcs(k) as previously calculated in Eqs. 19,
22 or 25, according to the condition Eqs. 16, 21 or 24, respectively. The power Pess(k)

is calculated as indicated in Eqs. 23 and 26.

3.2 Improved Strategy Based on the FCS Efficiency Map

The second strategy based on the FCS efficiency map is a strategy that operates
FCS preferably in its point of maximum efficiency in order to improve the hydrogen
economy. The operating point of FCS is determined based on the actual power
demand and the state of energy of ESS. The FCS power command is determined
according to the following rules. If the load power is

Pfcs,lo · ηB ≤ Pload(k) ≤ Pfcs, hi · ηB (28)

and the SoE is

SoElo ≤ SoE(k) ≤ SoEhi, (29)

where Pfcs, hi is

Pfcs, hi = Pfcs, max · ηB · Xfcs, hi, (30)

and Xfcs, hi is a fraction of the maximum FCS power; then, FCS is operated in its
point of maximum efficiency:

Pfcs(k) = Pfcs, max eff . (31)
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The remaining power to achieve the load demand flows from or to ESS accord-
ing to Eq. 26 if Pload(k) > Pfcs, max eff (discharging mode), or Eq. 23 if Pload(k)

< Pfcs, max eff (charging mode).
If the load power is

Pfcs, hi · ηB ≤ Pload(k) ≤ Pfcs, max · ηB, (32)

and the SoE is

SoElo ≤ SoE(k) ≤ SoEhi, (33)

then, FCS is operated in load following mode:

Pfcs(k) = Pload(k)/ηB (34)

and Pess(k) is as indicated in Eqs. 23 or 26.
On the other hand, if

Pload(k) ≥ Pfcs, max · ηB and SoE(k) ≤ SoEhi (35)

or

SoE(k) ≤ SoElo, (36)

then, FCS is operated at its maximum power:

Pfcs(k) = Pfcs, max, (37)

and Pess(k) is as indicated in Eq. 26. If, on the contrary

Pload(k) ≤ Pfcs, lo · ηB and SoE(k) ≥ SoElo, (38)

or

SoE(k) ≥ SoEhi (39)

then, FCS is operated at its lower operating point:

Pfcs(k) = Pfcs, lo, (40)

and Pess(k) is as in Eq. 23. Additionally, if Pload(k) = 0 ∀ t ∈ [k1, k2]with (k2−k1) >

Toff , and, SoE(k) > SoEhi with k > k2, then, FCS is turned off to avoid unnecessary
hydrogen consumption because of the parasitic losses in FCS. Figure 4 indicates the
FCS operating point as a function of the SoE(k) in ESS and the load power Pload(k).

In the same way as in the previous strategy, the transition between operating points
is realized according to the constraints concerning the maximum fall power rate and
the maximum power rate as indicated in Eq. 27.
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Fig. 4 FCS operating point
as a function of the SoE in
the ESS and the load power
Pload for the improved
strategy based on efficiency
map

3.3 Strategy Based on Constrained Nonlinear Programming

In this strategy, an optimization problem with linear constraints is resolved at each
sampling period �T where a nonlinear cost function, which represents the hydrogen
consumption, is minimized. The problem can be put in the following form [5]:

min
X

J (X) subject to H(X) = 0 and G(X) ≤ 0, (41)

where the vector X is

X =
[

Pfcs
Pess

]
. (42)

The cost function J(X) represents the hydrogen consumption in FCS:

J (X) = F(Pfcs(k)), (43)

where

F(Pfcs(k)) = ConsH2(Pfcs(k)) · Pfcs(k) · �T, (44)

and ConsH2(Pfcs(k)) is the hydrogen consumption (g W−1) as a function of Pfcs(k).

This relationship is shown in the form of a consumption map in Fig. 1.
The set of constraints H(X) = 0 represents the power balance in the DC bus:

Pfcs(k) · ηB + Pess(k) · ηB/B · ηess = Pload(k) k = 1, 2, . . . , Nc. (45)

On the other hand, the set of constraints G(X) ≤ 0 represents the limitations in
Pfcs(k) and Pess(k). The Pfcs(k) is limited in its maximum and minimum values, and
in the maximum rise rate and fall rate:

Pfcs,lo ≤ Pfcs(k) ≤ Pfcs,hi, (46)
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and

Pfcs(k −1)+�Pfcs, fall rate ·�T ≤ Pfcs(k) ≤ Pfcs(k −1)+�Pfcs, rise rate ·�T . (47)

This can be rewritten as

Pfcs, min ≤ Pfcs(k) ≤ Pfcs, max, (48)

where

Pfcs, max(k) = max
[
Pfcs, hi; Pfcs(k − 1) + �Pfcs, fall rate · �T

]
, (49)

Pfcs, min(k) = min
[
Pfcs, lo; Pfcs(k − 1) + �Pfcs, rise rate · �T

]
. (50)

On the other hand, Pess(k) is limited to its maximum or minimum value depending
on the actual SoE(k). The SoE(k) is also limited:

SoEmin ≤ SoE(k) ≤ SoEmax, (51)

thus,

kess · (SoE(k) − SoEmax) ≤ Pess(k) ≤ kess · (SoE(k) − SoEmin) , (52)

where kess is the constant defined in Eq. 14.

4 Simulation Results and Experimental Validation

The enunciated strategies were tested in a hybrid system consisting of the vehi-
cle described in Table 2 of Chap. 7, provided with an FCS and a supercapacitors-
based ESS with the principal parameters listed in Table 2. The supercapacitors bank
is modeled according to the Sect. 4.2 of Chap. 7. The ESS can store a total of
612 W h. The parameters Pfcs, lo and Pfcs, hi act as adjustment parameters, allowing
to improve the fuel economy and performance according to the particular strategy
and cycle. These parameters are shown in Table 3.

The strategies are tested on the four driving cycles described in Sect. 4.3 of Chap. 7:
the New European Driving Cycle (NEDC), the Urban Dynamometer Driving Sched-
ule (UDDS), the Federal Test Procedure (FTP) and the Highway Fuel Economy
Test (HWFET). First, the simulation results corresponding to the three strategies are
shown. Second, a comparison between the corresponding performances for the four
cycles is done.

In Figs. 5, 6, 7, 8, the power split between the fuel cell system and the energy
storage system, and the evolution of the SoE(t) in ESS are shown for the first strategy
based on efficiency map. Figures 9, 10, 11, 12 show the power split between the fuel
cell system and the energy storage system, and the evolution of the SoE(t) in ESS for

http://dx.doi.org/10.1007/978-1-84996-184-4_7#Tab2
http://dx.doi.org/10.1007/978-1-84996-184-4_7
http://dx.doi.org/10.1007/978-1-84996-184-4_7#Sec7
http://dx.doi.org/10.1007/978-1-84996-184-4_7
http://dx.doi.org/10.1007/978-1-84996-184-4_7#Sec8
http://dx.doi.org/10.1007/978-1-84996-184-4_7
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Table 2 Simulation parameters used to test the energy management strategies

Parameter Symbol Value Unit

Number of supercapacitors Ncap 250 –
ESS specific energy Eess, spec 6 W h kg−1

Maximum ESS energy Eess, max 612 W h
Maximum SoE SoEmax 1 –
Minimum SoE SoEmin 0.2 –
High limit of SoE SoEhi 0.9 –
Low limit of SoE SoElo 0.3 –
Maximum ESS power Pess, max 255 kW
Maximum FCS power Pfcs, max 15 kW
Maximum FCS rise rate power �Pfcs, rise rate 600 W s−1

Maximum FCS fall rate power �Pfcs, fall rate −900 W s−1

Maximum FCS efficiency ηfcs, max 0.6 –
FCS power of maximum efficiency Pfcs, max eff 6 kW
Energy storage efficiency ηess 0.99 –
Boost converter efficiency ηB 0.95 –
Buck/Boost converter efficiency ηB/B 0.95 –

Table 3 Values of the
parameters Pfcs, lo and
Pfcs, hi used in the EMSs

Pfcs, lo Pfcs, hi

[kW] [kW]

Strategy based on efficiency map 1 15
Improved strategy based on efficiency map 1 12
Strategy based on nonlinear programming 2 15

the second strategy based on efficiency map. Figures 13, 14, 15, 16 show the power
split between the fuel cell system and the energy storage system, and the evolution
of the SoE(t) in ESS for the third strategy, which is based on constrained nonlinear
programming.

The comparison between the performance of the strategies, in terms of hydrogen
consumption per kilometer, is done in Fig. 17. The comparison is done between
the performance of the three strategies with respect to that corresponding to the
optimal case where the consumption is minimum; the values in percentage indicate
the increment in consumption with respect to the optimal case. The performance of
the optimal case was estimated in Sect. 7 of Chap. 7 assuming that the entire cycle
is known a priori; thus, it is possible to operate FCS during the entire cycle with
maximum efficiency. In addition, the performance corresponding to the FCS pure
case, where there is no hybridization, is included in Fig. 17. The analysis of the FCS
pure case is performed with a 37.5 kW FCS, a power that is sufficient to fulfill the
four cycles in study.

In general, the final state of charge SoE(Nc) is different from the initial state of
charge SoE(0), resulting in a gain or a loss of energy in ESS over the driving cycle.
Because of that, the results are corrected in order to compare the results correctly.

http://dx.doi.org/10.1007/978-1-84996-184-4_7#Sec11
http://dx.doi.org/10.1007/978-1-84996-184-4_7
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Fig. 5 Detail between 1000 and 1180 s of the results using the strategy based on efficiency map
(NEDC)
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Fig. 6 Detail between 1000 and 1180 s of the results using the strategy based on efficiency map
(UDDS)

The corrected consumption of hydrogen is based on the assumption that after the
cycle, FCS continues to run in its point of maximum efficiency until the SoE again
reaches the initial value. Thus, the corrected consumption results

ConsH2,corrected = ConsH2 + �Eess,stored

�HL H V · ηfcs, max · ηB · ηB/B · ηess
, (53)

where, ConsH2 is the cumulative consumption of hydrogen over the cycle previous to
the correction, �Eess, stored is the difference in the energy stored in ESS at the end of
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Fig. 7 Detail between 1000 and 1180 s of the Results using the strategy based on efficiency map
(FTP)
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Fig. 8 Detail of the results using the strategy based on efficiency map (HWFET)
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Fig. 9 Detail between 1000 and 1180 s of the power split running on NEDC, and the evolution of
the SoE, using the improved strategy based on efficiency map

the cycle from the energy at the beginning of the cycle (positive if SoE(Nc) > SoE(0)

and negative in the opposite situation),�HLHV is the lower heating value of hydrogen,
ηfcs, max is the maximum efficiency of FCS and ηess is the ESS efficiency.

4.1 Discussion

The analysis of the hydrogen economy in Fig. 17 shows that the three strategies have
a good performance compared to the optimal case where the entire driving cycle is
known a priori, which is not feasible in practice. In fact, the maximum deviation
from the optimal case is 9.6% in the strategy based on efficiency map running on
NEDC. The strategy based on constrained nonlinear programming gives the best
performance in all the cases; however, the performance is similar to the two strategies
based on efficiency map. On the other hand, compared to the pure fuel cell case in
Fig. 18, the results show considerable hydrogen savings running on cycles NEDC,
UDDS and FTP. On the contrary, running on HWFET the savings is exiguous. This
cycle is a highway driving cycle and one of its characteristics is that the average
deceleration is significantly lower than that corresponding to the other cycles (see
Table 4). These results suggest that the strategies achieve the objectives satisfactorily
when a significant energy is recovered from braking.
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Fig. 10 Detail between 1000 and 1180 s of the power split running on UDDS, and the evolution of
the SoE, using the improved strategy based on efficiency map
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Fig. 11 Detail between 1000 and 1180 s of the power split running on FTP, and the evolution of
the SoE, using the improved strategy based on efficiency map

It is remarkable that it is possible to meet the load power in the four driving
cycles with a 15-kW FCS that is significantly lower to that corresponding in the pure
fuel cell case with no hybridization (37.5 kW), an advantage that is translated into a
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Fig. 12 Detail between 1000 and 1180 s of the power split running on HWFET, and the evolution
of the SoE, using the improved strategy based on efficiency map
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Fig. 13 Detail between 1000 and 1180 s of the power split running on NEDC, and the evolution of
the SoE, using the strategy based on constrained nonlinear programming

Table 4 Average deceleration
corresponding to the different
standard driving cycles
considered in this analysis

Cycle Average deceleration (m s−2)

NEDC −0.79
UDDS −0.58
FTP −0.58
HWFET −0.22

reduction in the production costs. This is possible thanks to the ESS power assistance
in the proposed strategies.

The analysis of the influence of the initial SoE on the hydrogen consumption
shows that the first and third strategies have minimal dependence, which denotes
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Fig. 14 Detail between 1000 and 1180 s of the power split running on UDDS, and the evolution of
the SoE, using the strategy based on constrained nonlinear programming
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Fig. 15 Detail between 1000 and 1180 s of the power split running on FTP, and the evolution of
the SoE, using the strategy based on constrained nonlinear programming

robustness to this parameter. On the other hand, the performance of the second
strategy is dependent on the initial SoE, especially in the HWFET cycle. In this case,
the performance is worse than in the first strategy if the initial SoE is lower than
60%. The results of the influence of the initial SoE in the three strategies running on
the UDDS cycle and HWFET are shown in Fig. 19.
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Fig. 16 Detail between 1000 and 1180 s of the power split running on HWFET, and the evolution
of the SoE, using strategy based on constrained nonlinear programming

Fig. 17 Comparative between the hydrogen consumption of the proposed strategies, the optimum
case and the FCS pure case. The percentages indicate the increment in consumption with respect
to the optimal case

5 Experimental Validation

This section presents the implementation of the previously developed EMSs in Sect. 3
on an experimental test setup. The main objective is to show that through the use
of these EMSs it is possible to operate FCS efficiently, reducing the hydrogen con-
sumption, and thereby justifying the use of hybrid arrangements (i.e., hybridization)
in fuel cell-based vehicles.

The arrangement of this section is as follows. First, the experimental setup
is described. Then, the experimental results are presented showing the temporal
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Fig. 18 Hydrogen savings
with respect to the pure fuel
cell case

behavior, the performance in terms of hydrogen consumption and the comparative
between EMSs. Finally, the conclusions of this section are presented.

5.1 Experimental Setup

The experimental setup is a test environment in which some components of FCHV
are actually present, some are emulated and some others are simulated. The objective
of this setup is to reproduce, as close as possible, the FCHV behavior in order to
validate the EMSs. In this experimental setup (shown in Fig. 20), FCS is a NEXA
power module made by Ballard of 1.2 kW. The power module is fed with hydrogen
from a pressurized tank and the hydrogen flow is measured with a mass flow meter
(Bronkhorst, model F-201AC), an instrument device with a maximum flow capacity
of 50 SLPM.

The vehicle power consumption is emulated with a programmable electronic load
(Höcherl&Hackl, model ZS1606), a power device that can support up to 1600 W
at 60 V, 150 A. This load is commanded by the Host computer in Fig. 20, which is
in charge of carrying out EMS. The ESS is simulated with a model developed in
LabVIEW2 environment. This model is developed according to real supercapacitors
from Maxwell Technologies. The main characteristics of these devices are listed in
Table 5. The actual SoE is calculated according to this model, which is running in
the Host computer.

The data acquisition and control system is composed of a Host computer and
a computer running in real time, namely RTOS computer. The RTOS computer

2 LabVIEW is the acronym for Laboratory Virtual Instrumentation Engineering Workbench and
is a platform and development environment for a visual programming language from National
Instruments. This platform is commonly used for data acquisition, instrument control and industrial
automation. For more detail see [6].
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Fig. 19 Influence of the initial SoE on the hydrogen consumption in two driving cycles

communicates with the input/output (I/O) modules, made by National Instrument,
throughout a FPGA target and a PCI bus. The two computers are connected via ether-
net. The Host computer also allows monitoring the evolution of the system variables
and commanding the system through a graphical interface developed in LabVIEW.
The measured variables are the hydrogen flow, the load current and the stack voltage.
These variables are measured every 200 ms.

The operation of the experimental setup is as follows. First, the FCS operation is
determined according to the EMSs that were described in Sect. 3. To that end, the
EMSs were programmed in the LabVIEW environment. These applications run in
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Fig. 20 Scheme showing the experimental setup to validate the EMSs

Table 5 Technical specifications of BOOSTCAP BPAK0350-15E supercapacitors from Maxwell
technologies [7]

Specification Value Observations

Capacitance, CR[F] 58
Voltage, UR[V] 15
Maximum specific energy, [W h/kg] 3.63 Full discharge from nominal voltage

(UR = 15 V)
Specific power, [W/kg] 2850 Idem
Internal resistance, DC [�] 0.019 Discharging at constant current
Operating temperature, [◦C] −40 and 65
Life timea, �C/CR [%] ≤20 From initial value after 10 years

25◦C
Cycle lifeb, �C/CR [%] ≤20 From initial value after 500 K cycles

25◦C (I = 5 A)
a Life time considers the aging degradation.
b Cycle life considers the degradation due to the amount of charge/discharge cycles.

the RTOS computer and assess a new request to FCS, Pfcs(k), every 1 s. The Pess(k)

value is determined from the power balance in the DC bus as in Eq. 15. Then, the
Pfcs(k) is required for the NEXA power module through the electronic load, which
is commanded from the RTOS computer. The electronic load is operated in constant
power mode, i.e., the load sinks a power in accordance with the external-programming
signal from the RTOS computer. On the other hand, the Pess(k) is utilized in the ESS
model, running in the Host computer, to actualize the actual SoE(k).
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Fig. 21 Experimental results from the strategy based on efficiency map
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Fig. 22 Experimental results from the improved strategy based on efficiency map

5.2 Experimental Results

According to the previous explanation, the experimental setup was utilized to validate
the enunciated EMSs running on the same four driving cycles as in Sect. 4. In the
simulation stage, a 15-kW FCS was utilized to fulfill the driving cycles. In this stage,
all the powers are scaled down with a factor of 12.5 to fit with the rated power of the
NEXA power module (1.2 kW). In Figs. 21, 22, 23 are shown the experimental results
showing the evolution of FCS power Pfcs, measuring the stack voltage and stack
current; the evolution of SoE, from the ESS model; and the hydrogen consumption,
measured with a mass flow meter.

The comparison of the hydrogen consumption between the strategies in the ex-
perimental setup and the strategies in the simulation environment is shown in Fig. 24.
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Fig. 23 Experimental results from the strategy based on constrained nonlinear programming

Fig. 24 Experimental validation of the proposed strategies

To do this comparison the experimental results are multiplied by the the same scale
factor used to scale down the power. From this comparison, it is possible to draw
some observations. First, the hydrogen consumption corresponding to the experi-
mental setup is higher than that corresponding to the simulation setup. This is owing
to the fact that the efficiency of NEXA is lower than the efficiency of the FCS
model in the simulation setup as seen in Fig. 25, where it is shown the comparison
between the experimental efficiency map of NEXA and the efficiency map of the FCS
model in the ADVISOR simulator. The experimental map is obtained measuring the
inlet hydrogen flow rate and using Eq. 4. Secondly, the relative consumptions in the
experimental setup are similar to the experimental setup with some differences owing
to discrepancies in the modeling and measurement errors.

http://dx.doi.org/10.1007/978-1-84996-184-4_7#Eq4


Energy Management Strategies for Fuel Cell Hybrid Systems 257

0 200 400 600 800 1000 1200
0

10

20

30

40

50

60

FCS power [W]

E
ffi

ci
en

cy
 [%

]

 

 

ADVISOR efficiency map
NEXA efficiency map

Fig. 25 Comparative between the experimental efficiency map of NEXA and the efficiency map
of the FCS model in the ADVISOR simulator

Fig. 26 Hydrogen savings achieved using the EMSs with respect to the pure fuel cell case

On the other hand, the hydrogen saving achieved using EMSs with respect to the
pure fuel cell case with no hybridization is shown in Fig. 26. The results show the
interest of hybridization, achieving hydrogen savings up to 33.7%.

6 Conclusions

In this chapter, the Energy Management Strategies for Fuel Cell Hybrid Vehicles
were approached. The objectives of EMSs were enunciated and three strategies were
proposed. These strategies are based on the knowledge of the efficiency map. The
first strategy is a quasi-load-following strategy in which FCS is operated in an ad-
vantageous zone where the efficiency is high, whereas the second strategy operates
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FCS preferably in its point of maximum efficiency in order to improve the hydrogen
economy. In the third strategy, an optimization problem with linear constraints is
resolved at each sampling period where a nonlinear cost function, which represents
the hydrogen consumption, is minimized.

First, EMSs were tested in a simulation environment using four standard driving
cycles and, then thet were tested in an experimental setup reproducing the FCVH
behavior where some components are actually present, some are emulated and some
others are simulated.

The results show that using the proposed EMSs it is possible to fulfill the load
profiles, achieving a high reduction in the hydrogen consumption, a saving that is
achieved by operating FCS properly and taking advantage of the energy from regen-
erative braking. To evaluate the savings, the hydrogen consumptions are compared
with two references: the pure fuel cell case with no hybridization and the optimal
case with minimum consumption where the driving cycle is known a priori.
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Abstract The aim of this chapter is to present the important aspects of the synthesis
of an integrated bio-ethanol processor plant for hydrogen production with proton
exchange membrane fuel cell systems. It is based on performing a proper energy
integration to determine the operating point of maximum efficiency. A large review
about the different techniques for obtaining hydrogen from bio-ethanol is investigated
to justify the selection of a process based on steam reforming, followed by high- and
low-temperature shift reactors and preferential oxidation, coupled to a fuel cell.
Applying simulation techniques with HYSYS commercial software and using its
specific thermodynamic models, the performance of the complete system has been
evaluated for a variety of operating conditions. These models involve mass and
energy balances, chemical equilibrium and feasible heat transfer conditions. The
main operating points of the variables were determined for those conditions where
the endothermic nature of the reformer has a significant effect on the overall system
efficiency. Then, a heuristic procedure for defining a preliminary control structure
is applied via a sensitivity analysis, evaluating controllability aspects for the most
critical disturbances and considering the main objectives of the process.
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1 Introduction

In an ideal project, dynamics and control strategies are considered during the process
synthesis and design activities. This issue grows increasingly important as plants
become more highly integrated with complex configurations, recycle streams and
energy integration. Competitive economic pressures, safety issues and environmental
concerns have all contributed to this. However, if a process control engineer becomes
involved in the process design early enough, it would be better in the distant future.
In this way it is most probable for the plant to provide more stable operation and less
variability in the product quality.

Luyben et al. [1] remarked that a consideration of the dynamics and control strate-
gies for new process designs has a much larger positive economic impact (when the
design can potentially be modified) compared with control strategy upgrades on an
existing process (with a fixed design). Most important, by working together with
process engineers and plant engineers, the flowsheet can be changed until every
objective is satisfied and the most profitable process, viewed over the entire life-
time of the project, can be developed. This involves making trade-offs between
steady-state investment economics and dynamic performance measured in uptime,
throughput, product quality and yield. Luyben et al. [1] considered that a close con-
nection between process design and controllability exists since the way in which a
process is designed fundamentally determines its inherent controllability. It means
qualitatively how well the process rejects disturbances and how easily it moves from
one operating condition to another.

Based on these concepts, through this chapter the interaction between process
design and control plays the central role. In this context, the final flowsheet pre-
sented by Francesconi et al. [2] is studied in detail and adopted as a starting point for
proposing a plantwide control strategy based on different kinds of philosophies for
doing it. Then, according to the controllability properties of this flowsheet, the neces-
sity of redesigning some parts of it may be concluded. Therefore, the bio-ethanol
processor system (BPS) with proton exchange membrane fuel cell (PEMFC) consti-
tutes a new plant where new technology is developing day by day to improve it. In
Sect. 2 the reader will find an extensive review about several topics concerning the
advances on this issue.

Since this flowsheet is one of the first presenting an overall integrated plant, till
date, it means that there is no information about any successful plantwide control
strategy to compare. Therefore, the real benefits of using particular techniques are
evaluated through their capacity for achieving specific objectives.

Hence, this chapter begins with the steady-state model of the bio-ethanol processor
for hydrogen production and fuel cell operation, provided by the synthesis stage given
in Francesconi et al. [2]. The rigorous model, implemented in HYSYS flow sheeting
software [3], consists of mass and energy balances, chemical equilibrium and feasible
heat transfer condition elements. BPS converts a bio-ethanol fuel into a hydrogen (H2)
rich mixture that is directly fed to the PEMFC. The overall plant studied here includes
an ethanol steam reforming (ESR), water gas shift (WGS) and preferential oxidation
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(PrOx) reactors for the fuel processing, followed by a PEMFC and a post-combustion
unit. This commercial simulator was used to compute the operating conditions for the
process units under the most critical disturbances. Maximum heat integration within
the system is necessary to achieve acceptable net electrical efficiency levels. The use
of process integration techniques applying pinch analysis has already been reported
for the design of a heat exchange network for integrated PEMFC [4]. In this chapter,
the heat exchanger network involving the reformer, burner, gas cleaning units and the
PEMFC stack was modeled using the LNG exchanger model which is a tool available
in HYSYS. It allows to identify the most successful heat exchange opportunities, and
to define the optimal operating conditions of the ethanol processor for obtaining the
best global efficiency considering the plant balances. The steps followed during
the conceptual design of this plant were reproduced so as to check whether the final
operating point, proposed by Francesconi et al. [2], to achieve a highly heat integrated
system can be controllable. The study presented here, about cost and performance
requirements of the total power plant, is extremely useful for understanding the
system-level interactions, implications on system performance and for defining a
preliminary control structure synthesis for the most critical disturbances.

Initially, some more conventional control theoretic and heuristic tools, such as sen-
sitivity analysis to critical perturbations for complete chemical plants, are accounted.
They are taken from Luyben and Luyben [5] and Luyben et al. [1]. This methodology
is characterized by the necessity of having an in-depth knowledge of the process.
Therefore, for the implementation, some useful assumptions must be done. Hence,
the recommendations given in Pukrushpan [6], were valuable for integrating to the
synthesis the main objectives stated by Francesconi et al. [2]. Although in the work of
Pukrushpan [6] the feed to the BPS was methane and did not consider any heat inte-
gration system, some analogous aspects were helpful for providing the preliminary
considerations.

In this context, the problem to be solved is how to handle the integrated system
efficiency accounting the best operating conditions of the reformer, the effect of the
inlet temperature to the WGS and PrOx reactors, combustion preheating, expander
unit, crude ethanol as fuel and the PEMFC specifications.

The analysis considered here is extended in the following chapter for constructing
the process dynamic simulation working with the control structure chosen here.
Meanwhile, in Chap. 12 new methodologies, highly systematic, for optimal sensor
placement and plantwide control structure design will be tested with the dynamic
model.

2 Description of the Ethanol Processor

The fuel processing plant has been built according to the recommendations of
Francesconi et al. [2]. It chemically converts ethanol into hydrogen including
a cleanup equipment for this last component, the fuel cell stack electrochemi-
cally converts the hydrogen energy into electric power. Additionally, associated

http://dx.doi.org/10.1007/978-1-84996-184-4_12
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Fig. 1 Plant of the fuel processor system with PEMFC model in HYSYS

Table 1 Heating and cooling demands for the system streams

Stream number #04 #05 #07 #09 #12 #14 #28

Temperature (◦C) 709 709 538.9 236.7 406 80 80
Pressure (atm) 3 3 3 3 3 3 3
Mole flow (kmol h−1) 0.03670 0.06284 0.06284 0.06284 0.06284 0.06360 0.17497
Molar fraction hydrogen 0.8000 0.48602 0.52206 0.59209 0.54734 0.56642 0.04117
H2O 0.0000 0.28037 0.24433 0.17430 0.18431 0.15588 0.15589
Methane 0.0000 0.02561 0.02561 0.02561 0.02445 0.02523 0.00919
CO 0.0000 0.11235 0.07631 0.06278 0.00002 0.00002 0.00001
CO2 0.0000 9.56588 0.13169 0.20173 0.19856 0.20547 0.07467
Ethanol 0.2000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
Oxygen 0.0000 0.00000 0.00000 0.00000 0.00008 0.00008 0.08233
Nitrogen 0.0000 0.00000 0.00000 0.00000 0.04525 0.04682 0.63667

equipment for heat, air and water management, and auxiliary equipment such as
pumps and blowers are accounted. Figure 1 shows the main components: ethanol
steam reformer, high (HTS) and low (LTS) temperature water gas shift reactors,
a preferential oxidation reactor of CO, a proton exchange membrane fuel cell, a
combustor, pumps, compressors and an expander. For the steady-state model the
pressure drops are neglected and the operating pressure is fixed at 3 atm. The inlet
flows depicted in Fig. 1 are as follows: Stream #01 is the ethanol flow provided at
25◦C. Stream #02 is the water flow required for the steam reformer whose flow rate is
controlled by the water to the ethanol molar ratio. Stream #30 is the airflow required
for the operation of combustor, fuel cell and PrOx units. In the integrated system,
the air compressor will be driven by a turbine expanding the post combustion gases.
The compressor, expander and pumps isentropic efficiencies are 75%. The inlet air
conditions are 1 atm, 25◦C. The most important operating conditions are summarized
in Tables 1 and 2.
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Table 2 Fuel processor streams connected to the LNG unit

Pass Input (◦C) Output (◦C) Q (kW)

#03–#04 (vaporizing) Cold 61.32 126 0.45
#03–#04 (reheater) Cold 127 709 0.32
#28–#29 Cold 80 500 0.67
#20–#21 Cold 25 300 0.09
#26–#27 Cold 127.2 300 0.00
Cold utility Cold 20 25 2.36
ESR duty Cold 709 709 0.41
#05–#06 Hot 709 500 0.13
#07–#08 Hot 538.9 150 0.23
#12–#13 Hot 406 80 0.23
#23–#24 Hot 850 287 0.95
#22–#23 Hot 1072 850 0.41
Q-PEMFC Hot 65 55 2.27

The ideal unit cell voltage is calculated through Eq. 1, adopted from Godat and
Marechal [7]:

Erev = E0
rev(Tcell) + Rg · Tcell

2F
·
[

ln
(

p∗
H2,a

)
+ 1

2
ln

(
p∗

O2,c

)]
, (1)

where Erev is the voltage calculated for the cell temperature (TCell), and p∗
H2,a

and
p∗

O2,c
are the partial pressure for H2 and O2 averaged (arithmetic mean) between the

inlet and outlet conditions.
Useful work (electrical energy) is obtained from a fuel cell only when a current

is drawn, but the actual cell voltage (VCell) is decreased from its equilibrium ther-
modynamic potential (Erev) because of irreversible losses. When current flows, a
deviation from the thermodynamic potential occurs corresponding to the electrical
work performed by the cell. Therefore, the expression of the voltage of a single
cell is

VCell = Erev − ϕ, (2)

where ϕ is the drop potential due to the operation irreversibility which represents the
deviation from the equilibrium value. The actual electrical power generated by the
cell (PCell) can then be calculated from

PCell = VCell iCell. (3)

The operating voltage is defined as the power level at which unit cell voltage drops
to 0.5 V from the ideal voltage [5]. The current iCell is related to the hydrogen molar
flow rate at the anode:

iCell = 2F
(

f in
H2,a − f out

H2,a

)
. (4)
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Table 3 Optimal values for the key system variables

Process variables Description Optimal value

TRef Temperature reactor ESR 709◦C
THTS Temperature reactor HTS 500◦C
TLTS Temperature reactor LTS 150◦C
TPrOx Temperature reactor PrOx 237◦C
Rw/e Molar ratio H2O–Ethanol 4
O2 /CO Feed relationship O2–CO for the PrOx 2
O2/H2 Flor relationship O2–H2 at the PEMFC 4.76
PCell Power cell 0.8027 kW
XCO Molar Fraction de CO 10 ppm
PESR Pressure at ESR 304 kPa
PHTS Pressure at HTS 304 kPa
PLTS Pressure at LTS 304 kPa
PPrOx Pressure at PrOx 304 kPa
PBurner Pressure at the Burner 304 kPa
TCell Cell Temperature 80◦C
P#Cathode exhausted − P#Anode exhausted Pressure difference at PEMFC Min
HMem Membrane humidity at PEMFC 80%

By doing an energy balance over the cell from the inlet to the outlet conditions,
the heat produced by the cell which has to be removed is given by

QPEMFC =
inlets∑
i=1

fi hi (TCell) −
outlets∑
o=1

foho (TCell) − PCell. (5)

It is assumed as isothermal and isobaric PEMFC.

2.1 Main Process Variables to be Accounted

Francesconi et al. [2] defined the main BPS variables and their optimal values so as
to minimize the energy consumption. On the other hand, the most critical variables
for PEMFC were explained in Pukrushpan [6]. In this chapter, both references were
taken into account for listing the main process variables given in Table 3.

2.2 Ethanol Steam Reforming

There are numerous works that study the production of hydrogen through steam
reforming of ethanol, focused on the development of new catalysts in order to obtain
better conversions, be more selective and capable of working at low temperatures. A
complete review of the advances made in the last few years can be found in references
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[8–10]. On the other hand, there are very few publications boarding kinetic aspects,
configuration and analysis of the reactor.

2.2.1 Reaction and Pathways

Despite the apparent simplicity of the stoichiometric reaction between ethanol and
water for the production of hydrogen:

CH3CH2OH + 3H2O ↔ 2CO2 + 6H2,

actually, steam reforming involves a complex system of reactions, which is why
selectivity towards hydrogen is affected by a number of secondary unwanted reac-
tions. Also, the efficiency depends on the process variables such as temperature,
reactives ratios, speed, among others and, obviously, the activity and selectivity of
the chosen catalysts.

Methane (CH4), acetaldehyde (CH3CHO), acetone (CH3COCH3), ethylene
(C2H4), are all undesirable products, because they compete with the molecular
hydrogen for the atomic hydrogen. The obtained distribution of products with differ-
ent catalysts can be explained considering their activities towards the mechanism of
the specific implied reactions. A possible sequence involved for hydrogen production
could be the following, adapted from [11]:

• Ethanol dehydrogenation to acetaldehyde followed by decarbonilation or CH3
CHO reforming:

– Dehydrogenation:

C2H5OH → CH3CHO + H2 �H0
298 = 70.6 kJ mol−1

– Decarbonilation:

CH3CHO → CH4 + CO �H0
298 = −21.1 mol−1

– Reforming:

CH3CHO + H2O → CO2 + H2 + CH4 �H0
298 = −63.3 kJ mol−1

CH3CHO + H2O → 2 · CO + 3 · H2 �H0
298 = 184.2 kJ mol−1

• Decomposition or ethanol “cracking”, followed by methane vapor reforming:

– Decomposition:

C2H5OH → CH4 + CO + H2 �H0
298 = 49.5 kJ mol−1

2 · C2H5OH → 3 · CH4 + CO2 �H0
298 = −74.3 kJ mol−1
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– Reforming:

CH4 + 2 · H2O ↔ CO2 + 4 · H2 �H0
298 = 163.1 kJ mol−1

CH4 + H2O ↔ CO + 3 · H2 �H0
298 = 206.14 kJ mol−1

• Dehydration to ethylene and water, followed by ethylene polymerization in the
form of coke:

– Dehydration:

C2H5OH → C2H4 + H2O �H0
298 = 46.3 kJ mol−1

– Polymerization:

C2H4 → coke

• Decomposition of ethanol in acetone, followed by steam reforming:

– Decomposition:

2 · C2H5OH → CH3COCH3 + CO + 3 · H2 �H0
298 = 70.9 kJ mol−1

– Reforming:

CH3COCH3 + 2 · H2O ↔ 3 · CO + 5 · H2 �H0
298 = 367.9 kJ mol−1

• Vapor ethanol reforming to synthesis gas (CO + H2):

C2H5OH + H2O → 2 · CO + 4 · H2 �H0
298 = 254.8 kJ mol−1

• Water gas shift reaction:

CO + H2O → CO2 + H2 �H0
298 = −41.1 kJ mol−1

• Methanation:

CO + 3 · H2 → CH4 + H2O �H0
298 = −205.3 kJ mol−1

CO2 + 4 · H2 ↔ CH4 + 2 · H2O �H0
298 = −163.1 kJ mol−1

• Coke from methane decomposition:

CH4 → 2 · H2 + C �H0
298 = 74.9 kJ mol−1

• Acetic acid formation:

C2H5OH + H2O → CH3COOH + 2 · H2 �H0
298 = 40.9 kJ mol−1

The predominant reaction is the ethanol dehydrogenation to acetaldehyde, which
is an intermediate product in the ethanol steam reforming stage.
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2.2.2 Thermodynamic Aspects

Thermodynamics of ethanol reforming has been extensively studied [12–16] showing
that the ethanol reforming is feasible for temperatures above 203◦C, being methane,
carbon oxides and hydrogen the main products.

The effect of operating parameters over the equilibrium composition can be deter-
mined by stoichiometric methods [16] or non-stoichiometric [12, 13]. By the non-
stoichiometric technique, the equilibrium composition of the system is found with
direct minimization of the Gibbs free energy for a set of chemical species without
specifying the possible reactions that can occur in the system. On the other hand, the
stoichiometric technique describes the system by a set of reactions stoichiometrically
independent, which are chosen arbitrarily from a set of possible reactions. Fishtik
et al. [14] suggested that studying the system choosing arbitrarily the set of chemical
reactions can lead to erroneous conclusions and propose an analysis with response
answers, independent methodology from the initial set of reactions. This system-
atic allows to detect the dominant reactions to be used in thermodynamic studies or
subsequent kinetic analysis.

2.2.3 Catalysts

There are many utilized catalysts for the production of hydrogen by ethanol steam
reforming. Nowadays, the main references are centered in the search for better cata-
lysts able to improve conversions and to work at low temperatures [17–25] and pre-
senting more selectivity. The ethanol steam reforming over Nickel (Ni), Cobalt (Co),
Nickel/Copper (Ni/Cu), and noble metals [Palladium (Pd), Platinum (Pt), Rhodium
(Rh)] has been extensively studied. The main concern is to develop an active catalyzer
that inhibits the formation of coke and the production of CO. A short description and
analysis is presented for the different groups of catalysts:

• Cobalt catalysts

Cobalt-based catalysts are considered appropriate systems to reform ethanol.
Llorca et al. [20] obtained hydrogen free of CO from ethanol reforming using a
mix with molar ratio 13:1 Water/ethanol in the rank of 300–500◦C over Co-based
catalysts in various supports. They observed a minor conversion over the Co/Al2O3
catalyst. Ethanol dehydration to ethylene takes place in a big extent due to the acid
behavior of Al2O3. The Co/MgO based catalyzer shows a low conversion around
30%, and the main reaction was the dehydrogenation of ethanol to acetaldehyde.
At low temperatures, 100% of conversion of ethanol was obtained over CO/V2O5,

nearly 84% of ethanol was converted by means of dehydrogenation into acetalde-
hyde, while the rest was by the ethanol reforming reaction. Co/ZnO exhibited the
highest performance of all the utilized catalysts. 100% of conversion of ethanol was
reached and the highest selectivity towards H2, and CO2 by mole of ethanol were
obtained without deactivating the catalyst. Llorca et al. [26] proposed Co catalyzers
supported over ZnO. The use of Co(CO)8 as a precursor produces a catalyzer highly
stable that allows the production of H2 free from CO at low temperatures (350◦C).
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They concluded that the method of preparation of the catalyzer affects its functioning
and its structural characteristics.

Benito et al. [24] analyzed different active phases (Ni, Cu and Co) supported
over Zirconium. The catalyst based on Co/ZrO2 shows the greatest selectivity and a
good resistance to carbon deposition. According to reported results it is possible to
reach total conversion at temperatures higher than 600◦C obtaining a high selectivity
towards H2 (70%), being CO2, CO and CH4 the only by-products obtained. The
reaction gives 4.25 hydrogen moles by mole of fresh ethanol fed.

• Nickel based catalyzers

Galvita et al. [18] worked with water/ethanol molar ratios of 3 and 8, and they
obtained the greatest conversion over a catalyst of Ni/MgO at a ratio of 8 (28% v/v
ethanol). They investigated the reforming of ethanol for the production of synthesis
gas in a fixed bed catalytic reactor of two stages. The reaction conditions were as fol-
lows, temperature in the segment of 210 to 380◦C; 1 atm pressure; and water/ethanol
ratio of 1.04 and 8.1. In the first bed, ethanol was converted into a mix of methane,
carbon oxides and hydrogen over a Pd/C catalyzer (Pd supported over Sibunit, a
carbon porous special material), then the mix was converted to synthesis gas over
a Ni catalyzer for the reforming of methane. They observed that the conversion of
ethanol rises with temperature, which reaches 100% at 330 and 360◦C for a ratio of
8.1 and 1.04, respectively. They concluded that the use of a fixed bed reactor of two
stages prevents the coke formation and provides a close to equilibrium conversion.

Auprete et al. [19] also studied the effects of different metals (Rh, Pt, Ni, Cu,
Zn and Fe) and the role of the supports (γ –Al2O3, 12% CeO2–Al2O3, CeO2 and
Ce0.63Zn0.37O2) on the reforming of ethanol. The authors proposed a catalytic for-
mulation free of any promotor of the water gas shift reaction. The experiments took
place at water/ethanol ratios of 3 and constant temperatures between 500 and 800◦C
and 1 atm. At 700◦C the Rh and Ni catalyzers supported in γ -Al2O3 rise as the most
actives and selectives in the reforming reaction of ethanol. The Ni/Al2O3 reached the
higher conversion but with low selectivity to CO2 compared with the Rh/Al2O3. They
also investigated the role of the oxides as catalyzers support based on Rh and Ni. The
results obtained at 600◦C shows that the activity of the Rh based catalyzer follows
the next descending order: Rh/Ce0.63Zn0.37O2 > Rh/CeO2–Al2O3 > Rh/CeO2 >

Rh/γ -Al2O3. They observed a similar tendency for the nickel case.
Comas et al. [23] examined the steam reforming over a Ni/Al2O3 catalyzer in the

rank of 300 to 500◦C. They concluded that at high temperatures, over 500◦C, and
high water/ethanol ratios (6) the conversion of hydrogen Eq. 2 and selectivity (91%)
is augmented. The excess of water in the feed increases the methane reforming and
suppresses the carbon deposition.

• Noble metal catalysts

Ethanol reforming over Rh-based catalysts has been exhaustively studied. Liguras
et al. [27] found that Rh-supported catalyzers are acceptable under severe conditions
(800◦C) and can be used for the production of hydrogen in fuel cell applications.

http://dx.doi.org/10.1007/978-1-84996-184-4_5#Eq2
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Cavallaro et al. [21] reported that impregnated Rh supported over γ -Al2O3 is
highly appropriate for ethanol steam reforming. The evaluation of Rh/γ -Al2O3 as
a catalyzer at 650◦C shown that the main products of the reaction are CO2, CO,
CH4 and CH3CHO. The stability of the catalyzer was investigated with and without
oxygen, they observed that the catalyzer is quickly deactivated without oxygen, the
presence of O2 increases stability and only 10% of the activity is lost after 95 h of
operation.

Cavallaro and Freni [17] investigated the ethanol steam reforming over a CuO/ZnO/

Al2O3catalyzer and others. The experiments were made in a fixed bed reactor at 1 atm
pressure, in the rank of temperatures from 357 to 477◦C and with water/ethanol molar
ratios of 6 and 10. At temperatures around 377◦C they did not obtain the remain-
ing intermediate products such as acetic acid, acetaldehyde and ethyl acetate. These
compounds were present at temperatures closer to 325◦C where the production of
H2 and CO2 is low. The production of H2, CO2 and CO increased as temperature
risen.

Duan and Senkan [25] analyzed the conversion and selectivity of several catalyz-
ers testing various metals as reaction promoters. They evaluate nearly 840 different
materials combining 42 elements of the periodic table, impregnated in porous parti-
cles of γ -Al2O3, SiO2, TiO2, CeO2, and ZrO2/Y2O3. The catalyzers were evaluated
under identical operating conditions at 300◦C and 1 atm pressure, using a gaseous
mix of 2% C2H5 OH and 12% H2 O within a carrier gas (Helium). By means of this
systematic investigation they found that among all the explored materials, the cat-
alysts based on Pt/TiO2 and Pt/CeO2 obtain the higher ethanol conversion (>90%)
and hydrogen selectivity (≈30%).

2.2.4 Kinetic Aspects

Despite the number of studies focusing on the development of active catalysts for
the steam reforming of ethanol, only few of them give information about the kinetic
expressions. Only recently some publications have appeared offering some starting
point to understand the aspects of chemical kinetics and use them for reactor design
purposes. This is due to the complexity of the reformer and the multiple reactions
that may occur simultaneously if they are not properly driven through the operational
conditions.

Akande et al. [28] determined a kinetic expression for the crude ethanol steam
reforming over a 15% Ni–Al2O3 catalyzer prepared by co-precipitation. The kinetic
experiments were carried out under atmospheric conditions in a fixed bed tubular
reactor in the rank of 320–520◦C. They assumed a Rideal–Eley mechanism for the
obtainment of the kinetic expression considering that the limiting step of the reaction
is the dissociation of absorbed crude ethanol.

Sahoo et al. [29] made a kinetic study of the ethanol reforming over a Co/Al2O3
obtained by the impregnation method. Using the Langmuir–Hinshelwood mecha-
nism, they developed a kinetic expression considering the superficial reaction mech-
anisms of the ethanol steam-reforming reaction, water gas shift reaction and ethanol
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decomposition. The proposed mechanism is based on the analysis of the distribution
of obtained products working at temperatures between 400 and 700◦C and with the
water/ethanol ratio varying between 1 and 8. They indicated that the formation of
acetaldehyde from the ethoxi group (CH3CH2O–) is the limiting step of the reaction.

Akpan et al. [30] formulated kinetic models under the assumption of the Langmuir-
Hinshelwood–Hougen–Watson and Eley–Rideal mechanisms to describe the kinetics
of the production of hydrogen for the reforming of crude concentrated ethanol. They
used an Ni- based commercial catalyst under atmospheric pressure in the rank of
temperature from 400◦C to 590◦C. They simulated the reforming process with a 2D
pseudo-homogeneous model.

2.3 Water Gas Shift Reactors

The carbon monoxide produced from the reforming reaction must be reduced to a
concentration of about 10 parts per million in volume (ppm) due to the poisoning
that the CO adsorption produces over the catalyzer of the fuel cell. The primary
elimination of the CO is produced in the WGS reactors, these units produce the
WGS exothermic reaction supposed to be in equilibrium. This stage also generates
additional H2. The WGS reaction habitually takes place in two adiabatic reactors in
series with a heat exchanger-cooler between them.

The first reactor, high temperature water gas shift, which operates typically at
350–550◦C. The HTS reactor uses a ferric oxide chrome-promoted catalyzer. The
second reactor, low temperature water gas shift, operates at lower temperature,
between 150–250◦C, using a copper–zinc catalyzer supported over aluminium. The
LTS is capable of achieving a CO residual concentration of about 0.5–1.5% in dry
volume. For the integration of the fuel cell, the gaseous current exiting the WGS
stages needs to be processed in additional modules. It is considered the WGS reac-
tors’ configuration proposed by [31] with two adiabatic reactors, HTS and LTS, being
the inlet temperature of the first reactor 500◦C and 150◦C for the second.

2.3.1 Reaction

The water gas shift reaction is extensively applied at the industrial stage. It is used
in the synthesis of ammonia and production of hydrogen by means of hydrocarbon
reforming. The CO reacts with steam according to the following scheme:

CO + H2O → CO2 + H2 �H0
298 = −41.1 kJ mol−1

Industrially, the main objective of the WGS is to increase and adjust the molar
ratio H2/CO in the synthesis gas and to remove the CO from the exit gases.

The reaction is moderately exothermic and its equilibrium constant decreases
with temperature; high conversions are favored by low temperatures. The equilib-
rium position is not virtually affected by pressure. Under adiabatic conditions the
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conversion in a single-bed catalyst is limited thermodynamically, the reaction pro-
ceeds and the heat of reaction increases the operation temperature restricting the
conversion. The thermodynamic limitation over the reaction can be reduced using
two or more catalytic beds with intermediate cooling.

Although WGS is promoted by many materials, industrially, it takes place in two
adiabatic stages with two different catalyzers, with a heat exchanger-cooler between
them. The first stage (HTS) uses an iron-based catalyzer (Fe/Cr) that operates between
300–550◦C and converts most parts of the CO. The typical values of CO reached at the
exit of a single reactor are in the rank of 2–4%. The second reactor operates at lower
temperatures, between 180 and 230◦C, using a copper–zinc catalyzer supported over
alumina. The LTS reactor is thermodynamically favored and can achieve a residual
CO concentration of about 0.1–0.3%. The composition of the catalyzer is usually
CuO/ZnO/Al2O3. Such catalysts are pyrophosphoric, they spontaneously generate
heat increasing their temperature when exposed to air after activation.

In the last few years, a renewed interest was produced in the study of this reaction
for its application to power generating systems with fuel cells. WGS is the biggest
and heaviest component. The reaction is relatively slower than the others and is
inhibited at high temperatures because of its thermodynamic equilibrium [32].

Campbell [33] established that the reaction is strongly controlled by the diffusion
between pores near the 200◦C and besides mentions that the catalyzers that contain
copper are prone to lose activity by sintering, which is why the rank of use must be
limited to 150–250◦C.

The efforts for improving the performance of the WGS reactor have been distrib-
uted in a wide range of subjects including the development of more active catalysts
than the traditional ones [34, 35], experimental and theoretical studies to obtain
accurate kinetic expressions for different catalysts [36, 37], and theoretical studies
analyzing the heat and mass transfer in the catalyst particle [38]. Other research areas
are centered in the evaluation of unconventional reactors such as microreactors [39],
monolithic [40, 41] or membrane reactors [42].

2.3.2 Kinetic Aspects

There are many works that determine the kinetic expression of the water–gas-shift
reaction for both types of catalyzers, of high and low temperatures.

Keiski et al. [43] adjusted the reaction data for an iron-based catalyzer to a power
law expression. The adjusted data corresponded to industrial conditions.

The most popular kinetic expression used in the design of industrial reactors
for low temperature catalysts is the expression proposed by Moe [44]. They pre-
sented kinetic data obtained using a commercial catalyzer (CuO/ZnO/Al2O3) under
industrial operating conditions of the reactor. The expression is represented by a
Langmuir–Hinshelwood type model.

The effect of pressure is significant for industrial reactors operated at 15–20 atm.
In fuel processors the pressures are closer to atmospheric (1–5 atm).
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Choi and Stenger [36] determined the kinetics under the most likely conditions
for the reaction in a small-scale methanol reformer, which are similar in pressure
and composition to the ethanol reformer. They used a commercial catalyzer based
on Cu/ZnO/Al2O3 from Süd-Chemie.

2.4 Preferential Oxidation Reactor

The preferential oxidation reactor is used to eliminate the unconverted CO in the
WGS reactors. In order to avoid catalyst poisoning in the PEMFC, this reactor is
required to reach very low levels of CO in the exit flow. The preferential oxidation
is one of the possible technologies for this task. It uses oxygen to proceed with the
following reaction:

CO + 1

2
O2 → CO2 �H0

298 = −283 kJ mol−1

Unfortunately, the selectivity of the catalyzer does not avoid the combustion of a
fraction of the hydrogen in the gaseous flow through the following reaction:

H2 + 1

2
O2 → H2O �H0

298 = −242 kJ mol−1

The carbon monoxide oxidation to obtain carbon dioxide in a hydrogen reach
stream was investigated for the first time in the ammonia industry in the 1960s. As a
result of these first works, a highly active and selective catalyzer was obtained, called
Selectoxo [45]. Some authors found that, depending on the operating conditions and
the used catalyzer, the inverse water gas shift reaction may also occur [46, 47]:

CO + 3H2 → CH4 + H2O �H0
298 = −205.3 kJ mol−1

Excessive consumption of H2 is undesired because it decreases the efficiency of
the system and complicates the temperature control which is why the catalyzer must
strongly favor the CO oxidation over the H2 oxidation. Ideally the catalyzer should
oxidate near 1% (10,000 ppm) of CO to less than 5 ppm without consuming part of
the 30–70% of present H2. For instance, with a O2 /CO ratio equal to 2 and using a
Pt/alumina catalyst, a concentration of 100 ppm is obtained at the exit of the reactor.
However, with the same catalyzer and using a ratio of 3, the CO depletion is complete
from a mix containing 1% of carbon monoxide. But the excess of O2 consumes also
the H2 decreasing the efficiency of the system. Besides, if excess of air is aggregated,
the temperature control becomes difficult due to the exothermic nature of the reaction
[48]. These are the reasons why a highly selective catalyzer is needed, that allows to
work with O2 amounts near to stoichiometry.

Therefore, the choice of a highly selective catalyst, the design of the reactor
and the definition of the operating conditions are critical aspects. The catalyst, the
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Table 4 Heats of adsorption
over Pt

Substance Heat of adsorption (kJ mol−1)

H2 77
CO 126
O2 230

temperature, O2/CO ratio, the type of operation of the reactor and the amount of
stages to use are the key variables of the process.

Several catalysts had been proposed to make the preferential oxidation reaction
of CO, most of them based on noble metals. Several researchers have reported the
use of catalysts based on Iridium, Palladium, Platinum, Gold, Rhodium, Ruthenium
and Platinum alloys.

With the objective of reducing costs and improving selectivity, recently, non noble
metal catalysts had been considered. Some works reported the use of Copper, Ceria,
Nickel, Cobalt and different combinations of them. Such metals have demonstrated
a high selectivity for the oxidation of carbon monoxide in a H2 rich stream.

Catalysts based on Pt (over alumina or silica) are the most used and investigated
as conventional catalysts in the preferential oxidation of CO. The oxidation speed of
CO is several orders of magnitude higher than that of the CO over a Pt surface and
the concentration of it in the gaseous flow entering the CO–PrOx unit is two orders
of magnitude higher than the CO, the preferential oxidation is possible due to the
relative values of the heats of adsorption of the involved substances over a surface
of Pt, as shown in Table 4 [49]:

Most of the analyses presented in the literature agree that, at low temperatures, the
surface of the catalyst is covered with adsorbed CO, the fraction of which decreases
with the increase of temperature, and free spots appear for the adsorption of O2
and the oxidation is produced between the adsorbed substances to give CO2. Above
a certain temperature, the fraction of surface covered by CO decreases even more
and the H2 begins its chemisorption and reaction with adsorbed O2 to give water.
Therefore, a common fact for all these catalytic systems is that there is a range
(window) of operating temperature, such that it is operated at a temperature high
enough for the speed of reaction to be elevated and minimize the size of the reactor,
and low enough to avoid simultaneous oxidation of H2.The range of temperatures that
satisfy these conditions is so tight that the catalysts cannot allow small perturbations
in the system. Meaning that the aforementioned types are useless without a precise
temperature control.

Undesired reactions take higher importance operating at higher temperatures
where the inverse WGS reaction takes place consuming H2 as the methylation reac-
tion. Zalc and Loffler [32] pointed out that the reaction kinetics reveal the importance
of reactors’ temperature control, due to, precisely, the tight range of temperatures in
which it can work in order to maintain a high selectivity of the desired reaction. So, an
adiabatic reactor in a single stage would have a poor performance; an optimal design
of the reactor must contemplate an effective control of the temperature. Because of
this reason, they propose to support the catalyst on heat exchangers or use water or
air injection between stages.
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2.4.1 Kinetic Aspects

Despite the number of publications that suggest kinetic expressions for the carbon
monoxide oxidation, very few of them consider the hydrogen oxidation simultane-
ously. Choi and Stenger [46] derived the kinetic expressions for both, the oxidation
of CO and H2 considering also the water gas shift reaction. Such expressions were
obtained for a Pt-Fe/Al2O3 catalyst. Bissett et al. [50] determined the superficial
kinetics for the simultaneous oxidations of H2 and CO considering a catalyst of
0.5%w of Pt/Al2O3 within a range of temperatures of 80–200◦C.

2.5 Proton Exchange Membrane Fuel Cell Stack Model

The fuel cell is modeled as described in Sect. 1.8 of Chap. 2. It is supposed to be
isothermal and isobaric. The output voltage of a single cell (vfc) is determined from
the reversible voltage, which is decreased by the irreversible losses as shown in
Eq. 17.

In Eq. 17, E is the thermodynamic potential of the cell; vact is the voltage drop
related to the activation of the anode and cathode; vohm is the ohmic voltage drop
related to the resistances of the conduction of protons through the solid electrolyte
and the electrons through their path; and vconc represents the voltage drop related to
the concentration reduction of the reactant gases. The voltage drop associated to the
internal currents and/or the fuel crossover is taken into account, using a fixed current
density even at “no-load” operation condition. The voltage of a stack (vst) of n cells
connected in series can be calculated by Eq. 16.

The reversible thermodynamic potential (E) is given by the Nernst equation, as
shown in Eq. 18. The activation overpotential (vact) is determined from the semi-
empirical Eq. 19. The ohmic overpotential (vohm) is expressed using the Ohm’s law
Eq. 23. The total internal resistance is a complex function of temperature and current.
The expression for resistance includes all the important membrane parameters in
Eq. 24. The diffusion overpotential (vconc) is directly related to the concentration
drop of the reactant gases. Oxygen and hydrogen pressure reduction depends on
the electrical current and physical characteristics of the system. To determine this
voltage drop, a maximum current density, imax, is defined under which the fuel is
being used at the maximum supply rate (Eq. 26).

2.6 Post-Combustion System

The depleted fuel of the PEMFC, formed by cathode and anode outlets, is burnt
off in the post combustion system. The generated heat will be used to balance the
energy requirement of the fuel processing section. Supplementary amount of ethanol
will be considered if the energy content of the depleted fuel is not sufficient to sat-

http://dx.doi.org/10.1007/978-1-84996-184-4_2#Sec14
http://dx.doi.org/10.1007/978-1-84996-184-4_2
http://dx.doi.org/10.1007/978-1-84996-184-4_2#Eq17
http://dx.doi.org/10.1007/978-1-84996-184-4_2#Eq17
http://dx.doi.org/10.1007/978-1-84996-184-4_2#Eq16
http://dx.doi.org/10.1007/978-1-84996-184-4_2#Eq18
http://dx.doi.org/10.1007/978-1-84996-184-4_2#Eq19
http://dx.doi.org/10.1007/978-1-84996-184-4_2#Eq23
http://dx.doi.org/10.1007/978-1-84996-184-4_2#Eq24
http://dx.doi.org/10.1007/978-1-84996-184-4_2#Eq26
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isfy the balance. The supplementary fuel requirement will be computed in order
to achieve a set of feasibility specifications. A minimum approach temperature of
�T = 100◦C in the cold side of the reformer is first imposed. Complete and stoi-
chiometric combustion for the burner unit has been assumed.

After the heat exchange with the LNG unit, the exhaust gases can be expanded in a
turbine coupled to the air compressor. Additional ethanol burning will be considered,
if necessary, to balance the air compression work requirement.

2.7 Heat Exchange Model

The heat exchangers are not explicitly considered in the simulation model described
because the heat recovery system is unknown a priori. Therefore, the LNG unit of
the commercial process simulator HYSYS has been used to model the integrated
heat exchange system. It is useful because it allows to know the maximum energy
recovery of the process streams without the need for design at this stage of the heat
exchanger networks. The most probable fact is that the further incorporation of those
equipments would decrease the efficiency magnitude.

The LNG exchanger model is a HYSYS operation that solves heat and material
balances for multi-stream heat exchangers and heat exchanger networks. The LNG
calculations are based on energy balances for hot and cold fluids. Each stream is
divided using 20 intervals, and the occurrence of phase changes are always verified.
In this approach, the results of the simulation model will characterize the hot and
cold streams of the system.

The LNG unit allows analyzing the system energy integration by means of the
process integration method (or pinch technology) [51]. Process integration studies
start with the definition of a list of hot and cold streams. Hence, heat sources and
heat requirements of the system that are characterized by a heat-temperature diagram,
usually specified by a heat load, an inlet and a target temperature. The heat sources
are then composed to compute the hot composite curve that represents the heat
availability in the system as a function of the temperature. The same procedure is
applied for the cold streams to obtain the cold composite curve. Considering that the
heat exchange will be technically feasible if the temperature difference between the
hot and cold streams are always superior to a predefined �Tmin, the maximum heat
recovery by heat exchange between the hot and the cold streams will be obtained
when the �Tmin constraint is activated. This point is called the system pinch point. By
means of energy balance, one may then compute the minimum energy requirement
of the system and the minimum heat to be evacuated from the system. Using the
composite curve calculation together with a simulation model, the simulation of the
heat exchangers network is defined without knowing about its configuration. By this
approach, it is possible to compute the influence of the decision variables so that the
best system configuration can be specified.
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2.8 Definition of Efficiencies

The overall efficiency of BPS is defined here as the net energy output of the system
obtained from the gross output by subtracting the electrical energy needed to operate
FCS auxiliaries such as pumps and compressors divided by the heating value of the
ethanol consumed in the fuel processor for reforming ( f BP

EtOL) and burning ( f Burn
EtOL):

ηHV
BPS = PSystem(

H VEtOL
(

f BP
EtOL + f Burn

EtOL

)) . (6)

The HV factor can be the higher heating value (HHV) or the lower heating value
(LHV) of the ethanol. HHV represents the actual amount of chemical energy in
the fuel (relative to standard conditions), while LHV neglects heat below 150◦C.

Therefore, HHV should be compared with the mechanical and electrical energy
produced by the power system. However, as reported in numerous works LHV value
is useful to present both values. The net power of the system is computed as follows:

PSystem = PCell − W Water
Pump − W EtOL

Pump − QCooler

ηc
− (

PComp − PTur
)
, (7)

where W Water
Pump and W EtOL

Pump are the work of the water and ethanol pumps, respectively.
QCooler is the heat removal from the fuel cell system; it represents the cold utility of
the process. This heat is formed by the heat generated by the fuel cell and extra cold
utilities such as heat removal from PrOx outlet stream in the condenser separation
unit in order to meet the fuel cell operating temperature. In the above expression, ηc

is the cooling system efficiency defined as the rate of heat removal over the electri-
cal power consumed by the pumps and fans associated to the refrigeration system.
A cooling system efficiency of 25% is adopted.

The processor efficiency is defined as the ratio of the heating value of the gas
stream incoming to the anode divided by the sum of the heating value of the ethanol
fed to the processor and the remainder gas purged from the stack. Again, the processor
efficiency can be computed based on the lower or higher heating values.

3 Definition of the Plant Operating Point Based
on Energy Efficiency

The integrated process model has been used to determine the optimal operating con-
ditions to be considered in the system. The influence of the water-to-ethanol molar
ratio and reforming temperature has been studied. Furthermore, the remaining reac-
tors temperatures were considered as variables, but the changes in efficiency due to
these variables are marginal. The procedure of calculation to close the energy balance
is as follows: fixing the water-to-ethanol molar ratio and the reforming temperature,
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Fig. 2 Reactor yields versus water/ethanol molar ratio

the simulation model determines the temperature of combustion gases (Tcg) which
leave the reformer unit. If this temperature is lower than TRef +�T, an extra amount
of ethanol is burned, which is computed in order to achieve this thermal requirement
(�T = 100◦C). Flue gases exchange heat with the other units, by means of the LNG
operation, before being expanded in a turbine. If the temperature of the flue gases
after this heat exchange is lower than the inlet temperature in the turbine (T in

Tur) nec-
essary to balance the air compression work, a supplementary burning of ethanol is
computed.

3.1 Influence of the Water-to-Ethanol Ratio

In this section, the effect of the water-to-ethanol ratio (R) on the net efficiency of
the system will be analyzed. Figure 2 presents the reactors yields versus the total
performance of the processor. These are computed as the ratio of mole of hydrogen
produced by mole of ethanol incoming to the reformer.

Although a high reagents molar relation presents a good yield of hydrogen, the
water quantity demands extra energy in the vaporization and reheating processes
before entering the reformer. This extra energy is partially recovered from the hot
streams, which increase their flow rate, but heat exchanges occur at finite temperature
differences and consequently the efficiency decreases. Figure 3 shows the global
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Fig. 3 Efficiency and energy demand versus water/ethanol molar ratio

efficiency and energy demand of the evaporator, reheater and reforming reactor versus
the water-to-ethanol molar ratio at constant reforming temperature (TRef = 709◦C).

Smaller molar ratios present lower efficiencies and the PrOx unit consumes more
H2 to reduce the level of CO to the required values. At higher water-to-ethanol molar
ratios, the water excess must be evaporated and re-heated consuming additional fuel
in the reformer, and then diminishing the system efficiency. Due to excess water,
thermodynamic equilibrium of the water gas shift reaction on both HTS and LTS
reactors is shifted to hydrogen formation diminishing the CO outlet concentration.
This improves the performance of PrOx reactor, consuming less H2 at higher R
values.

The system composite curves were drawn in order to give a good view of the
possibilities for a heat exchanger network (Fig. 4). The composite curves are two for
describing the total system cooling and heating demand, respectively, as a function
of temperature intervals. Using the LNG operation the composite curves from the
system can be built as seen in Fig. 4 for the specific case of the system at the optimal
operating conditions.

Figure 5 compares the composite curves for two different water-to-ethanol molar
ratios. It shows the previously analyzed case, corresponding to R = 4 (maximum
efficiency case), and for R = 10 at the same operating reforming temperature. The
extra water quantity increases the energy demand in the evaporator, and the cold
utility. These changes move the composite curves producing a net efficiency of 34%.
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Fig. 6 Reactor yields versus temperature of the reformer

3.2 Influence of Reformer Temperature

The effect of the reforming temperature is analyzed considering the water-to-ethanol
molar ratio of 4. The yield of the reactors (Fig. 6) show that increasing the temperature
increases the hydrogen production in the reformer, HTS and LTS units, although the
hydrogen consumed by the PrOx unit is also increased .

Figure 7 shows the variation of the energy demand with the temperature. The
demand of the evaporator decreases, the reactor increases and the reheater presents
a minimum.

Operating at lower temperatures, the poor yield of hydrogen implies a greater flow
of reactive mixture needed to achieve the target power. This superior flow increases
the energy demand of the evaporator.

The energy demand of the reformer increases because the conversion of methane
is enhanced with the temperature, producing greater energy requirements. The sum
of these effects produces a maximum net efficiency of ηLHV

FCS = 38% below 709◦C.



Design and Control of an Integrated Bio-Ethanol Processor with PEMFC 283

Fig. 7 Efficiency and energy demand versus reforming temperature

3.3 The Self-Sufficient Limit

In the late 1970s Pinch technology emerged as a tool for the design of heat exchanger
networks [51]. One of the most significant features of pinch analysis is that it can
be used to set performance targets for a process before a detailed design. Most
importantly, these design options are evaluated in a whole process context to ensure
that they give a global improvement. Once a process configuration and conditions
that give satisfactory targets have been established, a heat exchanger network (HEN)
is designed. The pinch design method makes this design task relatively simple.

The system composite curves were drawn in order to give a good view of the
possibilities for a heat exchanger network (Fig. 4). Using the LNG operation the
composite curves can be built from the data given in HYSYS.

For the LNG operation, heating and cooling demands between reactors were
calculated: all internal streams were forced to their working temperatures, and all
heating or cooling demands for all streams were recorded. Note that every single
inlet stream to the fuel cell system was preheated up to its working temperature.

The net electric efficiency based on HHV is approximately 35%. The remaining
65% is accounted for: dissipation as heat in the PEMFC cooling system (38%),
energy in the flue gases (10%) and irreversibility in compression and expansion of
gases. The tasks that demand more energy are vaporizing and reheating of the reactive
mixture (0.79 kW), the reformer reactor (0.41 kW) and the preheating of the exhaust
gas to the burner (0.67 kW). These values represent the energy demand (in kilowatt)
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Table 5 Effect of input temperatures of the clean up system reactors

ηLHV
FCS (%) ηHHV

FCS (%) HTS (◦C) LTS (◦C) CO–PrOx (◦C) TRef (◦C) R molar ratio

38.3 34.9 500 150 237 709 4.0
38.3 34.9 500 150 150 704 3.8
38.8 35.3 350 150 237 709 3.6
38.8 35.3 350 150 150 709 3.6
39.3 35.8 150 150 150 714 3.3

per net kW produced by the system. The requirement for the recycle conformed by
the streams passing from #28 to #29, shown in Fig. 1, is comparatively higher due
to the more significant flow rate because of the presence of N2.

Respect to the necessary energy to drive the FCS auxiliaries, mainly pumps and
blowers for water, ethanol, air and heat management, the largest load is the air
compressor (0.16 kW), which delivers air to the cathode compartments of the stack
and to the PrOx reactor.

3.4 Effect of Input Temperatures of the Clean-up System Reactors

In previous analysis, input temperatures to HTS, LTS and PrOx reactors were fixed
following the scheme proposed by Little [31]. HTS and LTS units are modeled as
equilibrium reactors and in the PrOx the conversion is fixed. These units operate at
adiabatic conditions, so the input temperature variation affects the output temperature
and the CO conversion in the WGS.

Table 5 shows the new values of operating reformer variables that maximize the
efficiency when the input temperatures of the train of purification reactors are varied.

The impact of a wrong selected temperature could drive to be outside the rea-
sonable operating parameters and may change the processor design. Besides, PrOx
operating temperature variation could vary the selectivity to burning hydrogen (which
is not accounted in the model). However, at this stage, the goal is to analyze the sen-
sitivity of the net system efficiency on the input temperature. Then, according to the
results, the design aspects of each reactor could be revisited later if some control-
lability problems are detected. In the table, TRef and R represent the new optimal
conditions calculated for each case.

The variation of the input temperatures does not affect sensitively the net efficiency
of the system even though the operating conditions of the reformer are modified. The
net efficiency differs slightly. However, smaller molar optimal relations are found
when the temperatures of the input flows of the reactor decrease.
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Table 6 Effect of input
temperatures of the clean up
system reactors

T (◦C) ηLHV
FCS (%) ηHHV

FCS (%) Ethanol to burn (mole h−1)

80 30.4 27.7 21.5
200 32.3 29.4 16.2
300 34.0 31.0 11.7
400 36.1 32.8 7.1
500 38.3 34.9 2.5
600 38.3 34.9 2.5
700 38.3 34.9 2.5

Table 7 Influence of the turbine on the net efficiency of the system

ηLHV
FCS (%) R TRef (◦C) PComp (kW) PTur Power stack (kW) Net power (kW)

PTur = 0 34.4 5.5 679 1.7 – 12.4 10
PTur = PComp 38.3 4.0 709 1.6 1.6 10.4 10
PTur ≤ PComp 38.9 4.9 687 1.6 1.3 10.8 10

3.5 Influence of the Combustion Preheating

The burner is fed with three streams: pure ethanol, air and depleted gases from
PEMFC. In the cases under study, the oxygen from de cathode exhaust is enough to
burn the fuel (H2, CH4, Bio-ethanol) in stoichiometric form. Consequently, there is
no need of extra air. These streams are previously heated (combustion preheating)
allowing a heat recover from below the reforming temperature to make it available
above the reforming temperature.

In Table 6, efficiency values for several preheated temperatures of gases to burn
are shown. The results reveal that by increasing the input temperature of the burner
the required amount of additional fuel is reduced. Efficiency based on HHV is about
35% with preheating while it is 28% without preheating.

3.6 Efficiency Analysis Without Considering Expander Unit

In the previous sections, the fuel cell system was analyzed considering that the
required compression work was balanced with a turbine. The goal here is to study
the effect on the net efficiency when the expander unit is not present. Table 7 presents
the results obtained considering the following cases: without turbine; the obtained
work from the turbine is equal to the compression work; partial work recuperation
with the turbine. The second case was utilized in all previous analysis considering
extra ethanol burning to balance both works. The last case considers that the turbine
is included, but when compression work is superior to that of the expander unit, the
difference is compensated by means of the fuel cell power.
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Fig. 8 Generalized block diagram for the plant control structure

This analysis shows that the best option is working with a partial recovery of
work. Net efficiency is slightly improved when it is compared with total recovery,
but the operating conditions vary significantly.

4 Preliminary Control Problem Formulation

As previously discussed, one of the key requirements of the BPS controller is to
quickly replenish the hydrogen that is consumed in the fuel cell anode during cur-
rent (load) changes. On the other hand, the BPS controller needs to reduce the H2
generation when there is a step-down in the current drawn from the fuel cell, so H2
must not be wasted. This H2 on demand operation involves the following objectives
(1) to protect the stack from damage due to H2 starvation (2) to protect ESR from
overheating and (3) to keep overall system efficiency high, which includes high stack
H2 utilization and high BPS Ethanol-to-H2 conversion. Objectives (1) and (2) are
important during transient operations while objective (3) can be viewed as a steady-
state goal. Objectives (2) and (3) are also related since keeping the desired ESR
temperature during steady-state implies proper regulation of the oxygen-to-carbon
ratio which corresponds to high BPS conversion efficiency.

The stack current, Iload, is considered as an exogenous input that can be measured.
The preliminary control problem is formulated using the general scheme configura-
tion shown in Fig. 8.

The PEMFC control is formulated following the analysis given on Sect. 2.2 of
Chap. 3 (Feroldi et al. [52]) remarked on the advantages of using a regulating valve
for the cathode outlet flow in combination with the compressor motor voltage as
manipulated variables in a fuel cell system. Then, at a given current load, the cath-
ode input and output flow rates determine its pressure and stoichiometry, and con-

http://dx.doi.org/10.1007/978-1-84996-184-4_3#Sec4
http://dx.doi.org/10.1007/978-1-84996-184-4_3
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Fig. 9 Control structure no. 1

sequently set the oxygen partial pressure, the generated voltage and the compressor
power consumption. Therefore, in order to maintain a high efficiency during the
operation, the cathode output regulating valve has to be adjusted to the operating
conditions, specially marked by the current drawn from the stack. In addition, in [53]
was demonstrated that the appropriate valve manipulation produces an improvement
in the system transient response. The implementation was done with a predictive con-
trol strategy based on dynamic matrix control (DMC), using the compressor voltage
and the cathode output regulating valve as manipulated variables. Hence, both the
fuel cell voltage and oxygen excess ratio in the cathode, are regulated and thus, the
system performance can be improved. Based on this previous study in the following
sections two control structures are analyzed based on a sensitivity evaluation to the
most critical perturbations for the overall system.

4.1 Structure Number 1

This structure can be seen in Fig. 9, which consists of controlling the molar relation-
ship between ethanol and water through a ratio control, the ESR temperature through
the heat duty given from the exhausted gases of the Burner. The ethanol feed flow
rate to the ESR is manipulated according to the H2 requirements for the PEMFC
stated by the current load.
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Fig. 10 Control structure no. 2

4.2 Structure Number 2

This structure can be seen in Fig. 10 which consists of controlling the molar rela-
tionship between ethanol-water through a ratio control, the ESR temperature through
ethanol feed flow rate to the Burner and its temperature through the heat duty given
by the exhausted gases to the ESR (T#23). The ethanol feed flow to the ESR is
manipulated according to the H2 requirements for PEMFC.

4.3 Assumptions for Control Problem Simplification

Several assumptions are made in order to simplify the plantwide control of BPS.
The three cleaning reactors (two water gas shift, WGS, of high and low temperatures
and the preferential oxidation, PrOx) are lumped together as one volume assuming
that they are under perfect control. Therefore, the desired values of the reactants are
supplied to these equipments. It is considered that the composition of the air entering
the blower is constant. Additionally, all the temperatures, except those of ESR, are
assumed to be determined optimally by the LNG HYSYS tool, which represents a
perfectly controlled heat exchange network. Finally, all gases obey the ideal gas law
and are perfectly mixed. Based on all these considerations, it is possible to take into
consideration the ESR temperature, the relationship between H2O and Ethanol (feed
plant) and the feed flow rate of H2 to the PEMFC as the most critical process variables
to be controlled. In Fig. 8 can be seen the generalized block diagram representing
the main plant control variables accounted:
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• W: (perturbations) feed molar fraction (H2O and Ethanol) and current demands;
• U: (manipulated variables) the pre-heated ethanol flow rate valve, the ethanol feed

flow rate to the Burner and the water recycle feed flow rate from the PEMFC;
• Z: (performance variables) TRef , Rw/e and H2 feed flow rate to the PEMFC;
• Y: controlled process variables

Therefore, the control objectives are to keep the performance variables under
optimal values, given by the synthesis stage, through variations on the manipulated
variables even though perturbations occurrence.

4.4 Steady-State Sensitivity Analysis

BPS, as any other chemical plant, has a certain (sometimes large) number of units
with multiple recycle streams. Many different control strategies are possible, and
it would be impractical to perform a detailed dynamic study for each alternative.
Therefore, a disturbances sensitivity analysis can be done to screen out poor control
structures. This procedure is performed by accounting with a steady-state process
model trying to deal with problems such as snowball effect, produced sometimes
by material recycle. The principal objective is to use a steady-state analysis that
can reveal structures that require large changes in manipulated variables when load
disturbances occur or when a change throughput is made. These structures can be
eliminated from further study. The idea is to specify a control structure (fix the
variables that are held constant in the control scheme) and specify a disturbance,then
solve the nonlinear algebraic equations to determine the values of all variables at the
new steady-state condition. For realistically complex processes, analytical solution
is out of the question and numerical methods must be used. The use of modern
software tools (such as SPEEDUP, HYSYS or GAMS) which make these calculations
relatively easy to perform is recommended by Luyben [5]. Hence, in this chapter, two
control structures are proposed based on the critical control objectives detailed above.
Hence, in order to justify the selection of the control structures the BPS modeled in
HYSYS is tested.

Following this methodology and assuming as critical disturbances the water molar
fraction in the feed flow rate and the current load demand for both structures are
analyzed. From Tables 8, 9, 10, 11 can be seen how these perturbations impact
the manipulated variables FA, FE and FEC and the efficiency. Here, the overall
efficiency of the FCS was analyzed at Sect. 3 as the net energy output of the system
obtained from the gross output by subtracting the electrical energy needed to operate
FCS auxiliaries such as pumps and compressors divided by the heating value of the
consumed ethanol in the fuel processor for reforming and burning,

ηHHV
BPS = Psystem

HHVet. × (FE + FEC)
. (8)

The HV factor can be the higher heating value (HHV) or the lower heating value
(LHV) of the ethanol. HHV represents the actual amount of chemical energy in
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the fuel (relative to standard conditions), while LHV neglects heat below 150◦C. In
Tables 5, 6, 7, 8, 9, the HHV values are included.

From the simulation results can be concluded that structure no. 1 does not
present significant variation on the efficiency, however, the percentage variations
on the manipulated variables are more important than those produced using structure
no. 2. In the latter the efficiency is kept close to the same value as the base case.
The stronger effect is detected for the FEC when a disturbance at molar fraction
of about 10% occurs, the FEC reaches the 40% variation. It indicates that structure
no. 1 is the most sensitive since actuators’ saturation is probable to occur during the
operation plant and, as a consequence, a loss of controllability. For structure no. 2
the variation is less than that produced in structure no. 2 even though its magnitude
indicates to be careful on the controller to be chosen for this specific case.

5 Conclusions

In this chapter, a large review of several research works for improving the different
aspects of a bio-ethanol processor with PEMFC was accounted. It allowed to perform
a complete study about the best operation conditions for the overall system consider-
ing mass and energy integration. The construction of the steady-state model using a
valuable dedicated software for chemical plants, like HYSYS, was also given. It was
helpful for doing the hard calculations related to the search for a good operating point
for this complex and new process. In addition, it was remarked that the bio-ethanol
processor efficiency depends on the ability to keep the process at the given operating
conditions mainly for the reformer and the PEMFC in the context of a well-designed
energetic integration. Then, a plantwide control heuristic procedure was applied. It is
mainly based on the large experience on other analogous systems and in the require-
ments of the isolated units’ operation. As a result, two important control loops could
be formulated accounting for their capacity for rejecting the influence of some criti-
cal perturbations in the context of the overall plant. The effect of these disturbances
was quantified through the sensitivity analysis which gives an idea about the rate of
variation for the selected manipulated variables. Hence, this methodology helps to
screen between different control structures. However, it needs to have a good process
and control experience for reducing the problem dimensionality. Anyway, this pre-
liminary exploration gave a first acceptable result that can be further investigated
with the assistance of a well done control-oriented dynamic model which will be
presented in the following chapter. It will be useful to show a closer behavior of the
real plant. In Chap. 12 a more detailed study for defining more systematically the
final control structure and the controller synthesis by applying new methodologies
will be presented.

http://dx.doi.org/10.1007/978-1-84996-184-4_12
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Control Oriented Dynamic Model
of the Bio-Ethanol Processor System

L. Nieto Degliuomini, S. Biset, P. Luppi and M. Basualdo

Abstract In this chapter the pseudo-dynamic rigorous model of the bio-ethanol
processor system (BPS) and proton exchange membrane fuel cell (PEMFC), work-
ing at the optimal efficiency point, is presented. It is based on the steady state HYSYS
model given in the previous chapter and is able to deal with this kind of integrated
plant for proposing and testing a suitable control structure. The model can be imple-
mented thanks to the use of a specific communication protocol between the programs
HYSYS and MATLAB to coordinate the calculations. The heat integration configu-
ration is the same given in Chap. 9. The optimal heat exchangers network is initially
considered with a faster dynamic than the rest of units of the plant so as to simplify the
solution of the problem. It allows assuming that the stream temperatures are instan-
taneously at their optimum values. Moreover, the dynamic behavior of the reactors
and the PEMFC are modeled in MATLAB. The principal objectives given previously
for the BPS and PEMFC can be tested here through the dynamic simulations. They
are performed using the critical control loops defined through the sensitivity analysis
presented in the previous chapter. The controllers tuning for doing the preliminary
tests are done thanks to the obtention of black box models, using the simulated plant
excited with step changes and recording the reaction curves data.
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1 Introduction

Dynamic rigorous models of fuel cell power plants are extremely important in under-
standing the variables interactions, implications on system performance and transient
behaviors, hardly analyzed nowadays. The benefit of having representative dynamic
models is because they reveal much information about reactors performance, and they
are specially needed when transients during process disturbances are simulated. The
development of a library models set is described in Eborn et al. [1] for unique com-
ponent designs, building upon publicly and commercially available tools. They gave
examples of models and showed some simulation results. Designs for the catalytic
partial oxidation (CPO) and water gas shift reactors in the context of fuel cell power
systems were presented in Görgün et al. [2, 3] using natural gas (methane) as fuel,
nonlinear observer and control-oriented physics-based designs respectively. How-
ever, these designs were based on the reactors invariants and did not take into account
reaction rate expressions. A control-oriented model of a catalytic partial oxidation of
natural gas processor using physics-based principles was presented in Pukrushpan
et al. [4]. They gave a guide about the control design of the bio-ethanol proces-
sor system (BPS) combined with a proton exchange membrane fuel cell (PEMFC)
employing related theoretic tools. Varigonda et al. [5] highlighted major issues of
BPS control, such as how regulating the amount of hydrogen in the fuel cell anode
and the temperature of the CPO reactor during transient power demands from the fuel
cell (FC). The limitations of a decentralized controller and the benefits of a multi-
variable controller were identified by Pukrushpan et al. [6] using linear and feedback
analysis. A mathematical model of the reformer was developed by Chuang et al. [7]
and the selected parameters of the model were fit to match experimental data from
the dynamic response of the process. Then, they designed a reformer which had the
minimum possible combined volume of the steam reformer and WGS reactors. There
are few publications regarding bio-fuel processors dynamic behavior, some of them
using methanol as raw material, such as Chuang et al. [7], and very recently some
publications on using bio-ethanol to produce hydrogen. Some of these are Aicher
et al. and García et al. [8, 9]. Eventhough they present dynamic models or experi-
mental results, and use them to synthesize control structures, they do not contemplate
the energy integration which produces strong interaction effects. The plant presented
here is specifically designed to be useful for a combination of the fuel cell system
with energy storage devices, which makes this technology economically feasible.

According to the review given above, the dynamic model of the BPS and PEMFC
presented here is one of the first that deals with this energetically integrated process
to achieve advantageous efficiencies. It is developed by using three commercial soft-
wares. As a starting point some parts of the steady-state (SS) model, described in
Chap. 9, implemented in the program HYSYS are useful for constructing the pseudo-
dynamic model. The term ‘pseudo’ is included because those parts of the plant that
present faster dynamic behavior can be taken from the original SS model. Then, even
though this assumption is valid and does not produce serious difficulties for the final
results, in a rigorous sense, the model is ‘pseudo’ dynamic. To complete the plant

http://dx.doi.org/10.1007/978-1-84996-184-4_9
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simulation, the set of reactors and PEMFC are modeled in MATLAB SIMULINK.
The data transference between HYSYS and MATLAB can be performed thanks to
specific protocol which will be detailed at Chap. 11. The third well-known pro-
gram for mechanical engineers, named ADVISOR, is connected to simulate realistic
disturbances. They are provided from information about standard vehicles driven
through different scenarios such as urban or highway circuits. They generate diff-
erent load profiles to the PEMFC. The heat integration considered in Chap. 9 to
improve the efficiency of the hydrogen production remains in the pseudo-dynamic
model. The heat exchanger network dynamic effect is neglected. So, the LNG tool
can be used here for simulating this part of the process. This assumption helps to
focus the attention in the main equipments of the plant, the reactors.

Therefore, the core of this chapter is the simulation of the plug flow reactors’
dynamic behavior. They have been modeled as stage-wise unit operations, ideally
mixed portions. General concepts of catalytic reactor modeling are presented in many
textbooks of chemical reaction engineering, for example the book of Fogler [10].

Therefore, this chapter is organized in such a way that the reader would be able
to follow the different steps of the model construction. In Sect. 2 a deep description
of the fuel processor system with its reactors together with the main involved differ-
ential equations are given. In addition, a brief description of the MATLAB/HYSYS
interface, the heat integration approximation solved by the ‘LNG’ tool and a short
discussion about the main considerations for the PEMFC model are included. In
Sect. 3 a transfer function matrix is given, from the simulation results with the plant
in open loop. It is configured with the reduced order black box models set via simple
rules of identification techniques. In Sect. 4 the best control structure found in the
previous chapter is implemented. The controllers tuning via internal model control
methodology is performed using the black box models. In Sect. 5 the results with
the closed loop plant, simulated with the dynamic rigorous model are presented and
evaluated. Finally, the conclusions together with some proposed improvements are
presented in Sect. 5.

2 Bio-ethanol Processor System

The liquid fuel conversion into useful power in the context of the automobile industry
reports its maximum efficiency for the internal combustion (IC) engines of around
35%. In the last decades the alternative use of the fuel cells has been growing up
specially because they can achieve up to 83% of global efficiency, [11]. The main
reason for this difference is that FCs do not have mobile parts so the energy losses
because of friction are avoided.

The great difference of efficiencies should be enough reason to consider the fuel
cells as excellent alternatives to the internal combustion engines, however, there
are more advantages. Traditionally, engines burn fossil fuels and their residues
are dumped to the atmosphere. It has been stated in Agarwal [12] that traditional
fuels can be mixed with renewable ones for internal combustion engines without a

http://dx.doi.org/10.1007/978-1-84996-184-4_11
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considerable loss of efficiency. Fuel cells can be completely fueled with renew-
able sources. Particularly, proton exchange membrane fuel cells, require hydrogen
to produce electricity but, considering the difficulties and risks of its storage and
transportation, they can be provided with an onboard processing system to produce
H2 from renewable materials, such as bio-ethanol. It is relatively easy and cheap to
produce, and can be obtained from agricultural or sugar industry residues. In such a
way, the CO2 produced in gas reforming will be reabsorbed by crops growth for the
following reaps, presenting a nearly closed carbon loop and without net greenhouse
gasses emissions.

The primary methods used in reforming hydrocarbons to produce hydrogen for
use in PEM fuel cells are ethanol steam reforming (ESR), Partial oxidation, and
a combination of both called autothermal reforming. Ethanol steam reforming is
considered in this work mainly because of its ability to produce higher H2 molar
fractions. A very important issue for this reaction scheme is the endothermic nature
of reforming. Therefore, it needs an auxiliary combustion reactor to fulfill the thermal
requirements of the main reactor. One of the byproducts of the reforming reaction is
Carbon monoxide which must be kept in a very low concentration of the hydrogen
rich stream. The reason for this is because the membrane of the fuel cell is sensitive
to poisoning by CO, so additional processing is needed in order to keep up to the
requirements of the PEMFC.

2.1 Plant Configuration

A diagram of the bio-ethanol processor plant is shown in the Fig. 1. The main reactor
of the system is the ESR, in which the most part of the conversion of bio-ethanol to
H2 is made. The group of series-parallel reaction occurring in this reactor gives rise to
the appearance of other intermediate substances. One of this substances is the carbon
monoxide, of particular interest and concern because it turns out to be poisonous to the
catalyzer utilized in the PEMFC. Due to this sensitiveness, it is necessary to strip the
stream of gasses from this compound, for which a reactors set is utilized as cleaning
system. The first reaction to achieve this goal is the so called water gas shift where
the equilibrium is driven to the products at low temperatures. However, the speeds of
the reactions are strongly dependant on this variable, so implementing a reactor that
operates at temperature close to that wanted for the equilibrium, would need a reactor
of extremely large dimension. Due to this situation, it is advantageous to consider
a two-stage water gas shift reaction. The first stage of high temperature, oriented
to produce a quick reaction, and the second at low temperature in such a way that
the resulting stream is found in an equilibrium state that favors the conversion of the
reactives. Intermediate cooling will be necessary to obtain the desired characteristics.

The hydrogen production is thought for feeding the PEMFC for vehicles, so it is
necessary to take into account the requirement of CO which concentration must be
less than ten parts per million in volume. So it requires a third stage of cleaning given
by means of the oxidation of the remaining monoxide. Hence, the last reactor named
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Fig. 1 Bio-ethanol processor system

Preferential Oxidation of carbon monoxide is in charge of achieving a hydrogen
adequate for PEM usage.

The bio-ethanol is mixed with vaporized water to feed the ESR, producing an
output stream rich in hydrogen, but containing water, carbon dioxide (CO2), CO,
methane, acetaldehyde and unreacted bio-ethanol. The overall reaction is endother-
mic, and the heat requirement is supplied by a burner, which is fed with compressed
air and fresh ethanol. In the burner reactor, the complete combustion of ethanol is
produced and the exit flow of hot gasses are passed through the heat exchanger jacket
of the ESR. The hydrogen rich synthesis gas is conditioned, and finally, the result-
ing stream is fitted to feed a PEMFC designed to supply the load requirements of a
small vehicle. A Fuel Cell is defined as an electrochemical device that converts the
chemical energy of a reaction directly to electrical energy. It can generate electricity
combining hydrogen and oxygen electrochemically without passing through a com-
bustion stage. Theoretically, the only produced emissions are clean water and heat.
The operating point for this plant is obtained from Benito et al. [14], where several
details about its design were given and it is intended to feed a PEMFC with stringent
mobility requirements.

2.2 Mathematical Model Implementation

The main concepts of catalytic reactor modeling are presented in many textbooks
of chemical reaction engineering, for example in Larminie et al. [11]. In the case
analyzed here, the considered reactors are plug flow reactor (PFR). Their conditions
vary according to the location of the point under consideration within the vessel, and
they should be strictly solved by partial differential equations. An alternative way
of solving them is to discretize the model, considering a lumped configuration. The
reactor is divided in several slices of smaller size, and each one of them is considered
as a continuous stirred tank reactor (CSTR), as can be seen in Fig. 2. Hence, a series
of a specific number of reactors, space independent, is assumed with homogeneous
conditions. It simplifies the resolution by means of ordinary differential equations
instead of using parcial differential equations.

Under this assumption, the total mass balance is considered in the following
manner:
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Fig. 2 A plug flow reactor
can be modeled as a number
of continuous stirred tank
reactors in series

d (nt)

dt
= Frin − Frout +

⎡
⎣∑

j, i

ν j, i · (−ri )

⎤
⎦ · wcat, (1)

where nt is the total number of moles for each slice, Frin and Frout are the entering
and exiting molar flow, ν j, i is the stoichiometric coefficient for the component j
in reaction i, (−ri ) is the reaction rate and wcat is the total weight of the utilized
catalyst. Additionally, the pressure variation for each slice �P is neglected, ideal
gasses behavior is considered, then d (nt)/dt is equal to zero, hence the exit flow can
be determined. So, considering the component mass balance, the term d

(
nt · y j

)
/dt,

can be written as nt · d
(
y j

)
/dt and can be calculated through the following general

expression

d
(
y j

)
dt

= Frin · y j,in − Frout · y j + [∑
i ν j, i · (−ri )

] · wcat

nt
, (2)

where y j is the molar fraction of component j. Each of the involved reactions assume
the following general kinetic expression:

(−ri ) = ki · exp

(
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Rg · T

)
·
⎛
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Rc∏
j=1

y
νi

j
j −

∏Pr
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j
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K eqi

⎞
⎟⎠ . (3)

where (−ri ) stands for the reaction rate. It is based in the molar fractions of the
substances (y j ) where αi

j represents the stoichiometric coefficient of substance
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j in reaction i. Pr represents the products and Rc the reactants, ki is calculated from
Arrhenius law as a temperature function. Parameters determined for each reaction
are the frequency factor (ki ) and activation energy (Ei ). The expression of the equi-
librium constant for each reaction (K eqi ) is determined with the variation of the
Gibbs free energy.

From the energy balance the temperature variation is obtained as follows:

dt (T )

dt
= Frin · cpin · Tin − Frout · cp · T + [∑

i ν j, i · (−�Hi ) · (−ri )
] · wcat + Qi

nt · cp
, (4)

where T is the temperature of each slice, cp is the specific heat of the stream,
(−�H) is the heat of reaction and Qi is the exchanged heat, neglected in all the
reactors considered as adiabatic. Only in the case of the ESR Qi must be accounted.
The heat generated by the different reactions is supposed to vary with temperature
according to

�Hi =
∑

j

ν j, i · �H0
f, j +

T∫

T0

⎛
⎝∑

j

ν j, i · cp0
j

⎞
⎠ dT, (5)

where cp0
j is the specific heat of component j and �H0

f, j the formation heat of

component j at reference temperature T 0.

2.3 Ethanol Steam Reforming

Despite the apparent simplicity of the stoichiometric reaction for the production of
hydrogen,

(ESR)CH3CH2OH + 3H2O ↔ 2CO2 + 6H2,

actually, this reaction involves a complex system of reactions, and the selectivity
towards H2 is affected by a number of undesired secondary reactions. The reforming
of ethanol is feasible for temperatures higher than 230◦C.

The analysis made by Francesconi [13] adjusting experimental data of a cobalt
catalyzer supported in zircon (CO/ZrO2), leads to the reaction scheme of
acetaldehyde decomposition, according to the mechanism proposed by Benito
et al. [14]:

Reaction A: CH3CH2OH ↔ CH3CHO + H2 �HA
298 K = 70.6 kJ/mol

Reaction B: CH3CHO ↔ CO + CH4 �HB
298 K = −21.9 kJ/mol

Reaction C: CH4 + H2O ↔ CO + 3H2 �HC
298 K = 205.9 kJ/mol

Reaction D: CO + H2O ↔ CO2 + H2 �HD
298 K = −41.18 kJ/mol

To achieve a good yield it is necessary to operate at a high temperature (>550◦C).
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The total mass balance for the ESR is

dnt, i

dt
= Fri−1 − Fri + [(−rA,i

) + (−rB,i
) + 2 · (−rC,i

)] · wcat = 0 (6)

and the mass balances for each component are the following:
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From the energy balance can be obtained the expression for temperature variation
given by the following:

dTi

dt
=

(
Fri−1 · cpi−1 · Ti−1 − Fri · cpi · Ti + [(−rA,i

) · (−�HA) + (−rB,i
)

· (−�HB) + (−rC,i
) · (−�HC ) + (−rD,i

) · (−�HD)
] · wcat + Qi

)

nt, i · cpi
.

To fulfill the heat requirements of the reactions, the ESR is provided with a hot
gasses chamber, it collects the products of combustion from the ethanol burner, and
exchanges heat with the main reactor through the jacket. Since there is no reaction
in this volume, only the total mass balance is needed.

Therefore, the exchanged heat Qi is calculated by the following algebraic
expression:

Qi = 4

Dt
· (h1 · D) · Vsl · (

Tg − T
)
, (7)

where Dt is the tube inner diameter, Vsl is the volume of the chamber, Tg is the
temperature of the hot gasses and (h1 · D)i is the warming correlation, given by
Keiski et al. [16]

(h1 · D)i = 0.813 · Re0.9 · exp

(
−6

Dp

Dt

)
· kmix, (8)
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Table 1 Design conditions for the reformer

Reactants Hot gasses

Molar ratio 4 Temperature [K] 1,331
H2O [mole · h−1] 302.4 Flow [mole · h−1] 2,342
EtOH [mole · h−1] 75.6 H2O 22.4%
Temperature [K] 982 CO2 8.8%
Pressure [atm] 3 O2 4.0%

N2 64.8%

Table 2 Results for annular
reactor optimization

Particle diameter [cm] 0.05
Inerts fraction 0.20
Tube length [cm] 43.61
Tube diameter [cm] 10.93
Catalytic fixed bed thickness [cm] 0.50
First isolation thickness [cm] 1.03
Second isolation thickness [cm] 13.20

Fixed bed volume [cm3] 869 (1.4%)
Tubes volume [cm3] 2,304 (3.6%)
Gasses chamber volume [cm3] 4,091 (6.5%)
Isolations volume [cm3] 56,139 (88.5%)
Total volume [cm3] 63,404

where kmix is the gaseous mix thermal conductivity, Re is the Reynolds number, Dp
is the particle diameter.

As a design condition is chosen a water/ethanol molar ratio of 4 and an inlet tem-
perature to the reactor of 982 K, as stated in Chap. 9. From preliminary calculations,
considering a production of 260 mole · h−1 of H2 to feed a PEMFC of 10 kW, a total
flow of reactants of 378 mole · h−1 is needed.

From a thermodynamic point of view under these conditions, an isothermal reactor
can reach a production rate of 328 mole · h−1 of H2. But given that in an actual reactor
the conditions will be away from the equilibrium, for the determination, this excess
of flow will be considered.

Table 1 shows the conditions for the design of the reactor. The compositions and
hot gasses flows leaving the burner that supply the energy to the reactor were obtained
from the mass and energy balances of the integrated system from Chap. 9. Fixing the
operating conditions of the reactor in such a system, the composition, temperature
and flow are determined, considering the combustion of a mix of alcohol along with
the remaining gasses from the fuel cell.

From the analysis made by Francesconi [13], it is concluded that the annular reac-
tor presented better performance. So, the reactor considered has an annular geometry
and a rated power of 10 kW. The design obtained for the reactor by optimization tech-
niques is shown in Table 2.

http://dx.doi.org/10.1007/978-1-84996-184-4_9
http://dx.doi.org/10.1007/978-1-84996-184-4_9
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(a) (b)

Fig. 3 Steady state compositions and temperature profiles for the ESR. a ESR molar composition
profile, b Temperatures profile for ESR

Through the simulation according to the assumed hypothesis and the operating
conditions described previously, the profiles obtained for the steady state operation of
the reforming reactor are shown in Fig. 3. The first detail that can be noticed is the fast
consumption of ethanol in the entrance of the reactor, producing a maximum in the
concentration of acetaldehyde, and a sudden decrease in the temperature inside the
reactive bed. After the acetaldehyde reaches its peak, it decreases gradually to almost
disappear at the exit of the reactor. The slow diminution of the amount of water inside
the reactor is directly accompanied with the increase in hydrogen concentration, the
main product. Methane also presents a maximum, and then decreases little by little.
Carbon oxides present a sudden increase in the concentration and then keep nearly
constant along the rest of the reactor. According to the endothermic reaction of the
reformer, in the first section there is a relatively abrupt decrease of the temperature
in the hot gasses inside the jacket and then continue decreasing gradually, as they
apport their available heat. The internal temperature decrease of the reactor is much
more clear at the beginning and then rises constantly to reach a value very close to
the original one.

2.4 Water Gas Shift

In these reactors, the only reaction that takes place is the WGS, widely used in the
industry in ammonia synthesis and hydrogen production by means of hydrocarbon
reforming. The reaction scheme is the following:

Reaction WGS: CO + H2O ↔ CO2 + H2 �HWGS
298 K = −41.18 kJ/mol.

The main objectives of the WGS reaction are to remove the CO from streams
and adjust the H2/CO molar ratio. This reaction is moderately exothermic and its
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equilibrium constant decreases as temperature rises, so lower temperature favors
high conversions. The reactors that belong to the cleaning system are considered
adiabatic, and this condition limits their performance, this is the reason why more
than one WGS reactor with intermediate cooling is included.

Since both reactors have the same reaction scheme, the balances are equal for
both of them, the total mass balance is

dnt, i

dt
= Fri−1 − Fri = 0 (9)

and the component mass balances can be expressed as

dyai

dt
= (Fri−1 · yai−1 − Fri · yai )

nt, i
(10)

dybi

dt
=

(
Fri−1 · ybi−1 − Fri · ybi − (−rWGS,i

) · wcat
)

nt, i
(11)

dyci

dt
= (Fri−1 · yci−1 − Fri · yci )

nt, i
(12)

dydi

dt
=

(
Fri−1 · ydi−1 − Fri · ydi − (−rWGS,i

) · wcat
)

nt, i
(13)

dyei

dt
=

(
Fri−1 · yei−1 − Fri · yei + (−rWGS,i

) · wcat
)

nt, i
(14)

dy fi

dt
=

(
Fri−1 · y fi−1 − Fri · y fi + (−rWGS,i

) · wcat
)

nt, i
(15)

dygi

dt
= (Fri−1 · ygi−1 − Fri · ygi )

nt, i
(16)

From the energy balance the temperature variations for both reactors is

dTi

dt
= Fri−1 · cpi−1 · Ti−1 − Fri · cpi · Ti + (−rWGS,i

) · (−�HWGS) · wcat

nt, i · cpi
.

(17)

Because the considered reactors are supposed to be adiabatic, there is no heat
exchange, and all the heat produced in the reaction is used to raise the tempera-
ture of the stream.

The exit flows of the reforming reactor are considered the entering values at the
inlet of the WGS reactors. A heat exchanger is necessary to properly conditioning the
inlet temperature, this value is an operating parameter that comes from the resolution
of the optimization problem. The molar flows and inlet compositions to the WGS
reactors are shown in Table 3.
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Table 3 Inlet conditions to WGS reactors

Molar flows (mole · h−1) Molar Fraction

FCH4 30 yCH4
0.045

FH2 324 yH2
0.491

FCO 64 yCO 0.096
FH2O 167 yH2O 0.252
FCO2 76 yCO2

0.114

Table 4 Design for the HTS
reactor

Particle diameter [cm] 0.05
Tube length [cm] 6.7
Tube diameter [cm] 5.0
Isolation thickness [cm] 5.6
Temperature [K] 700

Fixed bed volume [cm3] 131 (3%)
Tubes volume [cm3] 47 (1%)
Isolation volume [cm3] 1,353 (31%)
Heads volume [cm3] 2,609 (60%)
Inert inlet [cm3] 229 (5%)
Unit volume [cm3] 4,370

2.4.1 High Temperature Shift

The high temperature water gas shift (HTS) reactor that uses an iron based catalyzer
(Fe/Cr) and operates between 300◦C and 550◦C is the first for the cleaning stage and
makes most of the conversion of CO.

Kinetics parameters used in this work for the HTS reactor are given by Keiski
et al. [16]. They adjust reaction data (industrial conditions) for an iron based catalyzer
and propose a power law expression which is

rWGS = 1.197 × 103 exp

(
−78,213

RgT

)
C0.73

CO C0.55
H2O

− 9.0919 × 104 exp

(
−116,270

RgT

)
C−0.27

CO C−0.45
H2O CCO2 CH2 , (18)

where C j is the concentration of component j (CO, H2O, CO2 and H2).

Considering the joint optimization of the cleaning reactors set, with the total
volume as the objective variable, the design obtained for the HTS is shown in Table 4.

It can be seen in Fig. 4 the compositions and temperature profiles for the axial
direction of the reactor. Here, carbon dioxide and hydrogen concentrations rise
significantly, simultaneously with the decrease in the carbon monoxide and water
compositions. In terms of the objectives of the processor, the reactions are very favor-
able. Variations of the components are even, due to the fact that they all have unitary
coefficients in the stoichiometry of the only reaction considered. The temperature
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(a) (b)

Fig. 4 Steady state compositions and temperature profiles for the HTS. a HTS molar composition
profile, b Temperatures profile for HTS

Table 5 Design for the LTS
reactor

Particle diameter [cm] 0.05
Tube length [cm] 11.1
Tube diameter [cm] 9.8
Isolation thickness [cm] 2.2
Temperature [K] 421.5

Fixed bed volume [cm3] 836 (20%)
Tubes volume [cm3] 216 (5%)
Isolation volume [cm3] 1,004 (24%)
Heads volume [cm3] 1,886 (46%)
Inert inlet [cm3] 185 (4%)
Unit volume [cm3] 4,126

rises along the reactor, according to the enthalpy change that the reaction presents,
and the lack of heat dissipation, as it was described earlier. In the figures only some
of the components are shown, they are the ones that are involved in the reaction.
Also, the reaction does not present volume variation, so the concentrations of the
other substances remain constant.

2.4.2 Low Temperature Shift

The low temperature water gas shift (LTS) reactor operates at lower temperatures
(150–230◦C) and uses a Copper–Zinc catalyzer supported over Alumina, the com-
position is usually CuO/ZnO/Al2O3. It is thermodynamically favored, so higher
conversions rates are obtained because the equilibrium constant is low.

The kinetic expression obtained by Choi et al. [17] is used. They determine the
parameters under the most likely conditions for a methanol reforming reactor, that
is composition and pressures, which are similar to the ethanol processor in study.
They used a Süd-Chemie commercially available catalyzer and provide the following
expression:
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(a) (b)

Fig. 5 Steady state compositions and temperature profiles for the LTS. a LTS molar composition
profile, b Temperatures profile for LTS

rWGS = 82.2 exp

(
−47,400

RgT

) (
PCOPH2O − PCO2 PH2

Keq

)
, (19)

where Keq represents the equilibrium constant, which can be calculated with the
following equation provided by Choi et al. [18]:

ln(Keq) = 5,693.5

T
+ 1.077 ln(T ) + 5.44 × 10−4T − 49,170

T 2 − 13.148. (20)

Considering the joint optimization of the cleaning reactors set, the design obtained
for the LTS is shown in Table 5.

Composition and temperature profiles for the low temperature reactor are pre-
sented in Fig. 5. The variations of the compositions allow an analogous analysis to
the HTS reactor. The main difference of this reactor is that it reaches an equilibrium
value, the variation of concentrations decreases up to achieve the end of the reac-
tor. The final part of this reactor appears to be unnecessary, that is why it could be
erroneously concluded that the reactor is oversized. However, the final diminution
in the concentration of CO is the necessary to reach the designed operating point of
the CO–PrOx, and that determines its size and the selectivity towards CO of the last
combustion reaction.

2.5 Preferential Oxidation of Carbon Monoxide

The last reactor needed to achieve the hydrogen quality objective to feed a PEMFC is
the preferential oxidation of carbon monoxide (CO–PrOx). It conforms the cleaning
system too. The main (desired) reaction given in this stage is the oxidation of CO
into CO2. However, the undesired oxidation of H2 is produced too, it reduces the
efficiency of the BPS and increases the temperature of the stream. It has been reported
by Choi et al. [18] that WGS reaction should be considered at this stage. The reaction
scheme for the CO–PrOx is the following:
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Reaction WGS: CO + H2O ↔ CO2 + H2 �HWGS
298 K = −41.18 kJ/mol

Reaction E: CO + 1
2 O2 ↔ CO2 �HE

298 K = −283 kJ/mol

Reaction F: H2 + 1
2 O2 ↔ H2O �HF

298 K = −242 kJ/mol

Oxygen is injected into the CO–PrOx, the amount needed is about twice the
stoichiometric relation to have a good selectivity and satisfy the requirements
of the FC.

The total mass balance for this reactor can be expressed as follows:

dnt, i

dt
= Fri−1 − Fri + 1

2

[− (−rE,i
) − (−rF,i

)]
wcat = 0. (21)

Because the reaction rates are based in CO and H2, the mass balances by compo-
nent are the following:

dyai

dt
= (Fri−1 · yai−1 − Fri · yai )

nt, i
(22)

dybi

dt
=

(
Fri−1 · ybi−1 − Fri · ybi + [(−rF,i

) − (−rWGS,i
)]

wcat
)

nt, i
(23)

dyci

dt
= (Fri−1 · yci−1 − Fri · yci )

nt, i
(24)

dydi

dt
=

(
Fri−1 · ydi−1 − Fri · ydi + [− (−rE,i

) − (−rWGS,i
)]

wcat
)

nt, i
(25)

dyei

dt
=

(
Fri−1 · yei−1 − Fri · yei + [(−rE,i

) + (−rWGS,i
)]

wcat
)

nt, i
(26)

dy fi

dt
=

(
Fri−1 · y fi−1 − Fri · y fi + [− (−rF,i

) + (−rWGS,i
)]

wcat
)

nt, i
(27)

dygi

dt
= (Fri−1 · ygi−1 − Fri · ygi )

nt, i
(28)

dyhi

dt
=

(
Fri−1 · yhi−1 − Fri · yhi + 1

2

[− (−rE) − (−rF, i, i
)]

wcat
)

nt, i
(29)

The energy balance is expressed:

dTi

dt
=

(
Fri−1 · cpi−1 · Ti−1 − Fri · cpi · Ti + [(−rWGS) · (−�HWGS)

+ (−rE) · (−�HE) + (−rF) · (−�HF)] · wcat · Ti

)

nt, i · cpi
. (30)

Again, adiabatic reaction is considered so all the heat generated from the reaction
increases the temperature of the stream.



314 L. Nieto Degliuomini et al.

Although many publications present kinetic expressions for CO oxidation, only
a few consider the simultaneous H2 oxidation. Linnhoff et al. [19] gives equations
for both reactions and consider the WGS, with a Pt–Fe/Al2O3 catalyzer:

rCO = 0.098 · exp

(
−33,092

Rg · T

)
· P−0.1

CO · P0.5
O2

(31)

rH2 = 0.005703 · exp

(
−18,742

Rg · T

)
· P0.5

O2
(32)

rWGS = 1.2227778 · exp

(
−34,104

Rg · T

)
·
(

PCO · PH2O − PCO2 · PH2

Keq

)
(33)

where Keq can be calculated by Eq. 20, and Pj is the partial pressure of component
j (CO, H2O, CO2 and H2).

Analyzing the original kinetic expression, it can be noticed that the rate of reaction
tends to infinite as the partial pressures become closer to zero. Such behavior brings
numerical convergence problems, and besides it represents an unreal limit behavior,
given that a null concentration would give an infinite rate of reaction.

Due to the values that reach the partial pressures of the substances (O2 and CO), in
the case under investigation are around 1×10−6. It is necessary to modify the original
expressions correcting the limit behavior to introduce no numerical convergence
problems. The corrected expressions are the following:

rCO = 0.098 · exp

(
−33,092

Rg · T

) ((
PO2 + C

)0.5 − C0.5
) (

PCO

C
+ P1.1

CO

)
, (34)

rH2 = 0.005703 · exp

(
−18,742

Rg · T

) ((
PO2 + C

)0.5 − C0.5
)

. (35)

By the incorporation of a constant (C) the behavior of the kinetics is corrected
in such a way that the rate of reaction tends to zero when the concentrations of the
reactants tend to zero. On the other hand the incorporation of this constant does not
modify significantly the values at higher concentrations. In Fig. 6, the behavior of
the kinetic expression can be seen in its original version compared to the modified
expression for two different values of C (1×10−5 and 1×10−6). It can be concluded
that with the value of 1 × 10−6 the error produced is not significant.

In Table 6, the inlet conditions to the reactor are resumed.
Considering the joint optimization of the cleaning reactors set, the design obtained

for the CO–PrOx is shown in Table 7.
Figure 7 shows the compositions and temperature profiles for the last reactor of

the cleaning system. Only the concentration of the substances involved in the reac-
tions taking place are shown. As it can be noticed, CO and hydrogen concentrations
decrease, while the concentrations of water and carbon dioxide rise, the water in
least amount, because the WGS reaction is produced in this reactor too. Despite the
extremely small variation in the compositions, the temperature variation inside the
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Fig. 6 Comparison of the
kinetic expressions for
different values of C
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Table 6 Inlet conditions to
WGS reactors

Molar flows (mole · h−1) Molar Fraction

FCH4 30 yCH4 0.045
FH2 385 yH2 0.583
FCO 2.6 yCO 0.004
FH2O 105 yH2O 0.160
FCO2 136 yCO2 0.206

Table 7 Design for the
CO–PrOx reactor

Particle diameter [cm] 0.05
Tube length [cm] 8.6
Tube diameter [cm] 7.1
Isolation thickness [cm] 3.0
Temperature [K] 436.5

Fixed bed volume [cm3] 342 (11%)
Tubes volume [cm3] 103 (3%)
Isolation volume [cm3] 910 (30%)
Heads volume [cm3] 1,490 (50%)
Inert inlet [cm3] 158 (5%)
Unit volume [cm3] 3,002

reactor is significant, according to the strongly exothermic nature of the reactions
taking place, mainly the combustion. In Fig. 7, it is shown in detail the molar frac-
tion of carbon monoxide along the axial direction of the reactor, entering within the
specified design conditions, and exiting the reactor with the required concentration
to avoid catalyst poisoning of the fuel cell, that is below 10 ppm.
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(a)

(c)

(b)

Fig. 7 Steady state compositions and temperature profiles for the CO–PrOx. a COP molar com-
position profile, b Temperatures profile for COP, c Molar composition profile of CO

2.6 Burner

A stream of ethanol mixed with air is fed into this reactor to burn the ethanol and obtain
hot gasses that will go to the jacket of the ESR to provide the necessary heat to reach
good yields. Complete combustion of reactants is considered, if the stoichiometric
amount of oxygen is available. This reactor is modeled as an adiabatic CSTR. The
reaction taking place is the following:

CH3CH2OH + 3 · O2 → 2 · CO2 + 3 · H2O�HBRN
298 K = −1,279 kJ/mol

and the total mass balance is the following:

dnt

dt
= Frin − Frout + EtOHreacted − 1

2
H2reacted = 0, (36)
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meanwhile the mass balances by component can be expressed as

dya

dt
= (Frin · yain − Frout · yaout − EtOHreacted)

nt

dyb

dt
= (Frin · ybin − Frout · ybout + 3 · EtOHreacted + 2 · CH4reacted + H2reacted)

nt

dyc

dt
= (Frin · ycin − Frout · ycout − CH4reacted)

nt

dyd

dt
= (Frin · ydin − Frout · ydout)

nt

dye

dt
= (Frin · yein − Frout · yeout + 2 · EtOHreacted + CH4reacted)

nt

dy f

dt
= (Frin · y fin − Frout · y fout − H2reacted)

nt

dyg

dt
= (Frin · ygin − Frout · ygout)

nt

dyh

dt
=

(
Frin · ygin − Frout · ygout − 3 · EtOHreacted − 2·CH4reacted − 1

2 CH2reacted
)

nt

The energy balance for both reactors is

dT

dt
= Frin · cpin · Tin − Frout · cpout · Tout + (−rWGS) · (−�HWGS) · wcat

nt · cpout
(37)

The amount of ethanol that reacts (EtOHreacted) is equal to the entering flow if the
quantity of oxygen is enough to produce the complete combustion.

2.7 Heat Integration

To obtain a high efficiency in the bio-ethanol processor system, it is necessary to use
the heat of all the intermediate and product streams, in order to minimize the use of
auxiliary services. To achieve the maximum possible heat exchange, it is not possible
to simply take the available heat and provide it where is needed. Then a well designed
heat exchangers network is needed to achieve an optimal energy integrated system.
In the Table 8 can be seen the thermal requisites of the process streams connected to
the LNG unit.

The Pinch analysis, as described by Linnhoff et al. [19], gives an idea of the
possibility of the heat exchanges between flows and allows to compute the needed
minimum of cooling water and steam required by the system to reach the desired
operating points. The process integration study begins with the definition of a list
of hot and cold streams, which defines heat sources and heat requirements of the
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Table 8 BPS streams connected to the LNG unit
Type Description In (◦C) Out (◦C)

Cold Water and ethanol mix 80 709
Hot Cooling from ESR exit to HTS inlet 672 427
Hot Cooling from HTS exit to LTS inlet 466 150
Hot Cooling from LTS exit to CO–PrOx inlet 216 165
Hot Cooling from CO–PrOx exit to PEMFC inlet 267 80
Cold Preheating of cathode and anode gasses 80 500
Cold Preheating of air for combustion 134 300
Hot Combustion gasses from ESR jacket exit to turbine inlet 938 350
Cold Preheating of extra ethanol for combustion 25 300

Fig. 8 Composite curves of
the system
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system. The heat exchange is technically feasible only if the temperature difference
between the hot and cold streams is always superior to a predefined �Tmin, and the
maximum heat recovery is obtained when the �Tmin constraint is activated. This
point is called the Pinch point. The hot Pinch temperature is 323.17 K, the cold Pinch
temperature is 298.23 K and therefore the minimal approach is 24.94 K.

The interest of the process integration techniques is based in the fact that they can
identify the bottle necks of the heat exchangers network in the system (Pinch points)
and propose modifications of the process that will increase its global efficiency. With
the LNG operation of the simulator, the composite curves of the system can be seen
in Fig. 8 and essentially are the same considered in this chapter.

Cost and performance requirements of the power plant lead to a highly integrated
designs and stringent control objectives. The heat integration needed for the model is
achieved by the LNG tool in HYSYS. This operation was explained in Chap. 9 that
solves material and heat balances for multi-stream exchangers and heat exchangers
network. Each stream is divided in a number of intervals, in this case, ten intervals
are considered, and the phase change is verified.

http://dx.doi.org/10.1007/978-1-84996-184-4_9
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For constructing the dynamic model it was taken into account that heat exchangers
have fast dynamics compared to other unit operations in a process. Normally the time
constant is measured in seconds but could be up to a few minutes for large exchangers.
Process-to-process exchangers should be modeled rigorously by partial differential
equations since they are distributed systems. This introduces the correct amount of
dead time and time constant in the exit stream temperatures, but the models are
inconvenient to solve. It was found that for the purpose of plantwide control studies
it is not necessary to have such detailed descriptions of the exchanger dynamics,
since these units rarely dominate the process response. Luyben et al. [20] considered
that another alternative is to use an effectiveness method to calculate the steady-state
exchanger exit temperatures and then delay these temperatures by first order time
constants to capture the dynamics. Here, with the LNG tool, the simulation of the
heat exchangers network is defined without actually knowing its configuration. The
minimum heat requirement of the system and the minimum heat to be evacuated can
be computed for each operating point or with the system under different disturbances.
Even though this option gives a good solution for this stage, in the future this point
will be analyzed more exhaustively.

2.8 Proton Exchange Membrane Fuel Cell

The PEMFC dynamic model used in this chapter corresponds to the same described in
Chap. 2, hence only the most relevant equations are given here. Then, the considered
fuel cell stack is constituted by an anode, where the fuel is injected, and a cathode,
where the oxidant, normally oxygen or air, is injected. The electrodes are separated by
a semipermeable membrane that allows the proton exchange and makes the oxidation
reaction to produce electrical power. The cell generates an open-circuit voltage which
is affected by a number of losses (activation, concentration and ohmic) that leads
to a useful actual voltage. The rigorous dynamic model of a PEMFC presented by
Pukrushpan et al. [21] was specifically adapted here to produce a maximum power
of 10 kW. In that work the anode was fed with a hydrogen tank and a BPS based on
partial oxidation of natural gas was analyzed.

Remembering, the overall reaction at the fuel cell to convert chemical energy
directly into electrical energy is the following:

H2 + 1

2
O2 → H2O + Heat + Electrical power.

According to Pukrushpan et al. [21], the reversible open circuit voltage of a fuel cell
can be written as

E0 = 1.229 − 0.85 × 10−3 (Tfc − 298.15)

+ 4.3085 × 10−5Tfc

[
ln

(
pH2

) + 1

2
ln

(
pO2

)]
, (38)

http://dx.doi.org/10.1007/978-1-84996-184-4_2
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where Tfc is the operation temperature of the FC expressed in Kelvin, and pH2 and
pO2 are the partial pressure of hydrogen in the anode and oxygen in the cathode
respectively, in atmospheres. Both fuel and oxidant are considered humidified, and
the vapor pressure from the Nernst equation is assumed equal to saturated vapor
pressure. A typical voltage is 1.2 volts, although when the FC operates, the actual
voltage is less than the value calculated. This difference is a result of losses or
irreversibilities:

Activation loss: vact = a ln
(

i
i0

)

Ohmic loss: vohm = i · Rohm

Concentration loss: vconc = i ·
(

c2
i

imax

)c3

where a is a constant, and i0, the exchange current density is also a constant. Rohm
is the internal electrical resistance with units of � cm2. c2, c3 and imax are constants
that depend on the temperature and the reactant partial pressure, taken from the liter-
ature, Pukrushpan et al. [21]. The parameters were obtained adjusting the presented
equations to the data of a fuel cell operating at steady state and at designed operating
conditions.

Transient behavior of manifold filling, of membrane hydration, of the air com-
pressor and of the heat management are included in the model. Interaction between
processes are also included. The necessary hydrogen production is calculated as a
function of the stack current:

WH2 = n · Ist

2 · F
, (39)

where WH2 refers to H2 production (taken as setpoint), n is the number of cells in
the stack and F the Faraday constant. Actual hydrogen production setpoint should
be determined directly from H2 partial pressure in the anode, but this is a variable
that cannot be measured in a FC. Complete utilization of fuel is assumed in the
stack, meaning the purge rate is equal to zero, so the steady-state consumption of
fuel constitutes an acceptable approximation for the H2 flow demanded by the stack.

To adapt the fuel cell to the rated power needed, the number of cells in series is
set to n = 80. The new working point requires the optimization of the operation
of the FC. As stated in Sect. 3 of Chap. 2, there is an optimal oxygen excess, λ

opt
O2

,

for each demanded current. That condition also determines an optimal voltage to
the compressor, net power obtained and pressure of the supply manifold. Using the
model and making an analysis as recommended by Grujicic et al. [22], the new
optimal operating conditions can be obtained. The net power obtained for different
currents, under optimal compressor voltage can be seen in Fig. 9a. Under the same
conditions, the ideal voltage for the compressor can be obtained, as shown in Fig. 9b,
c shows the optimal oxygen excess under the new operating conditions.

As can be seen in Fig. 9, the differences in the behavior of the FC under the
new operating condition can not be neglected. When it is compared to Fig. 5 it is

http://dx.doi.org/10.1007/978-1-84996-184-4_3
http://dx.doi.org/10.1007/978-1-84996-184-4_2
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Fig. 9 Optimal values for different current loads. a Maximum net power, b Optimal compressor
motor voltage, c Optimal oxygen excess

noticeable that not only the relations have changed, but also the tendencies of the
optimal operating conditions against the changes in the demanded current. In order to
illustrate the differences, the equations for the approximation to a quadratic function
are presented:

Pnet
max = −8.57 × 10−2 I 2

st + 60.64Ist − 223.97 (40)

vopt
CM = 1.19 × 10−3 I 2

st − 9.63 × 10−2 Ist + 47.29 (41)

λ
opt
O2

= 5.90 × 10−5 I 2
st − 1.80 × 10−2 Ist + 4.78 (42)

The net power obtained has a similar behavior in both cases. The compressor
motor voltage needed is also growing in the interval analyzed, but presents a different
concavity, growing quadratically in the new case, while in the other case it would
have grown to an upper bound, for then decreasing. The behavior of the oxygen
excess on the other hand, is radically different. It has a minimum in the interval, so it
is not monotonous like the others, first decreasing, and then increasing. Considering
a fixed setpoint for this variable, or a re-scaling, would have been a huge mistake,
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so this analysis turns out a deal of great importance. Then, the quadratic function
obtained by this step will state for the variable setpoint of the oxygen excess.

2.9 Computing Implementation

The pressure requirements are satisfied with compressors and turbines from HYSYS.
Also, it supports the important data bank information for the different components,
and the ‘LNG’ operation, which calculates the optimum heat exchange for the system,
minimizing auxiliary services. In addition, the dynamic behaviors of the reactors are
modeled in MATLAB, and it works as the integrator, supporting the differential
equations and the data obtained from the steady-state case in HYSYS.

In order to successfully coordinate calculations between these programs, an
activex-com controller for HYSYS is needed, which is in a directory named hysyslib
that should be installed in the toolboxes and addressed to the MATLAB path. This
interface is sustained by the use of the spreadsheets of HYSYS for the transference
and actualization of the information. The spreadsheet is a grid that contains all the
variables that the user is interested in, and MATLAB is able to connect to this, read
and write all the data that is available.

3 Linear Model Development

For design and testing any control structure is very useful to obtain a reduced order
model of the complete process. The first consideration is to determine those key
variables that are responsible for the full plant stabilization. In this case, the pressure
of each reactor (ESR, HTS, LTS, CO–PrOx) must be controlled, by manipulating
their corresponding exit flow. The pressures are assumed under perfect control. These
five stabilizing control loops are indicated in the Table 9 with (*). The H2 production
to feed the anode of the fuel cell stack, is controlled with the fresh ethanol flow
entering to the bio-ethanol steam reforming (ESR).

Once the process is stabilized, some identification technique, independently of
which methodology is chosen, can be performed so as to obtain from the rigorous
model a reduced order dynamic model of the plant. In this chapter, the identification
was done according to simple rules of reaction curves, accounting in many textbooks
of process control such as of Seborg et al. [23]. In Fig. 10 can be seen the most impor-
tant dynamic responses excited by the specific step changes detailed below. For the
Fig. 10a step change of −5% was done at time = 2.5 s , in the fresh ethanol feed to
the processor. The response of the H2 production variable was recorded, and used for
identification of transfer function. Fig. 10b shows the response of the temperature
of the ESR exit flow, when a step change of −5% is applied in the fresh ethanol
feed to the burner at time = 2.5 s. Other important variable is shown in Fig. 10c, the
temperature of the exit gasses from the jacket of the ESR, for a step change of −5%
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Table 9 Variables in the BPS+FC process

Measured Manipulated Disturbances

y1 ESR exit temperature u1 Water to ESR inlet d1 Ethanol purity
y2 Jacket exit gasses temperature u2 Exchanged heat Q d2 Stack current
y3 Burner exit temperature u3 Ethanol to Burner
y4 Burner entering molar flow u4 Oxygen to Burner
y5 Molar ratio H2O/Ethanol u5 Oxygen to CO–PrOx
y6 HTS exit temperature u6 CM voltage
y7 LTS exit temperature u7 ESR exit flow(*)
y8 CO–PrOx exit temperature u8 HTS exit flow(*)
y9 Molar ratio O2/CO u9 LTS exit flow(*)
y10 Burner exit molar flow u10 CO–PrOx exit flow(*)
y11 CO–PrOx CO exit concentration u11 Bio-ethanol flow(*)
y12 Net Power
y13 Oxygen excess
y14 Stack voltage
y15 ESR pressure(*)
y16 HTS pressure(*)
y17 LTS pressure(*)
y18 CO–PrOx pressure(*)
y19 H2 production rate(*)

Table 10 Parameters of the transfer functions

Loop 1 Loop 2 Loop 3 Loop 4 Loop 5 Loop 6 Loop 7

K 0.033 −116.5 1.87 × 103 1,127 1.3 × 105 5.071 0.029
τ 0.100 1.610 1.155 0.05 0.05 0.140 0.100
θ 0 0.200 0.705 0.05 0.05 0.140 0

applied in the exchanged heat Q at the time = 2.5 s. A tangent is drawn at the point
of inflection of the reaction curves. The intersection of the tangent line and the time
axis is the time delay. By extending the tangent to intersect the steady state value
of the response line, the point of intersection corresponds to the sum of time delay
and the time constant. The obtained parameters for the approximation to a first order
with time delay transfer function following the methodology given below are given
in Table 10.

In Chap. 12 a system identification experiment, based on subspace state-space
methods named “n4sid”, developed by Van Overschee et al. [24] will be implemented
in the Matlab environment [25, 26]. It is based on exciting the inputs of the process
with rich signals and collect the output data periodically with a suitable sample time,
Ts . The input signals are selected as random steps whose amplitudes varying is such
a way to capture a closely linear behavior of the selected variables.This strategy
allows to estimate the system matrices of the space–state linear model, Â, B̂, Ĉ, D̂
and the model order using singular value decomposition from the impulse response
Hankel matrix. The linear model structure and the matrix dimension can be observed
in (12.30) and (12.31).

http://dx.doi.org/10.1007/978-1-84996-184-4_12
http://dx.doi.org/10.1007/978-1-84996-184-4_12
http://dx.doi.org/10.1007/978-1-84996-184-4_12
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(a) (b)

(c)

Fig. 10 Transfer function identification. a H2 to fuel cell anode, b ESR product flow, c ESR jacket
exit gases

4 Control Structure

The control structure must be generated based on the main objectives of the BPS.
They are to maintain H2 levels on the anode of the FC, because starvation can cause
permanent damage, and overfeeding will lead to H2 waste, the CO levels of the
anode inlet stream must be under 10 parts per million (volume), and keeping the
temperatures of the reactors set and FC prevent damages, maintaining the system
efficiency.

The development of the control oriented dynamic model presented here allows
testing more efficiently the adopted control structure based on a previous analy-
sis, completely performed in steady state model described in detail in Chap. 9. In
addition, thanks to the analysis performed with the dynamic model two more con-
trol loops were added which are described in Fig. 11 and detailed in Table 11. The
most critical controlled variables were selected taking into account the objectives
mentioned above. They are directly related to the optimal operating conditions of the
BPS and the less sensitivity structure.

The final test can be done by defining the tuning parameters. The linear model
around the operating point of interest, obtained through the reaction curves, is very
useful. It is adopted as the nominal model for implementing internal model control
(IMC) method. It was selected because it has proven good performance in control

http://dx.doi.org/10.1007/978-1-84996-184-4_9
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Fig. 11 Implemented control structure

Table 11 Detail of the
control loops

Controlled Manipulated

Loop 1 y5 u1

Loop 2 y2 u2

Loop 3 y1 u3

Loop 4 y10 u4

Loop 5 y9 u5

Loop 6 y13 u6

Loop 7 y19 u11

schemes. It will be further used in Chap. 12 over this dynamic model, both for
theoretical approaches and practical implementation. The tuning parameters were
chosen following the recommendations given in the work of Rivera [27], and they
are shown in Table 12.

5 Simulation Results with the Dynamic Model

The energy balance taking into account the PEM fuel cell for generating electric
power gave an optimal operating point for the BPS. Then, it was considered that
having a control oriented model at this point would be useful for obtaining a prelim-
inary plantwide control structure able to keep the plant very close to it. In addition,
an iterative methodology between synthesis and control could be done. It represents
a valuable tool for developing an efficient hydrogen production via bio ethanol to
respond to PEM requirements for using in vehicles. However this kind of process is

http://dx.doi.org/10.1007/978-1-84996-184-4_12
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Fig. 12 Dynamic simulations of Hydrogen production, controlled variable, and manipulated vari-
ables, feed flow rate ethanol to ESR and burner reactors under perturbation

Table 12 Controllers tuning

Loop 1 Loop 2 Loop 3 Loop 4 Loop 5 Loop 6 Loop 7

kc 318.2 −0.0736 0.0011 0.001 1 × 10−6 5.071 51.55
τ c

i 0.105 1.710 1.5 0.047 0.05 0.140 0.015

Table 13 Abbreviations of
used components

a Ethanol CH3CH2OH
b Water H2O
c Methane CH4

d Carbon monoxide CO
e Carbon dioxide CO2

f Hydrogen H2

g Acetaldehyde CH3CHO
h Oxygen O2

very incipient so the authors of this work didn’t find any reference of other dynamic
model similar to the one presented here. Therefore, the resulting responses were
compared to the stationary states reported at Universidad Nacional del Litoral [13]
for the 10 KW FC. A good agreement with those points were found.

Then, the same step changes considered at Biset et al. [28] were performed and
shown in Fig. 12. Hence, the steps applied in fresh ethanol molar fraction and the
current load were of about −1, −5 and −10% at 20, 80 and 140 s, respectively.
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The first group of figures, at the left, corresponds to a step change disturbance in
the current Ist, and the second group, at the right, in fresh ethanol molar fraction.
For the first group of figures, the current demands from the PEM, considered as a
disturbance, require a specific hydrogen production and that is the reason of the set
point variations accordingly to Eq. 39. Therefore as can be seen from the simulation
results the main objectives of the plant can be achieved satisfactory.

6 Conclusion

In this chapter, the main characteristics of the rigorous dynamic model of a fuel
processor system along with a fuel cell stack, highly integrated to obtain good effi-
ciencies and maximum heat recovery is presented. In addition, it is enough flexible to
analyze other possible kinetics, sizing, etc., accounting different scenarios. However,
to achieve a successful operation when the typical disturbances occur is necessary to
account with a well designed plant-wide control structure. Focusing on this objective
the rigorous model allowed obtaining a linearized and reduced order of a dynamic
model via system identification techniques. In this context, it was possible to obtain a
preliminary control policy since the dynamic interactions are well understood with it.
As future works are considered the use of this dynamic model for testing new method-
ologies of plant-wide control structure and optimal sensor location and check them
under standard requirements (Table 13).
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1 Introduction

In this chapter, the main aspects of the procedure for moving from steady state to
the dynamic simulation of the bio-ethanol processor with PEMFC, using commer-
cial softwares, are presented. Initially, the steady-state (SS) simulation is described
by using the program HYSYS. Based on this, some parts of the SS model are
useful for constructing the pseudo-dynamic model of the complete plant thanks
to the connection with the software MATLAB-SIMULINK. Both programs offer
the valuable opportunity of writing the codes of specific equipments, mainly in
the cases of reactors and PEMFC. Additionally, some realistic assumptions are
adopted so as to get a complete prototype of this complex process. Once the control
structure is designed, the dynamic model helps in testing the performance of the
closed-loop system. Another well-known program for mechanical engineers, named
ADvanced VehIcle SimulatOR (ADVISOR), is used to provide standard disturbances
to PEMFC. It allows taking into account different kinds of vehicles, for distinct
scenarios, according to the velocity and sequences of starts and stops. The aim of
this chapter is to provide a good working knowledge about the development of a
representative computational model for testing several operating conditions.

2 Development of the Steady-State Model in HYSYS

In this section the main information about constructing the steady-state model of the
bio-ethanol processor, shown in Fig. 1, is given. It is performed in HYSYS version
3.2, hence prior knowledge of this software is assumed. In case the reader is unfamiliar
with the software, the book of Luyben [1] is recommended.

2.1 Basis Environment Configuration

At the beginning of the model construction in the HYSYS environment a new case
must be defined, and all the components to be used in the simulation must be added.
Further details about the simulation basis configuration can be seen in Hyprotech
HYSYS 3.2 simulation basis [2]. For the case of BPS they are as follows:

• Hydrogen
• Water (H2O)
• Methane
• Carbon monoxide (CO)
• Carbon dioxide (CO2)
• Ethanol
• Oxygen
• Nitrogen

http://dx.doi.org/10.1007/978-1-84996-184-4_1#Fig1
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Fig. 1 Stoichiometry of the
ethanol decomposition
reaction

Fig. 2 Stoichiometry of the
methane reforming reaction

The next step needs to define which would be the most adequate fluid package
for these components. Here, the Wilson fluid package is chosen, assuming the vapor
as ideal gas. Then, the reactions set that will be produced at each reactor is available
to be chosen. There are several reactions to be considered:

• Ethanol dehydrogenation and acetaldehyde decomposition:

C2H5OH ↔ CH3CHO + H2

CH3CHO → CH4 + CO

A complete acetaldehyde conversion is considered, hence these reactions are
grouped into one. In Fig. 1 is shown how the equilibrium reaction is loaded in
HYSYS.

The specific bases used in this case are the activity, vapor phase and the source
for the Keq is the Gibbs free energy with auto detect option.
Methane reforming reaction:

CH4 + H2O ↔ CO + 3 · H2

The stoichiometry of the reaction can be set as shown in Fig. 2. An equilibrium
reaction is chosen.
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Table 1 Keq versus TESR TESR [◦C ] Keq

93.3 7.813 × 10−19

148.89 6.839 × 10−15

204.4 7.793 × 10−12

260 2.173 × 10−9

315.56 2.186 × 10−7

371.1 1.024 × 10−5

426.67 2.659 × 10−4

482.2 4.338 × 10−3

537.78 4.9 × 10−2

593.3 0.4098
648.89 2.679
704.4 14.26
760 63.43
815.56 242.6
871. 1 816.6
926.67 2464
982.2 6755
1037.78 17010
1093.3 39670
1148.89 86640
1204.4 178400

Fig. 3 Stoichiometry for the
WGS reaction

The basis used in this case is partial press, vapor phase, the basis unit is
atmospheric pressure (atm), the source for estimating the Keq is obtained from
the data presented in Table 1 where Keq versus TESR are given.
Water gas shift reaction:

CO + H2O ↔ CO2 + H2

The stoichiometry of the equilibrium reaction can be set in HYSYS as shown in
Fig. 3.

The basis used are the activity, vapor phase, the source for the Keq is the Gibbs
free energy with auto detect.
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Fig. 4 Stoichiometry for
hydrogen combustion

Fig. 5 Stoichiometry for CO
combustion

• Hydrogen oxidation:

H2 + 1

2
O2 → H2O

This is a conversion reaction. The stoichiometry can be configured in the same
way as the previous one, as shown in Fig. 4.

The reaction is based on the overall conversion of hydrogen adjusted with
C0 = 75%.

• Carbon monoxide oxidation:

CO + 1

2
O2 → CO2

This reaction is the conversion type. The stoichiometry should be set in the con-
figuration window as shown in Fig. 5.

The base component for the reaction is the overall conversion of CO, with
C0 = 25%.
Combustion reactions: for the post-combustion reactor, the combustion reactions
of the components need to be configured. The four substances that are burned are
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Fig. 6 Set of reactions for
the ESR

hydrogen, ethanol, methane and CO. The stoichiometry must be configured as the
aforementioned reactions, and the overall conversion set in C0 = 100% for each
base component.

C2H5OH + 3 · O2 → 2 · CO2 + 3 · H2O

CH4 + 2 · O2 → CO2 + 2 · H2O

• Fuel cell: the reaction accounted in the fuel cell is the conversion of hydrogen to
electrical energy, heat and water. Is not a combustion, but for simulation purposes
it will be modeled in this way. The stoichiometry has the same configuration as
the previous reaction for the oxidation of hydrogen, with a H2 overall conversion
of 80%, considering the fuel utilization.

It is also recommended to group the reactions in sets, so that there is a set for each
reactor. There are five different sets of reactions:

• Ethanol steam reformer: the steam reforming reaction comprises the methane
reforming, water gas shift, ethanol dehydrogenation and acetaldehyde decompo-
sition. To configure a set of reactions, it needs to be added first, by pressing the
Add Set... button and choosing the corresponding reaction selecting from the
active list, as shown in Fig. 6.

• Water gas shift: in both reactors occurs only one reaction, which is the same for
both.

• Preferential oxidation of CO: it is configured with the water gas shift reaction and
the oxidations of hydrogen and CO.

• Post-combustion: this reactor accounts for the four combustion reactions, that is
ethanol, methane, hydrogen and CO; all set to 100% conversion for complete
combustion consideration.

• Fuel cell: this set only has the fuel cell reaction, that comprises oxidation of hydro-
gen for simulation purposes.

Finally, the ‘Reactions’ label for the basis manager window will be as shown in
Fig. 7.
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Fig. 7 Configuration window for the reactions

2.2 Inlet Streams and Conditioning

Once the basis environment is properly configured, the simulation environment
is ready to work. Detailed characteristics and working conditions for the operations
and objects in HYSYS can be seen in Hyprotech. HYSYS 3.2 operations guide [3].
The first thing to provide to construct the flow sheet through the tool “PFD” are the
material inlet streams of ethanol, water and air. Since they come from environmental
conditions, they will be set in 25◦C and 1 atm of pressure. Initially, the actual flows
are uncertain, but a detailed study of the most efficient conditions is already described
in the previous chapters. The three inlet streams need to be reconditioned for the bio-
ethanol processor. The liquid flows require pumps to increase pressure to 3 atm. For
the configuration of each pump, an inlet stream is needed, which is the fresh feed, an
outlet stream that has to be added and a new energy stream. The adiabatic efficiency
is considered as 75% and the configuration window can be seen in Fig. 8.

The air stream needs to be compressed in two stages with intermediate cooling.
The first of the compressors takes the air from ambient pressure and it must be
increased up to 1.75 atm. The cooler between the compressors cools the air to 50◦C
and the second compressor is responsible for achieving the pressure of 3 atm needed
for the processor. The adiabatic efficiency considered for both compressors is 70%.

The heat exchanger needs both material streams, and a new energy stream, the
pressure drop is neglected. In Fig. 9, the schemes for the air compressing section can
be seen.

Ethanol and air have to be fed to multiple parts of the bio-ethanol processor,
hence splitters are needed to divide the streams. The operation needed is called tee
in HYSYS; it needs the inlet and outlet material streams and also some of their con-
ditions to be properly configured. The compressed ethanol flow needs to be divided
into two streams, one for the ESR reactor and the other for the post-combustion
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Fig. 8 Configuration window for the pumps

Fig. 9 Configuration window for the air compression

reactor. The air has three divisions, for the burner reactor, the CO-PrOx reactor, and
the PEMFC. The conditions in both splitters are to keep the temperature and pressure
of the streams by modifying only the molar (or mass) flows.

The next step needed is the mixing of the ethanol and water before entering the
processor. The unit required for this operation is the mixer from HYSYS, which
needs the two material streams, the water and the ethanol to ESR. If both inlets are
properly determined, the exiting stream does not need extra specifications.

2.3 Heat Exchangers Network

As stated in the previous chapters, a heat exchangers network is needed to integrate the
energy of the streams in order to maximize the efficiency of the system. The operation
of HYSYS used to do so, is the LNG tool. It allows to compute the maximum heat
exchange between the streams passing through it, minimizing the consumption of
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Fig. 10 LNG tool and configuration window in HYSYS

Fig. 11 Configuration window for the parameters of the LNG

auxiliary services such as steam and cooling water. Figure 10 shows the LNG and
the configuration window with the plot of the composite curves.

To configure the operation, the inlet and outlet streams are needed, and also the
pressure drop, which in this case is set to zero. The type of stream (hot/cold) is defined
according to the difference in temperature. The configuration parameters used are:
no heat leak/loss; weighted rating method; twenty intervals; equal enthalpy for step
type and constdPdH for press.profile. In Fig. 11 can be seen the configuration
window for the mentioned parameters.

The specifications for the solver are 1 × 10−4 for tolerance; 100 maximum iter-
ations; one unknown variable; one constraint; zero degrees of freedom; the heat
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Fig. 12 Configuration window for the specifications of the LNG

balance active and an extra specification to set the overall minimum approach of
temperature at 50◦C as shown in Fig. 12.

2.4 Reactors

To simulate the reactors, HYSYS 3.2 presents three options such as CSTR, plug-flows
and general reactors. For simulation purposes, the general reactors are
recommended for their simplicity and satisfactory accuracy. Strictly speaking, the
reactors should be modeled as plug-flows, but they require a great number of specifi-
cations to be properly operated, which exceeds the requirements for the preliminary
efficiency analysis. Within the general reactors, there are three possibilities to be
chosen: Gibbs, equilibrium and conversion types.

2.4.1 Post-Combustion Reactor

The simulation of the burner reactor that fulfills the thermal requirements of the main
reactor, the ESR, is performed by choosing the conversion type. It needs the entering
flows, and two outlets, one for liquids, and the other for gaseous products as can be
seen in Fig. 13.

The parameters needed to configure it are the pressure drop and the duty which
are set to zero, because the reactor is assumed adiabatic. The used reaction set corre-
sponds to that previously detailed in Sect. 2.1 for the combustion reactor. The three
inlets to this equipment are the exhaust gases from the anode to burn the remaining
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Fig. 13 Conversion reactor
for the Burner

Fig. 14 Equilibrium reactor
for the ESR

compounds, the fresh ethanol to supply the demand of the PEMFC and the com-
pressed air, all working at 3 atm and pre-heated to 773 K.

2.4.2 Ethanol Steam Reforming Reactor

For the main reaction, an equilibrium reactor is recommended. It can be used since
the reactions are considered to reach equilibrium. Figure 14 shows the reactor used
in process flow diagram of HYSYS.

It needs the inlet flow (the mix of water and ethanol), the heat stream, a liquid and
a gaseous outlet. The pressure drop is neglected. The reaction set is that previously
configured for the ESR. The heat required is supplied by the hot gases from the
burner. These gases are passed through a cooler, which can be seen in Fig. 14, and
the obtained energy stream is connected to the ESR. At this stage, the amount of fresh
feed of ethanol to the burner can be obtained with the ADJUST tool from HYSYS,
as shown in Fig. 15.

This tool is useful for determining the required molar flow of the fresh feed ethanol
to the burner as the temperature of the gases (the target variable) after the exchange
of heat in the ESR. The desired value is specified by the user which in this case is
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Fig. 15 ESR and thermodynamic conditioning

850◦C. At the beginning, the molar flow of the ethanol should be higher, but will be
re-adjusted when the recycle stream is connected to the reactor.

In addition, as the isothermal condition is assumed, the tool named SET from
HYSYS is included in the model. It allows that the inlet and outlet temperatures be
equal. It is done by multiplying the inlet temperature (source) by 1.0 in this case and
with zero offset. These values are user-defined.

2.4.3 High Temperature Water Gas Shift Reactor

For modeling the HTS reactor, a separator tool from HYSYS is used for simulation
purposes. It can be configured to consider specific reactions. It needs the inlet stream,
which is the outlet of the ESR after passing through the LNG, an energy stream that
will be null because it is considered adiabatic, and two outlets, liquid and gaseous.
The pressure drop and duty are set to zero. The reaction set is the one configured for
the WGS reactors, with a conversion of 32.07% based on CO.

2.4.4 Low Temperature Water Gas Shift Reactor

For the LTS reactor a general equilibrium reactor is chosen. It needs to do proper
connections for inlets and outlets, including the energy stream, although adiabatic
operation is considered. The pressure drop is considered zero. The reaction set is the
same as selected for the HTS.

2.4.5 Preferential Oxidation Reactor

The following reactor of the processor is that responsible for the last cleaning
stage for producing the PEMFC required quality of hydrogen. It is intended for the
preferential oxidation of CO. For this purpose, a conversion reactor is chosen and
Fig. 16 shows the appearance in the process flow diagram.
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Fig. 16 Conversion reactor
for the CO-PrOx

Fig. 17 Sub-flowsheet for the PEMFC

Analogous to the previous reactors, all the energy and material streams considered
adiabatic, must be specified, so that the duty is zero. The pressure drop is neglected,
and the reaction set used is that configured previously for this reactor, including the
WGS reaction and the oxidation of CO and hydrogen.

2.5 Proton Exchange Membrane Fuel Cell

The implementation of the model in HYSYS was done by the construction of a “sub-
flowsheet" where, through the selection of basic operations (reaction, separation), the
cell can be modeled. A conversion reactor is accounted to specify the reaction, two
separators to split the condensed water and two blocks, programmed in visual basic
language as a virtual operation unit, to separate the reactants and feed the reaction
section. By the use of spreadsheets available in HYSYS it is possible to calculate both
the power and heat generated by the cell. In Fig. 17 can be seen the sub-flowsheet
environment for simulating the fuel cell operation.
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The implemented model is assumed isothermal and isobaric. The oxidizing agent
(air) is fed to the cathode with 80% humidity, while the applied current to the anode
is considered for saturation conditions. If the feed to the reformer—consisting of a
specific ratio of water/ethanol—is low, the current at the anode is not saturated but
reaches higher humidity levels than 80%. The supplied oxygen is twice the quantity
corresponding to the stoichiometric magnitude.

The amount of water needed to humidify the air stream is determined from Eq. 1.

N Hum
H2O = N Air

Totalφ
ps,v

PTotal

1 − φ
ps,v

PTotal

(1)

where N Hum
H2O is the molar flow needed to reach the specified relative humidity (φ),

PTotal the pressure in atm, and ps,v the saturation pressure of the water at the operating
temperature. N Air

Total represents the total flow of dry air (without humidity).
A water mass balance is done to determine the excess (or defect) of this component.

In case of excess, it is recycled to the processor. To calculate the generated heat by
the fuel cell an energy balance is performed between the inlets and outlets of the
system. The heat generated by the cell that must be dissipated can be computed by
the Eq. 2.

QCell =
In∑

i=1

Ni hi (TCell, PCell) −
Out∑

o=1

Noho (TCell, PCell) − WSt (2)

This balance accounts for the heat for water vaporization for the humidification
and the latent heat corresponding to water condensation in the anode and cathode
streams. Once the cell is properly modeled, the amount of ethanol to the fuel processor
can be obtained by the ADJUST tool from HYSYS. The adjusted variable is the molar
flow of the pre-heated ethanol (before it is mixed with water), and the target variable
is the molar flow of hydrogen to the fuel cell, specified by the user in 0.0333 kmole/h.
The amount of water will be defined with the help of the SET tool, with the pre-
heated ethanol as source and the water molar flow (the objective), with a factor of 4
and selecting no offset option.

The inlet gases must be cooled down to 80◦C, and the liquids split before entering
in the sub-flowsheet. The water leaving both anode and cathode is mixed with that
separated from the inlet gases, and fed back to the fuel processor. The exiting gases
are mixed together and fed to be burned once in the post-combustion reactor.

2.6 Expander

Finally, the exhaust gases from the jacket of the reformer still have some useful
energy. It is used in the heat exchangers, so this stream is passed through the LNG.
Its last stage is to be expanded to atmospheric pressure. Hence, a turbine must be
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Fig. 18 Schematics for the
expansion turbine

included to take advantage of this useful power, before releasing the gases to the
environment. The turbine operation from HYSYS requires the connection of the
material and energy streams, as shown in Fig. 18, where the adiabatic efficiency of
70% is adopted.

3 Converting from Steady State to Dynamic Simulation

From this section up to the end of this chapter, a detailed description of the pseudo-
dynamic model of BPS with PEMFC is given. It is considered “pseudo” because some
parts of the overall system present a very fast dynamic behavior. This fact allows to
assume that many variables involved can instantaneously achieve new values during
the process dynamic simulation run time. Analyzing the complete system of BPS and
PEMFC in the HYSYS environment, it is possible to assume that the dynamic sim-
ulation could be done starting from the SS model, described above, and introducing
all the information needed for doing the transformation. However, it was considered
a better option to implement the mathematical models of the plug flow reactors and
PEMFC in the MATLAB-SIMULINK environment. In addition, several valuable
tools in HYSYS, already selected for the SS model, could be a part of the dynamic
model. It is possible only for those subsystems that present faster dynamics as it was
remarked previously. Therefore, the connection between MATLAB-SIMULINK and
HYSYS, with the help of a proper communication protocol, allows to perform the
implementation of this very complex system. Finally, realistic disturbances, corre-
sponding to different requirements from vehicles under standard trajectories, could
be included thanks to the use of the program ADVISOR. Then, a description of how
the models of BPS and PEMFC are embedded in this software as a subsystem is
given at the end of this chapter.

3.1 The Use of the Communication Protocol
for Commercial Softwares

In this section, the communication protocol between MATLAB and HYSYS will
be detailed. The main reason to use this protocol is because the dynamic behavior
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of the reactors in HYSYS is more difficult to include due to the many conditions
as presented in this work. In addition, more resiliency can be obtained when its
own code can be developed with specific purposes. The use of the connection with
MATLAB-SIMULINK allows the reactors from the HYSYS SS model to be directly
replaced by sub-flowsheet objects, sharing the inputs and outputs. Inside the sub-
flowsheet environment, material streams are placed, isolated between them and just
connected to the corresponding inputs and outputs. These streams are linked to
the corresponding cells of the spreadsheets, which collect the desired variable or
parameter from the PFD. So, the rest of the elements of the SS of the HYSYS case,
such as basis environment and auxiliary equipments still work in it, but it will be
periodically updated according to the imposed conditions from the reactors working
dynamically in MATLAB. HYSYS acts with MATLAB in a relationship between
client and server. The differential equations integration is performed by MATLAB.
Therefore, the process dynamics are mainly governed by the reactors, with auxiliary
equipments such as compressors and turbines assumed faster, justifying the validity
of this pseudo-dynamic behavior.

In order to connect and coordinate the calculations between MATLAB and
HYSYS properly, a special communication protocol is needed. It is publicly available
under the terms of the GNU Library General Public License version 2 as published
by the Free Software Foundation in http://www.pvv.org/∼olafb/software/hysyslib/.
It connects MATLAB as a controller for HYSYS via ActiveX/COM.

Several steps are needed to connect the softwares. MATLAB can read the values
from the HYSYS spreadsheets. So, the first stage is to connect MATLAB to the case
in HYSYS by means of running the file hyconnect.m. The following is the code to
be saved as a .m file in the path of MATLAB:

Since the activeX-library is not included in MATLAB at compilation, a feval or
eval syntax must be used. hyconnect(FileNameString,VisibleBoolean)
connects to the Hysys case-file specified by FileNameString. If the arguments are
not given, the current and open Hysys-case will be used by default. The optional
boolean variable VisibleBoolean controls whether the application window will be

http://www.pvv.org/$sim $olafb/software/hysyslib/
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shown (takes values 0 and 1, 1 by default). Then, it returns the activeX application
server object.

With the connection ready to be used, where the spreadsheet is to be read from,
must be specified. The file hyspread.m makes the bonding to the object in HYSYS:

The function hyspread returns the activeX object for a spreadsheet in HYSYS. It
connects to the spreadsheet specified by SpreadsheetNameString.

Once the connection to the spreadsheet is ready, it is needed to read the cells
inside the object. The file hycell.m is used to specify the cells, or an array of them
to be read:

The function hycell returns the column cell array of activeX objects of cells in
Hysys. hycell (SpreadsheetObject, CellNameString) returns the object for the cell
name given by CellNameString. CellNameString may be a cell array.

Once the connections to the cells are done, the final step is to read and store them
in a useful way for MATLAB operations. The file hyvalue.m is required for this task.

The function hyvalue returns the value of a HYSYS spreadsheet cell. hyvalue
(CellObject) - CellObject can be a single object or a cell array of objects.

The hyset function is used to change a value of a spreadsheet cell in HYSYS, it
is a useful function because it allows to write from MATLAB in HYSYS cells:
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Therefore, hyset (CellObjects, Value) changes the value of CellObjects to Value.
CellObjects and Value must be matrices of the same dimension. CellObjects can
contain a single object or a cell array of objects.

4 Programming of the Reactors

In this section, the main details of the developed code for simulating the reactors
dynamic behavior are given. It is assumed that the reader has some knowledge about
programming in MATLAB. More information and insights into it can be seen in
the MATLAB 6 user’s guide [4]. All the reactors share a common structure of the
program, having adaptations that are ideal to each reaction. Each reactor considers a
set of reactions different from the others, implying other auxiliary calculations and
parameters. Since they can be programmed in a very similar manner, the ethanol
steam reforming reactor is used as an example, with detailed explanations. In addi-
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tion, this reactor comprises a unique feature, that is the heat exchange jacket, which
needs extra calculations for the heat exchanged in it, while the others are considered
adiabatic.

4.1 Header and Initialization

The reactors were programmed as S-functions in MATLAB. The first part of the code
is to properly configure the function and the variables. As an example, the Ethanol
Steam Reforming reactor is analyzed:

The first sentence declares the function, the input and the output variables. The
file must be named like the function with the extension .m, in this case ESR.m. The
sentence global states the variables that will be considered as global, otherwise
they will be considered local and will be available only for the subprograms which
need them for specific calculations. The switch flag is to solve each part of the
algorithm, because it is divided into three main parts. In this case, the algorithm has
a first stage for initializing the differentiable variables case 0, a set of differential
equations to be integrated by the selected numerical method. Finally, the integrated
variables to be available for graphics and tables. The definition of the vectors for the
inputs and outputs must also be included.

The following lines of the code are meant to make the connection with HYSYS,
as explained above:

These sentences make the connection with the HYSYS spreadsheet and with
the specified cells. In this case, only the column A is shown, but there is one for
each component and each temperature (the reactor and the jacket temperatures).
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Twenty rows are considered because the plug flow reactor is modeled as 20 lined up
continuous stirred tank reactors, and there is a differential equation for each slice.
The next part is to assign the initial values:

First, the value of the cells must be read, and then arranged in the vector of the
initial values. The following lines declare that there is no state ordering. Before
starting to solve the equations, the constants defined as global are specified, simply
declaring their values. As examples of global constants can be mentioned the number
of discretization points, the length and diameter of the reactor, calculating the volumes
and stating the constants for the reaction.

4.2 Solving the Differential Equations

The calculation is done by means of a solver configured in Simulink. In this case
the fixed-step solver ode1(Euler) is used, with a step size of 5 × 10−5. To call the
solver, a different function is used, with all the differential equations explicitly stated,
referred from the main file:

As stated earlier, there are different cases for each part of the resolution, case 1 is
meant to solve the differential equations. It is directly referred to as the file/function
dyn_esr.m with the required calculations.

4.2.1 Explicitness of the Differential Equations

The differential equations and the auxiliary calculations needed are implemented
in a different file. The program din_esr is a function of time, differential and
manipulated variables, giving as result the derivatives for the equations. The header
of the file is as follows:

The first sentence is to declare the function, the following needs to be equal to the
previous file in order to work properly. Next, the variables are reassigned:
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Table 2 Distinctions between reactors

ESR WGS CO-PrOx Burner

Ethanol dehydrogenation WGS CO combustion Combustions:
Reactions Acetaldehyde decomposition H2 combustion Ethanol

Methane reforming WGS-inverse Methane
Water gas shift

Heat exchange Endothermic Adiabatic Adiabatic Adiabatic
Keq calculation All Yes Only WGS No
Molar flow Vary Constant Vary Vary

The vector x of initial conditions needs to be separated in the corresponding
variables to be treated properly by the calculations. Then, the inlet conditions to the
reactor must be accounted:

The process independent variables of the reactor are read as the input vector
named u. The manipulated and disturbance variables such as molar flows and the
entering temperatures, the process variables and the compositions, belong to this
vector. The pressure drop must be calculated, arranging a vector with the inlet and
outlet pressures, with different pressure drops for each slice, since it is assumed
constant for each one. For the calculation of the molar flow entering in each slice an
additional equation must be considered:

Several auxiliary calculations are needed before solving the differences. First, the
cp for all the components and for each slice (according to the temperature). In the
case of ESR, because it has a jacket for heat exchange, it needs the viscosity and
thermal conductivities.

For all the reactors, the �H of the reactions are needed for each slice, as a function
of temperature. The equilibrium of reactions when it is concerned, and the kinetic
expressions for the reactions.

Another necessary calculation is the molar flow going out of each slice of the
reactor. It is equal to the difference between the entering flow and the overall mole
change for each reaction. The outlet of the first slice can be solved directly, but the
others are dependent on the formers, so they need to be calculated in the specific
order by a loop for:
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ra (i), rb (i) and rc (i) are the reaction kinetics for the reactions of
ESR. mass_cat is the mass of the catalyst involved in the slice. They include a
change in the number of moles. The number of moles involved in the WGS reaction
remains constant. In addition, the Leva warming correlation and the heat exchanged
Q must be calculated for this specific reactor. There are a few distinctions between
the calculations needed for the reactors. Distinctions are highlighted in Table 2. The
most important is the reactions set considered, which is unique for each reactor,
except for both water gas shift reactors. The thermodynamic condition is adiabatic
for most reactors except for ESR, which needs the calculation of the mean cp for
the flows and mean viscosity to get the exchanged heat between jacket and fixed
bed. Depending on the nature of the reactions, the calculation of Keq has to be done.
All the reactions of ESR are based on equilibrium, so the WGS reactor also needs
this parameter. The combustion reactions occurring in the CO-PrOx are conversion
reactions, so they do not need Keq. The burner only accounts for combustion so no
equilibrium is applied. As stated earlier, the molar flow through each slice is needed,
the WGS reaction has no change in the number of moles, so for this reactors, the
molar flow remains constant in each slice, including input and output.

The rate of reaction is needed for all reactions. To calculate the temperature
change, the cp of all the components in all the slices is required, also the �H for
all reactions. Finally, the balances are calculated according to the equations stated in
Chap. 10. As an example, the derivative for the composition of one of the components
is shown:

The ntesr is the total moles in each slice (holdup), and dyadt is the difference
calculated to be integrated. Once the differential equations for all the components
and temperatures for each slice are calculated, they need to be arranged in the vector
that MATLAB is able to integrate:

dfdt is the output vector of the function analyzed. dTdt id the difference cal-
culated for the temperature.

4.3 Results

To bring the calculated integrations to Simulink again, the sys vector is used. The
results from the calculation of the differential equations must be called and the
outcoming vector of the S-function will have as much components as configured
earlier with the NumOutputs:

The case 3 is the section for printing the results. The second line corresponds
to the FeedThrough defined previously, in this particular case where the molar flow

http://dx.doi.org/10.1007/978-1-84996-184-4_10
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changes along the reactor. The last line is just taking the values of the solution vector
to export it to Simulink. Following, the update of the values to HYSYS is done. The
first part is to make the connection, as in Sect. 4.1, with the program, the spreadsheet
and the cells. Instead of reading the values of the cells, they are written with the
updated values:

The hyset function is used in this case, instead of the hyvalue used previously
to take the values of the cells. Once the results are printed, the calculations for the
reactors are done. The cases 2, 4 and 9 of the S-function are unused.

5 Incorporating the Reactors in Simulink

In the previous section, the development of the code to model the dynamic behavior
of the reactor was presented. This still needs an external solver to make the integra-
tions needed to obtain the desired results. This integration can be done in Simulink,
a graphical block diagramming tool integrated with MATLAB [5]. The code as pre-
sented, can be used in an S-function block, which reads and executes the instructions
from a program written in a specific format. It needs a vector of inputs and an output,
that is another vector composed of all the results obtained. The selected solver do
the integrations. In this case, the ode1(Euler) solver is used, with a fixed step size of
5 × 10−5. The schematics of the inclusion of the reactor in Simulink can be seen in
Fig. 19.

The input vector and components can be arranged in one input vector with the
‘Mux’ tool. It can have as many inputs as needed. The S-function must call the
proper .m file that makes the calculations for each reactor. The outlet vector can
be de-convoluted into the required outputs as a vector to feed the next reactors, or
as each individual component, if needed. Some conditioning of the vector may be
needed between reactors, mainly when other components are added. Any variable of
any part of the process can be saved or just watched. The exit and entering flows are
interconnected between reactors according to the scheme ESR-HTS-LTS-COPrOx,
the resulting stream from the last cleaning reactor is fed to PEMFC, and the exhaust
gases fed back to the post-combustion reactor. The hot gases from the burner are
connected to the inlet of the jacket of ESR, therefore completing the recycle stream.
The set of reactors that conform to the processor can be seen in Fig. 20.

For the sake of clarity, each reactor was included in a subsystem, each of these
subsystems forming a set within another subsystem. So the processor will be repre-
sented by a single subsystem in the parent level. This plant has a number of inputs,
the manipulated variables plus the disturbances, allocated in the main flowsheet. The
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Fig. 19 S-function for the ESR in Simulink

Fig. 20 Sub-flowsheet for the BPS in Simulink

controlled variables are connected to ‘Goto’ tools visible globally, which can be col-
lected by ‘From’ tools in any part of the model. The ‘From’ with the corresponding
variable feeds a ‘Sum’ block that calculates the difference with the set point, to give
the current error to a PID controller block, set with the proper parameters. The master
flowsheet in Simulink is shown in Fig. 21.

6 Using ADVISOR for Vehicle Modeling

In Sect. 4 of Chap. 7, ADVISOR was introduced in the context of the vehicle modeling
and the main characteristics and advantages of this simulation tool were stated. In
this section, a more detailed discussion about the benefits of this tool is performed.
Besides, this section provides an overview of how to use ADVISOR. The information
provided in this section is based on the documentation of the simulation tool [6].

ADVISOR is a tool for vehicle modeling and analysis composed of a set of model,
data and script text files for use with MATLAB and Simulink. It is designed for rapid

http://dx.doi.org/10.1007/978-1-84996-184-4_7#Sec4
http://dx.doi.org/10.1007/978-1-84996-184-4_7
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Fig. 21 Master flowsheet of the plant in Simulink

analysis of the performance and fuel economy of conventional, electric and hybrid
vehicles. Some of the utilities of this tool are as follows:

• estimating the fuel economy of vehicles;
• accounting for the energy losses in conventional, hybrid or electric vehicles;
• comparing tailpipe emissions;
• evaluating energy management strategies in hybrid vehicles;
• optimizing the gear ratios in the transmission to minimize fuel use or maximize

performance.

The models in ADVISOR are mostly empirical, relying on drivetrain compo-
nent input/output relationships measured in the laboratory, and quasi-static, using
data collected in steady-state tests and correcting them for transient effects such as
the rotational inertia of drivetrain components. ADVISOR uses basic physics and
measured component performance to models existing or future vehicles. The main
advantage is the prediction of the performance of vehicles that have not yet been built,
predicting fuel use, tailpipe emissions, acceleration performance and gradeability. In
general, the analysis takes two steps:

1. Defining a vehicle using measured or estimated component and overall vehicle
data.

2. Prescribing a speed versus time trace, along with road grade that the vehicle must
follow.

With this analysis, it is possible to determine whether the vehicle is able to follow
the defined speed trace, the fuel and/or electric energy required, the fluctuation of
the state-of-charge of the energy storage system throughout a cycle, the peak powers
delivered by the drivetrain components, the distribution of torques and speeds and the
average efficiency of the transmission. Moreover, following an iterative procedure
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Fig. 22 Startup ADVISOR window

where the vehicle definition and/or driving cycle is changed, it is possible to determine
several issues such as the maximum road grade that the vehicle can maintain at a given
speed indefinitely, the smallest engine for a given acceleration, the final drive ratio
that minimizes the fuel use, and the fuel economy sensitivity to mass, aerodynamic
drag, or other vehicle or component variations. Some of these issues are determined
automatically using ADVISOR, while others require some custom programming.

The principal limitation of ADVISOR consists in that the component models are
quasi-static, and cannot be used to predict the phenomena with a time scale of less
than a tenth of a second, approximately. Phenomena such as physical vibrations,
electric field oscillations and other dynamics cannot be captured. However, recent
linkages with other tools such as Saber, Simplorer and Sinda/Fluint allow a detailed
study of these transients.

ADVISOR uses the required speed as an input, and thus determines what drivetrain
torques, speeds and powers would be required to meet that vehicle speed. Because of
this flow of information back through the drivetrain, from tire to axle to gearbox and
so on, ADVISOR is what is called a backward-facing vehicle simulation. Forward-
facing vehicle simulations include a model of a driver, who senses the required speed
and responds with an accelerator or brake position, to which the drivetrain responds
with a torque.

Once the tool using the command ADVISOR in the MATLAB command window
is opened, Fig. 22 appears, which is the start-up figure. This initial window presents
the options to select US or metric units, start using ADVISOR, click help to go to a
local ADVISOR web page, exit ADVISOR or read the copyright and disclaimer.

Clicking on Start, it drives to the input figure (see Fig. 23). This figure shows
the default values for a specific vehicle and then it is possible to select the desired
drivetrain configuration for the vehicle (series, parallel, etc.) from a popup menu.
After selecting the drivetrain configuration, all the components of the vehicle can be
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Fig. 23 ADVISOR vehicle configuration window

selected using the popup menus, or by clicking on the component in the picture. To
the left of the component popup menus is a push button that allows to add or delete
components by selecting their corresponding listed m-files. The m-file of a specific
component can be accessed for viewing or modifying from either the component
pushbutton or by clicking on the component of the picture.

After selecting all the desired components for the vehicle, scalar input variables
can be modified. One way this can be done is with the variable list at the bottom of the
figure and the Edit Var. button. First, the variable to change selected and then click the
edit button to change its value. The default value is always shown for reference. The
View All button allows to see all the altered variables. Clicking on the Help button,
it is possible to see a brief description and the units used for the input variables. A
second way in which it is possible to edit variables is by typing in a desired value in
the edit boxes next to the component. A final way to edit the mass of the vehicle is
to use the override mass button. In this way, the calculated mass is ignored and the
value input into the box is used instead.

To load or save a particular vehicle configuration click on the Load Vehicle button
on the top of the figure or click on Save at the bottom of the figure, respectively. The
file is saved in the format ‘filename_in.m’ and then a saved vehicle can be accessed
by pushing the Load button. At the bottom left portion of the figure there is a popup
menu and axes with the ability to view information about components such as their
efficiency maps, emissions maps, fuel use maps, etc. These are plotted along with
their maximum torque envelopes where appropriate. Besides, any component m-file
can be viewed by clicking the component buttons.

The Auto-Size button takes the selected vehicle and adjusts vehicle parameters
until it meets acceleration and gradeability goals. The parameters that are modified
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Fig. 24 ADVISOR simulation setup window

are the fuel converter torque scale, the motor controller torque scale, the number of
energy storage system modules and the vehicle mass. The minimum torque scale
is set so that its peak power output is 45 kW and the number of battery modules is
limited to a maximum nominal voltage of 480 V. The default performance targets are
maintaining at least a 6% grade at 55 mph, and obtaining less than a 12 s 0–60 mph
time, 23.4 s 0–85 mph time, and 5.3 s 40–60 mph time.

The Back button drives to the opening window, losing all unsaved information,
and the Continue drives to the simulation setup figure. The simulation setup figure
(see Fig. 24) provides several options to test the previously defined vehicle. If the
Drive Cycle radio button is selected, it is possible to select the driving cycle from a
list of available options. Also, it is possible to select the number of times the cycle
is repeated as well as if the SoC is corrected. The initial conditions can also be set
from this window and the Cycle Filter option allows to smooth out the selected drive
cycle. Besides, a cycle can be created by combining many different cycles back to
back and this new cycle can be saved in the normal cycle format.

Selecting the Auxiliary Loads button invokes a graphical interface to select dif-
ferent auxiliary loads and their on/off times as related to the drive cycle.

With respect to the SoC correction, there are two options: linear- and zero-delta.
The Linear SoC correction routine runs two simulations: one that gives a positive
change in the state of charge and one that gives a negative change in SOC. The
corrected value of the variables of interest (e.g. miles per gallon and emissions) are
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then interpolated from the zero change in SoC from a linear fit to the two data points.
The zero-delta correction routine adjusts the initial SOC until the simulation run
yields a zero change in SoC around a tolerance band of ±0.5%.

On the other hand, it is possible to simulate the vehicle under different situations
and test procedures:

• Selecting the Constant Road Grade checkbox, it is possible to run the drive cycle
using a constant road grade.

• Selecting the Interactive Simulation checkbox causes a real-time interactive sim-
ulation interface to activate while the simulation is running.

• Selecting Multiple Cycles checkbox, it is possible to run many different cycles with
the same initial conditions. This procedure saves the setup information including
initial conditions and all the results.

• Selecting the Test Procedure checkbox, an acceleration test is run in addition to the
selected cycle. Acceleration times, maximum accelerations and distanced traveled
in 5 s are displayed in the results figure.

• Selecting the Gradeability checkbox, a gradeability test is run in addition to the
chosen cycle. The grade displayed in the results figure is the maximum grade
maintainable at the input speed.

• Selecting Parametric Study checkbox, it is possible to see the effect that up to three
variables have on the vehicle, select a parametric study. The low and high values
may be set, as well as the number of points desired for that variable. A parametric
study runs a set of simulations to cover the matrix of input points, such that if three
variables are selected with 3 points each, 27 simulations are run.

• Clicking Load Sim. Setup button, the control strategy optimization setup window
is opened. Checking the radio boxes, it is possible to select the design variables
used to optimize for the chosen objectives and constraints below.

Finally, the Save button allows to save the simulation setup and the Run button
proceeds to run the simulation. Figure 25 shows the results of the simulation. This
window presents some summary results (fuel economy, emissions, total distance,
etc.) and allows to plot up to four time series plots by selecting a variable from the
popup menu. If the acceleration and gradeability checkboxes were selected in the
simulation setup screen, appropriate results are also displayed.

By clicking the Energy Use Figure button, a new window is opened showing how
energy was used and transferred for the vehicle during the simulation. The Output
Check Plots button pulls up plots that show the vehicle’s performance, some of which
are not available under the time series plots. The fuel used over the simulation run
and the operation points of the fuel converter can be viewed as a function of speed
and torque of the fuel converter by clicking on the ‘tools’ menu and selecting ‘FC
operation’.

When a simulated vehicle deviates from the requested drive cycle, the trace miss
analysis is automatically called. This analysis displays statistical information about
the severity of cycle trace-miss in the “Warnings/Messages” window of the Results
screen. Information also includes the absolute average difference between the speed
requested and speed achieved, the percent of simulated time with trace miss greater
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Fig. 25 ADVISOR result windows

than 3.2 kph (absolute), the greatest percent difference based on the maximum cycle
speed, the greatest percent difference based upon local cycle speed, and the greatest
absolute difference.

7 Inclusion of BPS in the Simulation Environment

For the simulation of the bio-ethanol processor, against a standardized drive cycle, in
a fuel cell hybrid system, ADVISOR is used. Instead of using the entire system, only
the model and parameters are utilized. The first step for including the processor, is
to configure the vehicle, as previously described. The parameters are set in the input
figure (Fig. 23). Instead of clicking in the Continue button, the View block diagram
is pushed. A regular Simulink blocks window is shown with the model as presented
for simulation purposes. The main window from ADVISOR, the input figure, can be
discarded, as it will not be necessary. The model can be executed and simulated as a
common Simulink model (.mdl).

There are two main changes to make to this .mdl file. The first is to replace the
original energy management strategy with the described in Chap. 8. For this purpose,
the original must be deleted and replaced by a subsystem containing the required
instructions, including the working zone definitions, and the decision variable to keep
the cell working or to turn it off.

Then, the original fuel cell model must be deleted, and again, replaced by a new
subsystem. This new subsystem must contain the bio-ethanol processor model, as
described in Sect. 5. The processor model was the main system, but now it is working

http://dx.doi.org/10.1007/978-1-84996-184-4_8
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Fig. 26 ADVISOR model with the BPS

within a subsystem. The parent system is formed by the components of the vehicle
model, i. e. drive cycle, processor, power bus, energy storage system, etc. The main
model window is displayed in Fig. 26. It can be noted the inclusion of the processor
and energy management systems.

Several other modifications need to be done to have a properly working model.
An Enable block must be inserted in the subsystem. This block creates an enabled
subsystem, meaning that the subsystem is working as long as there is a 1 in the binary
input for this purpose, and stops with a 0. The output that indicates the working
condition from EMS must be connected to the input port of the processor subsystem.

The required input to the subsystem is the power demanded to the fuel cell. It is
determined by EMS, and since the processor is commanded by the current demand,
the power needs to be translated into Ist according to Chap. 10. A function block
is ideal for the task, with a quadratic function of the input variable. The output
determines the current demand and must be connected to the processor and fuel cell.

The outputs that the fuel cell from ADVISOR presented were the power obtained,
the consumption and the emissions. The emissions were stated as ideally water
and heat, so for analysis purposes they will be neglected. Actually the goal of that
sector was to compare harmful emissions from the vehicle, and the fuel cell hybrid
vehicle has none, so this simplification does not affect the validity of the results. The
power obtained is connected to the actual power obtained from the fuel cell. The
consumption states for the sum of the ethanol fed to the burner and ESR reactors. It
is not useful to compare with different types of vehicles, but can be used for the same
vehicle with different configurations, sizes of capacitors, management strategies,
drive cycles, etc. The power obtained must be multiplied by the working condition
of the cell before the input to the power bus in order to obtain realistic measures,
because when the fuel cell is off, the subsystem freezes the output values, and does not
reflect the real behavior of the system. The same happens with the fuel consumption.

Another fundamental issue is the solver configuration. For the analysis presented,
the fixed-step ode1(Euler) solver was used, with a step size of 5 × 10−5 and Sin-
gleTasking mode. It shows stable performance for several cases, and acceptable
simulation times (compared to other type of solvers). As given, the model can run up
to 12 simulation seconds per computing hour in a Pentium Dual-Core, 2 × 250 GHz
CPU and 2 GB of RAM, in closed loop and with a drive cycle. There are many other

http://dx.doi.org/10.1007/978-1-84996-184-4_10
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configurations that can be set to the preference of the user, but those suggested are
fully tested and working. Executing the Simulink file, the results for the drive cycles
can be obtained directly.

Finally, the model can be saved, and it will be done within the ADVISOR envi-
ronment. It cannot be opened externally to access the system, but must be done from
the input figure, via the View block diagram button for the fuel cell hybrid vehicle.
The drive cycles can be switched or modified, or any other substantial changes can
be done.
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Plant-Wide Control for Fuel Processor System
with PEMFC: Control Structure Selection and
Optimal Sensor Location

L. Nieto Degliuomini, D. Zumoffen and M. Basualdo

Abstract The synthesis and a plant-wide control strategy based on the process
knowledge for the fuel processor with fuel cell were detailed in Chaps. 9. There,
the unit dimensions and the equipment interconnections were defined to conform
the flow sheet of the complete process at the more efficient operating point. The
knowledge-based plant-wide control strategy was tested through the control-oriented
dynamic model in Chaps. 10. In this chapter a new systematic and generalized proce-
dure is applied to simultaneously solve the optimal sensor placement integrated to the
plant-wide control design. This methodology allows to configure the loops pairing by
considering the trade-off between servo and regulator behavior. It can be done thanks
to defining a proper function, named net load effect, accounting for both set point and
disturbance effects. Although some concepts used in this approach are not new, the
main contribution of this method is the selection of the adequate objective function.
It is mathematically expressed in a new way, in terms of Frobenius norm of specific
matrices related with the reduced models of the plant and very useful for evaluating
the process interaction. Then, it drives the search supported by genetic algorithms
(GA), which evaluates all the possible combinations of input–output variables. It
allows to solve successfully and with less computational effort the combinatorial
optimization problem, in spite of the high dimension usually involved in large-scale
chemical plants. It must be emphasized that this approach is developed for work-
ing in cases where only steady-state plant information is available. However, if a
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dynamic model is also disposable, the algorithm is extended to use it. In addition, a
mathematical demonstration is presented so as to understand why it is possible
through the proposed sequence of calculations to find a well-conditioned control
structure. This methodology has been successfully tested on several well-known
benchmark cases of chemical plants. Hence, in this chapter it is applied to the chal-
lenging and novel case of the fuel processor with fuel cell. Thus, through a set of
dynamic simulations for different scenarios the high capacity of this approach can
be shown.

1 Introduction

The process synthesis stage generally defines some partial control objectives such as
product quality, product rate, stabilization of some inherent unstable behavior, active
constraints, etc. But there may be hundreds or thousands of additional variables to
decide that could/should be controlled to improve the overall process behavior (either
for set point changes or disturbances), which is not a trivial problem. The selected
plant-wide control structure affects the investment cost, since it is related to the
number of sensors, actuators, controllers to be installed and the final dynamic control
performance. Therefore, having a systematic methodology to obtain an efficient
plant-wide control structure, able to reduce both the heuristic load and the design
complexity at the synthesis stage, is helpful from the starting point of the project and
during the lifetime of the process.

An important number of process control researchers have developed many sys-
tematic plant-wide control methodologies and applied them to chemical processes.
According to Larsson and Skogestad [1], these methodologies can be classified based
on heuristic and mathematic tools.

On the heuristic approaches the pioneering work of Buckley [2] is the first report on
plant-wide control. The main issues in this area were introduced there and presented,
it is still the industrial approach to plant-wide control nowadays. Other important
authors in this category are Luyben and co-workers [3] with a nine-step approach,
which was developed based on the process experience of the group. More recently,
Konda et al. [4] proposed to obtain the plant-wide control structure using an inte-
grated framework of simulation and heuristics which uses steady state and dynamic
simulation to support the decisions taken. All the proposed methodologies men-
tioned above are systematic in nature and address many of the major issues involved
in the plant-wide control problem, such as the effects of recycles and energy inte-
gration. The main result from these methodologies are the different ways to achieve
a decentralized plant-wide control structure.

The second category relies on a rigorous mathematical framework of dynamic the-
ory, constrained optimization and systems analysis. The mathematical approaches,
although rigorous, are often very difficult to formulate for large-scale systems and,
in many cases, they are computationally very intensive. However, several authors
suggest approaches in this category. Cao and Saha [5] developed an improved and
more efficient algorithm of the “branch and bound ” that provided a global ranking to
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all possible input and output combinations. Based on this ranking an efficient control
structure with least complexity for stabilizing control is detected which leads to a
decentralized proportional controller. In Cao and Kariwala [6] is presented a bidirec-
tional branch and bound algorithm, i.e. branch pruning is considered in both upward
(gradually increasing subset size) and downward directions simultaneously. Thus,
the total number of subsets evaluated is reduced dramatically for efficient handling
of large-scale processes. In Robinson et al. [7] is presented an approach based on
splitting the optimal controller gain matrix that results from solving an output opti-
mal control problem into feedback and feedforward parts, and from these parts can
be obtained the information about designing decentralized plant-wide control system
architectures, or if it is preferred, a model predictive control (MPC). In Jorgensen
and Jorgensen [8] was presented the problem of selecting the control structure for-
mulating a special mixed integer linear program (MILP) employing cost coefficients
computed using Parseval’s theorem combined with relative gain arrays (RGA) and
internal model control (IMC) concepts.

As an example of a combination between mathematical and heuristic approaches
can be cited Skogestad [9, 10]. In those works, the focus was on the selection of
controlled variables and for keeping them constant, the process is maintained close
to the optimum when disturbances and control errors are present. The control accom-
plished with this goal is called self-optimizing. Alstad and Skogestad [11] showed
how to select the CVs as a linear combination of measurements in order to obtain
a minimum deviation from the optimal value, i.e. a control structure with better
self-optimizing characteristics. More recently, Suraj Vasudevan et al. [12] found the
control structures following three of the approaches cited before for a vinyl acetate
monomer plant. The analysis of the results indicated that while all the procedures
gave stable control structures, the integrated framework and self-optimizing in Konda
et al. [4] and Skogestad [10] respectively, gave more robust control structures than
that resulting from the practical experience and engineering judgement approach
proposed by Luyben et al. [3].

It is remarkable that in the majority of the works cited above the use of the pio-
neering work of Bristol [13], the relative gain array (RGA)-based techniques for
control-loop configuration is reported. Although, it is well known and has wide-
spread industry applications, some limitations are recognized. Based on these, sev-
eral new extensions of the RGA have appeared in the literature. Particularly, in this
work, the non-square relative gain array (NRG), introduced by Chang and Yu [14],
the generalized relative disturbance gain (GRDG) presented in Chang and Yu [15]
and the recently developed relative normalize gain array (RNGA) together with the
RGA have been considered to generate the most critical stages of the new systematic
approach. The stage dedicated to determine the best group of controlled variables
(CVs) is implemented on the basis of an extension of the NRG theoretical concepts.
In the work presented by Chang and Yu [14] the NRG calculation is limited to the
problem dimensionality. In this work, the objective function to be minimized for
defining the CVs is the sum of the square deviations in steady state of the uncon-
trolled output variables (SSDyr ).The optimal solution can be found by the use of
genetic algorithms (GA) independent of the problem dimension. It allows to solve
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successfully the combinatorial optimization problem, in spite of the high dimension
involved in large-scale chemical plants. On the other side, the GRDG theoretical
concepts presented in Chang and Yu [15] were limited to consider only disturbance
effects, by time, and did not consider the set point changes effect. Thus, the method-
ology implemented in the fuel processor system and fuel cell given here, allows to
configure the loops pairing by considering the trade-off between changing operating
points (servo) and regulator behavior. It can be done thanks to defining a proper
function, named net load effect, containing both set point and critical disturbance
effects. The relative importance between them is handled through specific weighting
parameters. For selecting the best pairs between CVs and the manipulated variables
(MVs) the minimization of the net load effect is done subjected to find a proper plant
model, in the context of IMC design.

The complete methodology used here can work satisfactorily under two possibil-
ities: the availability or not of the process dynamic model. For the first option it is
recommended to check the control structure suggested by the RGA with that pro-
posed by the relative normalize gain array (RNGA), recently introduced by He et al.
[16]. The second one corresponds to the procedure detailed above. Therefore, in this
chapter the reader can find a step-by-step application of this systematic methodology
that integrates and extends the results for plant-wide control which has been tested
previously, by the group of Basualdo, in several academic cases of study [17–22].

2 Systematic and Generalized Methodology
for Plant-wide Control

In this section the generalized procedure for plant-wide control, called minimum
square deviation (MSD), is presented. The main steps of the algorithm are schemati-
cally given in Fig. 1. In this block diagram a direct connection with process synthesis
area is assumed, which allows to perform an intensive interchange of information
and by successive iterations a controllable process is achievable. Simultaneously,
the main control objectives, derived from the synthesis stage, can be effectively
incorporated within this procedure.

The MSD methodology shown in Fig. 1 can be split into three groups acting
sequentially:

1. Optimization and stabilization: in this stage, the operating point can be selected by
optimizing the original process conditions (if necessary) considering, for instance,
operational costs minimization. Simultaneously, it defines active constraints and
the minimal number of loops to guarantee process stability.

2. Optimal sensor location (OSL): according to the availability of the degrees of
freedom from the previous stage, the OSL is defined using an evaluation index
of the sum of square deviations (SSD). The combinatorial problem is solved with
genetic algorithms (GA), as a mixed-integer programming tool. In this manner,
the controlled variables of the plant are defined together with the sensor location.
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Fig. 1 Minimum square deviation (MSD) procedure for plant-wide control

3. Control structure design: the control structure based on the controlled variables
defined previously. In this case the approach is different if dynamic information
is available. In the affirmative case, the structure is preferred to be defined by the
relative normalized gain array (RNGA) [23]. In the negative case or when the
structure suggested by the RGA is the same as suggested by the RNGA, the CSD
is defined using a new index called net load evaluation (NLE). This procedure
presents again a combinatorial problem that can be effectively solved by means
of GA.

An extended discussion about these new concepts and the way they interact within
the generalized proposal is presented next.

2.1 Optimization, Stabilization and Identification

The main objective of all industrial processes is to obtain the most possible benefits.
Generally, process operation must be optimized accounting for economic objectives.
This procedure allows to obtain important information regarding which variables
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should be controlled in this context. As a first recommendation it is suggested to
control those variables found in their active constraints (equalities or inequalities).
They must remain at that point in order to guarantee the optimization results.

In some cases, industrial processes could present an unstable behavior in open-
loop operation. Then, it is necessary to define the minimal number of control loops
needed for stabilizing the plant. These loops include, for instance, the level control
in tank, given the pure integrative nature of its behavior. In the proposed strategy it is
suggested to define these loops as a starting point. In the literature there are several
procedures to do this, as an example can be mentioned the works of [24] and [25].

Once the process is stabilized, an extra stage consisting of system identification,
using different strategies, can be done in order to obtain dynamic information about
the plant. This reduced dynamic model can be very useful for supporting the con-
trollers’ tuning stage, the uncertainty analysis and the control structure selection via
RNGA.

2.2 Optimal Sensor Location: Controlled Variables Selection

After finishing the previous stage it must be considered whether additional variables
can be controlled by those manipulated variables that have not been used yet. It
means that there is the same number of degrees of freedom in the system. In this
case, the problem is to decide which variables must be selected to achieve a specific
goal. This could become a really complicated and tedious problem especially when
working with large industrial plants.

In order to solve this problem in this section the well-known control structure,
named Internal Model Control (IMC), presented in Fig. 2, is useful for giving support
for the calculations. Here G(s) = [Gs(s)T , Gr (s)T ]T represents the transfer function
matrix (TFM) of the process with n inputs and m outputs, being m > n, then

y(s) = G(s)u(s) + D(s)d∗(s) (1)

where D(s) = [Ds(s)T , Dr (s)T ]T is the TFM corresponding to the effect of output
disturbances with dimension m × p. Respectively, y(s), u(s) and d∗(s) are output,
input and disturbance vectors with dimension m × 1, n × 1 and p × 1 respectively.

The process can be divided into two parts: one square, Gs(s), that includes the
n output variables to be controlled and the other generally not square, Gr (s) that
contains the m-n uncontrolled variables. In this way, the process can be rewritten as

ys(s) = Gs(s)u(s) + Ds(s)d∗(s) (2)

yr (s) = Gr (s)u(s) + Dr (s)d∗(s), (3)

where Gs(s), Ds(s), Gr (s) and Dr (s) are the TFM of n × n, n × p, (m − n) × n
and (m − n) × p respectively. Being ˜Gs(s) an approximated model of Gs(s).
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Fig. 2 Generalized IMC
structure

Once the process is stabilized, a steady-state model can be obtained or, in some
cases, a simplified dynamic model. Generally, as a result of the process synthesis stage
a good steady-state model is achievable. Using this information, a novel procedure
for the selection of the CVs is presented here, also called OSL with control structure
information. The main features of this methodology is that it tries to avoid the use
of heuristics or expert knowledge, so it can be applied independently of the specific
process. Second, the OSL is performed only with steady-state information. And third,
the partial control objectives are introduced directly through the weighting matrices.

This methodology is based on assuming perfect control, in the least square sense,
considering that n variables are in their desired operating point. Hence, the sum of the
square deviations (SSD) of the m-n uncontrolled variables (UVs) can be minimized.
This situation generates a steady-state index for the selection of the CVs. The chosen
variables in this stage guarantee that the plant will remain as close as possible to its
nominal operating point when it is affected by set point modifications or disturbances.

The process outputs in steady state, (s = 0), can be stated as

ys = ysp
s (4)

yr = Gr G−1
s ysp

s −
(

Gr G−1
s Ds − Dr

)

d∗ (5)

when IMC theory is considered, Gc = ˜G−1
s . So, Eq. 5 can be rewritten as

yr = Sspyset
s + Sdd∗ (6)

where

Ssp =
[

Gr G−1
s

]

, and Sd =
[

Dr − Gr G−1
s Ds

]

(7)

As can be seen from Eq. 6, the deviation of UVs about their nominal operating
point depend specifically on the CVs selection. Therefore, the idea is to choose those
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CVs that minimize the next criterion or index

SSDyr =
n

∑

i=1

‖eset (i)‖2
2 +

p
∑

j=1

‖ed( j)‖2
2

=
n

∑

i=1

‖�2Ssp�1yn
set (i)‖2

2 +
p

∑

j=1

‖�2Sd�1dp∗ ( j)‖2
2

= tr
[

(

�2Ssp�1
)T (

�2Ssp�1
)

]

+ tr
[

(�2Sd�1)
T (�2Sd�1)

]

= ‖�2Ssp�1‖2
F + ‖�2Sd�1‖2

F (8)

where �1 and �2 are diagonal matrices that allow to incorporate relative weights
according to the amplitude in the references and the relative importance between
the considered outputs. �1 and �2 play the same role as �1 and �2 but for distur-
bances. Therefore, the original control objectives of the process can be included in
the analysis in a simple and effective way. Where eset and ed refer to the steady-state
errors occurring for the outputs yr when set point and disturbance changes happen
respectively. The vectors yn

set (i) and dp∗ ( j) of dimension n × 1 and p × 1 have an
unitary entry in the positions i and j respectively and zero elsewhere. tr [·] means the
trace of the matrix and ‖ · ‖2

F represents the square Frobenius norm.
Considering m output variables and n potential CVs (measurements) the problem

is to select the set of n variables from m such that the criterion in (8) is minimized. This
kind of problem requires a great number of combinations for finding the best solution.
For example, in this particular case the total amount of combinations is m!/(n!(m −
n)!). For instance, in a medium-scale process with m = 50 and n = 12 the combinatorial
dimension results as 1.2140 × 1011. In this case an exhaustive search solution is
unpractical. Currently, several proposed techniques for solving plant-wide control
try to reduce the problem dimension via heuristics and engineering knowledge. This
procedure can give, in some occasions, acceptable solutions. However, normally they
are suboptimal and sometimes could be unfeasible ones. To avoid this result and
generalize the treatment of this combinatorial problems, in this chapter is proposed a
procedure based on stochastic global search. Particularly, mixed-integer optimization
based on genetic algorithms (GA). In the Appendix, a brief description about this
type of searching tool is presented.

Basically, the original problem can be parameterized to a particular CVs selection
by using the methodology proposed in GA. In other words, a particular individual or
chromosome Ci = [c1, . . . , cm], which belongs to a binary alphabet, parameterizes
all the potential measurement points (sensors locations). Thus, c j = 1 indicates that
a sensor in the location j is needed and c j = 0 the opposite situation. In this context,
the combinatorial problem can be stated as shown in Eq. 9, with Ci as the searching
argument.

min
Ci

SSEyr (Ci ) = min
Ci

[

‖�2Ssp(Ci )�1‖2
F + ‖�2Sd(Ci )�1‖2

F

]

(9)
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subject to

det (Gs(Ci )) �= 0 (10)

the constraint in (10) guarantees that the optimal solution for (9) is also a feasible
one. Remembering (7) and Fig. 2 it can be observed that the optimal solution Ci ,

parameterizes Gs and this particular selection of the CVs eventually affects the
feasibility of the future IMC control design.

From the optimization stated in (9) the following properties and conclusions can
be obtained,

1. The SSD(yr ) minimization decreases the steady-state effect on yr (UVs) pro-
duced by set points and disturbance modifications. Specifically, it reduces the
multivariable gains of Ssp and Sd .

2. The properties of the matrix Gs are improved by increasing its minimum singular
value, σ(Gs).

The σ(Gs) increase produces that Gs be away from singularity, so its inverse
G−1

s existence is guaranteed.
The condition number of Gs, γ (Gs) = σ(Gs)/σ (Gs), decreases and tends to

the minimum. This occurs because the maximum singular valueσ (Gs) is bounded.
This searching methodology drives to obtain a good process matrix, Gs which

guarantees that the elements in RG A = Gs ⊗ (G−1
s )T do not have extremely

high values.

3. Processes with high values in the RGA elements are very difficult or impossible
to control [26, 27], in addition these kinds of processes are very sensitive to both
modeling errors and multiplicative input uncertainties.

4. The maximization of σ(Gs) does not necessarily lead to a gain minimization of
Ssp and Sd .

5. The minimization of ||Ssp||2F produces that σ(Gs) increases and tends to the
maximum allowed value based on the characteristics of the process, σ(Gs)max.

Eventually it may happen that σ(Gs) = σ(Gs)max.

6. The minimization of ||Sd ||2F produces that σ(Gs) increases, but in this case the
maximum reachable value is bounded by the disturbance model characteristics,
σ (Gs) ≤ σ (Gr ) σ (Ds) /σ (Dr ) .

A complete mathematical analysis of these properties can be found in the Matrix
Properties Section of the Appendix.

2.3 Control Structure Design

Once the previous stage is finalized, there are no more degrees of freedom as shown
in Fig. 1. In other words, the n CVs were selected from the set of m potential mea-
surement points. This selection was performed via optimization by minimizing the
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SSEyr index. When the stabilization stage uses all the process degrees of freedom
the optimization presented in the Sect. 2.2 is avoided. In both cases the new problem
is to decide the input–output pairing, n × n, and the controller structure. The latter
can be decentralized (diagonal), full or sparse

In this context, and remembering Fig. 1, different ways are proposed. If there is
only steady-state information about the process, then the initial input–output pairing
is proposed via RGA. On the other hand, if there is some dynamic process information
(although approximately) as time constants and dead times,then the preferred pairing
tool is the RNGA. In the Appendix, a brief description is given about these tools.
Anyway, both strategies can suggest the same pairing solution or eventually the
normalization used in the RNGA approach can produce ill-conditioned matrices. In
these cases, the RGA pairing solution is adopted.

The approach for obtaining the control structure is based on the steady-state index
called net load evaluation (NLE) which allows to quantify the benefits of using a
particular control structure. In this sense, the approach applied here allows to improve
the dynamic behavior of the closed-loop plant response [17–19, 21, 22]. The net load,
ynet

s (s), arises from Fig. 2 by considering plant-model mismatch Gs(s) �= ˜Gs(s)
and both set point and disturbance changes. This net load, basically, introduces
unwanted transient effects on the CVs. The previous works [15, 28] analyzed this
effect via relative disturbance gain array (RDGA). A brief description of the RDGA
methodology is included in the Appendix.

Considering Fig. 2, the IMC theory and plant-model mismatch of the process CVs
can be written as displayed in (11), independently of the proposed IMC structure.

ys(s) = ˜Gs(s)Gc(s)y
sp
s (s) + (

I − ˜Gs(s)Gc(s)
)

ynet
s (s), (11)

where

ynet
s (s) = A(s)ysp

s (s) + B(s)d∗(s) (12)

A(s) = [

I + (

Gs(s) − ˜Gs(s)
)

Gc(s)
]−1 (

Gs(s) − ˜Gs(s)
)

Gc(s) (13)

B(s) = [

I + (

Gs(s) − ˜Gs(s)
)

Gc(s)
]−1

Ds(s), (14)

being ynet
s (s) the net load which affects the CVs during the transient response. In the

context of the IMC structure Gc(s) = ˜G−1
s (s)F(s), where F(s) is the low-pass filter

matrix with F(0) = I, the Eq. 11 can be written as,

ys(s) = F(s)ysp
s (s) + (I − F(s)) ynet

s (s) (15)

and from Eqs. 12–15 the following conclusions can be obtained:

1. The steady-state gain of ynet
s (s) is not necessarily null.

2. The effect of ynet
s (s) on the CVs in steady state is null due to the integrator

behavior of
(

I − ˜Gs(s)Gc(s)
)

.

3. At steady state the unwanted effects due to set points and disturbances are perfectly
rejected, it is an IMC property.
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4. Basically, ynet
s (s) affects the CVs in a transitory way. The severity of this effect

depends on both the multivariable steady-state gain of ynet
s (s) and the time con-

stant of the integrator behavior. This last tuning parameter is set by the user, so
as to determine the closed loop time response velocity.

Note that it depends on the control requirements such as stability and the process
characteristics. This topic will be addressed opportunely at the controller tuning
section. Working in steady-state and accounting that Gc = ˜G−1

s , the Eqs. 13 and 14
can be expressed as,

A = I − ˜GsG−1
s (16)

B = ˜GsG−1
s Ds (17)

from these equations can be observed that when a perfect model is available,
˜Gs = Gs,the set point changes do not affect the CVs, A = 0. On the other hand,
from disturbances point of view, there is no attenuation in this case, being B = Ds .

The basic idea is that, by accounting both the process control objectives and a
suitable model parametrization, a trade-off solution between servo and regulator
controller behaviors can be obtained. In other words, it can be achieved through the
net load effect minimization, ynet

s . Parameterizing the model as,

˜Gs� = Gs ⊗ �, con � =
⎡

⎢

⎣

γ11 · · · γ1n
...

. . .
...

γn1 · · · γnn

⎤

⎥

⎦
(18)

where ⊗ is the element-by-element product and � is a binary matrix with dimen-
sion n × n, allows to select a specific model structure that minimizes the net load
evaluation, NLE(�), in a sum of square deviation (SSD) sense,

NLE(�) =
n

∑

i=1

∥

∥�1A��2yn
set (i)

∥

∥

2
2 +

p
∑

j=1

∥

∥�1B��2dp∗ ( j)
∥

∥

2
2 (19)

by analogy with the Eq. 8 can be expressed as

NLE(�) = tr
[

(�1A��2)
T (�1A��2)

]

+ tr
[

(�1B��2)
T (�1B��2)

]

= ‖�1A��2‖2
F + ‖�1B��2‖2

F (20)

where �1, �2, �1 and �2 are matrices that allow to incorporate the relative impor-
tance of both, set points and disturbance changes and, on the other hand, sort the
outputs according to the plant objectives. Thus, the new combinatorial problem can
be stated as

min�NLE(�) = min�

[

‖�1A��2‖2
F + ‖�1B��2‖2

F

]

. (21)
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subject to

A� = I − ˜Gs�G−1
s (22)

B� = ˜Gs�G−1
s Ds (23)

Re
[

λi

(

Gs˜G
−1
s�

)]

> 0, i = 1, . . . , n (24)

The conditions stated in (22) and (23) allow to compute both A� and B� matrices
from a particular model parametrization Gs�. The constraint in (24) allows to check
the stability condition in steady-state for the current control structure, in the context

of IMC [29]. Where λi

(

Gs˜G
−1
s�

)

is the i eigenvalue of the matrix Gs˜G
−1
s� and Re [·]

the real part function. There are several stability and robustness tests in the literature,
either for steady-state [26, 30] and dynamic [31, 32] analysis. Note that the final con-
trol structure depends on the selected model parametrization, Gc(s) = ˜G−1

s� (s)F(s).
The optimization problem stated in (21)–(24) is again a combinatorial one and

can be solved suitably via GA approach. In this case the number of combinations is
2(n×n) which can grow quickly. Proposing the following chromosome structure

CNLE = [

γ11γ12 · · · γ1n · · · γnn
]

(25)

the GA can be used to solve this combinatorial problem (see Appendix).
Furthermore, by considering the base control structure (the decentralized/diagonal)

this methodology allows to define the additional interaction loops to be added for net
load minimization. In other words, to improve the dynamic response of the process
from a diagonal control structure, the following parametrization is proposed

� =
⎡

⎢

⎣

1 · · · γ1n
...

. . .
...

γn1 · · · 1

⎤

⎥

⎦
(26)

CNLE = [

γ11, . . . , γi j , . . .
]

, con i �= j; i, j ≤ n; (27)

for a decentralized base control structure reorganized in diagonal form. This approach
transforms the combinatorial problem dimension into 2(n×(n−1)), introducing a con-
siderable reduction compared with (18).

Note that � defines which part of the model is taken, ˜Gs�(s), according to it the
controller is given by Gc(s) = ˜G−1

s� (s)F(s), taking into account the procedure of
IMC design theory. Hence, the controller Gc(s) design depends on the particular
structure of � that could be diagonal, block diagonal, triangular or full.

From the combinatorial problem stated in (21) to (24) the following conclusions
and properties can be obtained:

1. The minimization of NLE(�) reduces the multivariable effects of ynet
s (s) on the

CVs (in the transient) produced by set point and disturbance changes.
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2. Through the weighting matrices in Eq. 21 the optimal solution is driven by the
controller designer to handle the trade-off between servo and regulator behavior
accounting the control objectives.

A full control structure ensures a complete decoupling with respect to set point
changes, A� = 0, but there is no attenuation for disturbances, B� = Ds .

A particular control structure ˜Gs� could reduce the effect of B�, but in this case
it will be A� �= 0, necessarily.

3. The minimization of NLE(�) does not guarantee the stability of the future control
structure, except in the case of B� = 0.

In this context, it is necessary to add the stability criterion of (24) [29].

4. For any plant-wide control approach (heuristic or generalized) it is very useful to
have a performance and stability analysis to define the feasibility of the proposed
control structure [32]. A typical tool in this case is the structured singular values
(SSV), also known as μ-analysis.

2.4 Controller Tuning

According to the IMC design procedure, the TFM of the process can be factorized as
a product of two models, ˜Gs�(s) = ˜G−

s�(s)˜G+
s�(s), an invertible and a non-invertible

part respectively, and the controller is given by

Gc(s) = ˜G−
s�(s)−1F(s) (28)

where F(s) = diag
([

1/(τ f 1s + 1)κ1 . . . 1/(τ f ns + 1)κn
])

is the TFM of the low-
pass filter, which makes Gc(s) to be proper (feasible). In case the non-invertible part
corresponds to delays,it can be considered that ˜G+

s�(s) = diag
([

e−θ1s . . . e−θns
])

is
a simplifying assumption.

When the process model has no non-invertible part, ˜G+
s�(s) = I, the IMC

approach of Fig. 2 can be converted into a unitary feedback control policy by

G∗
c (s) = ˜G−

s�(s)−1F(s) [I − F(s)]−1 (29)

note that the parametrization structure � defines the process model selection, ˜Gs�(s)
and eventually its invertible part, ˜G−

s�(s).
The tuning procedure of this generalized control structure can be made by follow-

ing the robustness criteria defined in [33, 34] for the SISO case. The time constants
of the filters, τ f 1, . . . , τ f n, affect the input channels 1 to n respectively. In case of
the existence of time delays in [33, 34] it is suggested that the filter time constant
must be greater than the dead time in the control loop, τ f i > θi , when a process
model without delay information is used for design. If there is no delay in the con-
trol loop the criterion is reduced to 0 < τ f i < τm

i , so as to improve the closed-
loop time responses. Where τm

i is the time constant of the process model for the
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loop i. Generally, this approach produces good results for decentralized MIMO con-
trol structures. In these cases the following tuning criteria can also be applied.

1. Tuning for diagonal controller matrix: the filter time constants are adjusted con-
sidering each decentralized loop, τ f i = θi i + ϕi or τ f i = τm

ii /2 when there is no
delay.

2. Tuning for full controller matrix: the filter time constants are adjusted with
robustness criteria considering the maximum delay in each input channel, τ f i =
max(θ j i ) + ϕi , with j = 1, . . . , n.

where ϕi > 0 is a scalar parameter to fulfill the robustness condition τ f i > θi .

3 Plant-wide Control Structure for BPS with PEMFC

In this section the MSD strategy for plant-wide control design is applied to the
integrated fuel processor system (BPS) with PEM fuel cell (PEMFC). A complete
description about modeling, synthesis, steady-state analysis and working points are
given in Chaps. 9 and 10.

The main objectives of the BPS control are to maintain H2 levels on the anode
of the FC, because the starvation can cause permanent damage and overfeeding will
lead to hydrogen waste; the CO levels of the anode inlet stream must be low and
keeping the temperatures of the reactors set and FC at their operational points prevent
damages and finally maintain the system efficiency. The complete set of available
variables in the BPS+FC process is given in Table 9 of Chap. 10

According to the algorithm schematically given in Fig. 1 the first step is to achieve
the plant stabilization. In this case, the primary control loops needed to stabilize the
process are the pressure control of each reactor (ESR, HTS, LTS, CO-PrOx) by
manipulating their corresponding exit flow, and the H2 production to feed the anode
of the fuel cell stack, determined by the current demand, with the fresh ethanol flow
entering the bio-ethanol steam reforming (ESR). The pressures are assumed under
perfect control and the H2 control loop was adjusted via IMC theory [33, 34]. These
five stabilizing control loops are indicated in the Table 9 of Chaps. 10 with (*).

Once the process is stabilized and following the steps of the MSD strategy, the
simplified model must be obtained by using system identification (SI) techniques.
This procedure allows to obtain both a steady-state and dynamic linearized models
of the process for control design purposes. From Table 9 of Chaps. 10, a model with
fourteen outputs (y1 to y14), six potential manipulated inputs (u1 to u6) and two
disturbances (d1 and d2) was identified.

Any SI technique is useful to carry out the linearization. In this particular case the
experiments based on subspace state-space SI methods [35] were used and imple-
mented in the Matlab environment [36, 37]. Hence, the specific inputs of the process
are excited with random steps, whose amplitudes vary between ±5% (wide-range of
linearization) from their nominal values and collect the output data periodically with

http://dx.doi.org/10.1007/978-1-84996-184-4_9
http://dx.doi.org/10.1007/978-1-84996-184-4_10
http://dx.doi.org/10.1007/978-1-84996-184-4_10#Tab9
http://dx.doi.org/10.1007/978-1-84996-184-4_10
http://dx.doi.org/10.1007/978-1-84996-184-4_10#Tab9
http://dx.doi.org/10.1007/978-1-84996-184-4_10
http://dx.doi.org/10.1007/978-1-84996-184-4_10#Tab9
http://dx.doi.org/10.1007/978-1-84996-184-4_10
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a suitable sample time, here Ts = 0.05 s is adopted. This allows to collect about 100
samples per step change since a period of 5 seconds (the steady-state is reached) is
stated for the BPS with PEMFC.

Basically, all the subspace state-space System Identification methods are based on
system theory, numerical linear algebra and projections tools. A classical algorithm
is the well-known “n4sid” method developed by [35] and implemented in Matlab by
[37]. This strategy allows to estimate the system matrices of the space-state linear
model, Â, B̂, Ĉ, D̂ and the model order using singular value decomposition from
the impulse response Hankel matrix. It is obtained from the data by solving a linear
least squares problem.

The model structure and the matrix dimension can be observed in (30) and (31).
The recorded data base is pre-processed by normalization to zero mean and unit
variance for all variables before starting the SI procedure.

x(k + 1) = Âx(k) + B̂ut (k)

y(k) = Ĉx(k) + D̂ut (k)
(30)

where ut (k) = [u, d]T is the model input vector containing the manipulated input
vector u = [u1, u2, u3, u4, u5, u6]T and the disturbance vector d = [d1, d2]T . With

Â : [15 × 15]; B̂ : [15 × 8]; Ĉ : [14 × 15]; D̂ : [14 × 8], (31)

where x is the state vector of dimension [15×1], y is the output vector of dimension
[14 × 1] and ut is the input vector of dimension [8 × 1].

The data base obtained from the SI experiment was divided into two groups.
One called the estimation data to develop the state-space linear model shown in
Eq. 34, and the second one called the validation data to test the accuracy of the
model predictions. In Fig. 3 can be observed the validation procedure for some output
variables (y1, y9 and y14). The order of the model was chosen according to a trade-
off between the model size (amount of state) and the mean square prediction error.
A very good approximation (either for stationary states and transients) is achieved
with the reduced order model.

Following the MSD procedure of Fig. 1, is necessary to define the optimal sen-
sor location (OSL) since some degrees of freedom are available. In this context,
6 controlled variables (CVs) should be selected from 14 available measurements
via the SSD approach defined in Sect. 2.2. As it was discussed opportunely, the
OSL is a combinatorial problem since it must be chosen among the total amount
of 14!/(6!(14 − 6)!) = 3003 combinations. In this case an exhaustive search can
be implemented without computational problems. When the dimensionality grows
some optimization/search tool is required, i.e. genetic algorithms

Solving the problem stated in Eqs. 9 and 10 exhaustively with weight matrices
�1 = I6, �2 = I8, �1 = I2 and �2 = I8, and the steady-state model shown in
Table 1 the best sensor location Ci can be found. In the Table 2 are displayed the
best first five solutions, C1 − C5, sorted by the SSD index. Note that Ii represents
the identity matrix with dimension i × i, and the parametrization Ci = [c1, . . . , cm],
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(a)

(c)

(b)

Fig. 3 BPS with FC model validation. a y1-ESR exit temperature, b y9-Molar ratio O2/CO,
c y14-Stack voltage

which belongs to a binary alphabet, represents all the potential measurement points
(sensor locations). Thus, c j = 1 indicates that a sensor in the location j is needed
and c j = 0 the opposite situation, with j = 1, . . . , 14. Hence, the best solution in
Table 2 called C1 suggests that the controlled variables should be as follows,

y1 : ESR exit temperature
y3 : Burner exit temperature
y8 : CO-PrOx exit temperature
y9 : CO-PrOx molar ratio O2/CO
y10 : Burner exit molar flow
y13 : Oxygen excess in the FC

In this context, a first attempt to propose a decentralized plant-wide control policy
is the popular and effective RGA approach. As discussed in the Appendix, the RGA
(and its variants) allows to define the input–output pairing by using steady-state tools.
In fact, accounting for the OSL proposed by C1 in Table 2 and the steady-state gains
of the process from Table 1 the square process, Gs, can be obtained. Thus, the RGA

can be computed easily by � = Gs ⊗ (

G−1
s

)T
and is shown in Table 3. In this

table is highlighted a suitable decentralized input–output pairing with the following
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Table 1 Normalized steady-state gains for BPS+FC process

G D
u1 u2 u3 u4 u5 u6 d1 d2

y1 −0.0012 0.9250 0.0157 0.1658 0.0030 −0.0189 −0.0021 −0.2811
y2 0.1397 −0.5491 0.0615 0.6641 −0.0040 −0.0015 −0.0036 −0.7037
y3 −0.2998 −0.2600 0.5627 −0.6554 0.0071 −0.0046 0.3538 0.4096
y4 0.5028 −0.0852 0.0020 −0.0167 0.0541 −0.0060 −0.0724 0.7594
y5 0.6500 0.1728 0.0080 0.0236 −0.0058 −0.0040 0.2533 −0.7062
y6 −0.6530 0.6671 0.0046 0.1194 −0.0009 0.0087 0.0966 −0.1923
y7 −0.7799 0.0793 0.0004 0.0169 0.0056 0.0070 0.1078 0.8877
y8 −0.9448 −0.0536 −0.1032 0.1095 0.3593 0.1900 0.3286 −0.0847
y9 0.7183 0.0184 0.0024 −0.0139 0.1876 −0.0125 −0.1250 −0.9165
y10 0.2080 −0.0347 0.0888 0.9650 0.0023 −0.0013 −0.0048 0.0400
y11 −0.2903 0.1212 0.0856 −0.0709 −0.0680 −0.1415 −0.1304 0.6714
y12 0.0115 0.0167 0.0045 −0.0018 0.0066 −0.0609 0.0087 0.8192
y13 −0.0027 0.0005 0.0001 0.0013 0.0020 0.7526 −0.0010 −0.5717
y14 0.0017 0.0062 0.0017 −0.0026 0.0003 0.4741 0.0031 −0.8188

Table 2 Exhaustive search results

Sensor locations SSD
y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 y12 y13 y14

C1 1 0 1 0 0 0 0 1 1 1 0 0 1 0 7.56
C2 1 1 1 0 0 0 0 1 1 0 0 0 1 0 9.31
C3 1 0 1 0 0 0 0 1 1 1 0 0 0 1 9.99
C4 0 0 1 0 0 1 0 1 1 1 0 0 1 0 10.27
C5 1 1 1 0 0 0 0 1 1 0 0 0 0 1 11.78

Table 3 RGA for the BPS+FC process

u1 u2 u3 u4 u5 u6

y1 0.0001 0.9908 0.0074 0.0014 0.0004 0.0000
y3 0.0242 0.0012 0.8882 0.0844 0.0020 0.0000
y8 0.3953 0.0011 0.0143 0.0108 0.5796 −0.0011
y9 0.5776 0.0005 0.0004 0.0027 0.4187 0.0000
y10 0.0031 0.0064 0.0897 0.9008 0.0000 0.0000
y13 −0.0003 0.0000 0.0000 −0.0000 −0.0007 1.0011

control loops: 1 − y9 − u1, 2 − y1 − u2, 3 − y3 − u3, 4 − y10 − u4, 5 − y8 − u5 and
6 − y13 − u6.

In order to evaluate dynamically the plant-wide control proposed in Table 3,
the standard driving cycles given in Chap. 7 are used. These standardized speed
profiles represent urban and highway scenarios and were stated for measuring both
pollutant emissions and gasoline economy of engines. In this case, the control policy

http://dx.doi.org/10.1007/978-1-84996-184-4_7
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Fig. 4 Load stack current
profile-disturbance
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Table 4 Controllers tuning

Loop 1 Loop 2 Loop 3 Loop 4 Loop 5 Loop 6

kc 0.005 0.039 4.5×10−5 0.001 1×10−6 5.071
τ c

i 2.671 3.327 0.055 0.047 0.05 0.140

is tested under the urban dynamometer driving schedule (UDDS) cycle because it
is considered the most exigent one. For doing this test a connection between the
dynamic model, detailed at Chap. 10 and the program ADVISOR (see Chaps. 7 and
11) was performed. According to the aforementioned driving cycle, the current profile
demanded to the fuel cell stack is shown in Fig. 4. The energy management strategy
presented in Chap. 8, where the power distribution is made according to the power
demands and the state of energy of the supercapacitors.

The proposed control loops are implemented via unitary output feedback with
PI (proportional/integral) controller type. In this case, the classical internal model
control is used for tuning purposes. The Table 4 summarizes the selected parameters
for each loop according to (IMC) procedures, recommended in [34, 35]. In Fig. 5
can be seen their localization in the process where the proposed controllers are
highlighted with gray background. Note, that in control loops 1 and 6 the controlled
variable is the ratio between two quantities. The first loop uses a molar ratio between
O2 and CO and the second uses a relationship between both inlet and used oxygen
flow in the PEM–FC. The used oxygen flow can be estimated from the load current
stack.

In order to show the effectiveness of the proposed control strategy in the following
a complete set of simulations are given under the UDDS cycle. Figures 6, 7, 8, 9, 10
and 11 summarize both the CV and MV dynamic evolutions for each control loop in
the process. In addition, Fig. 12 shows the hydrogen production rate profile and the
bio-ethanol flow response in this case.

http://dx.doi.org/10.1007/978-1-84996-184-4_10
http://dx.doi.org/10.1007/978-1-84996-184-4_7
http://dx.doi.org/10.1007/978-1-84996-184-4_11
http://dx.doi.org/10.1007/978-1-84996-184-4_8
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Fig. 5 Plant-wide control of BPS+FC
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Fig. 6 Loop 1. Dynamic response. a y9: CO-PrOx molar ratio O2/CO, b u1: water to ESR inlet
flow

Figure 6 shows the dynamic behavior of the control loop no. 1. In this case the
CO-PrOx molar ratio O2/CO (CV) and the water to ESR inlet flow (MV) are shown
in Fig. 6a, b respectively. A good regulatory behavior can be observed maintaining
the controlled molar ratio next to the reference value of 2. In addition, the water flow
presents a suitable evolution without saturations or excessive energy requirements.
A similar situation can be observed in Fig. 7 for loop no. 2. In this case the ESR
exit temperature as CV and the heat exchanged Q as MV are shown in Fig. 7a, b
respectively. Here, it is also observed a good regulator behavior maintaining the
ESR exit temperature close to the desired working point, 942.61K, with a variability
≈ ±0.3 K. The MV, heat exchanged Q, presents a good dynamic evolution without
saturation.
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Fig. 7 Loop 2. Dynamic response. a y1: ESR exit temperature, b u2: exchanged heat Q
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Fig. 8 Loop 3. Dynamic response. a y3: Burner exit temperature, b u3: ethanol to Burner
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Fig. 9 Loop 4. Dynamic response. a y10: Burner exit flow, b u4: oxygen to burner

The dynamic response of control loop no. 3 is shown in Fig. 8. Here, the burner
exit temperature is the CV and the ethanol flow to Burner the corresponding
MV, Figs. 8a, b respectively. This loop presents a very good regulatory behavior
maintaining the burner exit temperature around its working point, 1331 K, with a
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Fig. 10 Loop 5. Dynamic response. a y8: CO-PrOx exit temperature, b u5: Oxygen to CO-PrOx
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Fig. 11 Loop 6. Dynamic response. a y13: Oxygen excess in the FC, b u6: CM voltage

0 200 400 600 800 1000 1200
0.8

1

1.2

1.4

1.6

1.8

2

2.2
x 10

−4

H
2 p

ro
d

u
c
ti

o
n

 r
a
te

 [
g

r/
s
e
c

]

Time [sec]

Reference
Measured

(a)

0 200 400 600 800 1000 1200
0.005

0.01

0.015

0.02

0.025

B
io

−
e
th

a
n

o
l 
fl

o
w

 [
m

o
l/
s
e

c
]

Time [sec]

(b)

Fig. 12 Production rate loop dynamic response. a y19: H2 production rate, b u11: bio-ethanol flow

variability ≈ ±0.5 K. In addition, the ethanol flow to Burner presents a suitable
evolution within its operation limits.
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Figures 9 and 10 summarize the temporal evolution of the control loop numbers
4 and 5 respectively. The former case deserves particular explanation because it has
a changing reference (working point). In this case is shown the burner exit flow as
CV and the oxygen flow to Burner as MV in the Figs. 9a, b, respectively.

The set point modifications are made according to the disturbance profile. The
process was designed for working in a determined current load demand, if that
current decreases, the flow through the ESR decreases as a consequence of the lower
hydrogen demand. If that flow decreases, and the flow of hot gases passing through
the jacket of the reformer are kept constant, then the temperature controller reduces
the fraction of heat transferred to the main stream, and it will result as useful heat
loss and decaying of the efficiency of the system. That is, to avoid the performance
loss by establishing a cascaded set point for the flow of gases going out of the burner,
which varies according to the demand corresponding with the following equation:

FBRN = 0.001945 × Ist + 0.007867 (32)

where FBRN is the reference to the burner exit flow, which has to be followed manip-
ulating the entering flow of air (oxygen).

In the latter case, Fig. 10, the dynamic response of the control loop number 5
is shown where the CO-PrOx exit temperature is the CV and the oxygen flow to
CO-PrOx the corresponding MV, Fig. 10a, b, respectively. This loop presents a good
regulator behavior maintaining the CO-PrOx exit temperature around its working
point, 530 K, with a variability ≈ ±4K. In addition, the oxygen flow to CO-PrOx
presents a suitable evolution within its operation limits.

Figure 11 shows the dynamic behavior of loop no. 6, which is the loop that corre-
sponds to the fuel cell. The only variable that could be manipulated is the voltage to
the compressor motor, and the considered controlled variable is the oxygen excess
in the cathode. The compressor motor voltage controls the amount of air injected
into the fuel cell, if it is too little, then the fuel reaction could be incomplete, and
that will lead to a low hydrogen utilization. On the other hand, if the amount of
oxygen is excessive, a complete reaction will be guaranteed, but the air compressor
will require more power, producing a significant decrease in the net efficiency of the
system. Then, there is an optimal flow of oxygen for each current load demand, than
can be translated into a specific voltage at the inlet of the compressor. According to
the recommendations given in [38], the optimal excess of oxygen, according to the
current demands, is represented by the following equation, as detailed in Chap. 10:

λexc
O2

= 5.89873e−05 × I 2
st − 1.79862e−02 × Ist + 4.78035 (33)

The controlled variable shown in Fig. 11 presents a very good behavior for set
point tracking, under a wide variety of demands. It follows closely the reference,
both for stationary and transient periods. The measured variable presents a small
inverse response, typical of this particular fuel cell when sudden changes in the CM
voltage are applied.

Figure 12 shows the production rate control loop. It is one of the main loops of the
system, needed to stabilize the plant. Again, it has a changing set point, because the

http://dx.doi.org/10.1007/978-1-84996-184-4_10
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Fig. 13 Production rate loop dynamic response. a Energy distribution between the power sources,
b state of energy of the supercapacitors

hydrogen demand of the fuel cell varies in accordance with the demanded current as
described in Chap. 10:

WH2 = n · Ist

2 · F
(34)

where WH2 refers to H2 production (taken as set point), n is the number of cells in
the stack and F the Faraday constant. Actual hydrogen production set point should
be determined directly from H2 partial pressure in the anode, but this is a variable
that cannot be measured in an FC. This loop is extremely important for the control
objectives of the plant. It can be seen that the set point tracking is very good, keeping
up to the requirements, and without excessive use of bio-ethanol.

Also, in Fig. 13 is shown the distribution of energy among the power sources and
the state of energy of the Energy Storage System (ESS) through the driving cycle.
Figure 13a represents the power demand of the hybrid vehicle, and the distribution
of energy to fulfill that specific requirement between the fuel cell and the superca-
pacitors. When the demand is greater than the power that can be obtained from the
fuell cell, it works at its maximum point, and the remaining power is supplied by
ESS. When the demanded energy is low, the fuel cell goes to its minimum, and the
excess of the generated power is used to refill the energy of ESS. In addition, the
fuel cell has rate limitations, so when the power change is too sudden, the super-
capacitors have to supply the power in order to keep up to the transient demand
variation of the system. Figure 13b represents the variation of the State of Energy of
the supercapacitors along the driving cycle analyzed here. The different states can be
seen, when the supercapacitors are supplying power, the SoE decreases, and when
they are recharging, the SoE increases again. A tendency to a low SoE is clear, so a
slightly bigger fuel cell could present better performance. Hence, the variability of
the energy of the capacitors is very small, indicating that they could be oversized,
so less supercapacitors can be enough for the system, decreasing the weight of the
vehicle.

http://dx.doi.org/10.1007/978-1-84996-184-4_10
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Fig. 14 Fuel consumption
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A noticeable result is obtained when ethanol consumption is compared between
the different systems considered. Figure 14 represents the moles of fresh ethanol used
to fulfill the requirements of BPS within the considered driving cycle. The first bar
is the consumption considering a vehicle provided only with the fuel cell. It has to
be considered that FC actually cannot reach the maximum power requirement, so
power provided is not enough for the cycle during the peaks of the demand and it is
not working in the desired condition. The second bar is the consumption of ethanol
for the hybrid vehicle as described above, it presents a 16% reduction in fuel needs,
and it can provide the necessary power. When the demanded power is higher than
the FC capability, the supercapacitors provide the remaining. The third column is
the theoretical case when the system is working always in maximum efficiency, and
fuel consumption is reduced to its minimum.

In the next part of this section, the final part of the procedure shown in Fig. 1 is
followed. Hence, taking into account the strategy defined in Sect. 2.3 the CSD can be
analyzed by using the net load effect (NLE) concept. It is done based on the possible
contribution that can give the interaction effect between several control loops for
rejecting specific disturbances of the process. Thus, considering the optimization
problem stated in Eqs. 21–24, the model parametrization in Eq. 27,

� =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 γ12 γ13 γ14 γ15 γ16
γ21 1 γ23 γ24 γ25 γ26
γ31 γ32 1 γ34 γ35 γ36
γ41 γ42 γ43 1 γ45 γ46
γ51 γ52 γ53 γ54 1 γ56
γ61 γ62 γ63 γ64 γ65 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(35)

and the following chromosome parametrization

CNLE = [

γ12γ13 · · · γ1n · · · γi j · · · γn(n−1)

]

, ∀γi j with i �= j (36)
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Table 5 GA parameters setting

n Ni Nc Ng Pm Pco Selection Crossover Optimization time

6 6000 30 30 0.7/Nc 0.7 Roulette wheel Double-point 99.31 s

Fig. 15 Fitness profile from
GA
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the combinatorial size results as 26×5 ≈ 1.0737×109 for which an exhaustive search
is impractical and can be efficiently solved by GA. In this case the parameters shown
in Table 5 are used to obtain the optimal solution. Here, the amount of decentralized
control loops is n=6, the initial population was set to Ni = 6000 = Nc × 200, the
chromosome length is 30 due to the off-diagonal elements in Eq. 35, the termina-
tion criteria was the amount of generation Ng = 30, the crossover and mutation
probabilities Pco = 0.7 and Pm = 0.7/Nc respectively, the selection method based
on roulette-wheel and the crossover strategy based on double-point. In this context,
the optimal solution, �o, can be observed in Eq. 37 which has a fitness value of
NLE = 0.7241 and incorporates 17 additional model components to the diagonal
control structure stated in the previous step.

The final controller structure depends on the particular model parameterization
via �o and the IMC theory (inverse of the selected model). In this context, only
the diagonal, full and block-diagonal model parameterization drive to specific con-
troller matrix structure. In several cases, a sparse model selection can drive to con-
trol matrix structures with equal or more control loops than the model component
parameterizations.

Figure 15 shows the evolution of the fitness profile across generations. The weigh-
ing matrices used in this case are �1 = I6, �2 = diag([000101]), �1 = I6 and
�2 = diag([01]), so as to assign the same importance to the overall outputs but con-
sidering only set point changes in both the CO-PrOx molar ratio O2/CO and oxygen
excess ratio in the FC and the stack current as the most important disturbances.
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�o =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 0 1 0 0 1
1 1 1 1 0 1
0 0 1 1 1 0
1 0 1 1 1 0
1 1 0 0 1 1
1 0 1 1 0 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(37)

The optimal solution shown in Eq. 42 represents the best model parameterization
from both the location and amount of its components point of view. Thus, from a
potential search space of 230 combinations the GA selects 17 additional components
(control loops) and with the disposition shown in �o. This means that there is no solu-
tion with fewer (<17) or more (>17) components that minimize the functional cost.
Moreover, a solution with the same amount of loops (=17) but different disposition,
to that shown in �o, is a suboptimal one.

In this context it is also useful to know how the NLE index evolves/degrades
when the chromosome parameterization, (38), is constrained to take fewer control
loops with respect to the optimal solution. Thus, if the best solution to the problem
stated in (21)–(24) presents Nop additional control loops (model components), now
the problem can be modified as,

* for k = 0 to Nop − 1 with step 1

min�NLE(�) = min�

[

‖�1A��2‖2
F + ‖�1B��2‖2

F

]

subject to

A� = I − ˜Gs�G−1
s

B� = ˜Gs�G−1
s Ds

Re
[

λi

(

Gs˜G
−1
s�

)]

> 0, i = 1, . . . , n

Nc
∑

j=0

CNLE( j) ≤ k

* end
to evaluate the NLE index degradation. Note that Gs is the square model selection
given by the OSL problem but rearranged to give a diagonal RGA. The same arrange-
ment is applied to Ds . Thus, an effective comparison with several suboptimal control
structures can be made as functions of both the amount of control loops and the
functional cost value.

The NLE profile containing the optimal, suboptimal, diagonal and full controller
structure as solutions is shown in Fig. 16. Clearly, when fewer loops are considered
the solutions move toward the diagonal structure degrading their NLE index almost
exponentially. Each point in Fig. 16 represents a particular solution with a predefined
maximum amount of loops, i.e. C4

NLE is the best model parameterization by using
up to 4 components, and in this case the fitness value is NLE(�) ≈ 0.8. From this
figure can be observed an important valley, from solutions C4

NLE to C17
NLE (optimal),
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Fig. 16 NLE index profile
for suboptimal solutions
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Table 6 Optimal and suboptimal solutions from GA

Solutions Control loops NLE(�)

C17
NLE 0 1 0 0 1 1 1 1 0 1 0 0 1 1 0 1 0 1 1 0 1 1 0 0 1 1 0 1 1 0 0.72

C4
NLE 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0.79

C30
NLE 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1.42

C0
NLE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1.66

this means that there are several solutions with approximately the same NLE index
magnitude but using a less number of control loops to implement. It can be observed
also that both diagonal and full control structures represent the worst solutions in
terms of the NLE index.

In this case the solution C4
NLE was selected due to a good trade-off between fitness

degradation and the number of control loops. Table 6 presents a comparison between
this suboptimal solution with the optimal one, full and diagonal. C4

NLE represents
an NLE degradation of ≈9.7% with respect to the optimal case, but using only 4
additional control loops. On the other hand, C30

NLE degrades the functional cost in
≈97.2% and uses 30 additional control loops. Finally, C0

NLE degrades the functional
cost in ≈130.5% with respect to the optimal value but without using additional
control loops.

The selected solution, C4
NLE, suggests the following model parameterization

�4 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 0 0 0 0 0
0 1 0 1 0 0
0 0 1 1 0 0
0 0 0 1 0 0
1 0 0 0 1 1
0 0 0 0 0 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, ˜Gs� =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

g11(s) 0 0 0 0 0
0 g22(s) 0 g24(s) 0 0
0 0 g33(s) g34(s) 0 0
0 0 0 g44(s) 0 0
g51(s) 0 0 0 g55(s) g56(s)
0 0 0 0 0 g66(s)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(38)
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where the gi j (s) components are the first order with time delay approximations
obtained from the linear model in Eq. 30. Following the MSD approach the next step
is the sparse controller structure tuning using the methodology given in Sect. 2.4.
Thus, considering the matrix ˜G−

s� containing the invertible parts only of ˜Gs�, and a
first order diagonal matrix filter, F(s), the unitary feedback sparse control policy can
be defined as

G∗
c (s) = ˜G−

s�(s)−1F(s) [I − F(s)]−1

= ˜G−
s�(s)−1

⎡

⎢

⎢

⎢

⎣

1/(τ f 1s) 0 0 0
0 1/(τ f 2s) 0 0

0 0
. . . 0

0 0 0 1/(τ f 6s)

⎤

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

c11(s) 0 0 0 0 0
0 c22(s) 0 c24(s) 0 0
0 0 c33(s) c34(s) 0 0
0 0 0 c44(s) 0 0
c51(s) 0 0 0 c55(s) c56(s)
0 0 0 0 0 c66(s)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(39)

where the additional control loops are

c24(s) = −g−
24(s)

g−
22(s)g

−
44(s)τ f 4s

= −0.4664

(

1 + 1

0.1s

)

c34(s) = −g−
34(s)

g−
33(s)g

−
44(s)τ f 4s

= 0.0542

(

1 + 1

0.1s

)

c51(s) = −g−
51(s)

g−
11(s)g

−
55(s)τ f 1s

= 1.167 × 10−4
(

1 + 1

0.1s

)

c56(s) = −g−
56(s)

g−
55(s)g

−
66(s)τ f 6s

= −1.651 × 10−4
(

1 + 1

0.1s

)

(40)

if a diagonal tuning is considered for τ f 1, τ f 4 and τ f 6. Note, that the g−
i j (s) compo-

nents are the invertible part of gi j (s). From (40) can be observed that these control
loops have a PI structure. In this context, the final control signals given by the sparse
controller are as follows:

u1(s) = c11(s)e1(s)

u2(s) = c22(s)e2(s) + c24(s)e4(s)

u3(s) = c33(s)e3(s) + c34(s)e4(s)

u4(s) = c44(s)e4(s)

u5(s) = c55(s)e5(s) + c51(s)e1(s) + c56(s)e6(s)

u6(s) = c66(s)e6(s)

(41)
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Fig. 17 Decentralized and sparse control structures. a ESR exit temperature, b burner exit temper-
ature, c hydrogen production rate, d CO-PrOx exit temperature, e CO-PrOx molar ratio O2/CO,
f CO-PrOx output CO concentration

where ei (s) = ysp
i (s) − yi (s) for i = 1, . . . , 6 is the tracking error for the ith CV,

ysp
i (s) the reference signal, and yi (s) the measured variable. In this case expressed

in Laplace domain.
In Fig. 17, the decentralized and sparse (suboptimal) control structures are com-

pared. Tables 7, 8 and 9 present the important parameters and results related to
Fig. 17. They are the variability of the controlled temperatures with fixed set point,
the Integral Absolute Error (IAE) of the variables with respect to their corresponding
references, and the control energy required by the manipulated variables to keep the
plant under specifications.
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Table 7 Controlled
temperatures

Variable Operating Variability (K)
point (K) Decentralized Sparse

y1 942.61 ≈ ±0.3 ≈ ±0.2
y3 1331.00 ≈ ±0.4 ≈ ±0.2
y8 530.00 ≈ ±2.0 ≈ ±4.0

Table 8 IAE index-UDDS
conditions

Loop no. CV Decentralized Sparse

1 y9 338.67 324.23
2 y1 113 89
3 y3 188.61 58.09
4 y10 1.127 1.126
5 y6 859.50 1803
6 y1 6.28 6.03
H2 y14 2.38e-4 2.30e-4

Table 9 Control energy -
UDDS conditions

MVs Decentralized Sparse

u1 91.78 91.79
u2 1328.17 1328.19
u3 23.30 23.29
u4 460.30 460.29
u5 2.40 2.40
u6 114373 114377
Bio-ethanol 24.93 24.93

In Fig. 17a, the dynamic behavior of the ESR exit temperature against the load
profile is shown. For the decentralized case it presents a variability of 0.35 K above
the set point and 0.2 K under the desired temperature. For the sparse case, the ampli-
tude below the set point is maintained, however, over the reference it decreases to
0.2 K, and also the regulator behavior turns out more aggressive, obtaining a decrease
of ≈21% in the IAE index. The behavior of the burner exit gases temperature can be
seen in Fig. 17b, it improves significantly in the sparse controller structure, decreasing
significantly the amplitude of variation, and the deviation from the desired temper-
ature is ≈69% lower than the decentralized case. In Fig. 17c, the tracking of the
hydrogen production rate is presented, it represents the main product of the reactors
set. As can be seen, the new and highly interacted structure is perfectly capable of
having a good tracking behavior for the quick changes of the reference value and
also improving the IA + E value. Figure 17d represents the exit temperature of the
CO-PrOx reactor, which has a slightly higher variability in the sparse case, as a
consequence, an increase in the IAE index value is produced.

Figure 17e displays the dynamic evolution of the CV CO-PrOx molar ratio O2/CO,
when both control structures are used. It is clear that the sparse approach produces
a variability reduction around its nominal working point. This improvement rep-
resents a ≈4% of reduction in the integral absolute error (IAE)with respect to the
decentralized strategy. On the other hand, Fig. 17f shows the CO-PrOx output CO
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Fig. 18 Decentralized and sparse manipulated variables. a Exchanged heat Q, b bio-ethanol to
burner, c Bio-ethanol to ESR, d air to CO-PrOx

concentration evolution. This variable is not controlled directly, due to feasibility
issues, but it is important because of its influence on the fuel cell. High values
with respect to its desired operating point (10−6) in this variable could lead to the
poisoning of PEMFC. In this case, by using the sparse control structure an improve-
ment of ≈3.4% is obtained with respect to the IAE of the decentralized one. The
obtained results are very encouraging, mainly because the sparse controller structure
implemented actually represents a suboptimal solution to the control problem. It is
a compromise solution that reaches excellent performance without too many new
control loops and using the interaction effects for rejecting the disturbances.

In all cases, the required control energy is very similar for both structures. Clearly
it denotes that the plant is extremely sensitive, given that slight modifications in the
manipulated variables produce noticeable changes in the controlled ones. It can be
highlighted that the new sparse control structure does not modify the bio-ethanol
consumption at the inlet of the reactors. It represents a satisfactory result, given that
the same amount of fuel is consumed, a better set point tracking is achieved, even
though it is very little, for the changing reference of the hydrogen requirements from
the fuel cell.
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In Fig. 18, the time evolutions are shown corresponding to some of the manipulated
variables of the two implemented control structures, related to Table 9. Figure 18a
shows the heat exchanged Q, which regulates the temperature of ESR. The differ-
ences between both control structures are very small, the sparse case is a little more
aggressive, presenting small overvalues. However, this tiny difference is enough to
produce noticeable changes in the controlled variable, as can be seen in Fig. 17a.
Figure 18b presents the bio-ethanol fed to the burner reactor, and the differences are
imperceptible but the controlled variable, the burner exit temperature, also presents
changes between both strategies. Figure 18c represents the bio-ethanol feed stream
at the inlet of the system, it does not present perceivable modifications among struc-
tures. Figure 18d presents the air inlet to the CO-PrOx reactor, the differences are
clearer in this case, with the sparse control structure showing a more aggressive
control with some peaks when changes in the current load demand are produced.

4 Conclusions

In this chapter an integral study of the plant-wide control for the bio-ethanol processor
system with fuel cell was presented. The proposed generalized methodology was
useful to address effectively the optimal sensor network and the control structure
design simultaneously for this challenging industrial plant. Different tools based
on steady-state information, system identification, internal model control, genetic
algorithms and a new index based on the Frobenius norm have been integrated. As
a result a systematic approach, able to be applied even on large dimension systems
and minimizing the use of heuristic considerations, is tested in a complex scenario
of load requirements. In this context, the optimal sensors network and the plant-wide
control structure was defined based on the sum of square deviations (SSD) and the
net load effect (NLE) indexes respectively. Mainly, this approach is based on steady-
state tools which favor the interconnection/feedback with the process synthesis stage
improving the final process design. The new indexes, due to their structures, allow to
include information about the principal design objectives with the control structure
able to guarantee their achievement. In addition, the inclusion of the proper weighting
matrices selection allows to choose the weights according to the inherent importance
of those objectives that are more critical for the overall process.

For the particular case addressed here, BPS, the optimal sensor location was solved
with 14 chosen CVs and 6 MVs; the selection was performed among 3003 potential
solutions,although the problem size could be efficiently addressed by GA or exhaus-
tive search indistinctly. Then, two equally feasible plant-wide control structures were
obtained via the application of the proposed methodology. In this context, 6 optimal
CVs were selected, able to minimize the SSD index and using the RGA criteria,
a decentralized (diagonal) control structure was proposed. It was mainly dedicated
to solve the servo problem of the plant. The control strategy was rigorously tested
in fuel cell hybrid vehicle within ADVISOR environment, against a challenging
driving cycle, named UDDS. It was selected because it presents a wide range of
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variation, representing one of the most exigent scenarios for the control structure
performance evaluation. All the control loops have presented a suitable dynamic
behavior, with fast correction and little variation from its set points. Those variables
whose references were set as a function of the load demanded, such as references
of the hydrogen production and burner exit flow, have presented good servo perfor-
mance. On the other hand, loops with fixed set points (temperatures, compositions,
flow ratios) have shown good regulating responses. All these properties have been
evaluated through the integral absolute error and variability percentage. Although
they presented a small percentage of variation, a second control structure was con-
sidered. It is based on the influence of the interaction between control loops and
their potentiality for rejecting some critical disturbances. This control structure was
obtained by applying the NLE approach giving as a result a sparse controller design.
Initially, a complete analysis was developed considering a combinatorial problem
with dimension 26×5 ≈ 1 × 109 solved using GA. The optimal solution called C17

NLE
proposes to select 17 model components to be accounted for designing the multivari-
able controller. However, as another suboptimal sparse control solution, with only
four model components was found, it was chosen because it involved a controller
structure with less off-diagonal elements ( C4

NLE). A detailed analysis was performed
from the rigorous comparisons among decentralized, sparse and full controller struc-
tures, where the suboptimal sparse controller was selected. This solution presented a
suitable trade-off between the hardware requirements associated with the number of
extra control loops and NLE degradation with respect to the optimal version. In the
last part of this chapter a complete dynamic evaluation was presented comparing this
suboptimal sparse control structure and the decentralized one presented previously.
The improvements obtained by this sparse approach were quantified using integral
absolute errors for tracking reference and the control energy involved in each control
policy. The sparse control showed a better dynamic performance than the decentral-
ized one, when the UDDS requirements were considered. This result suggests that
the optimal solution C17

NLE could improve even more the performance given by the
option C4

NLE. As future works it will be analyzed whether the implementation of this
sparse control structure in the context of model predictive control can improve the
dynamic behavior of this process.

Appendix

Relative Gain Array

Considering a multivariable square system represented via a TFM, Gs(s), a relation-
ship λi j can be defined to measure how the gain between output yi and the input u j is
modified when perfect control is considered in the remains outputs respect to the open
loop gain. Accounting each process component and their values at steady-state the
above relationship can be expressed in matrix form as can be observed in Eq. 42 [13].
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� = Gs ⊗
(

G−1
s

)T =
⎡

⎢

⎣

λ11 . . . λ1 j
...

. . .
...

λi1 . . . λi j

⎤

⎥

⎦
(42)

where ⊗ is the element-by-element product and,

λi j =

[

∂yi
∂u j

]

uk=cte.,k �= j
[

∂yi
∂u j

]

yk=cte.,k �=i

(43)

the Eq. 42 is know as the relative gain array (RGA) and is the most used tool in indus-
trial process control. The elements of this matrix are real numbers. There are some
rules to simplify the analysis of � for control pairing purposes: positive values of λi j

close to one indicate that the gain of this loop is not affected by closing the control
loops remaining. This is a desirable behavior in any control loop. Values of λi j > 0.5
indicate that there is some interaction and could influence other control loops. Finally,
negative values of λi j indicate that the sign of the gain could be modified when the
remaining loops are closed. This is an unwanted behavior for a potential control loop.

The interaction between control loops is not always harmful. If the control pol-
icy is designed suitably this interaction could improve the overall dynamic process
behavior. For example, including interaction in specifics parts of the plant.

Relative Normalized Gain Array

From the precursory work of [13], have emerged several variations and complements
to the RGA for decades. One of the most recent approach is the proposed by [23]. In
this paper the authors suggest the use of dynamic information to normalize the process
gains previous to the RGA computing. Thus, the gain of each process element, gi j ,

is normalized by

gn
i j = gi j

τ
r p
i j

(44)

where gi j is the ij element of Gs and τ
r p
i j is the residence time between the output

i and the input j, in other words, a measurement of the input–output response time.
There are different ways to compute this residence time depending on the dynamic
model type used. In the case of first order plus delay systems results, τ r p

i j = τi j +θi j ,

where τi j is the time constant and θi j the dead time present in the loop.
Grouping each component gn

i j in a normalized matrix Gn
s and each residence time

τ
r p
i j in Tr p the relative normalized gain array (RNGA) computing is made analogously

to the RGA,

�n = (Gs 	 Tr p) ⊗
(

(Gs 	 Tr p)
−1

)T = Gn
s ⊗

(

(Gn
s )−1

)T
(45)
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where 	 is the element-by-element division and Gn
s = Gs 	 Tr p.

This RNGA has the properties of the RGA and additionally allows to incorporate
dynamic information in an evaluation static purely. Thus, this methodology can
suggest a different input–output pairing to the proposed by the RGA. Note that if the
time constant and delays are very similar for each process component both matrices,
RNGA and RGA, generate the same result. When the process contains dynamics
very different between them, generally, the RNGA is preferred to the RGA, because
the former selects the fast loops improving the overall process behavior. Anyway, the
normalization process accomplished in the RNGA approach may generate numerical
problems in the matrices. In fact, the matrix Gn

s = Gs	Tr p may result ill-conditioned
or singular due to the normalization with Tr p. This behavior impacts directly in the
RNGA, �n, by producing both erroneous and unfeasible pairings. This problem
must be taken into account.

Non-square Relative Gain

The approaches presented above assumed that the process was square, the same num-
ber of inputs and outputs. This generally is not true in practice. If the RNGA (or RGA)
concepts must be applied, first, the non-square process must be reduced to a square
one, Gs, by mean of some methodology (heuristic or generalized). Anyway, other
approaches exist addressing the non-square problem directly. In this context, [14]
propose the non-square relative (NRG) gain for multivariable non-square systems.
Without loss of generality, accounting a non-square process, G, with m outputs and n
inputs, and m > n, so is not possible maintain all the outputs in the desired working
points, there are not degrees of freedom enough. In this sense, the authors suggest
and introduce the concept of perfect control and propose the following scenarios:

perfect control in a least square sense, in other words, to minimize the two-norm of
the steady-state error for all outputs together.
perfect control on n outputs and to minimize the two-norm of the steady-state error
on the (m-n) uncontrolled outputs.

Using the first definition, the IMC theory and considering steady-state environ-
ment the following can be stated,

ū = G†ysp (46)

where ysp are the desired values of the m outputs, ū is the optimal value of u under
this perfect control condition and G† is the Moore-Penrose pseudo inverse of G.

Note, that the IMC controller is non-square. Thus, by analogy with its square version
the NRG is defined as,

�NRG = G ⊗
(

G†
)T

. (47)
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The row sum in the NRG is not unitary, in contrast with RGA. But this property
allows to decide about the controlled variables. In fact, each row sum is interpreted
as a measurement of performance in steady-state of the non-square IMC.

In practice, the second definition seems more appropriate, due to the natural
tendency to implement decentralized multivariable control structures. In this context,
only n outputs from m can be controlled perfectly at steady-state and to minimize
the two-norm of the uncontrolled ones.

Relative Disturbance Gain Array

The above sections addressed the input–output pairing with steady-state tools. Some-
times, is necessary to know the control structures behavior when disturbances affect
the process. Particularly, in some industrial process is more important the regulator
controller behavior than the servo one. Anyway, is essential to know this effects and
to select a suitable control policy.

An interesting tool is the proposed by [15, 28] called relative disturbance gain
array (RDGA), which allows to quantify the performance of different classic con-
trol structures (diagonal, full, block diagonal, triangular) under disturbances. In the
following a brief description is given about of this methodology.

Remembering the IMC theory, the definitions in Sect. 2.3 and Fig. 2 the following
can be stated,

ys(s) = [

I − (

˜Gs(s)Gc(s)
)] [

I + (

Gs(s) − ˜Gs(s)
)

Gc(s)
]−1

Ds(s)d∗
= [

I − (

˜Gs(s)Gc(s)
)]

D∗
s (s)d∗ (48)

where ˜Gs(s) is the square model used from Gs(s), Gc(s) is the corresponding IMC
controller and D∗

s (s) = [I + (Gs(s) − ˜Gs(s))Gc(s)]−1Ds(s).
Considering in Eq. 48 that Gc(s) = ˜Gs(s)−1 can be observed that, at steady-

state, the effect of d∗ is null due to the integrator behavior of [I − (˜Gs(s)Gc(s))] by
exclusive property of the IMC structure. In addition, the disturbances affect the CVs
in the transient (dynamic) proportionally to the gain of D∗

s (s).
Analyzing at steady-state, can be observed that D∗

s = ˜GsG−1
s Ds and if a full

control structure is selected, ˜Gs(s) = Gs(s), then D∗
s = Ds . This indicates that the

full structure is not necessarily the best control policy from a disturbances point of
view.

In this context, the RDGA propose by [12, 28] compares several classic control
structures with respect to the full version

RDG A = D∗
s 	 Ds =

(

˜Gs · G−1
s · Ds

)

	 Ds (49)

where 	 is the element-by-element division and ˜G is parameterized as stated in
Eq. 18.
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The control structure (model parametrization) that presents the lowest absolute
value in each component of the vector/matrix RDGA, is the preferred control policy.
Note that if the process disturbance model, for a controlled plant, has a dimension of
n × p the RDGA will have the same dimension. This indicates that the method loses
both clarity and simplicity quickly with the size. In this chapter has been presented
an improved approach called MSD.

Genetic Algorithms

In some optimization problems the decision variables belong to an integer set. For
example, when the decision is to include or not a control loop, a sensor, etc., in this
cases the decision variable will take a binary value. A value of zero if the loop/sensor
is not included or one if the opposite happen. If the problem parametrization is correct
and a functional cost exists, which measures a particular profit, then the problem can
be called a mixed-integer optimization one or combinatorial. In this particular case the
combinatorial problem is binary with a dimension of 2n, with n the potential control
loops or sensors locations. In the sensor location case the problem can be augmented
with different sensor types. Considering 20 potential sensors locations with three
different sensors type, then the problem dimension results (3 + 1)20 ≈ 1 × 1012.

This shown that the size of the combinatorial problem can increase considerably,
making unpractical an exhaustive search of the optimal solution. In this context, is
necessary some methodology to solve this kind of problems with the current both
software and hardware resources.

An excellent alternative to solve this optimization problems are the genetic algo-
rithms (GA). The GA is a stochastic global search method that mimics the metaphor
of natural biological evolution. Mainly, the GA operates on a population of potencial
solutions, Ni , applying the principle of survival of the fittest to produce better and
better approximation to the solution. In each generation a new set of individuals, Ii ,

is created based on their level of fitness respect to the specific functional cost for each
problem, FC(Ii ), and breeding them together using operators borrowed from natural
genetics. Thus, the evolution of the population is developed towards the individuals
that are better suited to their environment. Specifically, in this work a code version
developed by [39] for Matlab environment is used.

The individuals, Ci = [c1, . . . , cNc ], are encoded as strings (chromosomes) com-
posed over some alphabet, so that the chromosome values, c j , are uniquely mapped
onto the decision variables domain. Decoding the chromosome representation, the
decision variables (individuals) can be evaluated considering some performance or
fitness function. This function establishes the basis for pairs selection of individu-
als that will be mated together during reproduction. In this phase, each individual
is assigned to a fitness value derived from this objective function and the selection
over the population is made with a determined probability according to their relative
fitness. Thus, the recombination process is carried out to produce the next generation.
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Typically, the initial population is adjusted between 2 and 20% of the problem
dimension for a small combinatorial size [39] and about Nc ∗ 100 to large scale
problems [40, 41]. Generally, the GA termination criteria is the maximum gener-
ation number, Ng or a level of fitness. The individuals selection is performed by
means of the roulette wheel method according to their fitness measure, thus the best
Nsel = Ni/2 individuals are retained. The production of new chromosomes is devel-
oped by the crossover operator, in this case double-point method with a probability
of Pco. Analogously to the natural evolution, the mutation produces a new genetic
structure and basically is applied with a low probability, Pm . Mutation generally
tends to inhibit the possibility of converging to a local optimum.

The following steps summarize the GA procedure to find the optimal set of indi-
viduals along generations,

1. Initialization: the random initial population, P j = [C1, . . . , CNi ]T of dimension
Ni × Nc, is defined with j = 0. In addition, Ni , Ng, Nsel, Pco and Pm are
selected.

2. Fitness evaluation: the functional cost is evaluated for each individual, IiU from
the actual population set, P j . In addition, the individual with best fitness value is
stored in the best population set, Pb.

3. While: the termination criteria is false do

A. Selection: the Nsel best individuals are selected using their relative fitness
values and stored in Ps . The Ni − Nsel remaining individuals are discarded.

B. Recombination: the individuals in Ps are recombining by the crossover oper-
ator and stored in, Pr .

C. Mutation: the recombined individuals in Pr suffer the mutation process and
new genetic structures are obtained and stored in Pm .

D. Merging: both selected and mutated populations are merging together to give
the next generation of individuals, P j = [Ps, Pm]T , with j = j + 1 and go to
step B.

4. Else if the termination criteria is true, the set of the best individuals for each
generation is obtained from Pb, with a dimension of j × Nc, and the optimization

thus, the better suited individual to their environment is the best individual in the
latest generation.

Matrix Properties

Some matrix properties are presented here according to the functional cost used in
the optimization problem stated in Eq. 8. Remembering that it was proposed from
steady-state analysis to reduce the operating point deviations for the uncontrolled
outputs. This functional has some additional/indirect properties.



Plant-Wide Control for Fuel Processor System with PEMFC 399

Minimization of ||�2Ssp�1||2
F: Setpoint effect

The first contribution of the functional cost of the Eq. 8 is ||�2Ssp�1||2F . Without loss
of generality, the term ||Ssp||F will be analyzed first. Remembering the Frobenius
norm definition [32], and the relationships stated in Sect. 2.2,

||Ssp||F = ||Gr G−1
s ||F =

√

√

√

√

k
∑

i=1

σ 2
i

(

Gr G−1
s

)

, con k = min(m − n, n) (50)

being σi
(

Gr G−1
s

)

the ith singular value of the matrix Gr G−1
s . In this context and tak-

ing into account some singular value properties [42, 43] the following relationships
can be written,

σ (Gr ) σ
(

G−1
s

)

= σ (Gr )

σ (Gs)
≤ σ

(

Gr G−1
s

)

≤ ||Gr G−1
s ||F (51)

σ (Gr ) σ
(

G−1
s

)

= σ (Gr )

σ (Gs)
≤ σ

(

Gr G−1
s

)

≤ ||Gr G−1
s ||F (52)

these expressions shown a clear link between the functional cost and the matrix
properties of Gs . Here, σ (or σmin) and σ (or σmax) represent the minimum and
maximum singular values. Note that the functional cost reduction requires the min-
imization of the left-hand ratios in Eqs. 51 and 52, so the matrix properties will be
modified. Particularly the Gs properties are important, because this is the final plant
to be controlled.

The σ (Gs) value measures how close is the matrix Gs of the singularity and
ill-conditioning. Another important index is the matrix condition number γ (Gs) =
σ (Gs) /σ (Gs) , high values in γ (Gs) indicates ill-conditioning and eventually a
poor �. All this behaviors indicate that Gs is very difficult to control and with high
sensitivity to modeling errors [26, 27, 32].

Note that the original problem was stated for to select Gs from the original process
G = [GT

s GT
s ]T so that the cost function is minimized, in other words a rows

permutation problem. In this context, and considering the submatrices or interlac-
ing property (corollary 3.1.3 of [42]) the following instances for the Eq. 52 can be
stated,

0 ≤ σ(Gr )/σ (Gs) ≤ 1 (53)

1 ≤ σ(Gr )/σ (Gs) ≤ ||Gr G−1
s ||F (54)

for n > m/2 and n < m/2 cases respectively. Equations 53 and 54 show that the
functional cost minimization almost has no effect on σ(Gs). In the former the ratio
is perfectly bounded regardless the functional cost profile, and in the latter case the
functional cost produces that σ(Gs) and σ(Gr ) approaching each other. In other
words, σ(Gs) is bounded and with minimal modifications. This shows that the real
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Fig. 19 Matrix properties evolution a Minimum singular values, b Maximum singular values,
c Condition number, γ (Gs)

impact of the minimization is performed on the ratio shown in Eq. 51. This is true
because changes in σ(Gs) have stronger impact in the functional cost than those in
σ(Gs).

Summarizing, this minimization selects the best rows of G into Gs such that the
multivariable transference gain of Gr G−1

s is minimized and consequently the matrix
properties of Gs are improved by increasing σ(Gs) (better conditioning and RGA)

As an example, Fig. 19 shows the evolution of the matrix properties along the
solutions. In this case a 10 × 4 random process is generated to test the previously
discussed properties of minimizing ||Ssp||F . The same methodology was used in
[26]. Figure 19a displays the profile of the minimum singular value for the matrices
Gs and Gr when the solutions of the optimization algorithm were ordered from
the best (at the left) to the worst (at the right). It can be observed as the σ(Gs)

increases towards the optimal solution. Analogously, Fig. 19b shows the evolution
profile of the maximum singular values in this case. Equation 54 is fulfill here, so
σ(Gs) and σ(Gr ) tend to take the same values when ||Ssp||F is minimized. Due to
this is expected to have a decreasing condition number of Gs as is shown in Fig. 19c.
The optimal sensor location in this case results Co = [0000111010].
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Minimization of ||�2Sd�1||2
F: Disturbance effect

Again here without loss of generality the term ||Sd ||F can be analyzed instead
||�2Sd�1||2F . Remembering that Sd = [

Dr − Gr G−1
s Ds

]

and take into account
some singular and eigenvalues properties [42, 43], the following inequality can be
stated,

∣

∣

∣σ(Dr ) − σ
(

Gr G−1
s Ds

)∣

∣

∣ ≤ σ
(

Dr − Gr G−1
s Ds

)

≤ ||Dr − Gr G−1
s Ds ||F (55)

by following the methodology presented in the previous section an upper bound in
the minimum singular value of Gs can be obtained,

σ (Gs) ≤ σ (Gr ) σ (Ds)

σ (Dr )
(56)

this result shows that in this case (minimization of ||Sd ||F ) the σ (Gs) cannot be
increased freely. In fact, it is bounded above by the process and disturbance transfer-
ence matrix characteristics. Anyway, in this case also the matrix propertyσ (Gs) tends
to be improved, since it is the main reason of singularity in the left-hand component
for the Eq. 55. Note that, if ||Dr − Gr G−1

s Ds ||F → 0 then σ
(

Gr G−1
s Ds

) → σ(Dr )

and Gs cannot be ill-conditioned or singular.
So, the minimization of ||Sd ||F can suggests a different solution to the opportunely

stated by ||Ssp||F , basically due to the constraint in Eq. 56. Obviously, again here
appear the classic trade-off control problem between servo and regulator behaviors.
In this context, the complemented and weighted functional cost stated in Eq. 8 was
proposed.

As an example, in Fig. 20 can be observed the evolution of the matrix properties
along the solutions. In this case both a 10 × 4 random process, G and 10 × 2 random
process, D, were generated to test the previously discussed properties of minimizing
||Sd ||F . The same methodology was used in [26]. Figure 20a displays the profile
of the minimum singular value for the matrices Gs and Gr , and the upper bound
σ (Gr ) σ (Ds) /σ (Dr ) when the solutions of the optimization algorithm was ordered
from the best (left) to the worst (right). Can be observed as the σ(Gs) increases
toward the optimal solution and the Eq. 56 is fulfill. Analogously, Fig. 20b shows the
evolution profile of the maximum singular values in this case. Equation 54 is fulfill
here, so σ(Gs) and σ(Gr ) tend to take the same values when ||Ssp||F is minimized.
Due to this is expected to have a decreasing condition number of Gs as is shown
in Fig. 20c. Remembering the upper limit in Eq. 54 the σ(Gs) cannot be increased
freely, so the best condition number reached is not the optimal one as in the previous
section. The optimal sensor location in this case results Co = [0100011010], which
is different from the previous case.

A classical problem in control structure design is the servo/regulator behavior
trade-off. In fact,it is desirable that the control policy has both a good performance
for set point tracking and disturbance rejection simultaneously. The functional in
Eq. 8 addresses this problem by accounting for both contributions and the weighting
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Fig. 20 Matrix properties evolution a Minimum singular values, b Maximum singular values,
c Condition number, γ (Gs)

matrices. So, if these matrices �1, �2, �1 and �2 are used, then the partial control
objective from synthesis process and non-normalized models can be accounted. The
previous analysis is still valid in this case but now the new matrices become S∗

sp =
�2Ssp�1 and S∗

d = �2Sd�1, and of course the new optimal solution may differ
from the unweighted case.
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Fault Detectability Index for Optimal
Monitoring System Design

D. Zumoffen, L. Nieto Degliuomini and M. Basualdo

Abstract In this chapter an approach based on fault detectability study for deciding
the optimal measurements selection to build the principal component analysis model
using combined statistics is addressed. It is believed that it will improve the mon-
itoring systems design. The methodology applied here to the bioethanol processor
with PEMFC is integrated to the previous stage of optimal sensor network and con-
trol structure selection detailed in Chap. 12. The problem dimensionality could be
important so genetic algorithms for stochastic global search is preferred to solve it.
The solution can be driven properly to avoid the inclusion of sensors other than those
installed for control purposes. It can be done through a good definition of the func-
tional cost. The capacity of this methodology is demonstrated with a set of typical
critical faults that could occur to this complex process.

1 Introduction

In large-scale processes monitoring systems play an important role in supervising
the state of the plant. Hundreds and thousands of variables must be handled in each
sample time. The increasing demand for obtaining more efficient and rentable process
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generates complex control systems and very interconnected plants. In this context,
it is extremely difficult to achieve a suitable monitoring without the support of a
decision-maker system [1–3].

Principal component analysis (PCA)-based monitoring systems are widely used
in industrial processes as well as academic research [4–6] due to their excellent
properties for handling noise and large data bases. One of the analyzed problems
here is, which is the minimum number of signals to be chosen for developing an
efficient PCA monitoring system? This question usually is not addressed because
the tendency is to use all the available information sources for developing the PCA
model.

In this chapter a new approach to improve the PCA-based monitoring systems
performance is presented. Its optimal design is thought to maximize the abnormal
events detection and to minimize the investment costs related to the number of sen-
sors to be bought. The detectability indexes are useful for determining which set
of variables is enough to achieve the best fault classification. Particularly, it is pro-
posed here a combined statistic based approach [1–3, 7]. Additionally, due to the
great problem dimensionality a good solution can be found using genetic algorithms
(GA). Thus, the objective function within the GA also considers a cost that penalizes
the use of new measurement devices that are not in the current control structure. In
other words, this approach tries to avoid the use of additional sensors for monitoring
purpose because it will increase the hardware investment cost.

Some previous works in the literature addressed this complex problem in a partial
way. For example, Yue and Qin [7] presented the combined statistic using PCA
for fault reconstruction tasks on a rapid thermal annealing (RTA) process. Only
fault detectability with square prediction error, Q, or hotelling, T 2, statistics were
analyzed. Nothing was said about detectability indexes based on combined statistics
and the optimal signal selection for PCA implementation. Additionally, in this last
area, several works have been published [8–10] based on Kalman filtering in steady-
state (final values), integer optimization routines and observability index. It can be
remarked that, these approaches were applied in two ways, assuming that the process
was working in open loop or with an existing control structure in the process. Musulin
et al. [11, 12] presented a signal selection method with PCA-based monitoring using
only Q and T 2 statistics. The approach was applied on the Tennessee Eastman (TE)
process where the signals selection was done as a trade-off between cost and precision
aspects. That strategy was tested in two case studies. First, a chemical plant with
recycle is used accounting for faults and disturbances, and second, the TE process
by analyzing some of the suggested disturbances without taking into account the
potential hardware faults.

The methodology proposed in this chapter presents the philosophy followed in
Chap. 12. Therefore, a global analysis, generalized and systematic for solving how
to design an optimal sensor network integrated to the plant-wide control structure
and the optimal monitoring system design (OMSD) is performed. In Chap. 12 only a
steady-state model of the process is accounted and using as less as possible heuristic
concepts for reducing the combinatorial problem dimensionality. The methodology
presented here complements it by developing an OMSD, based on historical data

http://dx.doi.org/10.1007/978-1-84996-184-4_12
http://dx.doi.org/10.1007/978-1-84996-184-4_12
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Fig. 1 Proposed strategy

base for both, normal and abnormal behavior of the process. The main steps of this
approach are summarized at Fig. 1, showing the involved tools in each stage. It was
proposed and tested previously with the benchmark TE in Zumoffen and Basualdo
[13]. In Fig. 1, the block diagram with light gray background displays the procedure
applied in Chap. 12, the minimum square deviation (MSD) approach. Meanwhile,
the dark gray background summarizes the module developed in this chapter and its
integration with the OMSD strategy.

Finally, based on the arguments given above, it is important to remark that the
approach applied in BPS with FC system is innovative with respect to analogous pre-
vious strategies [11, 12]. First, the global treatment of the complete problem, which
has demonstrated to be efficient for the TE process [13] could be extended to this
challenging and novel case. The problem was solved supported by a well-defined
objective function to be optimized through genetic algorithm. Second, the monitoring
design based on the detectability index, calculated with the combined statistics, was
adopted here because of those successfully obtained when it was applied on complex
chemical processes [1–3]. The results presented here considered seven critical faults
in sensors of flows, temperatures and ratio between quantities of reactants. The final
test about the real capacity of the monitoring-diagnosis-estimation system, account-
ing for the recommendations given by the detectability index, will be developed with
adaptive PCA (APCA) techniques. They present better behavior than conventional
ones in plants when the changing operating conditions are normal. The same situa-
tion is reported in BPS with PEMFC when they are onboard of vehicles. The APCA,

http://dx.doi.org/10.1007/978-1-84996-184-4_12
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diagnosis and estimation modules, including fuzzy logic (FL) theory and artificial
neural networks (ANN), are not discussed in this chapter since they were detailed
in Zumoffen and Basualdo [1, 2] and Zumoffen et al. [3]. Therefore, the results pre-
sented in this chapter will be useful to get more insight into the benefits of having an
efficient system to determine in time if the most critical faults occur. It constitutes
a recommendable way for guaranteeing safety and efficiency for the BPS+PEMFC
which represents one of the new energy paradigms.

2 PCA-based Monitoring

The PCA is the main tool used here for performing fault detection. PCA is a
projection-based method that facilitates a reduction of data dimension. This analysis
begins by considering the data matrix X of m × n containing m samples of n process
variables collected under normal operation. Assuming that X is the normalized ver-
sion of X, to zero mean and unit variance with the scale parameter vectors b and s as
the mean and variance vector of the process variables in the data matrix respectively.
The normalized data matrix can be represented as

X = TPT + E (1)

where T ∈ �m×A and P ∈ �n×A are the latent and principal component matrices
respectively, and A is the number of principal components retained in the model P.
The residual matrix E represents the associated error since only A � n principal
components were selected.

P can be obtained by means of singular value decomposition (SVD) from the
normalized data correlation matrix as shown in Eq. 2

Rc = X · X
T
/(m − 1) = UDλUT (2)

by selecting only the first A columns of U. This factorization produces a diagonal
matrix Dλ = diag (λ1, λ2, . . . , λn), where λi are the eigenvalues of Rc sorted in
decreasing order (λ1 > λ2 > · · · > λn) and the corresponding columns of U are the
eigenvectors pi and the so-called principal components. Thus, P = [p1, . . . , pA] and
DA = diag(λ1, . . . , λA).

A reduction of dimensionality is made by projecting every normalized sample
vector x(k) (of dimension n × 1) in the principal component space generated by P,

t(k) = PT x(k) (3)

which is called the principal score vector.
Different approaches for selecting the A principal components retained [14] can be

chosen. In this chapter the cumulative percent variance (CPV) is used and displayed
in Eq. 4. This index measures the percent variance captured by the first A principal
components.
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CPV(A) =
∑A

j=1 λ j

trace(Rc)
100% (4)

In this case a search between 1 ≤ A ≤ n is made to satisfy the condition
CPV(A) ≥ δcpv with the minimum A. Where δcpv is a percentage value, if it
achieves lower values it means that only a few principal components retained are
needed and if it is close to 100% it means that A ≈ n.

For generating quality control charts in multivariable online monitoring process
with PCA, two statistics are widely used: the Hotelling, T 2(k), and the squared
prediction error (SPE), Q(k) [1–3, 13]. Considering the actual process measurements
at their normalized version x(k), being k the actual sampling time, these statistics
are defined as shown in Eq. 5,

T 2(k) =
∣
∣
∣
∣
∣
∣D−1/2

A PT x(k)

∣
∣
∣
∣
∣
∣
2
, Q(k) = ∣

∣
∣
∣C̃x(k)

∣
∣
∣
∣2

(5)

where C̃ = I − PPT and �x(k) = C̃x(k) is the prediction error.
The test consists of declaring as normal operation if T 2(k) ≤ δT 2 for Hotelling’s

statistic and Q(k) ≤ δQ for SPE statistic, where δT 2 and δQ are the control or confi-
dence limits for the above statistics respectively. Supposing a Gaussian distribution
the control limits can be approximated by δi = μi + ν · σi [15, 16], where μi and
σi are the mean and variance values for the statistic i computed from the normal
data matrix (i = T 2, Q) and ν = 2, 3 according to the 95 or 99% confidence level
respectively.

The model, P, is computed using the normal data matrix which has informa-
tion about the common-cause variations at the surroundings of the process operation
point. The Hotelling’s statistic, T 2, for a new incoming data sample is a measure-
ment of its distance with respect to the origin of the dominant variation subspace.
This origin and its proximities delimit the in-control zone. In case an abnormal event
happens but the principal score vectors remain in the surroundings of the in-control
zone (Hotelling’s statistic is under the confidence limit) suggesting that it cannot
change enough over the dominant variation subspace to advise about the occur-
rence of that abnormal event. The use of Q and T 2 statistics, working together, in
a combined way [7] could avoid this loss of detection. Hence, in Sect. 5.1 of this
chapter a new detectability analysis is done based on the combined statistics. This
approach improves the detection properties such as detection times, less false alarms
occurrence and missed detections. The combined index z(k) is defined as shown in
Eq. 6,

z(k) = T 2(k)

δT 2
+ Q(k)

δQ
(6)

note that z(k), T 2(k) and Q(k) are the computed statistics for the actual measure-
ment x(k). These assumptions can be declared as the normal operation condition if
z(k) ≤ δz, where δz is the new control limit. A conservative selection could be
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δz = 2, since false alarms are considered harmful, i.e. robustness is required. A
modified version of this approach integrated with adaptive PCA techniques, fault
detection, diagnosis and estimation system, which supports fault tolerant control,
was deeply tested in [1–3, 13]. Based on the good results obtained in these works it
will be applied here for testing the detectability index capacity.

3 Fault Detectability Index Based on T 2 and Q

Fault detectability index can be suitably obtained by using an additive fault model
[7] representation of the abnormal process data. This methodology can be applied to
both Hotelling and the square prediction error statistics. Yue and Qin [7] presented an
approach to develop this index but for T 2 and Q separately. In the following sections
an extension of it for computing the fault detectability index based on the combined
statistics is proposed.

The normalized process measurement, x̄∗(k), when a fault is present can be
written as,

x̄∗(k) = x̄0(k) + � j f j (7)

in this fault model two additive effects can be observed: x̄0(k) which considers the
normal behavior case and � j f j as the fault contribution to the actual measurements.
Being � j de fault subspace for the fault j with j = 1, . . . , J the fault types and f j

the fault components vector. The fault subspace extraction procedure is addressed
properly in Sect. 4

⎡

⎢
⎢
⎢
⎣
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(8)

where n is the amount of measurement points, and r the fault component vector
lengths for the fault type j. The columns of � have zero entries except for the
measurement affected by the fault, in this case the entry is 1 or −1 depending on the
fault direction.

Considering the fault detection process with hotelling statistic, then

T 2(k) =
∣
∣
∣
∣
∣
∣D−1/2

A PT x̄∗(k)

∣
∣
∣
∣
∣
∣
2 =

∣
∣
∣
∣
∣
∣D−1/2

A PT x̄0(k) + D−1/2
A PT � j f j

∣
∣
∣
∣
∣
∣
2

(9)

by accounting for the triangle inequality it can be expressed as

∣
∣
∣
∣
∣
∣D−1/2

A PT x̄∗(k)

∣
∣
∣
∣
∣
∣ ≥

∣
∣
∣||D−1/2

A PT x̄0(k)|| − ||D−1/2
A PT � j f j ||

∣
∣
∣ (10)
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remembering that for fault detection the condition T 2(k) ≥ δT 2 must be fulfilled
and that ||D−1/2

A PT x̄0(k)|| ≤ δT 2 by construction, the detectability condition using
hotelling statistic can be written as

∣
∣
∣
∣
∣
∣D−1/2

A PT � j f j

∣
∣
∣
∣
∣
∣ ≥ 2δT 2 (11)

and the minimal fault magnitude (MFM) detectable with this statistic can be obtained
with a most restrictive condition

∣
∣
∣
∣
∣
∣D−1/2

A PT � j

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣f j

∣
∣
∣
∣ ≥

∣
∣
∣
∣
∣
∣D−1/2

A PT � j f j

∣
∣
∣
∣
∣
∣ ≥ 2δT 2 (12)

resulting in the following expression for the MFM estimate

∣
∣
∣
∣f j

∣
∣
∣
∣T 2

M F M =
∣
∣
∣
∣
∣
∣D−1/2

A PT � j

∣
∣
∣
∣
∣
∣
−1

2δT 2 (13)

Regarding fault detection with Q statistic it is possible to write

Q(k) =
∣
∣
∣
∣
∣
∣C̃x̄∗(k)

∣
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∣
∣
2 =
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∣C̃x̄0(k) + C̃� j f j
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2

(14)

using again the triangle inequality it can be expressed that
∣
∣
∣
∣
∣
∣C̃x̄∗(k)

∣
∣
∣
∣
∣
∣ ≥

∣
∣
∣||C̃x̄0(k)|| − ||C̃� j f j ||

∣
∣
∣ (15)

where ||C̃x̄0(k)|| ≤ δQ by construction. Thus the fault detectability condition with
this statistic is summarized as

∣
∣
∣
∣
∣
∣C̃� j f j

∣
∣
∣
∣
∣
∣ ≥ 2δQ (16)

and, in this case, the MFM estimation results as

∣
∣
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∣f j

∣
∣
∣
∣Q
M F M =

∣
∣
∣
∣
∣
∣C̃� j

∣
∣
∣
∣
∣
∣
−1

2δQ (17)

4 Fault Subspace Extraction

The fault subspace, �, can be extracted from the abnormal data base by processing
the overall potential measurements and signals from the process. Initially, due to the
typical noise present in the process measurements is applied a smoothed moving
average (SMA) filter for consistence. It performs the average (mean) of the original
signal x(k) over a specified moving window of dimension N + 1 samples, as can be
observed in Eq. 18, resulting in the filtered version x f (k).
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x f (k) = (N + 1)−1
N∑

i=0

x(k − i) (18)

an improved algorithm exists to avoid problems with lagged samples called expo-
nential weighted moving average (EWMA) for online applications [15, 17]. Thus,
before the faults subspace extraction the auto-scaled data base is filtered using Eq. 18.

The fault directions are computed using the well-known “3δ edit rule" [18] which
suggests that if |x f (k)| > 3 the variable is considered to be deviated from its normal
state. Analyzing the overall data base for each abnormal case, the fault directions
can be computed as

�( j, i) =

⎧
⎪⎨

⎪⎩

1, if x̄ j i
f (k∗) > 3;

0, if − 3 ≤ x̄ j i
f (k∗) ≤ 3;

−1, if x̄ j i
f (k∗) < −3.

with
j = 1, . . . , J
i = 1, . . . , Nc

(19)

where x̄ j i
f (k∗) is the auto-scaled and filtered version of the variable number i from

the abnormal data base (event) j evaluated in the sampled instant k∗. This temporal
instant is specified according to the dynamic response of the process trying to avoid
the transient behavior due to the fault occurrence k∗ = t f + N∗, where t f is the fault
occurrence sample. Thus each row of � represented by �( j, 1 : Nc) corresponds to
the j fault propagation over the Nc variables analyzed from the abnormal data base.
The faults subspace � can be computed directly from the fault direction matrix �

as can be observed in Eq. 20

� j = nzr {diag [�( j, 1 : Nc)]}T (20)

where the function diag(·) takes the vector �( j, 1 : Nc) as input argument and gives
back a diagonal matrix of Nc×Nc with �( j, 1 : Nc) in its diagonal. On the other side,
the function nzr{·} takes as input argument the diagonal matrix constructed previously
and gives back another matrix � j . This fault subspace matrix contains only the non
zero rows from the original diagonal matrix. Finally, this fault propagation matrix
can be applied as stated in the previous section.

An alternative approach to obtain the fault direction matrix � exists [1–3, 13]. In
these works, a strategy based on fuzzy logic tools is applied and the resultant matrix
rules represent the fault propagations over the process variables. In this case, the
matrix rules evaluation accounts for the mean contribution of the variables within
the specified zone of analysis.

5 Optimal Monitoring System Design

In this section, the main steps of the proposed methodology [13], displayed in Fig. 1,
are detailed. The approach stated in Chap. 12 (MSD) allows to solve both the optimal
sensor location (OSL) and control structure selection (CSS) problems in a systematic

http://dx.doi.org/10.1007/978-1-84996-184-4_12
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and generalized way. These optimal solutions define the framework to perform the
monitoring system design stage. Basically, the MSD approach defines,

• the hardware requirements: amount and type of sensors and controllers which are
potential fault sources,

• the control structure: how disturbances and abnormal events affect (they are masked
by the control) the overall process behavior,

In this context, the OMSD approach can be carried out efficiently. As shown in
Fig. 1, the data base from the controlled dynamic model (or eventually from the real
plant) is processed and analyzed. The data corresponding to normal behavior are used
to develop the PCA model with combined statistic. On the other hand, the abnormal
data base is analyzed to build the event/fault subspace, �, defined in Sect. 4. This
last process is known as event/fault subspace extraction.

In the following subsections the OMSD approach is completed by including the
detectability index for combined statistic, investment cost and GA to solve the combi-
natorial problem and to define the optimal signals selection for monitoring purposes.

5.1 Fault Detectability Index Based on Combined Statistic

In this subsection, the development of the fault detectability index with the combined
statistic, z(k), is given. It is done by performing an extension of the concepts given in
the previous section. By grouping both hotelling and square prediction error statistics,
it can be obtained by improvements in the fault detection performance [1–3, 13]. In
this case, the combined statistic can be represented as

z(k) = x̄T∗ (k)PD−1
A PT x̄∗(k)

δT 2
+ x̄T∗ (k)C̃T C̃x̄∗(k)

δQ

= x̄T∗ (k)

[
PD−1

A PT

δT 2
+ C̃T C̃

δQ

]

x̄∗(k)

= x̄T∗ (k)Mx̄∗(k) (21)

with

M =
[

PD−1
A PT

δT 2
+ C̃T C̃

δQ

]

(22)

considering that M is a symmetric and definite positive matrix [7], and its decomposi-
tion is possible by Cholesky factorization to obtain M = RT R. Thus, the combined
statistic case presents a similar treatment as the Q statistic in Sect. 3, giving the
following fault detectability condition
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∣
∣
∣
∣R� j f j

∣
∣
∣
∣ ≥ 2δz (23)

and its corresponding MFM estimate

∣
∣
∣
∣f j

∣
∣
∣
∣z
M F M = ∣

∣
∣
∣R� j

∣
∣
∣
∣−1 2δz (24)

The combined matrix M (and eventually R) depends on the PCA model developed
opportunely. The influences of factors such as sensors location in the process, signals
selection to perform PCA model, variance retained and confidence limits are crucial
and limit the attainable MFM. Similarly, the fault subspace matrix � j is directly
influenced by the sensors network (potential sources of faults) and the selected control
structure. In other words, a particular design of these matrices can incur losses or poor
quality fault detections. An interesting result can be obtained through the comparison
between a PCA model developed using the overall available measurement points with
the optimal solution given here [13].

5.2 Optimal Signal Selection Based on Detectability Maximization

The proper signals selection for the PCA model development is performed by
focussing on faults detectability maximization. It is based on the existing sensors
network in the previously proposed optimal control structure in Chap. 12 (MSD)
and the potential additional cost in case new measurement points are required.

In this context, the problem can be defined as follows, considering Nc available
signals including controlled as well as manipulated variables in the process and
Ci = [c1, c2, . . . , cNc ] a particular signals selection, where cl = {1; 0} with
l = 1, . . . , Nc represents a binary alphabet indicating the utilization or not of the
signal in the l location (see Appendix in Chap. 12). Then, the PCA model construc-
tion depends on this particular selection, P(Ci ) and DA(Ci ). In addition, the MFM
calculation when combined statistics are used results as

∣
∣
∣
∣
∣
∣f i

j

∣
∣
∣
∣
∣
∣
z

M F M
= ∣

∣
∣
∣R(Ci )� j (Ci )

∣
∣
∣
∣−1 2δz (25)

where i makes reference to the signals selection Ci , with i = 1, . . . , 2Nc all the
possible combinations and j = 1, . . . , J the considered abnormal event types (dis-
turbances, faulty elements, etc.).

Another important point is considering a cost penalization c = [c∗
1, . . . , c∗

Nc
] > 0

each time new measurements are recommended to be included. Note that c does not
necessarily need to be in monetary units, in fact, its value can be selected accounting
a trade-off between detectability and quantity of new extra sensors apart from those
installed for the control structure. Thus, lower values of c means that the minimiza-
tion of the objective function in Eq. 26 priories detectability without considers the
cost of extra sensors. Otherwise, when c has a considerable weight the cost of new
sensors is penalized without considering the detectability index. The penalization

http://dx.doi.org/10.1007/978-1-84996-184-4_12
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coefficients must be normalized to contribute in the same order of magnitude as the
term

∣
∣
∣
∣R(Ci )� j (Ci )

∣
∣
∣
∣−1 2δz . Therefore, the complete problem to be solved can be

stated as

min
Ci

⎡

⎣
J∑

j=1

∣
∣
∣
∣
∣
∣f i

j

∣
∣
∣
∣
∣
∣
z

M F M
+ cCT

i

⎤

⎦ = min
Ci

⎡

⎣
J∑

j=1

∣
∣
∣
∣R(Ci )� j (Ci )

∣
∣
∣
∣−1 2δz + cCT

i

⎤

⎦ (26)

According to the combinatorial characteristic, Eq. 26 has 2Nc potential solutions. In
addition, the minimization of the MFM with combined statistics in Eq. 26, drives
to the maximization of the faults detectability. In other words, the search is ori-
ented towards finding the optimal signals selection Cop (solution of Eq. 26) that
guarantees the best fault detection of the most expected abnormal events at a lowest
investment cost.

5.3 Genetic Algorithm Solution

In this subsection, the use of GA (see Appendix in Chap. 12) is discussed for solving
the problem displayed in (26) subject to the following restrictions

Nc∑

l=1

Ci (l) > A

∣
∣
∣
∣R(Ci )� j (Ci )

∣
∣
∣
∣ > 0

(27)

where the first restriction in Eq. 27 avoids the selection Ci that does not present
dimensional reduction. In addition, if the signal dimension is equal to the principal
components retained A, the combined statistic z is reduced to hotelling statistic only
(Q = 0). The second constraint avoids the individual selection Ci that produces∣
∣
∣
∣f j

∣
∣
∣
∣z
M F M = ∞, which means that a specific fault cannot be detected. In other

words, the second constraint guarantees the fault detectability condition in Eq. 23.

6 Application Results: BPS with FC

In this chapter the optimal monitoring system design based on detectability maxi-
mization is applied on the BPS+FC integrated plant. The optimal plant-wide con-
trol for this BPS+FC plant was developed in Chap. 12 and the control structure
can be observed in Fig. 5 of Chap. 12. In this context, in Table 1 are summa-
rized the available variables in the BPS+FC plant, with 16 potential measurement
points and 7 control signals which are indicated in italic format. In fact, these vari-
ables correspond to the seven control loops opportunely proposed (see Fig. 5 of
Chap. 12.).

http://dx.doi.org/10.1007/978-1-84996-184-4_12
http://dx.doi.org/10.1007/978-1-84996-184-4_12
http://dx.doi.org/10.1007/978-1-84996-184-4_12#Fig5
http://dx.doi.org/10.1007/978-1-84996-184-4_12#Fig5
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Table 1 Variables in the
BPS+FC process

Potential Measured Manipulated

y1 ESR exit temperature u1 Water to ESR inlet
y2 Jacket exit gases temperature u2 Exchanged heat Q
y3 Burner exit temperature u3 Ethanol to Burner
y4 Burner entering molar flow u4 Oxygen to Burner
y5 Molar ratio H2O/Ethanol u5 Ethanol to ESR
y6 HTS exit temperature u6 Oxygen to CO–PrOx
y7 H2 production rate u7 CM voltage
y8 LTS exit temperature
y9 CO–PrOx exit temperature
y10 Molar ratio O2/CO
y11 Burner exit molar flow
y12 ESR exit molar flow
y13 CO–PrOx CO exit concentration
y14 Net Power
y15 Oxygen excess
y16 Stack voltage

Table 2 Abnormal events
proposed

Faults Variable Range [%] Type

F1 Molar ratio O2/CO ±5 Step
F2 ESR exit temperature ±1 Step
F3 Burner exit temperature ±3 Step
F4 Burner exit molar flow ±5 Step
F5 H2 production rate ±5 Step
F6 CO–PrOx exit temperature ±1 Step
F7 Oxygen excess ±5 Step

The optimal monitoring system design is based on maximizing the abnormal
event detectability by accounting for the optimal signal selection for constructing
a representative PCA model. In this case, typical problems in the existing process
elements [1–3, 13, 19] are considered and summarized in Table 2. Seven potential
sensor faults, F1 to F7, are accounted for consisting of abrupt bias/offset (step type)
within a specific range of magnitude. All the sensors used in the control policy
(y1, y3, y7, y9, y10, y11, y15) are considered with a normal noise distribution and
magnitude between [0.5, 5%] with respect to their operating points.

In this section the chosen parameters for the approach implementation are given
in Table 3. According to the data given in Table 1 (measurements and manipulated
variables) the combinatorial problem has dimension Nc = 23 and 223 ≈ 8.3 × 106

possible solutions. Taking into account that a single iteration consumes ≈0.1 s,
performed in an Intel core duo, 2.53 GHz and 2 GB RAM computer. Clearly, an
exhaustive evaluation of the problem is unpractical. In this context, GA is used to
solve the combinatorial problem stated in Eq. 26 with the constraints given in Eq. 27.
The first step for solving this problem is the fault subspace, �, extraction by using
the methodology stated in Sect. 4. In this case a modification is introduced to the
3δ-edit rule of Eq. 19 for robustness issues. In fact, the fault directions are computed
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Table 3 GA parameters setting

Ni Nc J Ng Pm Pco Selection Crossover c∗
i Optimization time

3000 23 7 40 0.7/Nc 0.7 Roulette wheel Double-point 5 0.2 h

Fig. 2 Zone analysis for
3δ-edit rule

accounting the mean value of the filtered version data in a zone analysis, [ki , k f ]
instead of a single time instant, k∗. Thus, the approach in Eq. 19 becomes,

�( j, i) =

⎧
⎪⎨

⎪⎩

1, if mean[x̄ j i
f ([ki , k f ])] > 2

0, if − 2 ≤ mean[x̄ j i
f ([ki , k f ])] ≤ 2

−1, if mean[x̄ j i
f ([ki , k f ])] < −2

(28)

similar to the fuzzy approach presented in [1–3] the zone analysis allows to obtain a
mean contribution of the process variables and to know the trends and effects of abnor-
mal events in a closed-loop context. Obviously, this zone is determined according to
the plant dynamic responses and taking into account the slower responses. Figure 2
shows an example of normalized measured process variable, its filtered (smoothed
moving average) version, the fault occurrence instant, tF s, and the zone analysis
[ti , t f ] s. In this case the fault subspace extraction was made using the following
parameters: tF = 5 s, [ti , t f ] = 6, 12 s, N = 10 samples is the moving window for
the filter, J = 7 the amount of abnormal events.

Applying the new approach in Eqs. 28 and 20 a complete set of fault subspaces
can be obtained from the abnormal data base. In this case, two examples are included
corresponding to the faults F4 and F5 when a positive offset is considered respectively.
Hence, the resulting fault subspaces are shown by Eqs. 29 and 30. The overall process
variables are included and obviously the selected amount of them, used to perform
the PCA-based monitoring, impact directly the fault detectability conditions. This
concept was opportunely stated in Sects. 3 and 5.1.
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Fig. 3 GA functional cost
for different weights c∗

i

�F4 =
⎡

⎣
0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0

⎤

⎦

T

(29)

�F5 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

T

(30)

With the fault subspace, �, already obtained, the next step is to solve the opti-
mization problem stated in Eqs. 26 and 27. In this case, the GA approach is selected
and the used parameter settings are shown in Table 3. In [13, 20] a complete analysis
of how the initial population, Ni , generation number, Ng, mutation probability, Pm,

crossover probability, Pco, and the weighting parameters, c∗
i affecting the solution

of the problem was done. For example, the Fig. 3 shows the functional cost profile
when different weights are used to penalize additional sensor utilization than those
used for the plant-wide control structure. The unweighted, c∗

i = 0, and the slightly
weighted, c∗

i = 0.5, cases propose the same solutions to the problem. The optimal
signal selection to maximize detectability is [y1, y3, y14, u1, u2, u3, u6, u7]. Taking
into account Table 1, this optimal solution suggests the use of a new sensor for the
variable y14 (net power in the FC). On the other hand, the strongly weighted, c∗

i = 5,

is focussed on penalizing the new hardware utilization more aggressively. In this
context, the optimal solution is [y1, y3, y15, u1, u2, u3, u6, u7], with the benefit that
it does not require new measuring points. Thus, this solution only uses the already
installed hardware to perform and improve the PCA-based monitoring.
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Table 4 Different signals
selection

Chromosome Signals selection

Cop [y1, y3, y15, u1, u2, u3, u6, u7]
Cun f [y1, y3, y4, y6, y9, y12, y13, y14, u2, u4, u7]
C f ull [y1, y2, . . . , y16, u1, u2, . . . , u7]

In the following, a comparison of three different signals selection for PCA-based
monitoring is performed (shown in Table 4). The first solution, represented here with
the chromosome Cop, is the optimal one obtained from the combinatorial problem in
Eqs. 26 and 27, using the parameters setting displayed in Table 3. The second signals
selection to be compared is the so-called, Cun f , it represents an unfeasible solution
and does not fulfill with the detectability condition (second constraint in Eq. 27).
Finally, the third solution is named C f ull , it considers all possible measurement
points and available signals to build the PCA model. It clearly presents an increase
in the cost due to the new measurement points and this sensor network does not
guarantee an optimal performance from the monitoring point of view. It seems to
indicate that the amount of measurements is not directly related to the quality of fault
detection. The last approach is the classical method, but generally not the optimal
solution. In fact, we see here that optimal signals selection with the lowest hardware
requirements can match and even improve the performance of the full solution from
a PCA-based monitoring system point of view. For this comparison the PCA model
construction has been made accounting the following common parameters for the
three signals selection: cumulative percentage variance, δcpv = 90%; confidence
limits for T 2 and Q, 99%; z control limit, δz = 2. This setting produces that the
following principal components retained are (for each solutions): Aop = 5, Aunf =
7 and Afull = 10.

The first simulation presented in Fig. 4 corresponds to a fault in the molar ratio
O2/CO sensor, called F1. In this case an offset of +10% with respect to the nor-
mal operating point was considered, which occurs at t = 5 s. Figure 4a shows the
temporal evolution of the combined statistic, z(t) when different sets of measure-
ments and signals are selected according to Table 4. In this figure can be observed
that the optimal signal selection, Cop, and the full one, C f ull , have a similar good
performance in detecting this abnormal event. In fact, the fault detection is made
at ≈ 6 s. On the other hand, the unfeasible solution (Cunf ) cannot detect this event
and clearly maintains its combined statistic below the control limit all the time. This
represents a normal state of the process, which is false. In Fig. 4b can be observed the
mean contribution of the process variables in the zone of analysis [ti , t f ] previously
defined. This contribution is computed by using the autoscaled/normalized versions
of the overall process signals presented in Table 1. This representation allows to
know the fault propagation into the process, i.e. is an alternative representation of
the fault direction matrices. Clearly, the two variables with the major contribution are
the water flow to ESR, u1, and the oxygen flow to CO–PrOx, u6, and these signals
can be observed in Fig. 4c, d respectively. In fact, fault F1 affects the local molar
ratio O2/CO control loop, specifically its manipulated variable u1. In addition, the
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(a) (b)

(d)(c)

Fig. 4 Fault F1 (Ratio O2 /CO offset of +10%) (a) Combined statistic (b) Mean contribution
(c) Normalized water to ESR—u1 (d) Normalized oxygen to CO–PrOx—u6

CO–PrOx temperature is affected too and its corresponding control signal, u6, must
change for rejecting this type of disturbance.

The second simulation case is presented in Fig. 5 and considers the ESR tem-
perature sensor fault, F2. In this case an offset of +1% with respect to the normal
operating point was produced at t = 5 s. Figure 5a shows the temporal evolution
of the combined statistic, z(t), when different sets of measurements and signals
are selected according to Table 4. In fact, in this figure the optimal Cop, unfeasible
Cun f , and full C f ull approaches are compared. In all cases the combined statistic
profile shows a good behavior from the detectability point of view since the detec-
tion at t ≈ 5.2 s. is performed with high-speed and maintaining its evolution out
of the control limit indicating that an abnormal event has occurred. In Fig. 5b can
be observed the mean contribution of the process variables in the zone of analysis
[ti , t f ] by using the autoscaled/normalized versions of the overall process signals
presented in Table 1. Clearly, the two variables with the major contribution are the
HTS temperature, y6, and the exchanged heat, u2, and these signals can be observed
in Fig. 5c, d respectively. Variable y6 is not used by the optimal selection Cop but still
it ensures a good fault detection performance very similar to the full selection case,
C f ull . This shows that a full selection is not necessary to guarantee abnormal event
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(a)

(d)

(b)

(c)

Fig. 5 Fault F2 (ESR temperature offset of +1%) (a) Combined statistic (b) Mean contribution
(c) Normalized HTS temperature—y6 (d) Normalized Exchanged heat—u2

detectability. Fault F2 affects the local ESR temperature control loop, specifically its
manipulated variable u2. In addition, the HTS temperature, which is an uncontrolled
variable, evolves to another working point due to this abnormal event.

As a third testing scenario in Fig. 6 shows the detectability performance for diff-
erent signals selection when a burner temperature sensor fault, F3, occurs at t = 5
s with a +3% magnitude. Figure 6a shows the temporal evolution of the combined
statistic, z(t), when different sets of measurements and signals are selected accord-
ing to Table 4. In fact, in this figure the optimal Cop, unfeasible Cun f , and full C f ull

approaches are compared. It is clear in this case that the full and unfeasible solution
have serious problems to detect this kind of abnormal event. The unfeasible case
presents its statistic all the time below the control limit, indicating a concrete miss
detection. The combined statistic for the full case displays a behavior very close to the
control limit representing both miss and false detection. It is a classic example where
a full/complete signal selection does not guarantee detectability from a PCA point
of view. In contrast, an appropriate monitoring system design accounting detectabil-
ity indexes generates an optimal signal selection, Cop, that assures fault detection
with minimal hardware resources and improving the performance obtained via a
full design. The monitoring system based on Cop allows a quick fault detection at
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(a) (b)

(d)(c)

Fig. 6 Fault F3 (Burner temperature offset of +3%) (a) Combined statistic (b) Mean contribution
(c) Normalized ethanol to burner—u3 (d) Normalized water to ESR—u1

t ≈ 6 s. In Fig. 6b can be observed the mean contribution of the process variables
in the zone of analysis [ti , t f ] by using the autoscaled/normalized versions of the
overall process signals presented in Table 1 of Chap. 13. Clearly, the two variables
with the major contribution are the ethanol flow to burner, u3, and the water flow to
ESR, u1, and these signals can be observed in Fig. 6c, d respectively. Fault F3 affects
the local burner temperature control loop, specifically its manipulated variable u3.

In addition, molar ratio O2 /CO is affected too so its corresponding control signal,
u1, must vary to reject this kind of disturbance.

Figure 7 shows another faulty scenario, in this case a burner flow sensor fault
occurs at t = 5 s with a value of +5% with respect to its nominal working point.
Figure 7a shows the temporal evolution of the combined statistic, z(t), when different
sets of measurements and signals were selected according to Table 4. In fact, the
optimal Cop, unfeasible Cunf , and full Cfull approaches are compared. In this case
all the solutions have similar performance from a detectability point of view, this fault
is quickly detected in about t ≈ 6 s. Anyway, the system monitoring design based on
the optimal solution, Cop, shows the most robust behavior so that it is able to maintain
its statistic away from the control limit which is very useful for avoiding false alarms.
In Fig. 7b can be observed the mean contribution of the process variables in the zone

http://dx.doi.org/10.1007/978-1-84996-184-4_13#Tab1
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(a)

(d)(c)

(b)

Fig. 7 Fault F4 (Burner exit flow offset of +5%) (a) Combined statistic (b) Mean contribution
(c) Normalized oxygen to burner—u4 (d) Normalized gases temperature—y2

of analysis by using the autoscaled/normalized versions of the overall process signals
presented in Table 1 of Chap. 13. Clearly, two variables with the major contribution
are the oxygen flow to burner, u4, and the gases temperature, y2, and these signals
can be observed in Fig. 7c, d respectively. It is remarkable that, although the variable
y2 was not selected by the Cop configuration, it is capable of ensuring a good fault
detection performance. In addition, its behavior is better than that produced by the full
selection case, C f ull . This result is valuable for demonstrating that a full selection
is not always enough to guarantee abnormal event detectability. Fault F4 affects
the local burner exit flow control loop, specifically its manipulated variable u4. In
addition, the temperature of the gases that leave the burner is also affected by this
fault however, because this variable is uncontrolled it moves toward another operating
point.

The fifth testing case is displayed in Fig. 8. Here a H2 production rate sensor
fault occurs at t = 5 s with a value of +3% respect to its nominal working point.
Figure 8a shows the temporal evolution of the combined statistic, z(t), when different
sets of measurements and signals were selected for the three different configurations
which have been analyzed in this chapter (Cop, Cun f , and C f ull ). In this case both,
C f ull and Cop solutions have similar performance from a detectability point of view

http://dx.doi.org/10.1007/978-1-84996-184-4_13#Tab1
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(a)

(d)(c)

(b)

Fig. 8 Fault F5 (H2 production rate offset of +3%) (a) Combined statistic (b) Mean contribution
(c) Normalized water to ESR—u1 (d) Normalized stack voltage—y16

and provide a well performed fault detection in t ≈ 5.5 s. On the other hand, the
unfeasible solution presents serious problems to detect this kind of an event. In
fact, its combined statistic remains near the control limit producing miss detections
and false alarms. In Fig. 8b can be observed the mean contribution of the process
variables in the zone of analysis by using the autoscaled/normalized versions of
the overall process signals presented in Table 1. Clearly, two variables with major
contributions are the water flow to ESR, u1, and the stack voltage, y16, and these
signals can be observed in Fig. 8c, d, respectively. Again, Cop and C f ull provide
a quite similar performance. Fault F5 affects the local H2 production rate control
loop, but additionally, has a strong effect on the CO–PrOx molar ratio O2/CO and
eventually its manipulated variable, u1. In this context, F5 produces an incorrect
hydrogen supply to the FC changing its operating conditions, y16. So it is considered
a critical fault for this kind of a system and reveals the importance of having an
efficient fault detection.

Figure 9 shows another faulty scenario, in this case a CO–PrOx temperature sensor
fault occurs at t = 5 s with a value of +1% with respect to its nominal working point.
Figure 9a shows the temporal evolution of the combined statistic, z(t), when different
sets of measurements and signals were selected according to Table 4. In fact, Cop,

http://dx.doi.org/10.1007/978-1-84996-184-4_4#Tab 
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(a) (b)

(c) (d)

Fig. 9 Fault F6 (CO–PrOx temperature offset of +1%) (a) Combined statistic (b) Mean contribution
(c) Normalized oxygen to CO–PrOx—u6 (d) Normalized water to ESR—u1

Cun f , C f ull approaches are compared again. In this case, both full and optimal
solutions have similar performance from a detectability point of view, allowing a
rapid fault detection in t ≈ 6 s. On the other hand, the unfeasible solution (Cun f )
cannot detect this event and clearly maintains its combined statistic below the control
limit all the time. It represents a normal state of the process, which is false. In
Fig. 9b can be observed the mean contribution of the process variables in the zone
of analysis. It can be seen clearly that the major contribution is given by the oxygen
flow to CO–PrOx, u6 and the water flow to ESR, u1, and these signals are shown
in Fig. 9c, d, respectively. Fault F6 affects the local CO–PrOx temperature control
loop, specifically its manipulated variable u6. In addition, the CO–PrOx molar ratio
O2/CO is also affected, so its corresponding control signal, u1, must vary so as to
compensate this disturbance effect.

Finally, the seventh fault considered in this chapter is presented in Fig. 10 and in
this case an oxygen excess sensor fault occurs at t = 5 s with a value of +5% a with
respect to its nominal working point. Figure 10a shows the temporal evolution of the
combined statistic, z(t), for Cop, Cun f , and C f ull configurations. In this case, all
the solutions have similar performance from the detectability point of view, allowing
a very fast fault detection in t ≈ 5.5 s. Anyway, the Cop, shows the most robust
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(a) (b)

(d)(c)

Fig. 10 Fault F7 (Oxygen excess offset of +5%) (a) Combined statistic (b) Mean contribution
(c) Normalized stack voltage—y16 (d) Normalized CM voltage—u7

behavior by maintaining its statistic outside the control limit. In Fig. 10b, can be
observed the mean contribution of the process variables in the zone of analysis. It
can differentiate that two variables present the major contribution which are the stack
voltage, y16, and the CM voltage, u7, as can be seen in Fig. 10c, d, respectively.
Fault F7 affects essentially the local oxygen excess control loop, specifically its
manipulated variable u7. From Fig. 10b can be observed that this fault is practically
local to the FC and does not impact BPS.

A useful indicator to evaluate among different signals selection for monitoring
system design is named reliability index (RI). This indicator considers the amount of
samples that are over the confidence/control limit in percentage mode. Note that in
normal operation case the process presents 1% of samples over this limit according
to the 99% of confidence. In fact, this index gives information about the degree of
robustness for abnormal event detection and its possible isolation and diagnosis [1–3,
11, 13, 20]. Thus, this index is computed and displayed in Table 5 for each abnormal
event given in Table 2 and considering different signal selections proposed in Table 4.
The unfeasible selection clearly presents loss of detection for faults F1, F3 and F6.

The full selection case also presents difficulties to perform a suitable fault detection.
For fault F3 this selection presents lower reliability index (practically loss detection)
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Table 5 Reliability index (RI) and hardware requirements (HR)

RI [%] HR

Selection F1 F2 F3 F4 F5 F6 F7 Used signals Extra sensors
Full 96.8 100.0 8.6 99.0 99.6 85.6 99.0 23 9
Unfeasible 1.0 100.0 0.2 96.8 89.2 1.8 99.0 11 5
Optimal 72.4 99.4 94.4 96.8 97.8 43.6 99.8 8 0

and poorer performance than the optimal one. As can be deduced, the optimal signals
selection case uses lower amount of variables maintaining a suitable fault detection
performance for the overall abnormal events analyzed here. In all cases the reliability
index is comparable with the full case and even better for some of them (F3). In
addition, it was considered to include in Table 5 the hardware requirements (HR) so
as to have a complete picture of the main subject analyzed in this chapter. In other
words, the total amount of signals and new sensors used for each approach to perform
the monitoring system design for the same faults. The full case needs the use of 23
signals (all the available information) to develop the PCA model and incorporates 9
extra measurement points besides the 7 sensors already defined for the plant-wide
control structure. In spite of the inclusion of extra sensors it is not enough to solve
the problem of missed detection and poor detectability performance. The unfeasible
case uses 11 signals for monitoring purposes and the methodology suggests to add
5 extra sensors apart from the 7 already defined for control purposes. While this
case has less HR than the full one, the detectability and robustness performance
presented by the unfeasible solution is worse than the full configuration. In contrast
with these previous solutions the optimal one only uses 8 signals to perform the PCA
monitoring of the overall process. In addition, no extra sensors are required to carry
out a complete and suitable fault detection. These results were clearly reflected in the
simulations of Figs. 4, 5, 6, 7, 8, 9, 10 and Table 5. Obviously, lower HR means lower
investment cost, and the optimal solution only uses the already installed sensors for
the control structure.

7 Conclusions

In this chapter, a systematic and generalized PCA-based monitoring system design
for large-scale processes has been presented. The results obtained here show that
the use of GA offers an important opportunity to solve large-scale combinatorial
problems which cannot be addressed via exhaustive search. Historically, these types
of problems are solved with the help of considerably amount of heuristic consid-
erations. The optimal supervisory system is developed using multiple-integrated
tools as PCA, combined statistic, detectability analysis, fault subspace extraction
and associated investment costs. It was found how to include these elements in the
objective function so as to promote the use of the existing control structure, i.e.
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already installed hardware. In particular, it must be remarked that the detectability
function is extended to be calculated based on the combined statistic which repre-
sents a new result in the context of expert fault diagnosis system design. In fact, the
optimal solution obtained via detectability maximization allows us to select specific
set of signals (inputs–outputs) that guarantees a suitable abnormal event detection
performance. It is remarkable the inclusion of the proper selection of the weighting
matrices for penalizing the use of extra sensors than those installed for control pur-
pose. This concept provides low-cost alternative solutions which represents a very
important issue for industrial implementations. A remarkable result is that the full
signal selection does not guarantee the best fault detection performance. In contrast,
an optimal selection of these signals, presents comparable and even better detection
performance than that obtained by the full selection case. In this chapter was obtained
an optimal solution using only the already existing hardware from the optimal control
structure. This approach integrated with the previous work of the authors [21–25]
drives to a successful, generalized and systematic strategy to solve typical problems
in process industries as sensor network , control structure selection and monitoring
system design. This methodology was tested for several critical faults, taking into
account the overall process requirements given since the synthesis stage. Hence, it
was given an integral procedure for an open problem such as the integration of the
process synthesis, investment cost analysis, fault detectability and diagnosis in the
context of a well driven plant-wide control structure [1–3]. These advances applied
on the bio-ethanol processor with the PEMFC constitutes the conceptual engineering
to achieve an integral robust design for these kinds of novel systems.
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Improved Principal Component Analysis
Models for Fault Detection Using
Delay Adjustment

E. Musulin and M. Basualdo

Abstract Principal component analysis (PCA) has been widely and successfully
used with process monitoring purposes. However, it has an important drawback
as it does not account for time-delays present in data thus causing an inefficient
dimensionality reduction of process variables and the subsequent poor monitoring
and disturbance detection performance. In this chapter, a new method, the genetic
algorithm based delay adjusted PCA (GA-DAPCA), based on genetic algorithm
optimization is proposed to improve the PCA performance in the presence of time
delays between process signals. The optimization is performed in two loops. The
first loop finds the shift between variables that minimize the number of principal
components to be considered as common cause variance, the second loop maximizes
the variance contained in the previously selected principal component dimensions.
The methodology is demonstrated through motivating case studies in the bio-ethanol
processor system (see Chap. 9). The obtained results are presented with the same set
of faults considered in Chap. 13.

1 Introduction

Now-a-days the chemical process industry produces a huge amount of information
readily available through distributed control systems (DCS) and data acquisition
systems. However, if it is not appropriately processed, this information is of limited
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use. Many industrial applications have shown the ability of techniques associated with
multivariate statistical process monitoring (MSPM) to monitor chemical processes
[1–3]. Among these methods, the principal components analysis (PCA) that builds a
linear statistical model of the process using the correlation present in process data is
the most widely used [4–6]. PCA can be applied without a wide specific knowledge
of the process, in an easy and fast way, and without excessive computational require-
ments. It performs a dimensionality reduction of the process variables generating a
new set of non-correlated latent variables. They are in general no more than three, but
include information about all the process variables. Afterwards, some multivariate
monitoring charts (e.g. Hotteling statistic T 2, squared prediction error (SPE) can be
used online to perform process monitoring.

Although several approaches exist that deal with different aspects of PCA (multi-
scale signals and noise [7, 8], nonlinearities [9–11], process changes [12], process
dynamics [13], etc.) there are some aspects of PCA that have not been widely stud-
ied in the literature. Since PCA only extracts the static linear relations between
process signals, the presence of pure time delays between process signals can cause
some relations to be delayed and cannot be properly treated by the method, there-
fore generating a loading matrix of bad quality and the subsequent poor monitoring
performance.

Wachs and Lewin [14] proposed an algorithm [and called it delay adjusted PCA
(DAPCA)] that consists of applying relative shifts between process signals within a
process data matrix in order to find out the position at which the correlation among
variables is maximum. The optimal shifts are those that minimize the determinant
of the associated correlation matrix.

Although this technique shows improvement in the resolution of PCA, the algo-
rithm assumes that the output variables are correlated among themselves with no
delays present, and that the inputs are independent. In real processes it is difficult to
discriminate between input and output variables. This distinction is even less realistic
if recycles and feedback control systems are present, which is often the case.

This chapter presents a genetic algorithm that manipulates the time shift between
signals to increase the normal operation variability while decreasing the permitted
variation in the residual subspace, therefore increasing the monitoring tightness.
It does not make additional assumptions. The optimization is performed in two
loops. The first minimizes the number of principal components (PC) dimensions
required to describe the normal variability of the process, while the second maximizes
the variation contained in the selected PC dimensions. It is demonstrated that this
algorithm improves the projection performance by reducing the dimension of the
common variance subspace. In addition, it captures the correlation more accurately,
thus improving the detection performance.

In this context, this methodology is tested in the bio-ethanol processor system with
PEM fuel cell with the objective of improving the fault diagnosis system specifically
designed for this process. Since it is a new plant, there is no other result to be
compared for this specific case. Hence, two cases of study are included to capture
the benefits of using this technique. The first example is very introductory and the
second is the Tennessee Eastman process, a well-known tested benchmark for both
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plantwide control and fault diagnosis purposes. Finally, the results obtained from
BPS with PEMFC accounting the same faults given in Chap. 13 are presented.

The chapter is organized as follows. First, PCA is briefly reviewed. Second, the
novel methodology to extract the process delays is presented and explained through
two motivating examples. Finally, the methodology is demonstrated in the fuel
processor system, where the obtained results allow to extract interesting conclusions.

2 Principal Components Analysis

Consider a matrix X (of dimension m × n) containing data corresponding to m
samples of n process variables. Each column of X is supposed to follow a normal
probability distribution and is normalized with zero mean and unit variance. Let X
be this normalized data matrix, and R its corresponding correlation matrix:

R = X · X
T

m − 1
(1)

Then, performing singular value decomposition (SVD) on R,

R = UT DλU (2)

a diagonal matrix Dλ = diag(λ1, λ2, . . . , λn) where λi are the eigenvalues of R
sorted in decreasing order is obtained. We note that R is square and symmetric, so
that the generalized SVD, which is applied to non-symmetrical matrices, reduces to
the above presented case.

The corresponding eigenvectors pi (columns of U) are the principal components
and form an orthonormal base in �n .

It is possible to divide the principal components into two orthogonal sets, P =[
p1, p2, . . . , pA

]
and P = [

pA+1, pA+2, . . . , pn
]
, the first containing most of the

process variance and the second describing the variance due to the noise (called
the residual subspace). Methods to select the proper number of PCs are reviewed
by Jackson [15] and Himes et al. [16]. A reduction of dimensionality is made by
projecting every normalized sample vector x′ in the common variance subspace
generated by P (loading matrix), obtaining t = PTx′, which is called the principal
score vector. Because of the normalization of X, when the process is in control, x′
is projected at the origin, or in its proximity. Then, the state of the process can be
monitored using the Hotelling’s statistic, which is a measure of the Mahalanobis
distance to the origin of the new space,

T 2 =
∥∥∥∥D

− 1
2

λ PTx′
∥∥∥∥

2

(3)

The test consists in declaring normal operation if T 2 ≤ δ2
T , where δ2

T is the
control confidence limit of T 2. However, monitoring based only on this statistic is not

http://dx.doi.org/10.1007/978-1-84996-184-4_13
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sufficient because it only shows the deviations in the principal components subspace.
If new information is not contained in the reference set of data, the projection of the
new observation will move to the residual space, and it is possible that the anomaly
will not be detected by the T 2 test. To detect this kind of deviation the squared
prediction error statistic (SPE) is usually used. SPE is defined as the sum of the
quadratic error between x′ and the reconstructed signal after the dimensionality
reduction,

�x′ = x′ − PPTx′ = (I − PPT)x′ = C̃x′ (4)

Thus,

SPE = ∥∥C̃x′∥∥2
(5)

If SPE ≤ δ2
SPE, where δ2

SPE is the control limit for SPE, the data vector is
declared normal. Different approaches to obtain the threshold limits are presented by
Jackson [15].

3 Delay Adjusted Principal Component Analysis

One main aspect of PCA is that it extracts only the static linear relations present in
data. However, in general, in chemical processes there exist some degree of autocor-
relation due to random noise and uncontrollable disturbances. A dynamic version of
PCA (DPCA) has been proposed by Ku et al. [13] that is justified when there exists
a substantial amount of auto-correlation in process measurements; pure time delays
are not treated, though.

Those delays can limit the performance of PCA (or DPCA) causing the percent-
age of variance contained in the first few principal components to be low and the
difference between the variance contained in the last significant principal component
(λA) and the next one (λA+1) to be not accentuated. Therefore, poor dimensional-
ity reduction of process variables is obtained with subsequent poor performance in
disturbance detection.

The knowledge of time delays can help to reduce these problems and it is impor-
tant to improve the projection quality, augmenting the tightness of the detection
and obtaining a better filtering of the signals. Wachs and Lewin [14] proposed an
algorithm that consists of applying relative shifts between process signals within a
process data matrix in order to find out the position at which the correlation among
variables is maximum. The optimal shifts are those that minimize the determinant
of the associated correlation matrix.

When the number of process variables n is large or the maximum delay
considered dmax is high in terms of samples, exhaustive search of the maximum
correlation by direct data matrix manipulation is infeasible due to the large size of
the problem (it involves (dmax)

n determinant calculations). Wachs and Lewin [14]
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realized this problem and proposed a new algorithm (and called it DAPCA) that
reduces the problem size to dmax × s × (n − s), where s is the number of inputs to the
system. Nevertheless, this algorithm lies on two premises. It assumes that the outputs
are correlated among themselves with no delays present, and the independence of the
inputs. In most chemical processes it is difficult to discriminate between input and
output variables. These assumptions are even more difficult to be realistic if recycles
and feedback control systems are present, which is often the case. An important
additional drawback of this method is that the solution is not always the optimum.
In fact, the condition of minimum determinant is not sufficient to assure that the
model obtained is the optimum. As an illustrative example, consider the single-input
single-output system introduced by Kramer [9],

⎧
⎨

⎩

u = 0.8 sin(θ)

y1 = 0.8 cos(θ)

θ = W [0, 2π ]
(6)

where W [a, b] represents the uniform distribution in the range (a, b). Its corre-
sponding data matrix is X = [u, y1]. Applying PCA, the PCs’ variance results in
λ1 = λ2 = 1, which means that there is no correlation between data, and there-
fore both principal components describe the same variance. Wachs and Lewin [14]
showed that their algorithm found an optimum when the input variable, u, is delayed
by π/2 in relation to the output variable, y1. Then, performing PCA on the modified
array, the eigenvalues λ1 = 2 and λ2 = 0 are obtained, which indicates that one
principal component is enough to model the normal variation present in data without
loss of information. Now, we add one output y2 to the previous example,

⎧
⎪⎪⎨

⎪⎪⎩

u = 0.8 sin(θ)

y1 = 0.8 cos(θ)

y2 = −0.8 sin(θ)

θ = W [0, 2π ]
(7)

the corresponding data matrix is X = [u, y1, y2]. Since the algorithm considers
that the outputs are not delayed, the optimum delay found is [0, π/2, π/2], that
corresponds to the eigenvalues (λ1 = 2, λ2 = 1, λ3 = 0) and det(R) = 0 (the
determinant of the correlation matrix is equal to the product of its eigenvalues).
This solution corresponds to the alignment of the input with one output while the
other output remains unadjusted. Finally, one can select one principal component
to describe 66.6% of the variability or two principal components to model the total
variability present in X. Note that the problem is not only the assumption of no-delays
between outputs but a wrongly defined objective function. In fact, the correlation
between two signals (e.g. a control valve command and the valve flow) will cause that
det(R) = 0 (or det(R) ∼= 0 if we consider measurement noise and fast dynamics),
independently of the situation of the remaining process variables. This is an important
aspect that is faced in the novel approach presented in this chapter.
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4 Genetic Algorithm Based Delay Adjusted Principal
Component Analysis

The genetic algorithm-based DAPCA (GA-DAPCA) introduces a conceptual differ-
ence with the above presented approach (DAPCA). The objective is now maximizes
the sum of the first A eigenvalues (which is equivalent to maximizing the variance
contained in the common variance subspace while reducing the variance of the resid-
ual subspace as much as possible), instead of the minimization of the determinant
of R. Therefore, the projection quality can be increased in two aspects:

1. The dimension of the common variance subspace can be reduced without loss of
true process variability.

2. The reconstruction results in better quality, allowing a more accurate detection of
changes in the measurements correlation (i.e. improving fault detection).

Following with the example of Eq. 7, performing SVD in R and searching for
the shifts that maximize the first A eigenvalues, with A = 1, the solution reached
is [0, π/2, π ], corresponding to the eigenvalues λ1 = 3, λ2 = 0, λ3 = 0, and
det (R) = 0. Therefore, one principal component is enough to model the total vari-
ability of the data matrix instead of the two PCs that would be necessary using the
standard DAPCA.

Considering this new approach, if one wants to deal with all the complete adjust-
ment problems without additional assumptions, (dmax)

n singular value decomposi-
tions of the correlation matrix has to be evaluated. Therefore, a genetic algorithm
(GA) [17] has been developed to solve this high combinatorial optimization problem.

In the classical GA formalism a set of Nind candidate solutions (population) are
generated randomly. The potential solution in the multidimensional search space
(individual) is coded as a vector, called chromosome. The goodness of each indi-
vidual in the population is evaluated by using a pre-specified fitness criterion. Upon
assessing the fitness of all the chromosomes in the population, a new generation of
individuals is created from the current population by using crossover and mutation
operators.

4.1 Genetic Algorithm-Based Delay Adjusted Principal
Component Analysis Technique

In this approach, each chromosome represents a backward shift vector (DV) that
contains the delays of each process signal with respect to a reference signal. This
reference signal can be in general any perturbed process variable, better results will
be achieved when the reference signal moves before the remaining variables,

DV = [d1, d2, . . . , dn−1] ∀ d j ∈ [0, dmax]. j ∈ [1, . . . , n − 1] (8)
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Table 1 GA-DAPCA: algorithm outline
1. Take normal operation conditions data
2. First Optimization loop: determine the number of latent dimensions
3. Second Optimization loop: maximize variance in the selected dimensions
4. Apply optimum shifts to data and generate a PCA model

To speed up convergence, each delay in the chromosome is codified as a binary
number of length,

L = ceiling(log2(dmax)) (9)

where dmax is the maximum searched delay, and L is the length of a particular delay
in the chromosome. With this modification, the actual dmax results,

actual dmax = 2L (10)

and the total chromosome length (i.e. individual length) is,

L ind = L · (n − 1) (11)

where n is the number of measured variables.
To generate new populations, individuals are selected from a random initial popu-

lation and crossed by means of the roulette wheel selection, two point crossover and
mutation operators. The algorithm is terminated using one of two stopping criteria:
either the number of generations reaches a predefined maximum value, NG, or the
current population does not give sufficient improvement, μstop, compared with the
performance reached Gstop generations before. To avoid overtraining, two sets of
data can be used. One to train, and the other to stop the optimization early.

The optimization is performed in two loops (see Table 1). The first one is used to
set the number of true latent dimensions A, that is used as a parameter in the second
loop to maximize the variance contained in the first A principal components.

4.1.1 Genetic Algorithm-Based Delay Adjusted Principal Component
Analysis: Determination of the Number of Latent Dimensions

An important decision in PCA is to select the appropriate number of principal com-
ponents that capture the underlying relationships while eliminating errors and noise.
However, when the data matrix is manipulated to adjust the delays, the number of
selected principal components will change. A better alignment of process signals
will produce a better model and then, the normal relationships will be captured in a
smaller number of principal components. Therefore, to obtain a good PCA model,
the first optimization loop (Table 2) determines how many true latent dimensions
(i.e. true degrees of freedom) has the process. It consists on finding the shift DV
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Table 2 Determination of the number of latent dimensions (A)
1. Generate a random initial backward shifts population.
2. For each individual (DVk) in the population.
3. Generate a new delay adjusted data matrix XDAk by introducing the backward shifts DVk

into the normalized data matrix X.
4.

Perform SVD on the covariance matrix of XDAk .5.
Calculate the fitness of each individual DVk as �k = Ak , were Ak is the number of PC
selected using parallel analysis or cross correlation on XDAk .

6. End.
7. If the end criteria (minimum improvement μstop, or number of generations NG) is satisfied then

end, else continue.
8. Generate a new population and go to 2.

Table 3 Maximization of the common cause variance
1. Generate a random initial backward shifts population.
2. For each individual DVk in the population:
3. Generate a new delay adjusted data matrix XDAk by introducing the backward shifts DVk

into the normalized data matrix X.

4. Perform SVD on the covariance matrix of XDAk .

5. Calculate the fitness of each individual DVk as �k = 1
n

A∑

i=1
λi − αp · pk

6. End
7. If the end criteria (minimum improvement μstop or number of generations NG) is satisfied then

end, else continue.
8. Generate a new population and go to 2.

between variables that minimizes the number of latent variables (principal compo-
nents) describing the common cause of process behavior. Jackson [15] and Himes
et al. [16] present a complete review of methods to select the A principal components
(e.g. Scree plot, parallel analysis, cross validation, etc.). In this work, A is selected
using parallel analysis [18].

4.1.2 Genetic Algorithm-Based Delay Adjusted Principal Component
Analysis: Maximization of the Common Cause Variance

The second loop (Table 3) consists of searching the DV that maximizes the variance
contained in the first A principal components (corresponding to the
eigenvalues λ1, λ2, . . . , λA), to be considered in the description of the normal vari-
ability as opposed to the spurious variability contained in the last principal compo-
nents (corresponding to the eigenvalues λA+1, λA+2, . . . , λn) that will be discarded.
As a consequence, the model will explain the majority of the true process variance in
the smallest number of principal components. In addition, spurious variance that lies
in the last principal components can be eliminated efficiently, therefore reducing the
exclusion of normal variability and the amount of noise embedded into the model.
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The displacement of uncorrelated signals have a minimal influence on the eigen-
values. The optimization algorithm will then assign aleatory delays to those signals.
To avoid this undesired effect, a penalty term is added to the fitness function,

�k = 1

n

A∑

i=1

λi − αp × pk (12)

where,

pk = 1

dmax × n

n−1∑

j=1

d jk (13)

The penalization term is normalized (divided by dmax×n) so the maximum poten-
tial penalization is αp. Since 1

n

∑A
i=1 λi <= 1 and pk <= 1, αp allows to set the

maximum penalization influence on the individual fitness. For example, αp = 0.1
sets a maximum penalization influence of 10% in relation to the maximum potential
value of the fitness function (i.e. �k = 1).

4.2 Genetic Algorithm-Based Delay Adjusted Principal
Component Analysis Online Application

Once a PCA model is developed, using the optimum XDA, it is used online in the same
way as the standard PCA. t = PTx′, but online signals (x) should be synchronized
by the application of DV in each sample. Note that due to this synchronization, in the
GA-DAPCA the minimum detection time is max(DV). This limitation can imply
in some cases the necessity of an alternative detection technique (e.g. standard PCA
with conservative limits) to detect abrupt faults. Nevertheless, in the case of small
or gradual faults even considering that delay, the possibility of setting lower limits
allows a faster and more reliable detection.

The Matlab genetic algorithm toolbox developed by the University of Sheffield
[19] has been used to implement the algorithm in the following case studies. All
the examples have been solved using an Intel i5-750 CPU with 3 GB RAM running
under windows 7.

4.3 Illustrative Example I

To demonstrate the performance of the proposed algorithm an illustrative example is
presented in Fig. 1. Figure 2a shows the evolution of three process variables repre-
senting: valve command (Vc), vapor flow through the valve (Fv) and the temperature
of the tank (T), heated by means of the vapor.

Two types of delays are present:
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Fig. 1 Illustrative example
I: flowsheet

• The valve response is delayed from its command signal.
• The controlled variable T is delayed from the manipulated variable Fv.

The reference signal selected in this case has been the most delayed one (T).
The number of generations (NG), mutation and crossover probabilities (Pm and Pc,

respectively) values used in this example are listed in Table 4.
The algorithm converges to the best individual (DVb = [0, 26, 29]) in three

generations, this is the same vector as that obtained by means of an exhaustive
search. Nevertheless, a slight difference with the real delay ([0, 20, 24]) has been
observed due to the process first order dynamics.

Table 5 presents the eigenvalues of the correlation data matrix of Example 1. It
can be seen how after the delay adjustment, the system variance is concentrated on
the first eigenvector (in other words, the process variance is explained in a unique
direction). Therefore, by maximizing the first eigenvector, the process correlation is
also maximized.

(a) (b)

Fig. 2 Illustrative example I. a raw process data with delays, b adjusted process data

Table 4 Illustrative example
I: GA parameters

Nind NG Pc Pm dmax

50 10 0.7 Pc/L ind 32
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Table 5 Illustrative
example I: Eigenvalues of
the correlation matrix

First eig. Second eig. Third eig.

Raw data 2.39 0.54 0.07
Delay adjusted data 3.08 0.04 0.02

Adjusting the initial data matrix (see Fig. 2a) using the obtained delay vector
(DVb) leads to more consistent data (YDA) as shown in Fig. 2b.

Thus delays have been correctly identified and their negative effect properly
compensated.

4.4 Illustrative Example II

A second application case is the well-known benchmark, the Tennessee Eastman
process (TE) (Fig. 3) [20]. It involves the production of two products; G and H, from
four reactants, A, C, D and E. Additionally, there are two side reactions that occur
and an inert B. All the reactions are irreversible and exothermic. The process has five
main units: an exothermic two-phase reactor, a product condenser, a flash separator,
a reboiled stripper and a recycle compressor. The process disturbances presented by
Downs and Vogel [20] has been simulated in the interval (2 h, 50 h) and measured
with a sample time of Ts = 10s. The complete set of data includes 41 measured
process variables and 12 actuators signals. In this work, the decentralized control
system proposed by McAvoy and Ye [21] has been used (Fig. 3). Figure 4a shows
the normalized time behavior of the selected signals.

Figure 4b shows the time behavior of the same signals after the implementation of
GA-DAPCA with the following parameters (for both loops): Nind = 30, NG = 100
and dmax = 512, Pc = 0.7, Pm = Pc/L ind. The total computation time to converge
was 7.28 s.

Figure 5 shows the percentage of variance contained in each principal component
for both models. In PCA, 53.98% of process variance is contained in the first principal
component. Applying parallel analysis, two principal components are selected with
90.22% of the process variance. However, as seen from Fig. 6a, none of these situ-
ations will be ideal; when selecting one principal component some common cause
variance will be discarded in the remaining dimensions. Otherwise, the selection of
two or three principal components will lead to a model that contains most of the
common cause variability, but including noise.

In GA-DAPCA, 94.53% of the data variance is contained in the first principal
component. This is enough to describe the common cause variance of the signals
while the remaining dimensions containing spurious variance can be discarded, as
is evident from Fig. 6b

Additionally, the goodness of the model can be corroborated from the correlation
matrices obtained in each case (see Eqs. 14 and 15). Certainly, the correlation data
matrix obtained after the adjustment shows the high correlation existent between the
process signals.
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Fig. 3 Tennesee Eastman process flowsheet
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Fig. 4 Normal behavior. a raw measurements, b adjusted measurements

Roriginal =

⎡

⎢⎢
⎢⎢⎢⎢
⎣

1
−0.49 1
0.28 0.37 1
0.43 −0.77 −0.46 1
−0.75 0.50 −0.35 −0.41 1
0.36 0.28 0.98 −0.36 −0.45 1

⎤

⎥⎥
⎥⎥⎥⎥
⎦

(14)
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Fig. 5 Percentage of
variance contained in each
principal component

1 2 3 4 5
0

10

20

30

40

50

60

70

80

90

P
er

ce
nt

ag
e 

of
 v

ar
ia

nc
e

Principal Component

Original Data
Adjusted Data

0 1000 2000 3000 4000
−4

−3

−2

−1

0

1

2

3

4

0 1000 2000 3000 4000
−5

0

5(a) (b)

Fig. 6 Latent scores. The black signal corresponds to the first principal component. a PCA,
b GA-DAPCA

Radjusted =

⎡

⎢
⎢⎢⎢⎢⎢
⎣

1
0.90 1
0.90 −0.95 1
0.89 0.95 −0.95 1
0.90 0.96 −0.96 0.96 1
0.90 −0.95 0.99 −0.94 −0.96 1

⎤

⎥
⎥⎥⎥⎥⎥
⎦

(15)

Then, the monitoring performance of these models is compared. An oscillation of
period T = 1 min is added to one of the measurements at t = 1500 min to simulate
an abnormal event. Figure 7 shows the aspect of the data matrix before and after the
adjustment.

Detection results are very different in both cases. In Fig. 8, the SPE statistics are
presented. In case of GA-DAPCA detection limits are exceeded with more clarity
because the residuals are calculated more accurately and detection limits can be set
tighter.
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Fig. 7 Process measurements. A disturbance is introduced at t = 1500 min. a original measure-
ments, b adjusted measurements
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Fig. 8 SPE statistic for different methods. A disturbance is introduced at t = 1500 min. a PCA,
b GA-DAPCA

Finally, just to clarify the picture, these statistics are filtered using the expo-
nentially weighted moving average (EWMA) method. Figure 9 displays the filtered
version of the SPE statistics obtained by each model. It is clear that the detection per-
formance is highly improved by using GA-DAPCA (Fig. 9b), not only the number
of points that exceed the limits increased but also the fault is detected earlier with
respect to PCA (Fig. 9a).

5 Application to BPS with PEMFC

Finally, the proposed approach has been evaluated in the bio-ethanol processor system
(BPS with PEMFC) described in Chaps. 9 and 10. Table 1 of Chap. 14 summarizes
the 16 available measured variables in BPS with PEMFC plant, including seven
control signals. In Fig. 5 can be seen the applied control policy where those signals
already used in the seven loops are highlighted with a gray background. The process

http://dx.doi.org/10.1007/978-1-84996-184-4_9
http://dx.doi.org/10.1007/978-1-84996-184-4_10
http://dx.doi.org/10.1007/978-1-84996-184-4_14#Tab1


Improved Principal Component Analysis Models 445

500 1000 1500 2000 2500 3000 3500 4000
0

0.5

1

1.5
Normal
IDV3

500 1000 1500 2000 2500 3000 3500 4000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Normal
IDV3

(a) (b)

Fig. 9 EWMA of SPE. Black: normal behavior, gray: faulty case. a PCA, b GA-DAPCA

Table 6 GA parameters Execution to find dmaxPFS+ FC integrated process

Nind NG(max) Pc Pm αp Gstop μstop

First loop 50 10 0.7 0.7/L ind – – –
Second loop 500 500 0.7 0.7/L ind 0.0001 50 αp /14

is sampled each 0.5 s, during 30 s the data are recorded to build and test the fault
detection algorithms.

5.1 Model Building

The GA-DAPCA model was built using only the control signals (i.e. seven sensors
and seven actuator signals), without any additional sensor (see Fig. 5). Data corre-
sponding to normal operation conditions of the process have been used to generate
and test the models.

In this case study, dmax and the best reference signals are not considered to be
known prior to the algorithm execution.

In order to estimate dmax, the algorithm is solved thrice for each reference signal,
changing dmax to 16, 32, and 64 samples. The chosen algorithm parameters are in
Table 6. A very low penalty (αp = 0.0001) is introduced to avoid spurious delays.
The first loop was not configured with early stop because it finalizes the execution
in less than one second. The total time for each execution takes a media of 18 s.

Analyzing the delay vectors obtained in each execution (a total of 42), was found
that max(DV) does not go over 32 samples in any case, but surpasses 16 samples in
some cases, dmax is then set to 32.

To find the best reference signal the algorithm is run again 14 times, once for each
reference signal with the parameters of Table 7. In this case, αp is increased to 0.1
forcing the algorithm to find smaller delays.
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Table 7 GA parameters Execution to find the best reference signal
PFSαp FC integrated process

Nind NG(max) Pc Pm dmax [samples] αp Gstop μstop

First loop 50 10 0.7 0.7/L ind 32 – – –
Second loop 500 500 0.7 0.7/L ind 32 0.1 50 αp /14

Fig. 10 Fuel processor
system. Individual fitness
and penalty influence with
dmax = 32

Table 8 Fuel processor system

Delay [in 0.5 s samples] Variable Description

21 Water to ESR inlet x1

0 Exchanged heat Q x2

0 Ethanol to Burner x3

1 Oxygen to Burner x4

0 Ethanol to ESR x5

0 Oxygen to CO-PrOx x6

0 CM Voltage x7

6 Molar ratio O2/CO x8

0 ESR exit temperature x9

0 Burner exit temperature x10

0 Burner exit molar flow x11

0 H2 production rate x12

7 CO–PrOx exit temperature x13

0 Oxygen excess x14

Delay applied to each process variable

Individual fitness are depicted in Fig. 10, showing also the fitness penalization
influence. There are several reference signals that give a similar value to the fitness.
From them, the second signal (x2) was chosen. The resultant delay vector is shown
in Table 8.

With x2 as reference, the first optimization loop selects five principal components.
The second loop maximizes the variance in these first five principal components. It
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Fig. 11 Fuel processor
system. Fitness evolution
during the second
optimization loop with x2 as
reference

Fig. 12 Fuel processor
system. Signal
synchronization as a result
of the delays introduction.
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converges in 94 generations, early stop is reached 50 generations later (fixed by con-
figuration). The total computation time for the 144 generations was 19.79 s. Figure 11
presents the fitness evolution for this particular execution (i.e. x2 as reference).

Table 8 shows the optimized delay vector that will be introduced into the data
matrix before applying PCA.

Figure 12 depicts an example of the introduced changes in the signals synchro-
nization.

To evaluate the model, it has been compared with a standard PCA model built
using the same data set.

For PCA, the first five principal components (A = 5) are selected, describing
76.5% of the total process variability. On the other hand, GA-DAPCA retain the
81.5% of the total variability in the same number of principal components. In addi-
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Fig. 13 Fuel processor
system. PCA versus
DAPCA, variance explained
by the first ten latent
dimensions
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tion, it notability increases the difference between λA and λA+1, making clearer the
difference between process and spurious variance (see Fig. 13).

5.2 Monitoring Results

The obtained model was used to monitor the fuel processor system. Detection limits
where set to avoid false alarms during the normal operation. Alarms are defined as
three consecutive points out of the 99% detection limit. The monitoring performance
of GA-DAPCA is compared against that of standard PCA with the same number of
selected latent dimensions (A = 5) .

Figure 14 shows the SPE detection charts for PCA and GA-DAPCA during the
normal state conditions. Due to the optimization, limits can be set lower in the GA-
DAPCA chart without the generation of false alarms.

Table 9 shows the number of points outside the control limits (called reliability)
under each disturbance and during the normal state. Disturbances are introduced at
the sample 100.

Most faults have no detection problems for GA-DAPCA neither for standard
PCA as can be seen for the higher values of reliability. However, the small fault
F31% presents detection problems for PCA while GA-DAPCA clearly detect it eight
samples (4 s) after the fault introduction. Figures 15 and 16 compares those results,

Note that for GA-DAPCA, max(DV) samples (i.e. 21 samples = 10.5 s) should be
added to the online detection time (see Sect. 4.2).
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Fig. 14 Fuel processor system. SPE during the normal state a PCA, b GA-DAPCA

Table 9 Fuel processor system

PCA GA-DAPCA

T 2 SPE T 2 SPE
Normal 2.0 2.0 3.9 3.0
F1 2.4 42.3 4.0 51.4
F2 56.1 93.8 17.8 98.2
F31% 2.2 3.6 1.2 30.2
F33% 4.7 32.7 5.0 70.2
F4 53.9 99.4 68.8 99.6
F5 51.9 99.4 98.0 99.0
F6 29.1 93.2 21.6 98.6
F7 23.1 96.6 31.0 99.4

Reliability table for PCA and GA-DAPCA

(a) (b)

Fig. 15 Fuel processor system. SPE during F31%. a PCA, b GA-DAPCA
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(a) (b)

Fig. 16 Fuel processor system. SPE during F31%. Detail. a PCA, b GA-DAPCA

6 Conclusions

PCA is a technique that has been widely used for statistical process monitoring
for several chemical plants. However, it does not take into account time delays
and therefore can lead to the inaccuracy of the correlation model built. A genetic
algorithm-based optimization (GA-DAPCA) has been presented that improves the
PCA methodology, enabling to deal with time delays in process signals. It helps to
build smaller models that better capture the process data correlation.

It is worth noting that the model improvement, and the consequent detection
improvement, is reached without considering any faulty case in particular, using only
the normal state data. A better detection is expected through a general improvement
of the PCA projection.

In all the cases presented here successful application results were obtained. Par-
ticularly, for the fuel processor system with PEMFC allowed to detect faults of less
magnitude such as the case of F31% where the traditional PCA could not detect,
GA-DAPCA was able to perceive in only 4 s. Therefore, it can be concluded that
the proposed improvements to PCA techniques in Chap. 13 and here are able to give
satisfactory fault detection especially for systems where the safety aspects are very
important to take into account.
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