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PREFACE

Proteins do not act in isolation. They interact with lipids, nucleic acids, carbohydrates, 
small molecules and ions. And of course they interact with proteins—either like proteins 
(self-association/homo-oligomerization) or different proteins (heterologous association/
hetero-oligomerization). Protein-protein interactions lie at the heart of essentially all 
biological processes and large-scale efforts to map and characterize protein-protein 
interaction networks have formed a major research focus in the post-genomic era. This 
volume has a strong focus on homo-oligomerization, which is surprisingly common. 
However, protein function is so often linked to both homo- and hetero-oligomerization 
and many heterologous interactions likely evolved from homologous interaction, so this 
volume also covers many aspects of hetero-oligomerization. 

Chapter 1, by Matthews and Sunde, is a fairly general overview of protein dimerization 
and oligomerization, covering the prevalence of homodimers and higher-order oligomers 
of well characterized proteins, possible origins of self-association, and some of the many 
functional advantages conferred by homodimers and higher order oligomers. 

Traditionally, “dimerization” refers to the coming together of two similar subunits, 
but is often used more loosely to refer to any type of protein association—often because 
the stoichiometry of association is unknown. In Chapter 2, Gell, Grant and Mackay 
outline many of the key experimental approaches that can be used to detect protein-protein 
interactions and characterise the nature of protein dimerization and oligomerization. In 
Chapter 3, Jones describes what is known about protein association from analysis of 
structures, and how this information can be harnessed to predict and further analyze 
protein dimers and oligomers. 

Enzymes form one of the best characterised class of proteins, and one in which 
homo-oligomerization is particularly prevalent. In Chapter 4, Mackenzie and Clarke 
describe the caspase system, which provides many examples of the different ways in 
which enzyme activity can be regulated by protein oligomerization. In Chapter 5, Griffin 
and Gerrard focus on the relationships between oligomeric state and enzyme function, 
including engineering approaches in which manipulation of oligomeric state has been 
used to regulate function.
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Interactions between proteins and nucleic acids are essential to many aspects of cell 
function. In Chapter 6, Wilce, Vivian and Wilce provide a comprehensive overview of 
the contributions of protein dimer and oligomer formation to nucleic acid binding, while 
in Chapter 7, Funnell and Crossley focus on the roles that protein homo- and hetero-
oligomers play in the regulation of transcription.

Many membrane channel proteins form oligomers, and in Chapter 8, Clarke and 
Gulbis describe, using potassium channels as an example, the intimate relationships 
between oligomerization and ion channel function.

One interesting mode of protein oligomerization is domain swapping—the exchange 
of elements of structure between like subunits. In Chapter 9, Rousseau, Schymkowitz and 
Itzhaki explain the implications of domain swapping in for protein folding and function, 
and how the same phenomenon may be involved in misfolding events.

Finally, in Chapter 10, Itzhaki and Lowe provide an overview of repeat proteins, 
pseudo-multimeric proteins that keep their subunits firmly in place by effectively 
positioning subunits on the same polypeptide chain.

Jacqueline M. Matthews, PhD
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CHAPTER 1

DIMERS, OLIGOMERS, EVERYWHERE

Jacqueline M. Matthews*,1 and Margaret Sunde1,2

1School of Molecular Bioscience, University of Sydney, Sydney, Australia; 2Discipline of Pharmacology,  
University of Sydney, Sydney, Australia 
*Corresponding Author: Jacqueline M. Matthews—Email: jacqui.matthews@sydney.edu.au

Abstract: The specific self-association of proteins to form homodimers and higher order 
oligomers is an extremely common event in biological systems. In this chapter we 
review the prevalence of protein oligomerization and discuss the likely origins of this 
phenomenon. We also outline many of the functional advantages conferred by the 
dimerization or oligomerization of a wide range of different proteins and in a variety 
of biological roles, that are likely to have placed a selective pressure on biological 
systems to evolve and maintain homodimerization/oligomerization interfaces.

INTRODUCTION

Proteins rarely act alone. They commonly bind other biomolecules, including other proteins, 
to generate a biological response. A large percentage of proteins appear to self-associate to 
form dimers or higher-order oligomers. Dimerization and oligomerization can confer several 
different structural and functional advantages to proteins, including improved stability, 
regulation of activity and increased complexity.1 Here, we consider how the phenomenon 
of specific self-association of proteins may have arisen and why homodimerization and 
homo-oligomerization of proteins remain a common feature of biological systems.

THE PREVALENCE OF PROTEIN HOMODIMERS 

AND HOMO-OLIGOMERS

Many proteins self-associate to form homodimers or higher order homo-oligomers 
(e.g., Fig. 1).1 Anecdotally, self-association appears to be very common but it is often 

Protein Dimerization and Oligomerization in Biology, edited by Jacqueline M. Matthews. 
©2012 Landes Bioscience and Springer Science+Business Media.
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hard to quantify, partly because the stoichiometry of self-association for many proteins 
has not been characterized by robust biophysical methods, such as those outlined in 
the accompanying chapter by Gell, Grant and Mackay. Fortunately, however, several 
databases exist that are highly populated by very well characterized proteins, allowing 
us to gauge the prevalence of homodimers and higher order homo-oligomers.

The Brenda enzyme database (http://www.brenda.uni-koeln.de/) contains entries 
for tens of thousands of enzymes originating from all domains of life, about a third of 
which (�11,000 entries in July 2011) report a defined subunit composition. For this 
subset of enzymes, homodimers and higher order homo-oligomers by far outnumber 
monomers (Table 1). Not all entries have the same type of annotation so the absolute 
numbers vary according to how the search is carried out, but the proportions of 
monomer to dimer (and higher order oligomers) are all similar. Overall, monomers 
comprise about a quarter to a third of enzymes with a defined subunit composition and 
dimers plus higher order oligomers are at least twice as prevalent as monomers. Of 
these oligomers, dimers are most prevalent (36–38%) followed by tetramers (19%). 
Numbers of entries decrease rapidly as the oligomeric subunit number increases and 
enzymes with an odd number of subunits are less prevalent than those with an even 
number. Note that hetero-oligomers are a relatively poorly represented group. The 
database appears to be dominated by enzymes from bacterial species, but the proportions 
are similar for human enzymes, with the minor exception that dimers appear to be 

Figure 1. The Transthyretin (TTR):retinol binding protein (RBP) complex consists of a homotetramer 
and two heterodimers. The association of transthyretin monomers (coloured black and white) generates 
a homotetramer with a large central channel. The thyroid hormone thyroxine, represented as a black 
hexamer, binds within this channel. In addition, the tranthyretin tetramer forms a heterocomplex with 
two molecules of retinol binding protein (coloured in grey), which bind on either side of the tetramer. 
The binding site for retinol in each RBP molecule is indicated with a black line. (PDB 2WQA).



3DIMERS, OLIGOMERS, EVERYWHERE

particularly highly represented, apparently at the expense of higher order oligomers 
from tetramers upwards.

The Protein Data Bank (PDB) provides a compilation of highly characterized proteins 
from a much wider variety of different classes, although we note that these data are heavily 
biased towards soluble proteins and homomeric samples (e.g., note the relatively low 
number of protein hetero-oligomers; Table 2). Deposited structures are highly represented 
by monomers, but as at least as many proteins form dimers or higher order oligomers. 
Note that assignment of the biologically relevant oligomeric state from crystal structures 
is not trivial. It has been estimated that for 20% of dimers in the PDB the chance of 
misrepresentation is as high as 50%.2 Examination of the nature and size of interfaces in 
crystallized complexes will reflect only the enthalpic component of complex formation 
and not the entropy loss on formation of the complex. Although weak interactions may be 
manifest in highly concentrated crystallization conditions, they may also be displaced by 
crystal packing contacts that result in a more favorable global energy. Several automated 
analysis procedures have been developed to analyze the complexes observed in crystals but 
complementary noncrystallographic studies should always be used to support identification 
of biologically significant macromolecular complexes.

In addition to the databases that report highly characterized oligomers, high-throughput 
studies of protein-protein interaction networks from eukaryotic organisms indicate a 
statistical bias towards homo-oligomeric interactions; 25–200 times more homomeric 
interactions were identified than could be expected if homodimers and higher order 
homo-oligomers randomly appeared in the course of the evolution.3

Table 1. Subunit composition of enzymes

Enzymes From All Species Human Enzymes

Subunit 
Name1

Number of 
Like Subunits2

Subunit 
Name1

Number of 
Like  Subunits2

Monomer 4847 (25%) 3641 (33%) 419 (23%) 270 (35%)

Dimer 7553 (38%) 4000 (36%) 864 (47%) 351 (45%)

Trimer 880 (4%) 382 (3%) 95 (5%) 24 (3%)

Tetramer 3719 (19%) 2075 (19%) 290 (16%) 105 (13%)

Pentamer 88 (0.4%) 42 (0.4%) 2 (0.1%) 2 (0.3%)

Hexamer 845 (4%) 449 (4%) 50 (3%) 19 (2%)

Higher order oligomers 1162 (6%)3 415 (4%)4 55 (3%)3 10 (1%)4

Hetero 620 (3%) 67 (4%)

Total 19714 11004 1842 781

These numbers were generated through the “Search Subunits” module of the Brenda database in July 2011.
1. Subunit names as indicated were entered as the main search function. Note that this will capture 
both homo and heterooligomers, but heterooligomers appear to comprise a small proportion of entries.
2. The “Number of like subunits” is the output after entering “N *” (where N � 1 for monomer, 2 for 
dimer etc) in the Commentary window, which for many enzymes lists the number of copies of subunits. 
This search should exclude most hetero-oligomers, but will also exclude entries for which the subunit 
composition is not specified in this format (or at all in the Commentary window).
3. Subunit name: heptamer through to tetraeicosamer and poly.
4. Commentary window “N *” where N � 7–24,30,36,48,60.
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THE EVOLUTION OF PROTEIN DIMERS

Origins of Protein Self-Association

The tendency of many proteins to self-associate is a property well known to 
structural biologists. Indeed, for many proteins self-association is a major problem at the 
concentrations required for NMR spectroscopy, X-ray crystallography and techniques 
such as small angle scattering methodologies (e.g., ref. 4). Modeling of protein-like 
surfaces show they have a statistically higher affinity for self attraction compared with 
the propensity for attraction between different proteins.5 These statistical propensities are 
likely to produce self-self or similar interfaces of very low affinity, but it is reasonable to 
assume that any such interfaces that confer a functional advantage to an organism could 
evolve into higher affinity interfaces that mediate specific oligomer formation. Indeed, 
dimer interfaces have a high degree of conservation in evolutionarily related proteins.6

From Simple Homo-Oligomers to Complex Systems

In prokaryotes multi-protein complexes tend to have a simpler composition than 
in eukayotes. For example, the catalytic core units of proteasomes are made up of two 
rings of alpha and two rings of beta subunits, with each ring containing seven subunits. 
In bacteria and archaea there is a single type of alpha and a single type of beta subunit, 
but in eukaryotes there are seven different types each of alpha or beta subunits (Fig. 2).7,8 

Table 2. Subunit composition in protein structures. Searches specified only structures 
that contained proteins [Macomolecule Type: Contains Protein—Yes; other options—
Ignore]; and queried the [Number of Chains (Biological Assembly)] option such that 
monomer refers to 1, dimer to 2 etc. A 95% sequence identity cutoff was used to reduce 
the numbers of mutant proteins.

One Protein  
Entity Only1

Any Number  
of Protein Entities2

Monomer 14636 14689

Dimer or larger 16780 21098

Heterooligomers3 - 3569

Break down of nonmonomeric structures
Dimer 9219 10728

Trimer 2052 2561

Tetramer 3274 4151

Pentamer 133 266

Hexamer 1014 1339

Higher order oligomers4 1088 2053

1. [Number of Entities: Entity type—Protein; between 1 and 1 (column 1)].
2. [Number of Entities: Entity type—Protein; between 1 and 106 (column 2)].
3. For heterodimers [Number of Entities: Entity type—Protein; between 2 and 106]/The [Number of 
Chains (Biological Assembly): between 2 and 106 chains].
4. [Number of chains (Biological Entity): between 7 and 106 chains].
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Similarly, proteasome-associated AAA ATPases tend to be homo-hexamers in bacteria 
and archaea and hetero-hexamers in eukaryotes. Proteins that regulate gene expression in 
prokaryotes are often homodimers or oligomers, but in eukaryotes, processes that regulate 
gene expression appear to rely heavily on the formation of multiprotein complexes.9 
The expanded sizes of eukaryotic genomes compared to prokaryotic genomes appear to 
have been caused in part by genome duplication events. On an evolutionary timescale 
identical copies of genes gradually diverge in sequence and function to form paralogs 
and through additional genome duplication events become families of related proteins.10 
Thus, homodimeric proteins could evolve into so called “superfamily heterodimers”, 
families of related proteins that can form homomeric and/or heteromeric interactions with 
other family members. The homo- and heterodimerizing superfamilies include receptors, 
enzyme complexes, transcription factors and ion channels and are often functionally 
very important. Indeed, there is a positive correlation between the number of protein 
partners and importance to the viability of an organism,11 and large scale protein-protein 
interaction screening studies show that proteins that can form homo-oligomers are more 
likely to have an increased number of binding partners.3

Different combinations and permutations of subunits in complexes tend to have different 
activities, such as transcription factor complexes targeting different DNA sequences or 
recruiting different cofactors (see accompanying chapters on nucleic acid binding proteins by 
Wilce, Vivian and Wilce and transcription factors by Funnell and Crossley). The exchange 
of a single component can transform a transcription complex from one that activates to one 
that represses transcription. This ability to use transcription factors and other regulatory 

Figure 2. Comparison of the archael (Thermoplasma acidophilum) and yeast (Saccharomyces cerevisiae) 
20S proteosome structures. A) The core units of the archaeal proteosome consist of two rings of alpha (�) 
and two rings of beta (�) subunits, with each ring containing seven subunits (alpha and beta subunits 
coloured white and black, respectively). B) In eukaryotes there are seven different types of alpha and 
seven different types of beta subunits (coloured in different shades of grey). (PDB 3IPM and 3NZJ). 
Black dashed lines demarcate the two � rings.
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proteins in a combinatorial fashion is generally thought to contribute to complexity in 
higher eukaryotes. In prokaryotes there appears to be some pressure to maintain a relatively 
small genome, which may be why these organisms depend more heavily on homomeric 
association. However, simpler subunit composition in multi-protein complex formation 
doesn’t mean less regulation in prokaryotes. Rather, different mechanisms regulate the 
activity of oligomeric complexes, such as the regulation of protein oligomerization through 
posttranslational modification, small ligand- or DNA-binding.9

Oligomers Versus Repeat Proteins

Overall, there appears to be an evolutionary pressure placed on organisms to maintain 
the presence of homodimers and homo-oligomers, either directly because of the functional 
advantages of specific self-association, or indirectly, because proteins that can specifically 
self-associate are also likely to form functional hetero-oligomers. The question arises, if 
dimers and oligomers can confer advantages over monomeric proteins, why have they 
not evolved as multi-subunit single-chain proteins? This has clearly been the preferred 
option for a number of repeat proteins that exist as single chains, including repeats of 
domains that can fold independently (e.g., immunoglobulin and fibronectin domains in 
cytokine receptors and matrix proteins), or smaller repeated substructures (e.g., ankyrin 
and beta-propeller repeats, see the accompanying chapter on repeat proteins by Lowe and 
Itzhaki). However, in many other cases, an ability to dissociate is implicit in mechanisms 
that facilitate activation, deactivation or subunit exchange. In other cases the evolution of 
single chain multimers may be disfavoured by the need for small size and/or free termini 
to contribute to folding, assembly, allosteric control or interactions with cofactors.

MECHANISMS OF DIMER FORMATION

In general, the interfaces of any homomeric protein-protein interactions resemble 
those of heteromeric protein-protein interactions and are roughly circular and planar (see 
chapter by Jones on characteristics of protein interfaces). The sizes of interfaces tend to 
correlate with the affinity of the interaction; high affinity homo-oligomers have large 
interfaces and weak affinity homo-oligomers have smaller interfaces.6,12 However, other 
specific modes of homodimerization exist, such as domain-swapping. Domain swapping 
involves the exchange of structural elements between subunits, has been involved in 
many structural classes and may have important implications for amyloid formation (see 
accompanying chapter on 3D domain-swapping by Rousseau, Schymkowitz and Itzhaki). 
A recently described variation on domain-swapping is the double beta-propeller structure 
observed in the dimer of RACK1 protein from yeast. RACK1 (the Receptor for activated 
C-kinase 1) is a scaffolding protein that acts as a key mediator of eukaryotic cell signaling 
and it is an integral part of the ribosome. As a scaffolding protein, RACK1 has many 
interaction partners and in some cases it appears to bind two partners simultaneously as a 
homodimer. A recent crystal structure suggests that a novel double beta-propeller RACK1 
dimer is generated through the formation of a new, mutually shared blade 4 (Fig. 3A).13

An unusual metal-coordinated dimerization motif, the “zinc hook” was found in the 
DNA repair complex protein RAD50. A rubredoxin/zinc knuckle (CXXC, where C is 
Cysteine and X is any other amino acid) from each monomer coordinate a single zinc 
ion in a tetrahedral manner, generating a zinc finger-like coordination site (Fig. 3B).14 
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Although the zinc hook is essential for function of RAD50, a mutagenic study shows that 
other domains in RAD50 must also contribute to dimerization of the full length RAD50 
protein.15 Searches of the literature do not report the description of the motif in other 
structures, suggesting that this mode of dimerization is uncommon.

FOLDING AND ECONOMIES OF SCALE

The oligomerization of multiple, identical subunits is an economical way for organisms 
to form large structures. Examples of extensive networks of proteins include the long fibrous 
extracellular matrix proteins myosin and collagen, the assembly of hundreds or thousands 
of viral coat proteins into viral capsids and tubulin heterodimers (composed of � and � 
subunits) forming microtubules. These networks can be extremely stable (some fibrous 
proteins can last a human lifetime), very stable under some circumstances (viral coats 
are readily assembled and disassembled inside the cell but are otherwise very stable and 
protect the virus outside the cell), or very dynamic (tubulin subunits are added or removed 
from either end of microtubules in a GTP-dependent fashion, forming the ever-changing 
cytoskeleton that provides both a structural framework and a transport system for the 
cell). The assembly of multiple identical subunits into a single functional unit may help 

Figure 3. Novel mechanisms of dimer formation. A) The RACK1 homodimer is formed through a 
novel strand-swapping mechanism, where the two �-propellers interact through a shared blade. (PDB 
3RFG) B) The “zinc-hook’ from RAD50 comprises two rubredoxin/zinc loops that coordinate Zn(II) 
with tetrahedral geometry. (PDB 1L8D).
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keep genome sizes small, particularly in organisms with very small or modestly sized 
genomes such as viruses and many prokaryotes, respectively. Small protein subunits 
should also fold more readily than a single large protein, reducing the load on chaperone 
systems within cells in order to ensure that once synthesized, proteins are correctly 
folded. The assembly of proteins into functional oligomers may provide an additional 
challenge to cells, especially for proteins that form obligate homo- or hetero-oligomers. 
In the cytoplasm it is thought that homo-oligomer assembly may start during translation, 
with protein subunits being synthesized from the same polyribosome.16 In contrast, in the 
endoplasmic reticulum (where nascent proteins that are destined to reside in the plasma 
membrane, or be secreted from the cell, are folded and processed), oligomerization 
appears to occur from essentially folded monomers, but assembly can continue in the 
Golgi (reviewed in ref. 17). Hetero-oligomers may require more specialized assembly 
pathways that involve chaperones for specific subunits. For example, the hemoglobin 
tetramer is effectively a dimer of heterodimers and comprises two copies each of �- and 
�-globin. Synthesis of these two subunits is balanced such that �-globin is in slight 
excess. This subunit is quite prone to precipitation, but is prevented from aggregation 
by �-hemoglobin stabilizing protein (AHSP), which binds to and promotes folding of 
the �-globin monomer.18 In contrast �-globin can form moderately stable homodimers 
and tetramers in the absence of its usual binding partner.

Homo-Oligomers in Protein Folding Pathways

Many proteins that regulate protein folding and unfolding form homo-oligomers.19 For 
example, calreticulin and Hsp90 apparently self-associate in response to heat shock and 
these homo-oligomers bind misfolded or aggregating proteins with greater avidity than 
the monomer form.20,21 The chaperonins, typified by the Escherichia coli GroEL-GroES 
system, are large, oligomeric ring-like assemblies. The extended interior surfaces of 
these rings form central cavities that protect partially unfolded proteins from aggregation 
and provide a favourable environment for protein folding. Similar ring-like structures 
are found in many of the prokaryotic chaperone-assisted proteases, such as HslU and 
HslUV complexes and ClpX and ClpA chaperones. However, rather than promoting 
folding, the central cavities of these hexameric complexes facilitate protein unfolding 
and proteolysis occurs.22,23 HslU and ClpX/ClpA are AAA� ATPases and the energy 
required for unfolding is thought to be provided through hydrolysis of the ATP that is 
bound between subunits. Almost all of the members of the AAA� ATPase superfamily 
have the same ring-shaped homo-oligomeric structure and have been adapted to act as 
molecular machines in different cellular contexts including DNA replication, membrane 
fusion and peroxisome biogenesis.24

ACTIVATION THROUGH OLIGOMERIZATION

Interface Active Sites

The positioning of a binding site (such as an enzyme active site) at subunit interfaces 
provides an obvious mechanism for activation through oligomerization (e.g., Fig. 4). An 
increase of protein concentration above the oligomerization threshold would stimulate 
activation and conversely, a drop in cellular enzyme concentrations below the same 
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threshold would result in dissociation and inactivation. Alternatively, mechanisms such 
as ligand-binding or posttranslational modification (including proteolysis) could modulate 
oligomerization to activate or deactivate activity. In contrast, the burial of an active site 
at a dimer interface results in a reversal of this phenomenon, oligomerization leads to 
deactivation and dissociation of the oligomer leads to activation. Many examples of 
these mechanisms are evident in the activation and regulation of caspases, the details 
of which are covered in the accompanying chapter by MacKenzie and Clarke. Similar 
mechanisms are also used in non-enzymatic proteins, including proteins involved in 
subceullular localization. For example, nuclear export often involves recognition and 
binding of short leucine-rich nuclear export motifs (NESs)25,26 that may mediate both 
nuclear export and homo-oligomerization. Structures of NESs bound to exportin proteins 
show that the leucine residues from the substrate NES form a hydrophobic face on an 
�-helix motif that binds a groove in the exportin protein CRM1.27,28 In the case of p53, 
a similarly structured NES is found at tetramer interface of the tetramerization domain, 
suggesting that tetramer formation masks nuclear export.29 Leucine-rich NESs have features 
in common with leucine zippers/coiled-coils—repeating leucine (or other hydrophobic) 
residues that are predicted to form the hydrophobic face of an amphipathic �-helix. Thus, 
it is likely that many other proteins use the same domains to mediate nuclear export and 
homo-oligomerization through NESs.

Allosteric Regulation

Homodimerization or homo-oligomerization can set the scene for allostery, i.e., when 
one ligand can affect the binding or catalysis of another in the absence of a direct interaction. 

Figure 4. � exonuclease bound to DNA. The � exonuclease binds to dsDNA ends and processively 
digests the 5’ ended strand, generating a long 3’ overhang and 5’-mononucleotides. It consists of a 
homotrimer with a central channel that is wide enough at one end to bind dsDNA but which narrows 
to allow only ssDNA through at the other end. The three subunits are illustrated in white, grey and 
dark grey, with the DNA oligonucleotide illustrated in black. (PDB 3SLP).



10 PROTEIN DIMERIZATION AND OLIGOMERIZATION IN BIOLOGY

The concept was developed as early as 1935 to explain the positive cooperativity observed 
for the binding of oxygen molecules in haemoglobin,30 although the term “allosteric” was not 
coined until 1961 when Monod and Jacob used the term to describe the possible regulation of 
the enzyme, L-threonine deaminase.31 In recent years, advances in experimental techniques, 
such as increased sensitivity and resolution in nuclear magnetic resonance spectroscopy 
and computational power in molecular dynamics simulations, has triggered a resurgence 
of interest in the allostery of homomeric proteins. These new studies are being used to 
determine the mechanisms by which allostery is achieved in homomeric proteins.32 The 
methyltransferase SET domain from the Paramecium bursaria chlorella virus suppresses 
genome-wide host transcription by methylating histone H3 at lysine 27. Unlike mammalian 
lysine methyltransferases, this viral SET domain functions as a dimeric enzyme (Fig. 5), 
remains associated with chromatin all the time while methylating H3K27 through alternate 
active sites and “walks” along the chromatin.33 The dimeric nature of the enzyme allows it 
to have a higher efficiency than it would if it was constantly dissociating and reassociating 
with chromatin as a monomer. For a more comprehensive discussion on mechanisms by 
which protein dimerization and oligomerization is used to regulate enzyme activity see the 
accompanying chapter by Griffin and Gerrard.

DIMERS AND OLIGOMERS IN MEMBRANE PROTEINS

Cytokine Signaling

Cytokines and protein hormones, such as growth hormone (GH) and insulin, are 
extracellular proteins that signal across cell membranes by binding to the extracellular 

Figure 5. The methyltransferase SET domain from the Paramecium bursaria chlorella virus. This 
enzyme is a functional dimer. One site is active at a time and the dimeric nature of the enzyme gives 
it a higher efficiency than the monomeric form because the enzyme remains continuously associated 
with chromatin while methylating H3K27 and “walks” along the chromatin. (PDB 3KMA).
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domains on membrane bound receptors. The cytokines fall into three main classes: 
interleukins, tumor necrosis factors (TNFs) and chemokines. Cytokine signalling provides 
many examples of how protein dimerization contributes to signaling across membranes.

The interleukins play an important part in the immune system and blood cell 
development, but have roles in many other cell types. A large subclass of interleukins, GH 
and similar protein hormones, share a four helical bundle core structure and a common 
mechanism for signalling. The receptors for these ligands contain a single transmembrane 
segment, the N-terminal extracellular domains contain at least one ligand binding site 
comprising two fibronectin Type III modules and the cytoplasmic domains either contain 
intrinsic tyrosine kinase activity, or recruit JAK (Janus Kinase) tyrosine kinases and 
trigger STAT (Signal Transducer and Activator of Transcription) signaling pathways. 
For many years it was thought that binding of the ligands induced dimerization of the 
receptors (either homodimerization or recruitment of several different receptor molecules, 
depending on the ligand) to trigger a cascade of intracellular signaling events, including 
reversible phosphorylation of receptor subunits and associated signaling molecules. This 
induced dimerization model of the initiation of signaling was based largely on experiments 
that used only the extracellular domains of the receptors to characterize ligand-receptor 
binding. More recently, however, it has been shown that regions from the transmembrane 
and intracellular domains of the receptors can be involved in dimerization and many 
receptors including growth hormone (GH), erythropoietin and GM-CSF receptors can exist 
as preformed dimers in the absence of the ligand.34-36 New models have been proposed 
that invoke rotational and translational movements between receptor subunits in response 
to ligand binding to initiate intracellular signaling cascades (e.g., reviewed in ref. 37).

A single GH molecule binds to two identical GH receptors in an asymmetric fashion 
(Fig. 6A); each receptor binds a different site on GH: one with a high and one with low 
binding affinity. This scenario leads to a rapidly activating receptor system, but one in which 
the activity is attenuated as concentrations of ligand rise and form 1:1 inactive  GH-receptor 
complexes via the high affinity binding site rather than active 1:2 complexes.37 Many cytokines 
have a far more complex receptor system, including binding through two different receptor 
subunits and networks of interactions between the ligands and receptors (e.g., Fig. 6B and 
refs. 38,39). This complexity likely leads to varied and more versatile activation profiles.

Signal Amplification through Receptor Clustering

The arrangement of molecules within the recently determined crystal structure of 
the GM-CSF extracellular signaling complex implies that, rather than forming discrete 
hexameric signaling units comprising two copies each of the ligand and two different 
receptors, the minimal active signaling subunit is a dodecamer—two interacting hexamers 
that are linked through homodimeric contacts between receptor subunits.39 Moreover, the 
arrangement of the asymmetric subunits in the crystal lattice and free interaction sites at 
the ends of the dodecamer suggests that the dodecamer is a minimal repeating unit that 
can form extensive clusters of signaling molecules at the cell surface. Clustering of ligand/
receptor complexes generates a high density of signaling molecules that could effectively 
amplify a signaling event. For example, epidermal growth factor (EGF) receptor, which 
is usually present at very low surface concentrations, may preassemble into dimers to 
bring about very rapid responses to ligand binding.40

Death receptors (cytokine receptors that transmit apoptotic signals) are also thought 
to form clusters in the cell membrane in response to ligand binding. A general mechanism 
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of clustering for this family of receptors involves the binding of specific ligands such as 
Fas, tumour necrosis factor (TNF) or TNF-related apoptosis-inducing ligand (TRAIL) to 
their cognate receptors, which triggers the generation of ceramide (a lipid found in cell 
membranes). Ceramide release is thought to lead to lipid raft formation which facilitates 
receptor clustering. TNF superfamily proteins are trimeric cytokines that each bind to 
three cell surface TNF receptor (TNFR) proteins (e.g., ref. 41). Some studies have shown 
that TNF receptor family proteins can self-associate in a ligand-independent manner 
(e.g., refs. 42,43). However, in the presence of the ligand the putative self-association 
domains on the receptors are separated by too large a distance to enable self-association 
within a core hexameric complex.41 A molecular dynamics study that compared receptor 
self-association with the formation of receptor-ligand complexes suggested that ligand 
binding induces three-fold symmetry and constrains the receptor to a specific conformation 
that differs from that in nonligand-bound receptors.44

From Dimers to Clusters

Woolf and Linderman used Monte Carlo simulations to demonstrate that reversible 
dimerization can cause membrane proteins that normally form 1:1 complexes (either homo 
or heterodimers) through specific interfaces to cluster into oligomer-like structures.45 In 
this view, it is important to note that dimerization is generally reversible and switching 
of partners to form interactions competes with diffusion to prevent interactions. When 
partner switching is fast relative to the diffusion rate, proteins can effectively share a 
single bond between multiple proteins and thus form extended clusters of proteins. This 
mechanism might also contribute to receptor cross talk—the simultaneous or sequential 
binding of multiple cell surface receptors to different ligands that results in the coordinated 
regulation of signal transduction across membranes.

Figure 6. Cytokine and growth hormone receptor complexes. A) A single molecule of growth hormone 
binds asymmetrically to two identical GH receptors. There is one high affinity site on the hormone and 
one low affinity site, allowing for a rapidly activating system that is controlled by ligand concentration. 
(PDB 3HHR). B) The interleukin-6-(IL-6)interleukin-6 receptor-(IL-6R)/gp130 extracellular signaling 
complex is a hexameric structure. The binary IL-6-IL-6R complex forms initially. Addition of gp130 to 
form the ternary complex results in a cooperative and sequential transition from heterotrimer to hexamer. 
IL-6 is illustrated in white, domains D2 and D3 of the IL-6R in grey and domains D1, D2 and D3 of 
gp130 in black. (PDB 1P9M).



13DIMERS, OLIGOMERS, EVERYWHERE

G-Protein-Coupled Receptors

Chemokines induce chemotaxis (cell movement) by binding to G-protein-coupled 
receptors (GPCRs), which are the most common cell surface receptors making up �4% 
of the human genome (�800 human GPCRs). These receptors are integral membrane 
proteins with a common core of seven transmembrane �-helices, but the extra- and 
intracellular domains are widely varied. There has been some debate in the field as to 
whether GPCRs function largely as monomers or whether oligomerization is a common 
requirement for biological activity (e.g., refs. 46,47). Certainly, some GPCRs can function 
as monomers,48 and others appear to function as homodimers, heterodimers or higher 
order oligomers (e.g., refs. 49,50). At this stage many of the experiments used to support 
both monomer-centric and oligomer-centric views cannot be unambiguously interpreted 
because of the limits of the technologies and/or the use of nonnative membranes or 
nonphysiological concentrations of proteins.51 However, it is reasonable that the many 
different GPCRs may have evolved different mechanisms of self-association and could 
adopt different oligomeric states that vary according to the life cycle of the molecule.51

Transporting Molecules across Membranes

Membrane channels, through which molecules are transported, almost invariably 
involve protein oligomerization. For example, aquaporins and aquaglyceroporins are 
integral membrane proteins that oligomerize to form homotetramers and thereby generate a 
central pore through which water (or water and glycerol) are selectively transported across 
the membrane—the channels do not transport ions (Fig. 7).52 The association of like proteins 
to generate a central pore appears to be a common theme in membrane channels. Opening 
and closing of the pores, selectivity for target molecules and regulation of the channels 
are achieved by different mechanisms and include generation of selectivity filters through 

Figure 7. Human aquaporin. This integral membrane protein forms a homotetramer with a central pore 
through which water is transported. (PDB 3GD8).



14 PROTEIN DIMERIZATION AND OLIGOMERIZATION IN BIOLOGY

manipulation of the common subunit interface of the multimer and binding of accessory 
proteins.53 For example, potassium channels, which are an important and highly studied 
family of proteins that are found in all domains of life, also form tetramers (see chapter 
on potassium channels by Clarke and Gulbis). This theme is likely to also be true for the 
chloride intracellular channel (CLIC) family. CLIC proteins are a novel class of putative 
intracellular ion channels that are widely expressed in different intracellular compartments 
(see review by Singh).54 These proteins are thought to interconvert between a soluble 
fold and an integral membrane form. The soluble form shares structural homology with 
members of the omega glutathione S-transferase (GST) superfamily and can undergo a 
redox-controlled monomer-dimer transition; the dimer is formed under strongly oxidising 
conditions. CLICs can auto-insert into the membrane via a single transmembrane domain 
to form multimeric (tetramers or higher order oligomers) ion channels with a predicted 
channel pore formed by the N-terminal domains.

DNA BINDING AND GENE EXPRESSION

Targeting DNA

Protein dimerization/oligomerization is a common factor in many processes that 
involve binding to DNA, including chromatin packaging, gene expression, DNA repair 
and replication (e.g., Fig. 8). In chromatin, the symmetrical histone octamer core particle 
consists of an H3/H4 tetramer and two H2A/H2B dimers, This construction allows 
for symmetrical and repeating DNA:protein contacts in the nucleosome and along the 

Figure 8. The transcription factor MEF2A bound to DNA. This transcription factor exists as a dimer in 
solution and binds to DNA as a dimer, through its MADS-box domain. Homo- and hetero-dimers formed 
by various members of the MEF2A family are thought to have a similar overall structure. (PDB 3KOV).
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DNA.55 Type II restriction enzymes, which are found in most bacteria and have been 
an essential part of recombinant DNA technology, bind to palindromic DNA sequences 
as homodimers; each subunit contacts one-half of the palindrome resulting in a highly 
symmetric protein:DNA complex. In this way protein dimerization increases the binding 
affinity for DNA through cooperative binding and increases binding specificity by doubling 
the length of the DNA recognition sequence. For a detailed discussion of how protein 
dimerization contributes to nucleic acid binding and transcriptional regulation see the 
chapters by Wilce, Vivian and Wilce and by Funnell and Crossley.

Transcription Complexes and Long Range Interactions

Dimerization can also provide physical links between different elements in the cell. 
For example, the transcriptional adaptor protein Ldb1 (LIM domain binding protein 1), 
is an important developmental protein that targets a class of transcription factors and 
related transcriptional regulators, the LIM-only and LIM-homeodomain proteins.56 Ldb1 
contains a self-association domain that forms trimers in solution57 and is essential for the 
biological activity of the LIM proteins (e.g., ref. 58). Self-association of Ldb1 allows the 
formation of multi-protein complexes that can target DNA through multiple contacts. These 
complexes can target repeated DNA motifs with high avidity (such as multiple closely 
spaced homeodomain binding sites), or potentially mediate long range interactions (such 
as promoter-enhancer interactions). As an example of the latter case, Ldb1 was shown to 
promote GATA-1-mediated DNA looping at the �-globin locus control region.59,60 The 
ability of the homo-oligomer to bind multiple different proteins (e.g., ref. 61) allows for 
similar complexes to have different properties and provides a mechanism for partner/
cofactor exchange, i.e., the replacement of a protein from a complex by another to bring 
about a different biological activity. The self-association of Ldb1 is relatively weak (1:1 
monomer to trimer at �10�5 M), suggesting that Ldb1 multimers will only form at high 
local concentrations and/or in cooperation with other factors.57

CONCLUSION

Self association is a fairly general physical property of proteins that can confer many 
different functional advantages. Dimers and oligomers provide structure and stability, 
regulate activity by modulating binding sites, affinities or combinatorial specificity, 
facilitiate preconcentration of molecules, generate links between different cellular 
components and transmit signals, ions and other molecules across membranes. Given the 
large number of fundamental biological processes in which protein dimerization plays an 
essential role, there must be an enormous evolutionary pressure to develop and maintain 
specific dimerization interfaces in biology.
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Abstract: There are many different techniques available to biologists and biochemists that can 
be used to detect and characterize the self-association of proteins. Each technique 
has strengths and weaknesses and it is often useful to combine several approaches to  
maximize the former and minimize the latter. Here we review a range of methodologies 
that identify protein self-association and/or allow the stoichiometry and affinity of 
the interaction to be determined, placing an emphasis on what type of information 
can be obtained and outlining the advantages and disadvantages involved. In general, 
in vitro biophysical techniques, such as size exclusion chromatography, analytical 
ultracentrifugation, scattering techniques, NMR spectroscopy, isothermal titration 
calorimetry, fluorescence anisotropy and mass spectrometry, provide information 
on stoichiometry and/or binding affinities. Other approaches such as cross-linking, 
fluorescence methods (e.g., fluorescence correlation spectroscopy, FCS; Förster 
resonance energy transfer, FRET; fluorescence recovery after photobleaching, FRAP; 
and proximity imaging, PRIM) and complementation approaches (e.g., yeast two 
hybrid assays and bimolecular fluorescence complementation, BiFC) can be used 
to detect protein self-association in a cellular context.

INTRODUCTION

Protein self-association covers a spectrum of behaviours: specific, nonspecific, 
reversible and irreversible. Specific interactions have a defined subunit arrangement and 
stoichiometry and are generally mediated by interfaces that display large numbers of 
noncovalent interactions. In contrast, nonspecific interactions often give rise to amorphous 
aggregates with no defined stoichiometry. The purpose of this chapter is to outline a 
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number of experimental methods that are available to identify protein self-association 
and determine the stoichiometry and affinity of the interaction. The approaches range 
from structural and biophysical through to biochemical and cellular in nature. Cellular 
methods have the advantage of being carried out in a more physiological environment, 
but knowledge of all influencing factors is generally incomplete. In contrast, in vitro 
methods allow a quantitative and unambiguous analysis in highly purified solutions, but 
require some extrapolation to draw inferences about biological relevance. In general, 
no technique is suited to all situations and it is good practice to combine measurements 
to take advantages of their respective strengths.

BIOPHYSICAL METHODS

General Considerations

Before detailing the methods, a number of general points can be made by considering 
a typical reversible homodimerization reaction:

 A A B	 �  (1)

The equilibrium dissociation constant for the reaction is a measure of the 
thermodynamic stability of the complex and is defined as
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where [A] and [B] are the molar concentrations of the monomer and dimer, respectively. 
Equation 2 reveals that as the total concentration of the solute increases, [B] must 
increase faster than [A]. For a particular system of interest, an equilibrium reaction can 
be confirmed and a value of KD obtained by measuring some property of the solution that 
is sensitive to the ratio [A]/[B] over a range of solute concentrations. One such property 
is average molecular weight. In fact, there are a number of ways to calculate an average 
molecular weight depending on the physical property under investigation. For example 
sedimentation, classical light scattering and X-ray scattering (see sections “Analytical 
Ultracentrifugation” and “Scattering”) all naturally yield the weight-average molecular 
weight, which is defined as
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where ci is the weight concentration of the species with molecular weight Mi and ctot is 
the total concentration of solute.

An important practical point arises here. At a total monomer concentration 10, 
102, or 103 times KD, the molar fraction [free monomer]/[total monomer] is 0.2, �0.07 
and 0.02 respectively. Thus, in order to observe significant shifts in the equilibrium, 
measurements must be made at concentrations in the order of KD. For very stable 
complexes, this requirement can be beyond the sensitivity of many physical methods. At 
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concentrations well above the KD, Mw corresponds closely to that of the pure oligomer 
and can therefore be used to determine the subunit stoichiometry.

Other physical properties sensitive to the oligomerisation reaction are hydrodynamic 
size, sedimentation coefficient and translational and rotational diffusion coefficients and 
measurement of these is discussed in the following sections.

SIZE EXCLUSION CHROMATOGRAPHY (SEC)

An SEC column contains hydrated beads made from cross-linked polymers such as 
dextran, agarose or polyacrylamide. The migration of a protein through the column is 
governed by its partitioning between two solvent spaces, the solvent spaces surrounding the 
packed beads and the solvent within the porous beads. For any given species the volume 
fraction of the internal bead volume that is accessible is termed the partition coefficient 

p (see ref. 1). Smaller proteins have a larger value of 
p and require a greater volume 
of buffer to pass through the column before they are eluted.

Empirically, 
p correlates best with the Stokes radius (RH ; the radius of the hard 
sphere with the same translational diffusion coefficient) of the species.2 For monodisperse 
solutions of spherical globular proteins molecular weight can be predicted from RH with 
reasonable accuracy.3 In this case 
p correlates well with molecular weight according to

 � p A M B�� 	log  (4)

where A and B are column-specific constants that can be determined from a plot of 
p 
against logM for a range of well-characterized protein standards.4 The molecular weight 
for the protein of interest can then be determined from this standard curve. Unfortunately, 
for nonspherical species 
p is a poor predictor of M. However, SEC can provide M and 
molecular shape information by combination with, for example, sedimentation coefficient2 
or in-line light scattering measurements.

For interacting systems the appearance of an SEC elution profile depends on the rate 
of exchange between monomer and oligomer states. In general, self-association reactions 
with KD � 1 �M or KD � 1 mM will result in single peaks corresponding to the oligomer 
or monomer respectively.5 In contrast, migration of complexes with intermediate KD be 
governed by properties of both monomer and oligomer and the elution volume will be 
a function of the loading concentration (Fig. 1), the KD and the length and partitioning 
properties of the column. A computer simulation of SEC behaviour has been developed 
that models the transport of monomer and oligomer states and the continual shift in 
the equilibrium distribution due to diffusion and dispersion.5 This method has been 
used to obtain KDs in the mM-�M range for dimerization of antibody light chains and 
antibody:antigen interactions.6

A modification of the SEC method, termed large zone SEC, was also developed to 
study weak homo-interactions of haemoglobin subunits.1 A large sample volume (�30-60% 
of the total column volume) is applied such that a plateau concentration equal to the load 
concentration migrates through the column. Because the plateau region of the peak is not 
diluted the elution volume is determined by �p  (the weight average of 
p for the interacting 
species) and truly reflects Mw at the load concentration. Plotting �p  as a function of the 
load concentration produces a dissociation curve from which KD  can be extracted. The 
method recently been employed to investigate monomer-dimer-tetramer equilibria of a 
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histone-like protein H-NS,7 dimerization of cro repressor from bacteriophage lambda 
(KD � 300 nM)8 and dimerization of the capsid protein CA from HIV-1 (KD � 10 �M).9

ANALYTICAL ULTRACENTRIFUGATION (AUC)

Introduction to Sedimentation

A simple mechanical description of forces experienced by a solute particle in a 
centrifugal field can be applied to arrive at the following equation defining the sedimentation 
coefficient10

 s u
r

M
N fA

� �
�

�
��

2

1( )
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where u is the radial velocity of solute particles, �2r is the centrifugal field strength, f is 
the frictional coefficient, �  is the partial specific volume of the particle (the inverse of 
its density) and � is the density of the solution. Values for �  and � are usually calculated 
on the basis of chemical composition from physical data tables.11 The unit of s is the 
Svedberg (1 S � 10–13 s).

Diffusion acts to oppose redistribution of solute due to sedimentation. However, 
if the centrifugal field is strong enough there will be a net migration of particles to the 
bottom of the tube and a moving boundary is set up between the solution and a zone of 
cleared solvent behind. The AUC instrument allows this moving boundary to be observed 
in real time (Fig. 2A,B), via absorption, interference or fluorescence optics, and values 
for s and the diffusion coefficient, D, to be obtained.

Figure 1. SEC of purified human �-haemoglobin. The elution volume of the �Hb peak decreases with 
increasing load concentration (0.25-5.0 mg ml–1), indicative of self-association.
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Sedimentation Velocity

The sedimentation coefficient can be determined from the migration of the central 
point, or second moment, of the sedimentation boundary according to

  (6)

where r and r0 are the positions of the boundary at time t and t � 0 (the meniscus), 
respectively. A plot of lnr against t will produce a straight line with slope �2s (Fig. 2C). 
For mixtures or interacting systems this method yields the weight average s. Because the 

Figure 2. Sedimentation velocity. A) Schematic representation of the AUC cell, rotating at angular 
velocity �. The cell contains transparent windows through which a light beam can pass during operation 
of the rotor. A concentration gradient of solute forms (grey shading) and can be detected by optical 
absorbance measurements made at incremental values of r. B) Successive absorbance scans (from left to 
right) recorded at fixed time intervals. The position of the second moment of each boundary (indicated 
by the dots) is used to calculate the sedimentation coefficient, s as shown in C.
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boundary may be broadened by both diffusion and sample heterogeneity the term apparent 
sedimentation coefficient is used. For a single ideal solute, a decrease in s with increasing 
concentration is expected on theoretical grounds.12 An increase in s with concentration 
is a firm indication of protein self-association.

A number of sophisticated mathematical tools have been developed to analyze 
sedimentation velocity data in greater detail.13,14 These methods generally yield weight 
averaged values for s and hence experiments performed at different plateau concentrations 
allow thermodynamic parameters to be obtained for complexes in fast exchange; examples 
include dimerization of cytomegalovirus protease (KD � 17 �M)15 and trimer-hexamer-12mer 
association reactions of the chaperone gp57A.16 Sedimentation velocity has been used to 
determine the kinetics for competing heterodimerization reactions17 and even multiple 
self-association mechanisms with distinct kinetics for a single protein.18

In combination with direct measurements of M by sedimentation equilibrium (see 
below), s values yield f (Equation 5), which can provide some information about molecular 
shape.19 This approach has been used to propose hexameric ring structures for E. coli 
DNA replication protein (RepA)20 and N-ethylmaleimide-sensitive fusion protein (NSF).21

Sedimentation Equilibrium

This method can be used to obtain a shape-independent molecular weight for a 
macromolecule and is often the most suitable method for obtaining stoichiometries and 
equilibrium constants for rapidly reversible self-associating systems with dissociation 
constants in the range 100 nM-10 mM (see ref. 22). Sedimentation equilibrium data 
are frequently used to support other molecular weight measurements or to facilitate 
interpretation of shape-sensitive data obtained from techniques such as sedimentation 
velocity (see for example refs. 15, 16, 18, 20, 21, 23).

At rotor velocities sufficiently slow that the protein does not simply pellet at the bottom 
of the cell, equilibrium is reached between sedimentation and diffusion (Fig. 3). Because 
there is no net flux of material, terms relating to the frictional coefficient f disappear (see 
Equation 5) and the radial concentration gradient, c(r), of a single monomeric species 
becomes a simple function of the monomer molecular weight according to3,10

 c r c r M r r( ) ( )exp{ ( )}� �0
2

0
2�  (7a)

where

 � � ��� �2 1 2( )/ RT  (7b)

and c(r0) is the concentration at the reference point (usually the meniscus), R is the 
gas constant and T is the absolute temperature. Thus, the most basic analysis of 
sedimentation equilibrium data is a plot of lnc versus r2. For a single species the plot 
is a straight line, with a gradient proportional to the molecular weight. For mixtures 
of solutes the final concentration profile will be a sum of exponentials and the lnc 
versus r2 plot will deviate from a straight line; the gradient at r is then proportional 
to Mw at that point in the cell.

Obtaining an equilibrium constant requires global fitting of data obtained across 
a range of sample loading concentrations and rotor speeds to a specific interaction 
model using non linear least squares algorithms.24 For a monomer-n-mer interaction
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where ctot is the total weight concentration of all reactants. Equation 8 can be solved 
for KD if the monomer weight is known. Expressions similar to Equation 8 can be 
generated for other, more complex, interaction models.22,24 The distribution of the 
residuals between observation and fit at each position across the cells is an important 
indicator of the suitability of a given model (Fig. 3B).

SCATTERING—RAYLEIGH SCATTERING OF VISIBLE LIGHT

Rayleigh theory describes light scattering from particles much smaller than the 
wavelength of the incident light. The incident electromagnetic wave induces an oscillating 
dipole in the particle, the magnitude of which depends on the electrical polarizability of 
the particle. The oscillating dipole then emits radiation with the same frequency as the 
incident beam (elastic scattering). Rayleigh scattering of plane-polarised light is depicted 
in Figure 4—note that the scattering intensity I, is independent of the scattering angle 

Figure 3. Sedimentation equilibrium. Analysis of purified �&���������	
��������������'<��	
�=>@����
NaCl, 20 mM sodium phosphate, pH 7.0. A) Data were recorded at 18,000 and 24,000 rpm and a global 
fit to various interaction models was performed using a nonlinear least squares algorithm implemented 
by the software NONLIN.99 The fit to a monomer-dimer model is shown (black lines). B) Residuals for 
fits to monomer and monomer-dimer models. A monomer model results in large systematic discrepancies 
between fit and the data (18,000 rpm, light circles; 24,000 rpm, dark circles). A monomer-dimer model 
(KD � 0.5 mM) gives an improved fit and is consistent with measurements by large zone SEC.1
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�, measured perpendicular to the plane of polarisation. To remove the influence of the 
instrumental parameters, incident light intensity IO and sample-to-detector distance r, 
scattering intensity is expressed as a Rayleigh ration R(�), defined

 R
I r
I

( )� ��
2

0

 (9)

For visible light scattering (LS) we generally consider particles to be “small” if 
the root mean square radius, RG, is less than �15 nm (RG is a measure of molecular size 
describing the distribution of mass). For such particles

 R K cMLS w( )� �  (10)

where c is the particle concentration and KLS is a constant for protein solutions. It includes 
a factor relating to the increased electrical polarizability of the solution due to the presence 
of the macromolecule. For proteins, polarizability depends only upon molecular size and is 
essentially independent of the amino acid sequence.25 Hence, Mw can be determined directly 
from R(�) as long as c can be measured accurately (usually on the basis of refractive index; 
RI). As R(�) is the sum of the Rayleigh ratios for all particles present in the solution, LS 
measurements yield the weight-average molecular weight, Mw.10

Equation 10 is based on two assumptions: (1) that scattering from each particle is 
unaffected by its neighbours and (2) that the particles are small (RG � �/20). Assumption 1 is 
generally a good approximation for dilute protein solutions (��0.1 mg/ml at the detector25). 
Scattering intensity can be measured at a range of concentrations and extrapolated to zero 
concentration to detect non-ideal behaviour. For larger particles Rayleigh-Debye-Gans 

Figure 4. Light scattering from a small particle located at the origin with dimensions much less than the 
incident wavelength. If the incident light wave is plane polarized along the z-axis, the scattering intensity 
is dependent upon the angle � and the sample-to-detector distance, r. The distance from the origin to the 
shaded surface is proportional to the light scattering intensity in that direction, with an intensity of zero 
directly along the z-axis. Scattering intensity is independent of the angle �, measured in the xy plane.
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(RGD) theory predicts that scattering at zero angle R(0) should be identical to that for 
a small particle with the same mass.26 Scattering at zero angle cannot be measured due 
to the intensity of the incident beam, but R(�) determined at multiple angles (multiangle 
laser light scattering; MALLS) can be extrapolated back to R(0) to determine Mw.10

Placing LS and RI/UV detectors in-line with a size exclusion chromatography 
system allows the Mw for eluting peaks to be determined rigorously in a way which is 
not possible on the basis of elution volume, making this a powerful system for studying 
protein complexes (Fig. 5). For protein complexes at concentrations well above their 
KD, the Mw can be used to infer the subunit stoichiometry.20,21 For weaker complexes the 
Mw of an eluting peak may be intermediate between the free and bound proteins. For 

Figure 5. Determining Mw for protein complexes by SEC-MALLS. Data are shown for �-haemoglobin 
(�Hb), �Hb-stabilizing protein (AHSP) and the �Hb:AHSP complex (1.2:1 molar ratio). Calculations 
of Mw for 0.05 ml fractions across the elution peaks (black dots) were based on LS measurements 
at three angles (mini-DAWN with 690 nm laser, Wyatt Technology Corp., Santa Barbara CA) and 
concentrations from refractive index (Optilab differential refractometer, Wyatt). Numbers printed next 
to the main peaks are the average Mw values (kDa) for the whole peak. The value of Mw for �Hb is 
significantly above the predicted value of 15.3 kDa, consistent with the presence of weak self-association 
(see Fig. 1). The Mw for AHSP is close to the predicted value of 12.0 kDa, indicating a monomer. The 
early elution time for AHSP is indicative of a nonspherical shape. The Mw of the �Hb:AHSP complex 
corresponds closely to the predicted value for a heterodimer (27.2 kDa; the small free �Hb peaks is 
consistent with the molar mixing ratio).
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example, erythropoietin (EPO) forms complexes with either one or two EPO receptors 
with different affinities.27 LS can also be used to determine the stoichiometry of protein 
complexes that form in detergent micelles.28

DYNAMIC LIGHT SCATTERING (DLS)

The measurement of LS described in the previous section assumes a time averaged 
intensity measurement. However, on the microscopic scale, local variations in solute 
concentration will occur due to Brownian motion. If a small volume of sample is 
illuminated, these concentration changes are measurable as fluctuations in scattering 
intensity. The rate of fluctuation can be related simply to the translational diffusion 
coefficient.10 The diffusion coefficient is a function of the size and the shape of the 
particle and can be expressed in terms of the Stokes radius, RH and converted to a 
molecular volume for simple geometric shape such as a sphere.3,10 Notably, RH relates 
to the hydrated protein and hence the corresponding molecular volume will include 
associated water molecules. Assumptions about molecular shape and hydration therefore 
have to be made in order to calculate molecular weight,19 making DLS an unreliable 
method for this purpose. One strength of the DLS method is the ability to simultaneously 
characterize particles over a huge size range, but it cannot generally resolve species 
that display less than a two-fold difference in diffusion coefficients,29 corresponding 
to a �8-fold difference in molecular weight.

Although DLS has limited resolving power for mixtures, it is a rapid and sensitive 
method to detect changes in RH for a single species—for example conformational changes 
in calmodulin upon binding to target peptides.30 DLS is well suited to studying protein 
aggregation, in relation to protein function (e.g., BL-crystallin aggregation31) or sample 
preparation (e.g., to assess polydispersity of protein samples prior to crystallisation trials32). 
Due to the ease, rapidity and minimal sample requirements DLS is also often used to 
demonstrate that oligomeric structures observed in the crystals are also present in solution.

SMALL ANGLE X-RAY SCATTERING (SAXS)

SAXS is a powerful technique for studying protein size and shape in solution.33 As 
with visible light, elastic scattering of X-rays can be described using classical Rayleigh 
theory.34 X-rays interact with electrons causing them to oscillate and emit radiation 
with the same frequency as the illuminating beam. The difference in electron density 
between the solute and the solvent (��) and the volume of the particles are therefore the 
critical parameters determining X-ray scattering intensity. As with LS, Mw and RG can 
be obtained directly from SAXS data by extrapolation of scattering to zero angle.35 The 
resolving power of scattering techniques is determined by the ratio RG/�, which imposes 
a lower limit �15 nm for determination of RG by LS (����690 nm). By comparison, RG for 
even the smallest protein can be accurately measured at X-ray wavelengths (����0.1 nm).

Although SAXS data can be modeled to obtain 3-D structure information,33 model free 
measurements of Mw and RG provide insights into self-association mechanisms. For example, 
Rescic et al36 found that RG and RH determined by SAXS and DLS, respectively, had similar 
values in the monomeric and the dimeric forms of human serum albumin, suggesting that 
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asymmetric monomers align along their long axes. The transcription factor sap1 was found to 
be an elongated dimer of 46 kDa, with RG consistent with a predicted coiled-coil structure.37 
Whitten et al identified the histidine kinase KinA and its negative regulator Sda as dimers by 
SAXS, but additionally found by using contrast variation neutron scattering methods that the 
SdaA binds as two separated monomers to KinA.38 Finally, SAXS can be used effectively to 
study very large oligomers39 or protein oligomers within detergent micelles.40

ISOTHERMAL TITRATION CALORIMETRY (ITC)

The uptake or evolution of heat that occurs when proteins associate or dissociate can 
be detected by highly sensitive calorimeters. A schematic diagram of an isothermal titration 
calorimeter is shown in Figure 6A. A standard instrument consists of two thermally isolated 
chambers. The reference cell contains simply water or buffer (left-hand chamber in Fig. 6A). 
For the analysis of the interaction between two molecules (which can be called receptor 
and ligand), a solution of the receptor is placed in the sample cell and a more concentrated 
solution of the ligand is placed in a syringe. The stepwise addition of the second molecule 
into the first results in heat being given out or taken up. During the entire process, a small 
current (��1 mW) is applied to both the reference and the sample cell and the instrument 
measures the amount by which the current applied to the sample cell must be altered to 
maintain the same temperature as the reference cell. The change in current is a direct 
measure of the heat taken up or given out by the formation of the complex and this in turn 

Figure 6. Isothermal titration calorimetry. A) Schematic diagram of an isothermal titration calorimeter. 
A syringe containing a solution of one molecule is injected in a stepwise fashion into a cell containing 
a binding partner. The syringe also incorporates a paddle that acts as a stirrer. B) Example of typical 
ITC data for a protein-DNA complex. The top trace shows heat given out from the sample cell as a 
function of time. Each spike corresponds to an addition of protein to the DNA.
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is directly proportional to the net change in the amount of the ligand that has bound to the 
receptor. A plot of evolved heat as a function of the concentration of added ligand yields a 
binding isotherm that can be fitted to various models of binding by nonlinear least squares 
fitting (Fig. 6B), to derive an association constant for the interaction.

ITC has been used extensively to quantitate interactions between two different molecules 
(for a recent review, see ref. 41). However, it is also feasible under some circumstances to 
use ITC to measure self-association processes. An experiment of this type can be carried 
out by using a concentrated stock solution of the protein of interest in the injection syringe 
and titrating it into a matched buffer. The consequent dilution of the protein will shift the 
monomer-oligomer equilibrium towards the monomer and the calorimeter will measure any 
heat that is either evolved or taken up. The degree of dilution will decrease as the titration 
proceeds. For example, the dimerization constant of interleukin-8 measured by this method 
(18 �M) was in good agreement with a value obtained using analytical ultracentrifugation.42 
Similar experiments have been carried out to measure the self-association of Hexim1 (KD 
� 790 �M)43 and several vancomycin-class glycopeptide antibiotics (KDs in the range 5 
mM-20 nM).44 In general, ITC will most likely only be useful for a reasonably limited 
range of self-association constants (KD �0.1 mM-1 �M)—concentrations less than �10 �M 
generally give signals that are very difficult to detect by ITC.

NMR SPECTROSCOPY

Introduction

It is possible to use NMR spectroscopy to provide information on protein self-association. 
The most detailed approach involves full structure determination, which requires a detailed 
interpretation of nuclear Overhauser effects (NOEs) and the ability to distinguish between 
intra- and inter-subunit NOEs. Other commonly used NMR based methods involve the 
measurement of translational45 or rotational46 diffusion coefficients. These approaches provide 
rapid estimates of hydrodynamic size, but their accuracy is limited by the dependence of RH 
both on molecular weight and on molecular shape and hydration (As noted in the section 
“Dynamic Light Scattering”). Here we describe the use of asymmetric labeling strategies 
and calculation protocols that incorporate ambiguous NOE constraints, which has become 
widespread for the structural analysis of oligomeric proteins.

Nuclear Overhauser Effect Data for Determination of Multimeric Structures

The determination of protein structures by NMR spectroscopy is complicated 
significantly if the protein forms a symmetrical homodimer or higher order multimer, because 
of difficulties with the unambiguous interpretation of the NOE data that are routinely used 
to determine protein structures. The NOE is an interaction between two nuclei, usually two 
hydrogen atoms, that arises if the nuclei are sufficiently close in space (usually less than �6 
Å). Hundreds or thousands of such interactions can be measured for a typical well-ordered 
protein and they comprise the primary form of experimental data used to determine protein 
structures by NMR spectroscopy.

In the case of a symmetrical homodimer, it is often difficult or impossible to know 
whether a given NOE reports on a connection between two protons from the same 
protomer or between protons from two different protomers, especially in the case of 
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structures such as parallel coiled-coils, in which the same parts of each protomer are in 
contact with each other (Fig. 7A).

Two distinct strategies have been developed to deal with this problem. A computational 
approach was developed by Nilges,47 in which all NOEs were considered to be ambiguous 
during the structure calculation procedure—that is, they could arise from either 
intramonomer or intermonomer interactions. This approach can be extended to higher 
order oligomers and successful applications have been demonstrated for the tetrameric 
and hexameric structures of the p53 tetramerization domain48 and insulin,49 respectively.

The second approach revolves around the preparation of protein samples with mixed 
isotopic labeling schemes.50 Experiments can be used to selectively detect only NOEs 
between pairs of protons in which one of the pair is from a labelled protomer and the 
other is not51 (Fig. 7B). This strategy has been used numerous times for the determination 
of both heterodimeric and homodimeric structures (for example, see ref. 52) and even 
in a protein trimer.53

MASS SPECTROMETRY

Over the preceding decades, the utility of mass spectrometry to protein science has 
increased dramatically. This has coincided with the development of the relatively soft 
ionization techniques electrospray and matrix assisted laser desorption ionization (MALDI) 
that have allowed large proteins to ‘fly’ in the mass spectrometer. In electrospray ionization 
sources, a solution of the protein of interest is sprayed through a very fine needle that 
is held at a high voltage. The drops are evaporated and then introduced into the mass 
spectrometer and it is possible to carry out the entire process under relatively gentle 
conditions (neutral pH, no organic solvents). Thus, electrospray (and the miniaturized 
‘nanospray’ version in particular) can be used to ionize intact noncovalent macromolecular 

Figure 7. Detection of intermolecular NOEs in homodimers. A) Portion of the symmetric coiled coil of 
cJun (PDB: 1jun)100 illustrating the difficulty in distinguishing between intramolecular and intermolecular 
NOEs. The sidechain protons of V284’ will give NOEs to L280 in both the same monomer and in the 
other monomer (arrows). B) Example of a labeling scheme for the detection of intermolecular NOEs.
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complexes and to therefore determine their stoichiometry. For example, an early study54 
showed that the tetrameric forms of avidin, concanavalin A and hemoglobin were all able 
to be observed directly and that the molecular masses determined were within �0.1% of the 
theoretical values. The ability to measure masses with such high accuracy has permitted 
detailed analyses of the folding and stability of proteins such as transthyretin,55 for which 
dissociation of the tetramer can lead to the formation of amyloid fibrils. Stoichiometries 
of very large complexes such as the bacterial chaperone GroEL (which forms an 800-kDa 
14-mer) have been established using this approach,56 making it widely applicable.

Mass spectrometry is clearly the most accurate and precise method for determining 
solution molecular weight, but currently the acquisition of mass spectra of large noncovalent 
complexes is technically challenging and perhaps therefore not as widely available as some 
other techniques. Nevertheless, a protocol for the analysis of noncovalent protein complexes, 
optimized for the use of commercial mass spectrometers has recently been reported,57 
suggesting that these experiments are within reach of an increasing number of researchers.

FLUORESCENCE ANISOTROPY

Similar to isothermal titration calorimetry, fluorescence anisotropy is most 
commonly used as a method for measuring association constants for heterotypic 
interactions, but it is also suited to studies of homodimerization.58 When a solution 
containing a fluorophore is excited with polarized light, only the fluorophores that have 
their transition dipoles parallel to the plane of polarization will be excited (a process 
known as photoselection). When these molecules subsequently emit fluorescent photons 
(a few ns later), the degree of polarization of the emitted light will depend on the amount 
of rotation undergone by the molecules in the interim. Small molecules will rotate faster 
and therefore the emitted light will be significantly depolarized. Dimerization or the 
binding of a partner molecule will reduce the rate of rotational motion and the emitted 
light will retain a higher degree of polarization. Polarization (P) and anisotropy (r) are 
simply two different measures of this phenomenon, defined as:
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where I|| and I� are the intensities of the emitted light parallel and perpendicular to the 
excitation source, respectively. The slower the rotation of the fluorescent species, the 
higher the value of r (which has a maximum value of 0.4).

Although the intrinsic fluorescence of a protein could conceivably be used for 
these measurements, fluorescent tags (through a unique cysteine if possible) such as 
fluorescein or derivatives result in a better signal-to-noise ratio. In order to measure 
a dimerization constant, the fluorescence anisotropy of a labeled protein is measured 
as a function of protein concentration. This approach has been used to measure the 
dimerization of a range of proteins including the transcriptional regulators MyoD,59 
TAL160 and NFAT.61 These proteins exhibit dissociation constants of between 1 �M 
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and 1 nM and both higher and lower dimerization constants should be accessible in 
principle, although the addition of a fluorophore (which is generally hydrophobic) can 
often reduce the solubility of the protein to which it is attached.

IN VIVO METHODS

Introduction

The methods described above all are all carried out using highly purified proteins in 
an in vitro environment. However, because experimental conditions in such cases will 
differ from the conditions found in the cell and extracellular milieu, it is clearly also 
important to establish the self-association properties of a protein in its physiologically 
relevant environment. This section describes a number of methods that are available to 
examine self-association in a cellular context.

CHEMICAL CROSS-LINKING

Chemical cross-linking has long been used for the analysis of protein self-association. 
At the crudest level it is possible to cross-link all instantaneously interacting species in a 
cell using a broad-spectrum reagent such as formaldehyde. Proteins of interest can then 
be separated from the complex cellular mixture by immunoprecipitation or, if exogenous 
constructs are expressed in the cell, using any of a number of affinity methods (GST, 
Ni-NTA, FLAG etc.). The sizes of cross-linked complexes are then assessed by SDS-PAGE/
Western blotting. For example, the treatment of cultured cells with formaldehyde and 
retrieval of complexes by immunoprecipitation revealed that ATM kinase is a homodimer 
that dissociates upon radiation-induced phosphorylation.62

However, all interacting proteins in the cell are likely to be cross-linked by this 
method, which will not distinguish a genuine homodimerization event from some 
other interaction. A refinement of this technique involves specific cross-linking of 
cysteine residues using (for example) maleimides, methanethiosulfonates or the 
oxidative cross-linking reagent copper(II) o-phenanthroline.63 Cysteine-free and 
specific cysteine-containing variants were cross-linked in vivo using a combination of 
these reagents to probe the dimerization interface of the E. coli membrane transporter 
ProP. The authors were able to show that ProP forms an antiparallel coiled-coil and 
participates in a monomer:dimer equilibrium in vivo.

FLUORESCENT METHODS

The ready availability of endogenously fluorescent proteins (such as variants of 
the green fluorescent protein—GFP—from Aequorea victoria jellyfish) provides a 
number of elegant and powerful methods for assessing self-association in vivo; these 
methods can also provide access to real-time dynamics.64

It is essential to ensure that the GFP-tagged protein retains its native activity and 
that expression levels do not cause undesirable effects; this should be determined 
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empirically for each protein, but as an example GFP-tagged histone H2B at 10% of 
the total H2B protein gives bright fluorescence without detectable adverse effects on 
cellular function.65 The tagged proteins should also have had sufficient time to fully 
equilibrate with the native pool.

Although none of the following techniques is trivial to perform, the information 
obtainable is very valuable in assessing the importance of the self-association of a 
protein in vivo.

Fluorescence Correlation Spectroscopy (FCS)

FCS relies on a conventional confocal-type microscope, but rather than scanning a 
relatively large field of view containing several cells, a small, well defined area (�0.2 
femtolitres, equivalent to a single mitochondrion) is scanned at high temporal resolution. 
The observed signal arises from fluctuations in the fluorescence intensity, which correspond 
to individual fluorescent molecules entering and leaving the detection volume. A diffusion 
coefficient can therefore be determined as described for DLS (see Section “Dynamic Light 
Scattering”).66 Using this technique, Philip et al demonstrated that the Type 2 bradykinin 
receptor exists as dimers or higher-order oligomers in stimulated HEK293 cells.67

A limitation of the method is the inability to distinguish homo- from hetero-interactions. 
To do this, an alternative treatment of the fluorescence intensity trace can be employed. 
In fluorescent-intensity distribution analysis (FIDA), the total photon count over a period 
much shorter than the diffusion time is measured repeatedly to obtain a photon count 
histogram (PCH; number of counts versus probability). The PCH can be transformed into a 
plot of particle brightness versus particle number. For example, a monomer-dimer system 
will give rise to one peak corresponding to monomer and a second peak corresponding 
to dimer particles with twice the brightness.68 Saffarian et al used this approach to show 
that oligomerization of EGF receptors in living cell membranes depends on cholesterol 
load.69 Note that the presence of native, unlabelled protein will give an artificially low 
value for the number of dimers (an equal number of labelled and unlabelled subunits will 
result in only 25% of homodimers containing two fluorescent molecules). Thus, either 
the mathematical model must take this into account or the experiment must be performed 
in cells lacking native protein.

Förster Resonance Energy Transfer (FRET)

If the emission energy of an excited fluorophore overlaps with the excitation peak of 
a second fluorophore and the two transition dipoles are not perpendicular, the potential 
exists for transfer of energy from the first (donor) to the second (acceptor).70 Thus, if 
the two fluorophores are close in space, excitation with light at the donor’s excitation 
frequency may result in an emission spectrum characteristic of the acceptor.71 The most 
commonly used protein fluorophore pair is cyan fluorescent protein (CFP) and yellow 
fluorescent protein (YFP). CFP absorbs at around 440 nm and emits maximally at 480 
nm, while the emission from YFP can be monitored above 580 nm.

FRET efficiency scales with the inverse sixth power of the distance such that FRET 
signals occur only if the donor and acceptor are separated by less than 10 nm. In the 
case of two proteins tagged with donor and acceptor fluorophores, a robust FRET signal 
therefore strongly implies a genuine binding event. Unfortunately, when using fluorescent 
proteins, the protein itself occupies much of the useful FRET distance.72 As a result, FRET 
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in biological systems suffers from a poor signal-to-noise ratio. For example, Chilibeck 
et al observed a FRET efficiency of 35% (a percentage of the maximal theoretical transfer 
that would occur at small donor-acceptor distances) for CFP and YFP joined by a ten 
amino-acid linker and �18% for CFP/YFP-labelled ADAR enzyme homodimers in HeLa 
cells.73 Notably, a further reduction in signal is expected for homo-interactions because 
only 50% of complexes will contain both donor and acceptor fluorophores.

There are numerous ways of addressing these problems74 and FRET is still a useful 
and relatively inexpensive technique for probing complex biological systems. For example, 
Evans et al used CFP and a commercially-available acceptor (‘fluorescein arsenical 
hairpin’) to demonstrate that not only do the two endothelin receptor sub-types (ETA 
and ETB) form all three possible dimers (A:A, A:B and B:B) but that the heterodimer 
has a distinct pharmacological response from that of the homodimers.75

A slightly different approach, bioluminescence resonance energy transfer (BRET),76 
makes use of an enzyme (typically luciferase) to generate donor light.77 Because 
luciferase acts on a substrate in the presence of oxygen, this technique is particularly 
well-suited to high-throughput or screening assays with live cells in 96-well plates and 
avoids excitation cross-talk. Hetero- and homo-dimerization of the signalling regulator 
visual arrestins 2 and 3 was demonstrated using saturating BRET for statistical power 
and FRET to confirm authentic sub-cellular localization of the interactions.78 FRET 
can be further extended by methods that take into account lifetime measurements79 
and anisotropy (below).

FRET with Fluorescence Anisotropy

One of the problems with biological FRET is that overlap between the absorption 
(and emission) spectra of the donor and acceptor fluorescent proteins causes excitation 
(and emission) cross-talk. A convenient method to boost signal-to-noise is to measure 
fluorescence anisotropy.80 If a GFP donor is excited by a plane polarized light source, the 
emitted light will retain a high level of polarization because the fluorescence lifetime of 
GFP is short compared with its rotational correlation time (2.9 ns vs �20 ns).80 However, 
because the donor and acceptor transition dipoles are likely to have different orientations 
the acceptor emission is likely to be highly depolarized. Therefore any polarized emitted 
light is mostly due to donor fluorescence and depolarized light can be attributed to 
acceptor emission.

By the same mechanism, fluorescence anisotropy can be used to detect FRET 
between two like fluorophores (two molecules of GFP, for example).81 Steady-state 
fluorescence anisotropy imaging can detect changes in protein oligomerization in living 
cells in real time. Using more sophisticated equipment, time-resolved fluorescence 
anisotropy decay can yield quantitative measurements of molecular rotation time 
and even information about the separation distance and relative orientation of two 
dimer subunits.81

Proximity Imaging (PRIM)

The PRIM phenomenon relies on the existence of two excitation maxima (395 and 
475 nm) for a thermo-tolerant version of GFP.82 Excitation at the shorter wavelength 
results in emitted light that is approximately five times as intense as when excited at 
the longer. This ratio can change when two molecules of GFP are in physical contact,83 
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providing an opportunity to directly measure dynamic homo-oligomerization, for example 
the clustering of glycosylphosphotidylinositide (GPI)-linked membrane proteins in 
response to proartherogenic stimuli such as oxidized LDL.84 A major advantage of this 
scheme is that only one fluorescently-tagged expression construct needs to be made and 
transfected into cells, making it a simple matter to obtain data rapidly. Care needs to 
be taken over calibration, although standard fluorescence microscopes and acquisition 
software can be used.

Fluorescence Recovery after Photobleaching (FRAP)

FRAP85 is widely used to monitor the diffusion of molecules throughout a cell and 
trafficking between cellular compartments.86 Over-excitation of a fluorophore results in 
a permanent reduction and loss of fluorescent energy emission, i.e., bleaching. When 
a small, controlled area of a cell expressing a mobile fluorescently-tagged protein is 
bleached, other tagged molecules will diffuse into the bleached area (and bleached 
molecules will diffuse out).

Within the cell the rate of observed recovery depends on both the diffusion constant 
and any association events that occur—particularly to insoluble (effectively immoble) 
scaffolds. It is essential to determine in a FRAP-based analysis whether or not the observed 
recovery is diffusion-uncoupled, in which case diffusion occurs on a rapid time-scale 
compared with binding. In this case there is an initial rapid fluorescence recovery due 
purely to diffusion followed by a second slower recovery phase in which bleached 
molecules dissociate from their binding sites and are replaced, hence both diffusion 
and binding kinetics can be obtained. Alternatively FRAP may be diffusion-coupled 
whereby the recovery of fluorescence is a function of both binding and diffusion at all 
time points making component rate parameters more difficult to extract.86

FRAP is relatively easy to perform and can be carried out on most confocal microscopes. 
One difficulty with FRAP lies in the subsequent multi-factorial analysis of the experimental 
data, which as yet is neither theoretically complete nor straightforward. FRAP may also 
combined with complementary techniques such as FLIP (fluorescence loss in photobleaching) 
and IFRAP (inverse FRAP) to identify or eliminate methodological artefacts.65,87 The use 
of FRAP is likely to grow as data analysis models become more sophisticated.

In Vivo Complementation

In the yeast two-hybrid system88 the transcriptional activation and DNA-binding 
domains of the Gal4 transcriptional activator are separately fused to the two putative 
protein partners. If the two proteins interact then a functional Gal4 molecule is formed 
that can selectively bind to the promoter of a reporter gene, and depending on the assay 
system, activate reporter genes that result in a colour change or a selective advantage on 
minimal media. A number of comprehensive reviews on this system have been published.89 
To detect homodimerization, the protein of interest is cloned separately behind the two 
parts of the Gal4 protein and the assay is otherwise carried out in the same manner.90

In a recent variation on this method, Stella et al. constructed a system based on the 
repression of a reporter gene.91 Expression of the lacZ reporter depends on the activity 
of a promoter overlapped by two bipartite operator sites. A functional repressor is only 
formed if the proteins that bind to those sites, P22 and 434, dimerize. By fusing the P22 
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and 434 DNA-binding domains separately to a putative homodimer it becomes possible 
to test for homodimerization by looking for a decrease in reporter gene expression. The 
authors also extended this system to assay for tetramerization.

A number of additional approaches based on fragment complementation have also 
been described for use in both eukaryotic and bacterial systems. Two otherwise inactive 
parts of a single enzyme or fluorescent protein are cloned into expression vectors, such 
that when co-expressed and brought together by interacting fusion proteins, activity is 
restored.92 Fragment complementation assays detect the reporter protein itself in any 
sub-cellular compartment. For example, bimolecular fluorescence complementation 
(BiFC) uses two nonfluorescent fragments of GFP or one of its variants fused to each 
subunit of a potential oligomer. Oligomerization results in a reconstituted fluorescent 
protein, which can be detected using conventional fluorescence microscopy. BiFC 
complexes are essentially irreversible, so can be used to detect weak or transient 
interactions, but rarely kinetic parameters. With these caveats in mind, it is possible to 
use BiFC assays to visualize protein interactions in whole animals, such as Drosophila,93 
Xenopus94 and nematodes.95 However, stable BiFC complexes can affect the dynamics 
of signalling pathways.

�-lactamase fragment complementation yields an active enzyme, which can then 
process suitable substrates to yield a highly amplified signal. This approach is sensitive and 
specific and potentially has the capability to detect interactions in vitro with dissociation 
constants as low as 1 mM.96 Using the same constructs and a fluorescent substrate, 
dimerization can be demonstrated in vivo by recording the lactamase-catalysed loss of an 
intramolecular FRET (see section “Förster Resonance Energy Transfer (FRET)”) signal 
(observed by fluorescence microscopy or in a fluorimetric microtitre plate assay) and 
then the binding affinity calculated in a colorimetric assay from cell lysates.97

CONCLUSION

A number of different approaches are available for the detection and quantitation 
of protein self-association. Each approach has clear advantages and disadvantages and 
it is important to consider these issues when assessing the association state of a protein. 
Generally, it is recommended to make measurements using more than one approach. 
The combined application of different techniques not only reinforces conclusions drawn 
from each individual method, but can provide complementary information.

A particular issue is the question of how in vitro measurements correlate with in 
vivo observations; it is important to establish self-association in both contexts if possible. 
The introduction of targeted mutations to disrupt dimerization is a recommended 
control—such an approach can help to establish whether an observed interaction is 
functionally relevant.

Finally, although it was not discussed above, X-ray crystallography provides detailed 
structural information about the aggregation state of a protein. However, while these 
data are seemingly unambiguous, the requirement for efficient packing of individual 
molecules in the crystal lattice can occasionally give rise to oligomeric structures that 
are not reproduced in solution. For example, the bacterial superantigen YPM forms a 
trimer in the crystal state but is monomeric in solution.98 Thus it is important even in 
this situation to apply different approaches to have confidence in one’s conclusions.
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Abstract: Protein-protein associations represent the building blocks of biological systems. 
The classification of different types of protein association is fundamental to an 
understanding of the interactions they exhibit. A protein association can be classified 
as homo- (identical components) or hetero- (non-identical components) and in 
addition permanent (components only exist and function in an associated state) or 
transient (components exist independently but interact for a limited time to carry 
out a specific function). A large number of studies have analysed the physical and 
chemical characteristics of protein-protein interactions using three-dimensional 
structures derived from X-ray crystallography. This chapter summarises the major 
conclusions of these studies, focusing on amino acid preferences and secondary 
structure packing at interfaces: hydration, hydrophobic and electrostatic effects, 
conformational changes and evolutionary conservation. The studies highlight 
differences between the interaction sites and the rest of the protein surface and 
between different classes of protein association. Common themes in the interfaces of 
protein associations are also revealed including shape complementarity, the presence 
of water molecules, a high percentage of arginine residues, intermolecular hydrogen 
bonds and an energy of association comprising hydrophobic and electrostatic effects. 
These studies also emphasise how the relative importance of such characteristics 
is dependant upon the class of protein association, with permanent associations 
generally displaying different characteristics to transient associations.

INTRODUCTION

Protein associations represent the building blocks of biological systems. Knowledge 
of the nature of protein associations has increased in parallel with the number of three 
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dimensional protein structures available. This large volume of structural data has 
fuelled computational research focussed on the analysis of the physical and chemical 
characteristics of the interactions within these associations. With a greater knowledge 
of protein associations it will be possible to predict which proteins interact and build 
interaction networks for biochemical pathways and whole organisms. Hence this area 
of research underpins the emerging field of systems biology.

The role of protein association is to achieve a structure that is energetically 
and functionally favourable. This requires interaction between two surfaces that are 
complementary in terms of shape and chemistry. How this complementarity is achieved 
varies for different types of protein association and this chapter begins with an introduction 
to the classification of protein associations, which is fundamental to an understanding of 
the characteristics they exhibit.a Then a discussion follows on the structural and chemical 
properties of interaction sites that have been derived from studies on protein structures 
extracted from the Protein Data Bank (PDB).1 This discussion focuses on amino acid 
preferences, secondary structure packing, hydration, hydrophobic and electrostatic effects, 
conformational changes and evolutionary conservation. The chapter concludes with a brief 
summary of how knowledge of protein-protein interactions will develop in the future.

CLASSIFICATION OF PROTEIN-PROTEIN COMPLEXES

As the number of dimeric protein associations has increased so the need to classify them 
into functionally and structurally related classes has become evident. A dimeric association is 
either between components that are identical, termed a homodimer, or between non-identical 
components, termed a heterodimer. At a further level of classification the permanence of a 
complex and its functional significance can also be considered. Classification at this level 
becomes confusing, partly due the duplicity of terminology used in the literature. Jones 
and Thornton distinguish between obligatory interactions and transient interactions, the 
former being identified as those that are in permanent contact and the latter as those between 
separate proteins interacting for a limited time to carry out a specific function.2 In later work 
Nooren and Thornton define complexes as either obligate or non-obligate and additionally 
either permanent or transient (Fig. 1A).3 An obligate complex is defined as one in which 
the individual subunits are not found as stable structures in vivo and non-obligate as those 
with subunits that exist independently. The terms permanent and transient interactions 
attempt to classify the lifetime of a complex, with permanent complexes being classified 
as very stable associations whilst transient complexes have subunits that associated and 
dissociated in vivo. In this classification obligate complexes can only be permanent but 
non-obligate complexes can be permanent or transient.3

Defining classes can be misleading as many protein associations can be classified 
into more than one class. In vivo a continuum exists between obligate and non-obligate 
interactions and the longevity of an interaction is dependent upon the conditions within 
the cell.3 In the literature the paired terms obligate: non-obligate and permanent: transient 
have been used interchangeably and both continue to be used to classify protein-protein 
complexes.4,5 Ofran and Rost6 have also introduced the term obligomer to define interactions 
between subunits that are obligatory as defined by Jones and Thornton.2 Ofran and Rost6 
actually define four classes of interface relevant to this discussion (1) homo-obligomer: 
interactions between permanently interacting identical subunits (2) homo-complex: 
interactions between transiently interacting chains (3) hetero-obligomer: interactions 
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between permanently interacting different protein subunits and (4) hetero-complex: 
interactions between transiently interacting different protein subunits (Fig. 1B). Examples 
of each of the four classes of protein-protein association are shown in Figure 2 and 
Table 1. The introduction of this new terminology helps to clarify classifications and 
the terms complex (transient homo and hetero interactions) and obligomer (permanent 
homo and hetero interactions) will be adopted in this chapter. In addition the term protein 

Figure 1. Classification of protein associations. Homo interactions (between identical subunits) are depicted 
by a pair of identical symbols. Hetero interactions (between non-identical subunits) are depicted by a 
pair of non-identical symbols. A) Classification derived by Nooren and Thornton in which a complex 
can be defined as obligate or non-obligate and in addition permanent or transient.3 B) Classification 
derived by Ofran and Rost in which four classes of interaction, relevant to this chapter, are defined 
and the term obligomer is introduced.6

Figure 2, viewed on following page. Examples of the 4 classes of protein-protein associations deposited in 
the PDB.1 A) Homo-obligomer: Cardiotoxin from Naja mossambica (PDB code 1cdt).52 B) Hetero-obligomer: 
Chorionic gonadotrophin from Homo sapiens (PDB code 1hrp).53 C) Homo-complex: Lysin dimer from 
Haliotis rufescens (PDB code 2lyn)54 and D) Hetero-complex: EF-Tu.EF-Ts complex from E. coli (PDB 
code 1efu).55 In each figure one part of the protein association is shown in white and the second in grey. 
The figures on the left depict the associations as CPK models and on the right as secondary structure 
cartoons. See Table 1 for more information relating to these complexes.
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Figure 2. Please see figure legend on previous page.
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association will also be used to define all types of protein-protein interaction, including 
obligomers and complexes.

This discussion on classification applies to complexes that are of biological relevance, 
i.e., the protein association has a biological function within the organism. However, 
when a protein structure is solved using X-ray crystallography the asymmetric unit of 
the crystal can contain additional contacts between protein components that are not 
biologically relevant.7 For example, a protein may function as a biological monomer in 
a cell but be crystallized as a dimer. These interactions are artefacts of crystal packing 
and they exhibit different characteristics to those of biological relevance.8 The differences 
observed in terms of accessible surface area buried in the interaction and the chemical 
complementarity of the interface have been used to predict the biological quaternary 
state of a protein.7,9 However, this chapter will now focus on protein associations that 
are of biological relevance.

CHARACTERISATION OF PROTEIN-PROTEIN ASSOCIATIONS

The analysis of interfaces in protein associations began as soon as the first structures 
were deposited in the PDB; with Chothia and Janin publishing an analysis of just 3 
complexes, the insulin dimer, trypsin-PTI complex and �� oxyhaemoglobin dimer in 
1975.10 This study assessed the size of the accessible surface area buried upon association, 
the amino acid preferences observed in the interface and the number of intermolecular 
hydrogen bonds.10 This led to a series of structural analyses on increasingly large data 
sets extracted from the PDB that are now discussed.2,4-6,8,11-19

Amino Acid Preferences

It is well known that there are differences in the distribution of amino acids between 
the interior and exterior of a protein.20 In addition studies have shown that the distribution 
of amino acids in a protein-protein interface is different to that of the rest of the protein 
surface.13,14,16,21 However, as noted by Ofran and Rost,6 some studies appear to be contradictory 
in terms of the specific amino acid preferences shown at interface sites. Some conclude 
that the distribution of amino acids in the interface is intermediate of that observed in the 
protein interior and the exterior,13 whilst others have shown that the distribution is more 
similar to the protein interior.11 In addition some analyses show that polar and charged 
residues make major contributions to interactions,22,23 whilst others conclude that polar 
residues do not play key roles.24 The contradictory nature of these results can be explained 
if the class of protein association analysed is considered. Some analyses are based on data 
sets of one class of association e.g., homo-obligomers,14 hetero-complexes13 or homo and 
hetero complexes.5,25 Whilst other analyses have been based on larger datasets comprising 
varying numbers of homo and hetero obligomers and complexes.2,4,6,8,16-18

Glaser et al18 studied a mixed data set of 621 protein associations and found that larger 
interfaces (those >5000 Å2 accessible surface area buried for both parts of the association) 
were more hydrophobic than smaller interfaces which featured more polar residues. In 
this paper the data set was not classified into permanent or transient associations and 
hence the conclusion was that the amino acid preferences are similar for different classes 
of protein association. In contrast two other studies concluded that there are significant 
differences in the amino acid composition of the interface between different classes of 
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protein association.2,13 Analysis of 58 obligomers and complexes revealed that in general 
hydrophobic residues have a greater preference for the interfaces of homodimers than those 
of hetero-complexes, with the hetero-complex interfaces balanced by an increased number 
of polar residues.2 Similar conclusions were drawn from a data set of 75 hetero-complexes 
and 23 obligomers that showed, the composition of the obligomer interfaces being much 
closer to that of the protein interior, exhibiting more hydrophobic residues and fewer 
charged residues.13 The analysis of Ofran and Rost,6 which divided interfaces into 4 types 
relevant to this discussion (Fig. 1B), found that large hydrophobic residues including 
histidine, methionine and tyrosine, were favoured in all types of interaction and that 
hydrophobic residues were more common in homo than hetero interactions.

The amino acid preferences revealed in different classes of protein associations 
can be explained in terms of energetics. Components of transient associations cannot 
have large hydrophobic patches on their surfaces because they also exist independently. 
In the independent state exposed hydrophobic patches on the protein surface would be 
energetically unfavourable. Hence, such associations feature more polar interactions. In 
contrast, obligomer interfaces are permanently shielded from the solvent by the second 
protein component of the association and hence hydrophobic patches on the surface of 
these protein components are not energetically unfavourable.

A further complicating factor is that residues appear to be favoured or disfavoured in 
different parts of the interface. A number of groups have divided interfaces into at least 
two areas, referred to here as the core and the rim.4,14,17,19 Borgan and Thorn identified 
core regions or ‘hot spots’ in binding energies that had high frequencies of tryptophan, 
tyrosine and arginine residues.17 Other analyses have also shown that tryptophan and 
tyrosine are favoured residues in the core of the interface.5,6,19 It has been suggested that 
tyrosine is favoured as it has few rotatable bonds meaning it can contribute to the energy 
of association through the hydrophobic effect without a negative energy component.19

SECONDARY STRUCTURE PACKING

The secondary structure composition of interfaces has also been analysed.5,12,14 
Early work on a small data set of 19 dimers and tetramers revealed interface contacts 
between different types of secondary structure including helix-helix packing, �-sheet 
packing, extended �-sheets and loop interactions.12 In an analysis of 170 nonredundant 
complexes it was found that helices and sheets occurred less frequently than expected 
and that turns and loop structures were over presented.5 The presence of turns and 
loops in interface is likely to create a flexible environment that will be advantageous 
for tight packing. A preference for like-with-like secondary structure packing, such as 
helix-helix and sheet-sheet packing has also been observed by a number of groups.5,26 
Again it is likely that such secondary structure pairings afford more opportunities for 
tight packing than non-identical secondary structure packing, thus contributing to the 
complementarity of the interface.

HYDRATION

Hydration of protein-protein interfaces is an important factor that contributes to tight 
packing and the energy of association. However, the analysis of the number of water 
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molecules and the patterns of interaction they make is limited by the lack of consistency 
in the way in which the position of solvent molecules are reported in crystallographic 
structures.27 In general there is more reliable reporting of solvent molecules in protein 
crystals with higher resolutions and hence this tends to limit the size of data sets that 
can be studied. More recently an algorithm that can predict the number and location of 
water molecules within protein associations has been developed and can be applied to 
structures for which experimental data is missing or incomplete.28

An analysis of a dataset of homo-obligomers and complexes solved to a minimum of 
2.6 Å resolution revealed that interfaces have on average 1.13 and 1.0 water molecules 
per 100 Å2 respectively.28 A similar figure of 1.0 interface water molecule per 100 Å2 of 
interface accessible surface area was also observed for a data set of hetero-complexes.13 
Many of these interface water molecules form hydrogen bonds with both components of 
the association and it is proposed that protein-protein associations contain at least as many 
water mediated contacts as direct contacts.29 The distribution of water molecules within 
the interface varies widely, with some interfaces observed to have solvent molecules 
distributed around the edge of the interface leaving the centre “dry”, whilst others are 
defined as “wet”, with water molecules distributed throughout.27 In many of the “wet” 
interfaces water molecules occupy cavities which has the effect of increasing the close 
packing of the association and hence the complementarity.13,30

Hydrophobic Forces

The hydrophobic effect is the property that causes nonpolar molecules to 
self-associate in an aqueous environment, which results in a gain in free energy.31 This 
effect is considered by many to be the primary driving force in the stabilisation of 
protein associations,10,32 but its contribution to this process is not believed to be as large 
as its contribution to protein folding.33,34 At present methods for the calculation of the 
hydrophobic effect give differing values and the relative contribution of hydrophobic 
forces to the energy of association is still disputed. Based on the analysis of amino 
acid preferences in protein associations it is likely that the relative contribution will 
be dependant upon the class of association.

As previously highlighted, protein interfaces can be subdivided into core and 
rim regions that display different amino acid preferences.4,14,17,19 Alanine scanning 
mutagenesis studies have shown that clusters of residues or “hot spots” in the central 
zone of the interface dominate the energetics of protein association.13,17 This observation 
led to the O-ring hypothesis which infers that a condition for high affinity binding 
between two proteins is the exclusion of solvent from the interface.17 This solvent 
exclusion is achieved by a ring of residues surrounding the central “hot spots” that are 
largely hydrophobic.17 The hydrophobic contribution in each of the interface regions has 
been measured experimentally for the interface of antigen-antibody complexes using 
microcalorimetry.35,36 From these experiments the hydrophobicity of the O-ring region 
was estimated to be 21 cal mol–1 for the burial of 1 Å2 of apolar surface35 and 46 cal 
mol–1 for the burial of 1 Å2 of apolar surface for the central region.36 The higher value 
estimated for the central region agrees with some of the estimates of the hydrophobic 
effect in the cores of protein structure. e.g.,37 Hence it is likely that there is no single 
measure of the hydrophobic effect in a protein-protein interface, but rather a continuum 
of values dependent upon the position within the interface; and the overall effect is 
dependent upon the class of association.
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Electrostatic Forces 

The analysis of amino acid preferences in some protein-protein interfaces has revealed 
large numbers of charged and polar residues that are either fully or partially buried in the 
interface.22,23 Many of these residues are involved in hydrogen bonding and salt bridges.14 
The energetic contribution of electrostatic interactions in protein associations can be 
considered as the balance of two effects: the negative effect of the loss of favourable 
interactions between polar and charged residues and solvent; and, the positive effect of 
the formation of new hydrogen bonds and ion pairs within the interface.38 It has been 
considered that the positive effect of the latter is not usually large enough to compensate 
for the loss of favourable solvent contacts,39-41 and hence electrostatic interactions have 
a negative effect on protein associations.38

However, theoretical calculations of the contribution of electrostatic interactions in 
four complexes showed that the contribution of these interactions varies widely between 
different complexes.38 Two of the complexes studied, human growth hormone complexed 
with its receptor and the subtype N9 influenza virus neuramidase complexed with the 
NC41 antibody, involved electrostatic interactions that strongly opposed binding. In a 
third complex, barnase-barstar, the net effect of the electrostatic interactions was close to 
zero and in the fourth complex (the Ras binding domain of kinase cRaf and Rap1A) these 
interactions actually favoured binding. This work also found that the total electrostatic 
contribution to binding is inversely correlated to the buried total and nonpolar surface: 
i.e., the hydrophobic effect.38

Hence the relative contributions of electrostatic and hydrophobic effects to the 
energy of association appear to dependant upon the type of association. However, one 
parameter that is often excluded from energy calculations is the energy loss or gain from 
conformational changes that can occur upon protein association. Some models can take 
into account small side chain rearrangements42 but the effect of large conformational 
changes on the energetics of protein has yet to be calculated and hence is unclear.

CONFORMATIONAL CHANGES

As mentioned above many proteins undergo conformational changes when they 
associate. Such changes can range from small changes in side chain conformations of 
interface amino acids to large changes in the orientation of whole domains. Conformational 
changes occur for a number of reasons including: the facilitation of close packing; 
orientation of residues for a specific function; and, the formation of intermolecular 
hydrogen bonds or salt bridges.43

The analysis of conformational changes relies on a protein’s structure being available 
in both the associated and un-associated state; and whilst databases of such structures 
are growing,44 they are still too small to make many conclusions. In addition, methods 
for the comparison of such pairs of structures are also limited, some relying on structural 
superposition of structures and the calculation of root mean square deviations,45 whereas 
others use distance matrices.46 The difficulty with comparing proteins from two different 
crystal structures is to find which changes are as a result of differences in crystal packing 
and experimental conditions, and which are as a result of protein association.

Three major types of structural changes have been identified in a dataset of 75 hetero 
associations (1) disorder-to-order transitions (2) large movements of loop structures and 
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(3) changes in the relative orientation of the domains.13 The number and type of changes 
that occur vary widely and it can be that just one, or both, component(s) of the association 
undergoe(s) a conformational change. In addition several types of change may be observed 
within one protein association, for example loop movements may take place at the same 
time as domain movements. Analyses have shown that conformational changes required 
to orient parts of the protein for a specific function are often large compared to those that 
aid the creation of a compact interface or the creation of intermolecular bonds.45

EQUILIBRIUM CONSTANTS

As discussed above, protein-protein association is the result of a number of different 
forces (including hydrophobic and electrostatic forces) and additional elements such as 
hydration and conformational changes. To evaluate the strengths and gauge the lifetimes of 
protein associations researchers have used dissociation constants. A dissociation constant 
(Kd) is a specific class of equilibrium constant that gives a measure of the propensity for 
a two entities (in this case proteins) to separate into two components. The smaller the Kd 
the more tightly bound the two proteins in the association. The two complexes shown in 
Figure 2, the homo complex lysine (Fig. 2C) and the hetero complex EF-Tu.EF-Ts (Fig. 
2D) have reported values of Kd of 1 � 10–6 M and 3 � 10–8 M respectively.25 Whilst the 
evaluation of Kd data for protein associations is useful for summarizing the kinetics, it has 
proved experimentally difficult to obtain such values for many associations. In addition, 
the Kd for a single protein association can be dependant upon experimental conditions, 
such as temperature. However, in recent years the volume of Kd data available for protein 
associations has grown and those reported in the literature are stored in a number of 
databases.47,48 The availability of Kd data for complexes has revealed a linear relationship 
between Kd and the size of the contact site, with interfaces of high affinity complexes being 
larger than low affinity complexes.25 However, the Kd data for obligomers is still very 
limited; and until such data is more widely available for all types of protein associations, a 
valid comparison of the kinetics of the different classes of association is difficult to make.

EVOLUTION OF INTERFACE RESIDUES

Residues that are of functional importance, such as those involved in enzyme active 
sites and ligand binding, are often conserved during evolution. However, the picture of 
conservation of residues involved in protein interfaces is less clear. One study concluded, 
from an analysis of five enzyme families, that interface residues were only slightly more 
conserved than the remainder of the protein sequence.49 Another study of six homodimers 
concluded that interface residues were substantially more conserved than other surface 
residues and that this was particularly true of those residues that were completely buried 
in the central zone of the interface.50 More recently an analysis of a much larger dataset 
of 64 protein interfaces also concluded that the protein interface is more conserved than 
the remainder of the protein surface.51 However, this paper went on to conclude that when 
patches of surface residues where considered residue conservation was not sufficient to 
distinguish residues involved in protein interfaces from other surface residues. Rather, 
it was found that those surface patches with the highest conservation scores were parts 
of enzyme active sites.51
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A study based on a much larger data set of 1494 protein associations (predominantly 
obligomers) has most recently concluded that for 63% of the associations the interface 
showed a higher level of conservation than the remainder of the protein surface. In addition 
for these interfaces it was possible to use conservation to discriminate interface sites.16 
They also conclude that transient interfaces also show the same levels of conservation as 
permanent interfaces.16 Hence as more data has become there is agreement that interface 
sites have been conserved through evolution due to their functional importance.

CONCLUSION

A clearer understanding of the important factors that influence the formation of protein 
associations is beginning to emerge, as an increasing number of protein structures are being 
solved. The purpose of protein association is to achieve a structure that is energetically 
and functionally favourable. This requires the two components to present surfaces that 
are complementary in terms of physical and chemical characteristics. Complementarity 
is achieved through tight packing involving like-for-like secondary structure contacts. 
In addition the both hydrophobic effect and electrostatic effects make contributions to 
the energy of protein association. However the relative importance of these effects is 
still in question as different classes of protein association appear to exhibit different 
characteristics. Those associations that are permanent tend to have a greater contribution 
of hydrophobic interactions in their interfaces compared to transient associations, that 
have more polar interactions. Firmer conclusions can only be made when even larger 
data sets of classified protein associations become available.

As the size of the PDB1 grows, so it will be possible to gather the larger datasets 
of protein associations necessary for comparative statistical analysis. However, the 
classification of protein associations in such large datasets presents a problem. Classification 
can only be achieved by integrating biochemical pathway and protein function information 
presented in journal articles. Hence, the automatic integration of functional information 
using novel text mining tools will be important for the future development of this field.
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Abstract:  Controlled cell death, or apoptosis, occurs in response to many different environmental 
stimuli. The apoptotic cascade that occurs within the cell in response to these cues 
leads to morphological and biochemical changes that trigger the dismantling and 
packaging of the cell. Caspases are a family of cysteine-dependent aspartate-directed 
proteases that play an integral role in the cascade that leads to apoptosis. Caspases 
are grouped as either initiators or effectors of apoptosis, depending on where they 
enter the cell death process. Prior to activation, initiator caspases are present as 
monomers that must dimerize for full activation whereas effector caspases are 
present as dimeric zymogens that must be processed for full activation. The stability 
of the dimer may be due predominately to the interactions in the dimer interface as 
each caspase has unique properties in this region that lend to its specific mode of 
activation. Moreover, dimerization is responsible for active site formation because 
both monomers contribute residues that enable the formation of a fully functional 
active site. Overall, dimerization plays a key role in the ability of caspases to form 
fully functional proteases.

INTRODUCTION: APOPTOSIS LEADS TO CELL DEATH

Apoptosis is a type of cell death in which a cell uses specialized machinery to 
dismantle itself. Under normal growth and developmental conditions, apoptosis is a 
cell suicide mechanism that enables eumetazoans to control cell number, that is, to 
maintain homeostasis and to eliminate damaged cells. A healthy adult human produces 
approximately ten billion cells each day by mitosis and a similar number are removed 
by apoptosis.1 Disregulation of the cell death mechanism results in a loss of homeostasis. 
Indeed, alterations in the cell death program have been implicated in several diseases, 
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including neurodegenerative disorders, inflammatory diseases and cancer.2 Cancer cells, 
in particular, are known to have a decreased sensitivity to proapoptotic signals when 
compared to normal cells. It is well established, however, that anticancer drugs are 
effective at inducing the cell death program by a variety of mechanisms.3-5

Apoptosis is a highly regulated process that may be triggered by a variety of stimuli 
including, but not limited to, virus infection, toxic stress, environmental insults and 
hormones.6 The morphology of the cell changes during apoptosis due to cytoplasmic 
shrinkage, active membrane blebbing, chromatin condensation and fragmentation of 
membrane-enclosed vesicles.7 In addition, the nuclear DNA is degraded, the cytoskeleton 
in dismantled and cell cycle progression is halted.8,9 In short, every aspect of the cell is 
disrupted so that the contents are dismantled and packaged into vesicles, called apoptotic 
bodies, which are phagocytozed by macrophages or surrounding tissue.10

CASPASES ARE PART OF THE CELL DEATH MACHINERY

A family of cysteine-dependent aspartate-directed proteases, known as caspases, is 
intimately involved in apoptosis. The cleavage of key proteins in the cell by caspases leads to 
the morphological and biochemical changes observed in apoptosis. For example, the cleavage 
of ICAD (inhibitor of CAD) by caspases releases the DNase CAD (caspase activated DNase) 
from an inactive complex and ultimately results in the cleavage of nuclear DNA by CAD.11 
To date, fourteen caspases have been identified, with eleven caspases present in humans.6,12

Depending on their involvement in the life and death of a cell, caspases are broadly 
classified either as apoptotic or inflammatory caspases (Fig. 1). Those involved in the 
inflammatory response, namely caspases-1, -4 and -5, are cytokine activators.13-15 The 
apoptotic caspases are further divided into two groups, the initiators and the effectors, 
depending on their time of entry into the apoptotic cascade (Fig. 1). Initiator caspases 
such as caspases-2, -8, -9 and -10 have an early entry into the cascade and are responsible 
for activating the effector caspases (-3, -6, or -7). They are themselves activated either by 
so-called extrinsic or intrinsic mechanisms.

The extrinsic pathway for initiator caspase activation ultimately is responsible for 
the elimination of unwanted cells that are produced during development or that have 
tumorogenic qualities.16 This pathway is initiated by ligation of a transmembrane death 
receptor in response to an extracellular signal, followed by recruitment and activation 
of initiator caspases as a part of a multiprotein complex (Fig. 2). Caspases-8 and -10 are 
the initiator caspases that are activated by way of the extrinsic pathway. In contrast, the 
intrinsic pathway primarily is responsible for the removal of cells in response to cytotoxic 
stress, chemotherapeutic drugs, mitochondrial damage and certain developmental cues.17 
The mitochondria release cytochrome c into the cytoplasm in response to one or more 
of these cues (Fig. 2). The increase in the cytoplasmic concentration of cytochrome c is 
sensed by the protein Apaf-1 (apoptosis activating factor 1), which leads to recruitment 
of caspase-9 to a multiprotein complex, called the apoptosome, followed by activation of 
the caspase in a cofactor-dependent manner. The end result of initiator caspase activation 
is the downstream activation of the effector caspases-3, -6 and -7, which ultimately are 
responsible for cleavage of intracellular proteins that lead to the dismantling of the cell.
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CASPASES ALSO ARE PART OF THE INFLAMMATORY RESPONSE

Some members of the caspase family are involved in processes within the cell that 
are not lethal. Caspases-1, -4 and -5 function in the regulation of inflammatory processes, 
for example. Caspase-1, which was known originally as interleukin-1� converting enzyme 
(ICE), is responsible for the activation of interleukin-1� (IL-1�) in macrophages13 as 
well as interleukin-18 (IL-18), a member of the IL-1 cytokine superfamily.18 Caspase-5 
interacts with caspase-1 in a multiprotein complex known as the inflammasome, where 
caspase-1 is activated19 (Fig. 2). The function of caspase-4 is more obscure, although it 
has been shown that its transcription is induced by interferons.15

Figure 1. Human caspase organization. Caspases are grouped on the left according to function and 
on the right according to the recognition sequence of the substrate. Each caspase has an N-terminal 
prodomain, where some contain either a CARD (caspase recruitment domain) or DED (death effector 
domain) motif, followed by the large subunit (LARGE), an intersubunit linker and the small subunit 
(SMALL). The numbers on each caspase molecule refers to the length of each specific domain, which 
was determined using the NCBI domain organization database (http://www.ncbi.nlm.nih.gov/).
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CASPASES CLEAVE WITH HIGH SPECIFICITY

Caspases show a high degree of specificity for substrates, with an absolute requirement 
for an aspartic acid residue and a recognition sequence of four amino acids N-terminal to 
the cleavage site. These residues generally are referred to as positions 1-4, or P1-P4, where 
the aspartate occupies the P1 position and cleavage of the substrate occurs C-terminal to the 
P1 aspartate. In addition to the functional groupings described above, caspases also have 

Figure 2. The caspase cascade. A) Inflammatory caspase activation: a ligand binds to a toll-like receptor 
(TLR), which signals a NALP protein to bind to the TLR. ASC interacts with the pyrin domain (PYD) 
of NALP via PYD:PYD interactions. The CARD domain of ASC interacts with the CARD domain of 
procaspase-1 and the CARD domain of NALP interacts with the CARD domain of procaspase-5, forming 
the inflammasome. The inflammasome complex promotes dimerization of caspases-1 and -5, leading 
to their activation and the inflammatory response. B) The extrinsic apoptotic pathway: a death ligand 
binds to a death receptor, which signals an adaptor molecule to bind to the receptor via death domain 
(DD) interactions. The DED motif of the adaptor molecule interacts with the DED of procaspases-8 
and -10, forming a DISC complex. Dimerization (mechanism unknown) results in maturation and full 
activity. Caspases-8 and -10 then process executioner caspases. C) Procaspase-2, a unique caspase, 
is activated when a ligand binds to a death receptor, which signals an adaptor molecule to bind via 
interactions with the death domain. The CARD of the adaptor molecule interacts with the CARD of 
procaspase-2 to promote dimerization in a DISC-like complex. Upon removal of the prodomain, caspase-2 
cleaves Bid, a protein responsible for the increased permeability of the mitochondria. D) The intrinsic 
apoptotic pathway: an increase in the cytosolic concentration of cytochrome c leads to the formation 
of the apoptosome. The apoptosome is composed of Apaf-1 monomers that form a heptameric structure 
when cytochrome c binds to the WD40 motifs of Apaf-1, in an ATP-dependent manner, leading to 
interactions of the CARDs. The CARD of procaspase-9 then interacts with the CARD of Apaf-1, 
increasing the local concentration of procaspase-9 monomers and thereby promoting dimerization and 
activation. Caspase-9 then processes effector caspases, which leads to apoptosis. Effector caspases are 
activated by cleavage of their prodomain and intersubunit linker.
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been grouped into three sub-families based on consensus recognition sequences.20 Group 
I caspases (caspases-1, -4, -5 and -14) recognize Trp-Glu-His-Asp; Group II caspases 
(caspases-2, -3 and -7) recognize Asp-Glu-X-Asp, where X is any amino acid; and Group 
III (caspases-6, -8, -9 and -10) recognize (Leu/Val)-Glu-X-Asp (Fig. 1). The specificity of 
the sub-families is crucial to the apoptotic mechanism because it prevents indiscriminate 
proteolysis of proteins that are not destined to be destroyed in the cell death process.21

CASPASES ARE PRODUCED INITIALLY AS INACTIVE ZYMOGENS

Many of the events that occur during apoptosis are posttranslational in nature. Caspases 
are synthesized initially as zymogens (procaspases) and the pool of inactive zymogen is 
converted rapidly to active protease upon induction of apoptosis. While some procaspases 
are monomers and some are dimers, as described below, all procaspases have a common 
organization in that each monomeric unit is composed of an N-terminal prodomain, a large 
subunit and a small subunit, as shown schematically in Figure 1. In all procaspases, the 
large and small subunits are covalently connected by a sequence of amino acids referred to 
as the intersubunit linker. The linker is cleaved and in some cases completely excised, upon 
maturation. At the N-terminus, the caspase prodomain ranges in length from 15 amino acids 
for caspase-14 to 219 amino acids for caspase-10. In general, initiator caspases contain a 
long prodomain and effector caspases contain a short prodomain.

The prodomains of caspases have been shown to have a variety of functions, from 
facilitating dimerization,22-24 to assisting in the folding of the caspase as an intramolecular 
chaperone,25 to sequestering the protein in the cytoplasm,26 to silencing the zymogen 
in vivo.27,28 The long prodomain of initiator caspases contains recognition motifs that 
are involved in homo- or heterotypic interactions that lead to zymogen activation. For 
example, the death effector domain (DED) is found within the prodomain of caspases-8 
and -10 and interacts with an adaptor molecule that is recruited upon ligation of a death 
receptor, as shown schematically in Figure 2. Utilizing a similar activation protocol, the 
caspase recruitment domain (CARD) is found within the prodomain of caspases-1, -2, 
-4, -5 and -9 and is involved in recognition of the caspase by the particular multiprotein 
complex that facilitates activation.

An active caspase molecule is derived from the processing and association of two 
procaspase monomers. Structurally, mature caspases are dimers of heterodimers that 
contain two copies each of the large and small subunits. The dimer is arranged in an 
LSSL configuration, where L represents the large subunit and S represents the small 
subunit, with two active sites at nearly opposite ends of the molecule. The dimer is 
composed of a 12-stranded �-sheet core surrounded by a network of �-helices (Fig. 3A) 
and the substrate-binding region is formed on the protein surface by five loops (L1, L2, 
L3, L4 and L2’). L1-L4 are contributed by one heterodimer and L2’ is contributed by 
the second heterodimer.

DIMERIZATION OF CASPASE ZYMOGENS

For all caspases, dimerization is critical for proper active site formation. Since the active 
site loops are contributed by both heterodimers in the dimeric structure (Fig. 3), caspase 
zymogens demonstrate little or no activity in the monomeric state. Overall, the initiator 
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procaspases are thought to dimerize by an induced proximity model where oligomeric 
activation complexes mediate clustering of zymogens and increase the local concentration of 
procaspase monomers, which in turn facilitates dimerization.29,30 For example, procaspases-8, 
-9 and -10, the initiator caspases, are found as monomers at physiological concentrations and 
must undergo dimerization to become active. Once an extracellular ligand binds to the death 
receptor, the intracellular region of the receptor binds to the death domain (DD) of an adaptor 
molecule (Fig. 2). The adaptor molecule then recruits procaspase-8 or -10 by interacting with 
the death effector domain (DED) located in the long prodomain. The resulting assembly is 
known as the death-inducing signaling complex (DISC) (Fig. 2).31 Likewise, Apaf-1 assembles 
into a heptameric structure in the presence of cytochrome c and ATP to recruit procaspase-9 
through CARD-CARD interactions. The resulting assembly is referred to as the apoptosome 
(Fig. 2). For initiator caspases, the intersubunit linker is cleaved following dimerization and 
while this stabilizes the dimer, cleavage of the linker is not necessary for the gain of enzymatic 
activity since a functional active site can form without this event.32

Figure 3. Comparison of caspase dimer interfaces. A) Structure of caspase-3 (PDB entry 2J30). �-helices 
5 and 5’ and active site loops L1, L2, L2’, L3 and L4 are labeled. The prime (‘) indicates residues 
from the second heterodimer. Residues in �-strands 8 and 8’ are shown below the structure and ionic 
	
������	�
�� ������
� ���	����� 	
� ���	���� >� �
�� >_� ���� ����
� ������ ���� ���������� �������� ��� =`@<� ���
view sidechains. Amino acids in the dimer interface (�-strands 8 and 8’) of caspase-1 (B) (PDB entry 
2HBQ), caspase-8 (C) (PDB entry 1QTN), caspase-2 (D) (PDB entry 1PYO) and of caspase-9 (E) 
(PDB entry 1JXQ) are shown. For A-E, the dashed lines indicate main chain hydrogen bonds between 
�-strands 8 and 8’. Structures were generated using Pymol (Delano Scientific LLC, Palo Alto, CA).
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A unique initiator caspase, caspase-2, is found as a dimer at physiological concentrations 
and is activated by proteolytic cleavage. This caspase functions as an initiator of both 
the intrinsic and extrinsic pathways and in some cases, as in neuronal cells, it acts as an 
effector caspase.33,34 In the extrinsic pathway, caspase-2 initiates apoptosis in response 
to ligation of a death receptor utilizing the CARD of caspase-2. In a DISC-like complex, 
caspase-2 is proteolytically cleaved in the intersubunit linker and within the prodomain, 
which releases the active protease into the cytoplasm. Unlike other initiator caspases, 
caspase-2 is completely inactive toward the effector caspase zymogens. Caspase-2, 
instead, cleaves Bid (BH3 interacting death agonist), which leads to an increase in the 
permeability of the outer membrane of the mitochondria. This event elevates the cytosolic 
levels of cytochrome c, resulting in the formation of the apoptosome and the subsequent 
activation of caspase-9. The mechanism of caspase-2 activation in the intrinsic pathway 
remains obscure; however, it is known that caspase-2 plays an important role in initiating 
chemotherapy-induced cell death.21

Procaspases-1, -4 and -5, those involved in the regulation of inflammatory processes, 
are zymogens that exist in the cell as monomers and require dimerization to become active. 
Procaspases-1 and -5 can be activated by several different inflammasomes that contain a 
variety of proteins such as Ipaf, NALP1, NALP2, NALP3 and ASC. The inflammasomes 
are formed similarly to the multi-protein complexes of the extrinsic apoptotic pathway. 
That is, an interaction with a ligand and its cognate receptor results in the recruitment 
of an adaptor molecule that in turn binds the CARD of the inflammatory caspases 
(Fig. 2). The induced proximity effect, described above, apparently is utilized by these 
procaspases as well. The binding of the procaspases to the inflammasome increases the 
local concentration of monomers and thereby facilitates oligomerization.35

CASPASE DIMERIZATION AFFECTS STABILITY

In contrast to the initiator caspases, procaspases-3, -6 and -7, the effectors, are found 
as stable, but inactive, dimers at physiological concentration. As described below, the 
procaspases are inactive due to misaligned active sites that prevent efficient catalysis. 
Activation of these caspases occurs after proteolytic cleavage of the intersubunit linker, 
which allows the active site loops to rearrange.

The stability of caspases is due largely to dimerization. Studies of procaspase-3 
showed that the protein unfolds by an unusual mechanism that includes two partially 
folded intermediates in equilibrium with the native dimer and the unfolded monomer.36,37 
One intermediate is an inactive dimer, the second is a partially folded monomer. An 
examination of the free energy change for the formation of each species in the unfolding 
process showed that dimerization had a significant contribution to the conformational free 
energy of the protein. While the monomer has a conformational free energy of �7 kcal/
����{}><���
���~��!}������������	
���	
���
����	�	�
����18 kcal/mol upon dimerization 
and subsequent isomerization of the inactive dimer.36 Dimerization, therefore, results in 
a very stable protein under physiological conditions. Indeed, the equilibrium dissociation 
constant of the procaspase-3 dimer is estimated to be in the low nanomolar range or lower.36

Dimerization of procaspase-3 is a pH-dependent event. While procaspase-3 is a 
dimer at neutral pH, the dimer is destabilized in favor of the monomer at pH 4. Titration 
studies have shown that two events occur as the pH is lowered.37 First, binding of the 
pro-domain to the protease domain is reduced between pH 7 and 5, although the protein 
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remains dimeric. Second, the dimer dissociates between pH �6 and 4. The dimeric state of 
procaspase-3 is unlikely to be affected during apoptosis because the pH of a cell decreases 
from 7.4 to �6.8.38 This may not be true for the mature caspase-3, however, since the dimer 
dissociates between pH �7 and �5.39 Small fluctuations around pH 6.8 are predicted to 
have larger effects on the dimeric structure of caspase-3 than on that of procaspase-3. In 
contrast to procaspase-3, folding studies of monomeric caspases have not been done, so 
currently it is not known whether these principles hold true for other caspases.

A COMPARISON OF CASPASE DIMER INTERFACES

As described above, mature caspases are dimers of heterodimers, i.e., each 
heterodimer comprises a newly cleaved large and small subunit. The caspase structure 
includes a water-filled central cavity on one side and �-helices on the other side. 
Interactions across the dimer interface among charged amino acids in the �-helices 
are predicted to stabilize the structure (Fig. 3A). Approximately 2000 Å is buried 
in the dimer interface.40,41

Most of the interface interactions occur in �-strands 8 and 8’ in the small subunits since 
they form the lining of the central cavity (Fig. 3A). In general, for initiator procaspases, 
the dimerization rather than the processing of the zymogen is the key event in activation. 
That is, the acquisition of enzymatic activity is coupled to dimer formation rather than to 
chain cleavage. This mechanism is fundamentally different in the effector procaspases 
since those proteins are stable dimers that have low activity.

An understanding of the molecular interactions at the dimer interface may help to 
explain why some caspase zymogens are monomers in the cell while others form stable 
dimers under physiological conditions. Although the three-dimensional structures are 
quite similar among the caspases, the dimer interfaces are very different. The network 
of hydrogen bonds, the presence or absence of salt bridges or other polar interactions 
and the hydrophobic nature of the dimer interface likely influence the stability of the 
dimer. The combination of these features could explain why caspase-8, for instance, 
remains associated with the DISC once activated. The multi-protein complex could 
help to stabilize the dimeric form of caspase-8 since the monomer appears to be 
the preferred structure in solution. The same scenario holds true for caspase-9. It 
remains associated with the apoptosome to carry out catalytic functions apparently 
because of the weak interactions at the dimer interface. On the other hand, caspase-3 
forms a stable dimer in solution and thus does not require activation complexes to 
facilitate dimerization.

In addition to stabilizing the protein, dimerization also is critical to active site 
formation. All caspases contain five loops that form the active site. Four loops (L1, L2, 
L3 and L4) are contributed by one heterodimer and the fifth loop, L2’, is contributed 
by the second heterodimer. As described below, the loops rearrange upon maturation of 
the protein, enabling the substrate to bind productively in the active site. The resulting 
conformation is stabilized by interactions in the dimer interface, although the specific 
stabilizing interactions are unique to each caspase as follows.

Caspase-3 contains four buried hydrogen bonds that are contributed by main chain 
atoms in �-strands 8 and 8’ and span the dimer interface (see Fig. 3A). In addition, 
residues from helices 5 and 5’ (Glu231, His234, Arg238 and Glu272, see Fig. 3A) create 
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a network of salt-bridges on the surface of the protein that are predicted to stabilize 
the dimer. The region of the caspase-3 interface composed of �-strands 8 and 8’ has, 
in general, a hydrophobic character, possibly explaining why procaspase-3 is found as 
a stable dimer in the cell. That is, the protein forms a stable dimer as a mechanism to 
shield the amino acids from solvent. Otherwise, the hydrophobic �-strand 8 would be 
solvent-exposed in the monomer.

In contrast, the dimer interface of caspase-1 is more hydrophilic and presents a 
different hydrogen bonding network. The addition of Glu390 and Arg391 on �-strand 
8 and Glu390’ and Arg391’ on �-strand 8’ provides four additional charged residues in 
the center of the dimer (Fig. 3B). Arg391 forms a �-bulge that perturbs the pattern of 
hydrogen bonds in �-strand 8 and results in a so-called “negative design element”.42 The 
element prevents the formation of indiscriminate oligomers from an exposed �-strand 
by requiring a precise hydrogen bonding pattern. Overall, this is consistent with the 
presence of a procaspase-1 monomer in solution because the exposed �-strand 8 in the 
procaspase-1 monomer would hydrogen bond only with another monomer that presents 
a complementary surface. The side chain of Glu390 hydrogen bonds with the amide 
backbone nitrogen of Arg391’ across the dimer interface and also forms a salt-bridge 
with Arg286, from the active site of the same heterodimer. This salt bridge is predicted 
to stabilize active site loop 2 (see also Fig. 5).43

The dimer interface of caspase-8 contains only two main-chain hydrogen bonds, 
between Phe468 and Pro466’ as well as the symmetry-related Phe468’ and Pro466 
interaction (Fig. 3C). The interface of caspase-8 is hydrophilic in nature and is striking 
for the absence of an arginine residue next to the catalytic cysteine, C360. Glutamine 
occupies this position in caspase-8 (Table 1). Currently, it is not known how the polar 
interface might contribute to the formation of a stable monomer rather than a stable 
dimer in solution. Current models suggest that the protein-protein interactions between 
the pro-domain and the DISC result in dimerization of caspase-8 by increasing the local 
concentration of interacting species, although the mechanistic details of initiator caspase 
dimerization are not known.

Caspase-2 is unique among the caspases because it has a covalent linkage that spans 
the dimer interface. The central cysteine pair, Cys419 and Cys419’, forms a disulfide 
bridge (Fig 3D and Table 1).21 Interestingly, the residue at this position in many caspases 
is implicated in interactions across the dimer interface, such as Glu390 described above for 
caspase-1. However, the disulfide linkage is not required for dimerization of caspase-2,34 
so the role of the disulfide bond is not known at present.

The interface of caspase-9 has three primary differences at the dimer interface 
that are distinct from those of other caspases, resulting in the formation of only one 
functional active site. First, caspase-9 contains a phenylalanine residue at position 
404 (Fig. 3D and Table 1) rather than valine, glutamate, or cysteine at this position in 
caspases-3, -1, or -2, respectively (Fig. 3A, 3B and 3D). As a result, caspase-9 cannot 
simultaneous form two productive active sites due to steric clashes in the dimer interface. 
Second, a seven-residue loop is inserted between strands 3 and 4 of the large subunit 
(see Fig. 6A). Several residues in the insertion fill the central cavity on the surface of 
the protein and form polar contacts across the dimer interface.32 Third, the intersubunit 
linker is about 20 residues longer than that of procaspase-3. Together, these features 
somehow allow for a zymogen that has a relatively high activity when compared to 
that of the activated caspase.
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ACTIVE SITE FORMATION AFTER CHAIN CLEAVAGE

Structural studies of caspase-7,45,46 an effector caspase and of caspases-147,48 and 
-932 provide clues to conformational changes that occur during maturation. In general, 
the active site is misaligned in the zymogen and cleavage of the intersubunit linker 
allows for realignment of the active site loops. While the mechanistic details differ for 
caspases-7 and -1, both proteins follow the general scheme that the chain cleavage results 
in proper formation of the substrate binding pocket as well as formation of the loop bundle 
among L2, L4 and L2’ (Fig. 4A). Formation of the loop bundle stabilizes the active site 
configuration and moves the catalytic cysteine into the S1 subsite where it is positioned 
to attack the substrate at the P1 site.

For caspase-7, cleavage of the intersubunit linker occurs at Asp198. Prior to the 
cleavage event, one of the two intersubunit linkers binds in the central cavity whereas the 
other is positioned on the outside of the cavity (Fig. 4B). Following cleavage, residues in 
active site loop 3 move into the central cavity and toward the dimer interface, resulting 
in formation of the substrate-binding groove (Fig. 4C). This insertion is prevented in the 
zymogen by the blocking segment of the intersubunit linker. More specifically, amino 
acids 212-215 of one monomer occupy this position in the central cavity and prevent 
movement of the so-called elbow loop of the second monomer into the central cavity 

Figure 4. Active site loop movements upon maturation of caspase-7. A) Active site loops 1-4 and 
2’. B) Movements in L2 and L2’ upon maturation and substrate binding. Holo-caspase-7 (PDB entry 
1F1J), apo-caspase-7 (PDB entry 1K86), procaspase-7 (PDB entry 1GQF). Note that in procaspase-7 the 
intersubunit linker encompasses both L2 and L2’. C) Movements in L3 upon maturation. D) Movements 
in L4 upon maturation. For A-D, the inhibitor bound to holo-caspase-7 is indicated. Structures were 
generated using Pymol (Delano Scientific LLC, Palo Alto, CA).
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(Fig. 4C). The elbow loop contains residues 224-231 and, in the activated caspase, forms 
several backbone hydrogen bonds with L2 as well as stacking interactions with other side 
chains. Thus, preventing insertion of the elbow loop destabilizes the substrate-binding 
pocket as well as the catalytic loop (L2). As a result, L3 in the procaspase occupies the 
substrate-binding pocket (Fig. 4C). Proteolytic cleavage of the intersubunit linker allows 
the formation of a new N-terminus of the small subunit (L2’) and C-terminus of the large 
subunit (L2). L2’ leaves the central cavity and rotates by �=`@<���������
�����
������	
�
the loop bundle with L2, L3 and L4 from the opposing monomer (Fig. 4A,B).

The structure of apo-caspase-7, determined in the absence of inhibitor, reveals an 
intermediate form in which the active site is neither fully active nor fully misaligned. 
For example, one observes that L2’ remains bound in the central cavity and retains the 
misaligned conformation (Fig. 4B); that is, it resembles the configuration of the zymogen 
rather than that of the holo-enzyme. As a consequence, the loop bundle (L2, L4, L2’) is 
not properly assembled. In contrast, L3 (Fig. 4C) and L4 (Fig. 4D) are positioned closer to 
their productive conformations, although they are not fully stabilized until L2’ provides the 
additional interactions. Once L2’ rotates out of the central cavity upon substrate binding, 
the elbow loops from each heterodimer can insert into the cavity and a functional active 
site forms. More specifically, the arginine positioned next to the catalytic cysteine rotates 
from a solvent exposed orientation in the substrate binding pocket toward the dimer 
interface and intercalates between tyrosine 223 on �-strand 7 and proline 227 on the elbow 
loop, to form an ordered lining to the central cavity (Fig. 5D). The reorientation of the 
arginine on L2 toward the dimer interface and the accompanying loop movements lock 
the S1-S4 subsites into place and position the backbone amide of the catalytic cysteine 
into the correct orientation to form part of the oxyanion hole.45,46 These findings suggest 
that substrate binding plays a key role in the full activation of caspases and that proteolytic 
cleavage of the intersubunit linker is not sufficient for activation. The caspase active 
site is dynamic in that it fluctuates between the misaligned conformation, in which L2’ 
occupies the central cavity and the substrate binding pocket is not formed and the active 
conformation, in which formation of the loop bundle allows the active site to align fully. 
The binding of substrate traps the protein in the active conformation.

The formation of the active site of caspase-1 is somewhat different than that 
of caspase-7. As described above,� �-strand 8 contains a bulge in the region that 
accommodates the blocking segment in (pro)caspase-7 due to the insertion of Arg391. 
In order for the formation of the active site of caspase-1 to mimic that of caspase-7, 
Arg391 would have to interact with another residue so that the blocking segment can 
fit into the central cavity. Structural data for caspase-1 reveal that in the ligand-free 
form the active site loops exhibit a misaligned conformation that is catalytically inactive 
prior to substrate binding.48 Three segments (L2, L3 and L4) undergo conformational 
changes upon substrate/inhibitor binding, resulting in catalytically active caspase-1. 
In particular, Arg341 in L3 rotates from a solvent exposed position on the surface of 
the enzyme into the S1 pocket of the active site (Fig. 5A). Upon substrate binding, 
Arg341 forms hydrogen bonds with amino acids in L1 and residues in the P1 and P3 
positions of the substrate. The movement of Arg341 creates movement of the entire 
loop to place other key residues in their catalytically active form (e.g., Trp340 rotates 
from the surface of the protein into the S2 region of the active site, where it hydrogen 
bonds with the substrate; Fig. 5A).

The ligand-free form of caspase-1 lacks the salt bridge between Arg286 and Glu390 
that stabilizes the active site and the dimer interface in the ligand-bound form (Fig. 5C). 
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Arg286 is surface-exposed in the ligand-free form but is completely internalized upon ligand 
binding (Fig. 5A) and is stabilized by formation of the salt bridge with Glu390 (Fig. 5C).

As described above caspase-9 is unique from all other caspases because only one 
active site has the correct conformation to bind substrate. The other active site is unable to 
form due to steric constraints of residues in the dimer interface, largely from interactions 
involving Phe404, Tyr345 and Phe404’/Tyr345’ (Fig. 6A and 6B).32 In order for a 
functional active site to form, the side chains of Ser344-Ser353, the so-called “elbow 
loop”, from one heterodimer, contact residues in the dimer interface and insert into the 
opposing monomer (Fig. 6C) and allow the S2 and S1 binding pockets to assume an active 
conformation. The movement of the active site loops of caspase-9 upon ligand-binding 
is similar to those of the loops in caspase-1.48

Figure 5. Active site rearrangements of caspases-1 and -3. A) Movements in L2 and L3 of caspase-1 
upon substrate binding. The following colors are used. Green: apo-caspase-1 (PDB entry 1SC1), blue: 
holo-caspase-1 with malonate bound (PDB entry 1SC3). B) Different rotamer configurations for Gln283 
in the ligand-free (blue) or ligand-bound (green) conformations of caspase-1 and loop movements in L2. 
Ala285 refers to the catalytically inactive mutant of caspase-1. C) Movements of Arg286 upon substrate 
binding result in intercalation of the side chain between Cys331 and Pro335, from active site loop 3, 
forming a new salt bridge with Glu390 from the dimer interface. The red sphere indicates a water molecule 
between Glu390 and Glu390’. D) In caspase-3 (PDB entry 2J30), the charge of Arg164 (equivalent to 
Arg286 in caspase-1) is neutralized by Glu124, which is situated above the dimer interface. For B and C, 
the secondary structure and active site loops are colored the same as those in Figures 3A and 4A and side 
chains are colored using the cpk color mode. Structures were generated using Pymol (Delano Scientific 
LLC, Palo Alto, CA). A color version of this image is available at www.landesbioscience.com/curie.
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ACTIVE SITE COOPERATIVITY

As described above, the interactions at the dimer interface lend to the overall stability 
of mature caspases. The integrity of the dimer interface also could be responsible for 
cooperativity between the two active sites. Given that interactions at the dimer interface 
affect the conformations of the active site loops, the question remained as to whether the 
binding of substrate to one active site enhanced the binding of substrate to the other active 
site. This was examined using wild-type caspase-1 and a mutant containing a Glu390 to 
Ala substitution.43 The rationale was that Glu390 had a dual role in dimer stabilization and 
communication across the dimer interface. The results showed that wild-type caspase-1 exhibits 
limited positive cooperativity with a Hill coefficient of 1.5 and replacing Glu390 with alanine 
removes the cooperativity (Hill coefficient of 1.0). Current models suggest that Glu390 and 

Figure 6. Active site rearrangements of caspase-9 upon inhibitor binding. A) Structure of caspase-9 
(PDB entry 1JXQ) with inhibitor bound to one active site. The structure is colored as in Figure 3 
except the loop insertion between �-strands 3 and 4 is shown in green. B) Upon inhibitor binding to 
one active site, loop rearrangements result in movement of the Tyr345 side chain, on �-strand 7, away 
from the active site and toward the protein interior, causing the side chain of Phe404 to move toward 
the dimer interface. Due to steric constraints in the interface, these movements can occur only in one 
heterodimer, so the second active site remains disorganized. C) Interactions among amino acids in the 
elbow loop (Phe348-Phe351) and the second heterodimer (Phe246’, Pro338’ and Phe406’). For A-C, the 
secondary structure and active site loops are colored the same as those in Figures 3A and 4A and side 
chains are colored using the cpk color mode. Structures were generated using Pymol (Delano Scientific 
LLC, Palo Alto, CA). A color version of this figure is available at www.landesbioscience.com/curie.
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Glu390’ interact through a central water molecule in the dimer interface (Fig. 5C) and play 
a key role in communication between the two active sites. At present, very little is known 
about the mechanisms of cooperativity in caspase-1 or whether it occurs in other caspases.

In contrast to communications across the dimer interface, the interactions at the 
dimer interface of one heterodimer are tightly coupled to the productive binding of 
the substrate to the active site of the same heterodimer. To further illustrate this point, 
tethering experiments were performed to find allosteric sites for inhibitor binding.43,49 
Tethering uses a library of small thiol-containing compounds that make disulfide 
bonds with naturally occurring cysteine residues in a protein. This method was used 
to determine allosteric sites in caspases-3, -7 and -1. Two classes of compounds were 
identified after screening thousands of molecules. Representatives of these classes are 
FICA (5-fluoro-1H-indole-2-carboxylic acid (2-mercapto-ethyl) amide) and DICA 
(2-(2,4-dichlorophenoxy-N-(2-mercapto-ethyl)-acetamide). Both compounds bound 
to a single cysteine in the small subunit on �-strand 8, Cys264 in caspase-3, which 
sits close to the dimer interface and is 14 Å from the catalytic cysteine. Binding of 
the inhibitors did not cause dissociation of the dimer but did prevent binding of the 
substrate at the active site. Structural data showed that in caspase-7, FICA interacts 
with Tyr223’ (�-strand 7) on the opposing heterodimer to occupy the central cavity 

Figure 7. Structure of caspase-7 with FICA bound in the dimer interface (PDB entry 1SHL). Binding 
of inhibitor in the dimer interface displaces the side chain of Tyr223 and results in disorganized active 
site loops L2, L3 and L4. L2’ occupies the central cavity, as observed for apo-caspase-7 (see Fig. 4B). 
The secondary structure and active site loops are colored the same as those in Figures 3A and 4A 
and side chains are colored using the cpk color mode. Structures were generated using Pymol (Delano 
Scientific LLC, Palo Alto, CA).
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(Fig. 7), whereas DICA interacts with Tyr223 in the same heterodimer. Regardless, the 
same conformational changes occur at the active site in the presence of either FICA or 
DICA. By displacing Tyr223, Arg187 is pushed out of the central cavity and placed 
into a position that occludes substrate binding to the active site and Cys186 is moved 
by 3.7 Å away from the S1 subsite. In addition, L2’ remains bound over the allosteric 
site and away from the substrate binding site (Fig. 7). This precludes formation of the 
loop bundle. As a result, L3 adopts a disordered structure and becomes completely 
destabilized. In fact, the large conformational changes that occur as a result of inhibitor 
binding to the interface resemble the conformation of the zymogen rather than that of 
the active enzyme.

In the case of caspase-1, it was found that a thienopyrazole bound to Cys331, which 
is near the dimer interface on �-strand 7 (Fig. 5C). Like FICA in caspase-7, the caspase-1 
inhibitor interacted with residues on the neighboring heterodimer. Overall, the binding 
of the tethered inhibitor resulted in a disorganized active site by causing the catalytic 
cysteine to be rotated 5 Å away from the S1 subsite, the substrate-binding loop to be 
collapsed so that it could not interact productively with substrate and the side chain of 
Arg286 to be rotated away from the dimer interface and toward the substrate-binding cleft. 
As with caspase-7, caspase-1 adopted a conformation closely resembling its ligand-free 
form when bound to the allosteric inhibitor. Current models suggest that binding of 
the allosteric inhibitor to the dimer interface shifts the equilibrium of species found in 
solution from the active form to the inactive form,43 underlining the coupling of the dimer 
interface to the active site.

CONCLUSION

In caspases, the composition of the dimer interface is a key determinant of the 
mode of activation taken by an individual enzyme, in that interfaces that are mostly 
hydrophobic, like caspase-3, are found as stable, yet inactive, dimers prior to activation and 
only require processing to achieve a productively active conformation. Dimer interfaces 
that are more hydrophilic, like those of caspases-1 and -8, tend to result in monomeric 
caspases in physiological conditions. In those cases, activation requires an increased local 
concentration to promote dimerization. Overall, dimerization of caspases is a critical 
event in apoptotic initiation because it ultimately leads to rearrangement of the active 
site loops, resulting in the formation of the active site and it increases the stability of the 
caspase. These features ultimately lead to cell death.

NOTE ADDED AFTER PROOF

Recent developments using small molecules to activate procaspase-3 either in 
allosteric sites or by other mechanisms show promise as a way to therapeutically target 
apoptosis.50-53
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Abstract:  The reason that many proteins adopt a particular oligomeric form is far from obvious. 
In this chapter, we discuss potential advantages of proteins self-assembling into 
specific quaternary structures. A number of case studies are presented in which 
wild-type proteins have been mutated to generate variants of lower oligomeric 
order and the impact on the resulting proteins, in terms of both specific function and 
generic stability, are discussed. Drawing on these case studies, some general design 
principles for quaternary structure engineering are put forward to facilitate these 
experiments on a wider range of systems. It is clear that the advantages afforded 
by quaternary structure vary from protein to protein; however, some general trends 
are starting to emerge.

INTRODUCTION

While the existence of multisubunit proteins is well documented, our understanding 
of the principles behind the supramolecular assembly of proteins into quaternary 
complexes remains rudimentary compared to our sophisticated knowledge of protein 
tertiary structure. The question of why such a large proportion of proteins are composed 
of subunits in this way has stimulated great interest in the delineation of the structural 
and functional roles of subunits in oligomeric proteins;1 however, knowledge in this field 
has progressed little since early work in the area.2 Understanding the functional roles of 
protein oligomerisation has proved difficult, in part because of the relative paucity of 
biophysical data: the proportion of known proteins that are well characterised in terms 
of their quaternary structure is notably low.3
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Investigations of the biophysics and mechanistic contributions of intersubunit 
interactions are, therefore, critical to our understanding of how the quaternary structures 
of these proteins endow them with their unique biological properties.1 One way to probe 
the role that the oligomeric state plays in a protein’s function is to engineer proteins of 
different oligomeric order and compare their structure and function to the wild-type 
protein. Studies of this sort have the potential to provide insight, not only into the details 
of specific multimeric systems, but also into characteristic factors that may be applied 
to broad classes of proteins by relation of tertiary and quaternary structural features. 
This chapter therefore highlights the current literature concerning the role of quaternary 
structure and insights obtained via quaternary structural engineering.

THE QUATERNARY COMPLEX  

AND PROTEIN-PROTEIN INTERACTIONS

The self-association of proteins to form quaternary complexes (oligomers) is a very 
common phenomenon. It has been estimated that the average oligomeric state of cellular 
proteins is tetrameric.4 70-80% of proteins are comprised of a number of monomeric subunits 
that associate noncovalently to form functional oligomeric proteins.5-7 These multimeric 
proteins vary enormously in complexity, ranging from dimers to giant holo-enzymes 
composed of large numbers of subunits1 and each may consist of identical monomers, or two 
or more different types of subunit. However, the large majority of multimeric proteins are 
either homodimeric, consisting of two identical monomers, or homotetrameric, consisting 
of four identical monomers. A recent poll of the Brenda enzyme database revealed that of 
311 characterised oligomeric human proteins, 199 form homo-multimers, with homodimers 
comprising 63% (125) of these and homotetramers 25% (50).3 (See also Chapter 1, by 
Matthews and Sunde.)

Homo- and Hetero-Complexes

Protein quaternary complexes can be composed of identical (homo-) or non-identical 
(hetero-) protein units. In the case of homo-complexes, these protein units can be 
classified as being organised in an isologous or heterologous manner,8,9 with associated 
symmetry10,11 (Fig. 1). An isologous association involves the same surface and hence the 
same contact residues, of both monomers, which are related by a two-fold symmetry axis. 
Further oligomerisation of an isologous association can only be achieved by a different 
interface. In contrast, heterologous assemblies involve association of non-identical 
surfaces, which, without closed, cyclic, symmetry, can lead to infinite aggregation. By 
their nature, hetero-oligomers must form heterologous associations. This classification, 
first introduced by Monod,16 remains useful today; although it may not adequately 
incorporate certain oligomeric interactions, such as domain swapping.4

Obligate and Non-Obligate Associations

Multimeric protein structures are also distinguished on the basis of whether a complex 
is obligate or non-obligate.9 An obligate interaction is usually very stable and thus, normally 
only exists in its complexed form; hence, the components of the complex are not found 
as isolated stable structures in vivo.9 These complexes are generally also thought to be 
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functionally obligate; however, this may not always be the case. Non-obligate multimeric 
structures form complexes that associate and dissociate in vivo. These complexes can 
be further classified as those in which weak interactions produce a dynamic oligomeric 
equilibrium in solution and those in which stronger transient interactions require a molecular 
or physiological trigger to alter the oligomeric state.9 Of course, these classifications are 
not mutually exclusive, as equilibrium between varying oligomeric orders is a feature of 
all multimeric structures; however, the position and nature of the equilibrium may play 
an important role in protein function. (See also Chapter 3, by Jones.)

Structural Characteristics of Protein-Protein Interfaces

The increasing volume of structural data available for various protein quaternary 
complexes has allowed comparative analysis of the structural characteristics of 
protein-protein interfaces. Most recently, the interfaces of wide ranges of protein oligomers 
have been assessed by parameters such as the size and shape of the contact area, protrusion 
or flatness of the interface, the chemical and physical properties of the surface and the 
amino acid composition of contact residues12-19 (see also Chapter 3, by Jones). The 
residues at an oligomeric interface may be more conserved than other surface residues, 
especially so-called protein ‘hot-spots’ that often rest at the centre of the interface and 
account for a large proportion of the binding energy for the interaction.4 This has led 
to limited success in prediction of protein interface sites from structural and sequence 

Figure 1. Examples of isologous and heterologous arrangements of identical subunits. A) Homotetramer 
with isologous interfaces. Two two-fold symmetry axes are shown as dashed lines, the third is orthogonal 
to the page at the centre of the structure. B) Homotetramer with heterologous interfaces. C) Heterologous 
association without cyclic symmetry allows unrestricted aggregation.
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data.14,20-22 From these studies, it is possible to extract a number of general features of 
protein-protein interfaces.

The interfaces of both hetero-complexes and homo-complexes are generally circular 
and planar,3,15,16 and a clear, although scattered, correlation exists between the size of 
the interface and the molecular weight of the monomer, with larger subunits generally 
having larger interfaces.15,16 However, the overall binding energy between monomers 
does not appear to correlate with the size of the interface.19,23 The interfaces of obligate 
complexes are generally larger and more hydrophobic in nature than those involved in 
non-obligate complexes,15,16,18 which generally exhibit a more polar interface, presumably 
to meet the requirements for independent monomer folding and solubility. Oligomeric 
structures with interface areas of less than 1,000 Å2 are unlikely to undergo large scale 
conformational changes on complex formation.9,18,19

Evolution of Protein-Protein Interfaces

The structure and affinity of a protein-protein association is tuned to its biological 
function and/or mechanism.9 Thus, protein-protein interfaces presumably evolve to optimise 
association with respect to functional efficacy. Although it has not been clearly established 
how specific protein-protein associations have evolved, it is reasonable to assume that 
weak, nonspecific interactions that confer a functional advantage for an organism may 
be expanded by fine tuning of the physics of association and thus evolve into specific 
associative interfaces.3 This evolutionary process, as any, requires significant selective 
pressure, implying that the advantage conferred must outweigh the disadvantages of the 
evolutionary process. Thus quaternary complexes are unlikely to evolve ‘by accident’.

THE ROLES OF QUATERNARY STRUCTURE IN PROTEIN FUNCTION

A range of factors has been proposed to account for the high incidence of multimeric 
proteins. The most familiar of these are the facilitation of regulatory or substrate induced 
cooperativity between the subunits of an oligomer and the formation of shared active sites1,3 
(Fig. 2). Structural proteins that form large filamentous or scaffold structures (Fig. 2A) 
within the cell present a special case of a functional consequence of oligomerisation that 
is beyond the scope of this discussion.

Specific Functional Advantages

The haemoglobin tetramer provides the archetypal example of a protein that undergoes 
structural change on ligand binding to any monomer, leading to the generation of a tetrameric 
conformation with increased ligand binding affinity24 (Fig. 2B). The delineation of these 
complex mechanisms of concerted cooperativity represents the original demonstration 
of the requirement of specific quaternary structure for biological function and a range of 
multimeric proteins have since been found to display this sort of regulatory mechanism. 
However, these proteins are predominantly hetero-complexes, composed of non-identical 
monomers and account for only about 30% of all oligomeric proteins.6,7

Shared active sites, in which the active site is formed at the interface of two monomers 
of an oligomeric enzyme and is contributed to by both monomers have frequently 
been observed3 (Fig. 2C). This feature places enzyme activity under the regulation of 
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oligomerisation: if the protein concentration drops below the threshold of association, or 
some molecular trigger causes disruption of the oligomeric structure, inactive monomers 
are formed.3 Similarly, monomer-monomer association may cause blocking of the active 
site. In this case, the monomer is the active species (Fig. 2D).

An elegant example of active site sharing can be found in the dimeric Type II 
restriction endonucleases, which bind and cleave palindromic DNA sequences. The 
binding sites of each monomer of the homodimer are arranged symmetrically across 
the interface such that each subunit binds half of the palindrome.3 Whereas active site 
sharing can provide a rationale for monomer-monomer association, it may not explain 
the full order of the quaternary complex, for example, in the case of Escherichia coli 
dihydrodipicolinate synthase, a tight dimer structure is required for full configuration of 

Figure 2. Functional consequences of protein oligomerisation. A) Dimerisation of the monomer (i), 
allows aggregation of stable structural elements in the cell (ii). B) Binding of a cofactor or substrate 
to a single subunit of an oligomer can alter the conformation of that subunit (i) and can cooperatively 
induce structural changes in the remaining subunits (ii). C) Oligomerisation can generate complete active 
or binding sites at the interface (i). Further association of these dimers may have no direct role in 
active site construction (ii). D) Alternatively, oligomerisation can block existing active or binding sites 
of the monomer or E) create a supramolecular structure that increases enzyme activity by channelling 
of substrate. Adapted from Marianayagam et al. Trends Biochem Sci 2004; 29(11):618-625.3
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active site and regulatory motifs, but the association of two dimers to form the tetramer 
plays no direct role in active site construction (Fig. 2C).25

Multimerisation may also play a role in channel formation: oat �-glucosidase has 
been shown to assemble into a long fibrillar assembly with a unique quaternary structure 
comprised of stacked trimeric units (Fig. 3).26 The active sites of the enzyme are located 
inside the tunnel (Fig. 2E), increasing the affinity for the substrates and potentially 
enhancing specificity of action.26 As more cryo-electron micsroscopy studies of this 
nature are carried out, it will be interesting to see whether such supramolecular protein 
assemblies and by implication substrate channelling, prove to be a general feature in vivo.

Generic Advantages

In other oligomeric proteins, most notably those composed of identical subunits, the 
functional properties conferred by the quaternary structure are not immediately obvious 
from structural data or functional studies.1 In these cases, a range of generic benefits have 
been ascribed in an effort to justify their existence as quaternary complexes. These include 
factors relating to the increased size of the complexes relative to the monomers and economy 
of scale with respect to protein synthesis and genome size.10 Burial of hydrophobic domains 
within interfaces that would otherwise be exposed, leading to insolubility, has been put 
forward as a possible justification for the formation of oligomeric structures.1 Consideration 
of the evidence presented earlier in this chapter would suggest that the hydrophobic nature 
of the contact surfaces of obligatory quaternary complexes is a consequence of, rather than 
a cause of, the formation of these interfaces.4 In order for a protein to develop higher order 
oligomers, it must itself have an intrinsic level of stability and solubility.

Figure 3. Three-dimensional reconstruction of the oat �-glucosidase multimers derived from a tomographic 
tilt series. A), top view. B,C) different side views. Scale bar corresponds to 2 nm. Reproduced with 
permission from Kim SY et al. J Struct Biol 2005; 150(1):1-10.26
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Large proteins with extensive internal interactions generally have more stable folded 
structures than small proteins.10 This is because in large proteins the enthalpic contribution 
of the many weak internal interactions far outweighs the entropic cost of the constrained 
conformation, whereas in smaller proteins this balance is not as pronounced.10 The 
oligomerisation of multiple identical monomers provides a relatively simple and economical 
method of forming large protein structures and may be a general means for increasing 
stability against denaturation. Here it must be noted that the effect of oligomerisation on 
the stability of a protein is highly dependent on the characteristics of the interface and the 
nature of the interactions between monomers. A number of cases have been documented 
in which monomeric forms of obligate quaternary complexes show equal or increased 
stability when compared to the oligomeric structure.27-30

Another facet of stability that may be offered by oligomeric structure is protection 
against misfolding and formation of potentially pathogenic protein aggregates such as 
amyloid fibrils, which have been implicated in a number of neurodegenerative diseases.31 In 
the amyloidogenic proteins insulin, �-casein, immunoglobulin light chain and transthyretin, 
it has been shown that break down of the natural oligomeric complexes into monomers 
is necessary for nucleation of amyloid fibrils,32-36 and that noncovalent stabilisation of 
the oligomeric structures inhibits amyloid formation.37 Further, hereditary mutations in 
the tetrameric human transthyretin that cause disruption of the tetramer into dimers38 
or monomers39 increases the propensity of the protein to form amyloid, even where the 
stability of the monomeric units is unaltered.38 Thus one could argue that oligomeric 
proteins are ‘self-chaperoned’, with each monomer protected from the risks of unfolding 
and ‘nonnative’ associations by ‘safe’ native interaction with other monomers.

The increased size of oligomeric complexes with respect to the free constituent 
monomers also has implications for the water regulation of a cell or organelle. Larger 
protein structures have lower membrane permeability and therefore reduced osmotic 
pressure.1 Formation of complexes reduces the available protein surface area, thereby 
significantly reducing the amount of water required for full hydration of the protein.10 
These factors may not present a major evolutionary driving force, however, as it has been 
shown that many cell types can loose over half of their water without adverse effects.10,40

Related to these considerations of size is the error management and efficiency of 
coding offered by homo-oligomeric proteins.1,10 As the protein is made up of a number 
of polypeptide chains, translation errors may be reduced by discarding individual protein 
chains with sequence defects, as opposed to rejecting one large chain. Also, the assembly 
of a number of identical protein monomers into a quaternary complex allows creation 
of a large structure using the minimum amount of genetic material. However, the large 
amount of noncoding DNA in eukaryotic genomes suggests that this may not be a driving 
force in higher organisms.

A further generic advantage of a particular oligomeric state may arise from the 
need to optimise the dynamics at the active site of a monomer. This has recently been 
postulated for E. coli dihydrodipicolinate synthase (see Griffin et al., 2008)88 but remains 
to be tested in other systems.

QUATERNARY STRUCTURAL ENGINEERING

Certain attributes of oligomeric proteins, for example determining requirements to 
encode intersubunit interfaces, can be probed using mini-protein models, as recently 
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reviewed.4 Insights into the role of quaternary structure in natural proteins have also been 
obtained via structural engineering of the interfaces of oligomeric proteins, considered here.

Engineering of Thermostable Interfaces

Interest in the mechanisms by which proteins from thermophilic bacteria achieve 
their remarkable thermal tolerance prompted examination of the characteristics of 
the intersubunit interfaces of the proteins form these organisms.41,42 It was found that 
increased density of hydrophobic packing and more extensive ion-pair networks were 
commonplace in the intersubunit interfaces of these proteins when compared to their 
nonthermally resistant homologues.43,44

Applying these principles, the thermal stabilities of hexameric glutamate 
dehydrogenase from two bacterial species45,46 and the non-obligate dimeric TATA-binding 
protein from yeast47 were significantly enhanced by the introduction of amino acid 
residues forming ion-pair networks within the interfaces of these proteins. Improvement 
of the hydrophobic packing within the interface of the dimeric Lac repressor of E. coli 
has resulted in a remarkable increase in thermostability from 47ºC to 87ºC.44 Similarly, 
mutation of residues at the dimer interface of yeast triosephosphate isomerase based on 
their chemical properties and contribution to association of the two monomers doubled 
the half life of the enzyme at 100ºC.48,49 These studies suggest that oligomeric structure 
may play a role in thermal stability.

Engineering of Lower Order Q uaternary Structures from Existing Oligomers

The literature contains a limited number of reports of studies directed towards altering 
the quaternary structure of oligomeric proteins by site-directed mutagenesis. These 
investigations have been undertaken for a number of reasons, including examination of the 
functional properties of proteins and production of improved clinical therapeutic agents.

Early Studies—Tyrosyl t-RNA Synthetase

The earliest reported investigation into the possibility of dissociation of an obligate 
oligomeric protein into stable, independent monomers by site-directed mutagenesis of 
interface residues was carried out by Jones et al.50 The study focussed on the homodimeric 
enzyme tyrosyl t-RNA synthetase from Bacillus stearothermophilus, which contains two 
complete and separate active sites, but binds only one equivalent of tyrosine and one 
equivalent of t-RNA per dimer. This half-of-sites reactivity was presumed to involve 
negative cooperativity of substrate binding between the two monomers, but had no known 
mechanistic function. Protein engineering was therefore applied in an effort to create 
stable and active monomeric units of the enzyme by disruption of the dimeric structure 
and thereby shed light on the functional contribution of the protein complex.

Disruption of the monomer-monomer interface was achieved by introduction of 
negatively charged groups at previously interacting positions in the interface, thus 
producing electrostatic repulsion between the two subunits at this location. The mutant 
form of t-RNA synthetase produced by this strategy was found to display pH dependent 
dissociation into stable monomers, consistent with the ionisation of the carboxyl groups 
producing repulsion. The monomeric form of the enzyme was found to be inactive 
and was therefore not amenable to the kinetic characterisation necessary for functional 
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analysis. However, subsequent work, in which active heterodimers consisting of this 
monomeric mutant complexed with a truncated form of the enzyme with an engineered 
complementary charge at the interface,51,52 assisted in the elucidation of the binding mode 
of t-RNA with the dimer.53

Insulin

The implications of quaternary structural engineering for the pharmacokinetics 
of insulin administration in diabetics were quickly seized upon.54,55 The treatment of 
Type I diabetes requires the subcutaneous injection of the hormone insulin at meal 
times to control resultant blood glucose levels. Human insulin exists largely as a 
homohexamer, composed of a trimer of dimers and, therefore, exerts a relatively low 
osmotic pressure. This resulted in slow absorption of insulin from the subcutaneous 
tissue into the bloodstream and slow clearance of blood insulin levels, resulting in 
abnormal diurnal insulin patterns.

It was recognised that smaller forms of the hormone were likely to be absorbed 
more rapidly into the bloodstream. Monomeric forms of human insulin were produced 
by engineering single and double mutations at the dimer interface of the monomer.54,55 
These monomeric analogues were found to be absorbed up to three times faster than 
the wild-type insulin and show a more natural clearance profile. It was also found that 
most of these mutations did not significantly effect the in vivo potency of the hormone.55 
As a result of these studies, a number of engineered monomeric insulin analogues are 
commercially available and in common use today.56,57 It is curious that a variant with 
altered quaternary structure has proved more successful clinically than the wild-type 
protein, hinting that the evolution of the native hexamer may have been driven by 
factors other than physiological function. Given the predilection of insulin to form 
amyloid fibrils in vitro,37 it is tempting to speculate that protection of the monomer 
from aggregation may have been a driving force for oligomerisation of insulin.

Serratia Marcessens Endonuclease

The design of monomeric variants of the Serratia marcessens nonspecific endonuclease 
was originally directed towards commercial applications, as the enzyme is utilised for 
removal of nucleic acids from biochemical and pharmaceutical preparations.27,58 Efficient 
immobilisation of the wild-type homodimer proved problematic and thus a stable, active 
monomer was engineered.27 Detailed functional analysis of the resulting monomeric 
forms revealed an interesting mechanistic advantage afforded by the dimeric structure 
of the enzyme.

The monomeric form of the nuclease showed the same specific activity as the 
wild-type dimer when polynucleotide substrate concentration was high. However, as 
substrate concentration became limiting, the dimer showed relatively higher activity.59 
The two active sites of the wild-type S. marcessens nuclease dimers are separate and 
operate independently. Thus, a binding event at one active site will raise the apparent 
local concentration of substrate for the other binding site of the dimer due to protruding 
nucleic acid strands either side of the cleavage site. This raises the probability of a binding 
event at the other active site. Thus, a processive mechanism of nucleic acid degradation 
is produced when substrate concentration is low,59 allowing more efficient degradation 
of nucleic acids.
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� Cro 

A monomeric form of the homodimeric DNA binding protein � Cro, produced by 
extension of the C-terminal, �-strand forming dimerisation domain, was found to have 
half operator binding specificity.28 Interestingly, this mutant, in which two �-turn residues 
were optimised for �-strand formation, is significantly more stable than the wild-type 
dimer, but with impaired function. Thus there seems to be no general relationship between 
oligomeric state, function and stability per se. Work on retroevolution of � Cro generated 
monomers that retained the wild-type fold and relatively low dimerisation propensities.60

Triosephosphate Isomerase

The homodimeric enzyme triosephosphate isomerase (TIM) has undergone rigorous 
characterisation by quaternary structural engineering. The report of the crystal structure 
of recombinant derived trypanosomal TIM61 also described a study in which an interface 
histidine residue, forming water-mediated hydrogen bonds between the two monomers, 
had been mutated producing a dimer that dissociates at low protein concentration and 
displays concentration dependent activity.61,62 This study was quickly followed up by 
the creation of an obligate monomeric form of the enzyme, designated monoTIM, by 
shortening of the 15 residue major interface loop.29 This monomer was catalytically 
active; however, the kcat was approximately 1000-fold lower than the wild-type enzyme 
and was independent of protein concentration. The crystal structure of monoTIM 
indicated that this large reduction in activity was likely to be due to the reordering of 
two minor interface loops which contain two of the four essential catalytic residues.63 
This indicates that the dimeric state of the enzyme is necessary for maintenance of the 
correct conformation of these loops and therefore the positioning of these essential 
residues. The requirement for TIM to be dimeric for full activity, coupled with some 
species specific variation at the interface, has enabled small molecules to be designed 
that disrupt the interface and have potential as antitrypanosomatid drugs.64 Indeed, 
the increasing number of proteins found to be inactive if the quaternary structure is 
disrupted has led to considerable recent attention in the use of protein-protein interface 
disruptors as drugs.65-67

Subsequent introduction of more conservative double point substitutions of interface 
residues of trypanosomal TIM resulted in an alternative monomeric variant,68 with kinetic 
and physical properties similar to those of monoTIM. Further single and double point 
mutant monomeric forms were crystallised, in the presence and absence of substrate 
analogue inhibitors.69 The resulting structures showed that, on complexation with the 
inhibitors, the reordered catalytic residue containing loops adopt conformations similar 
to those observed in the wild-type enzyme, suggesting that it is the rigidity of these loops, 
resulting from interface formation, that is important for optimal catalysis.69

In contrast to these studies, where the thermal stability of monomeric variants 
of trypanosomal TIM was found to be similar to that of the wild-type,29,68 an obligate 
monomeric variant of human TIM produced by double point substitution was shown 
to have greatly reduced conformational stability.70 Detailed fluorescence spectroscopic 
denaturation analysis indicated a conformational stability of 2.5 kcal/mol for the monomer, 
reduced from 19.3 kcal/mol for the wild-type dimer. However, subsequent introduction 
of �-helix stabilising mutations produced a partial return of conformational stability of 
the monomer, to 3.9 kcal/mol.71
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 Reduced Activity in Quaternary Structural Engineered Proteins

Reduction of catalytic activity has been a common observation in studies of the alteration 
of the quaternary structure of enzymes (Table 1). Often this attenuation of activity has been 
difficult to explain and has, therefore, been ascribed to reduced stability in the protein structure. 
It is then easy to reach the conclusion that the primary function of the quaternary structure 
of these enzymes is to confer generalised structural stability and consequentially catalytic 
efficiency. However, contrary to this, cases have been described where reduced stability does 
not correlate with reduced activity and vice versa (Table 1). Furthermore, studies in which 
different mutational strategies (see below) were employed for a single protein resulted in 
mutants of the same quaternary structure but varying stability and activity. These results 
illustrate the need for careful design and interpretation of this type of experiment.

RATIONAL DESIGN OF MUTATIONS TO DISRUPT THE INTERFACES  

OF PROTEINS AND CREATE FORMS OF LOWER OLIGOMERIC ORDER

The disruption of the interfaces of a multimeric protein with the aim of producing 
stable, folded and active protomer units is not a trivial task. The planning of mutations 
designed to disrupt the quaternary structure of an enzyme requires the consideration of 
three well-defined problems.74

First, subunit-subunit association must be prevented, preferably by introduction of the 
least possible alteration to the primary structure of the protein. Thus, the smallest number of 
mutations that is able to produce the desired result of disallowing the associative interface 
to form must be used to ensure that possible resultant secondary or tertiary structural 
changes are kept to a minimum. Related to this consideration is the nature of the amino 
acid substitutions utilised; clearly, it is possible to minimise any structural disturbance to 
subunits by careful selection of structurally similar amino acids for substitutions. Isosteric 
replacements are more desirable than otherwise in this respect.

Second, substitutions must be selected that will have minimum impact on any ligand 
binding or active sites of the protein. Potential positions for alteration must be selected 
that are distal to any effector binding site or active site to minimise the possibility that 
potential structural rearrangements caused by the mutation are transmitted to these sites.

Third, separation of the subunits of an oligomeric protein exposes to solvent the side 
chains of a number of hydrophobic amino acid residues that would normally be buried 
within subunit-subunit interfaces. This has implications for the aqueous solubility of 
the subunits and sufficient solubility of the mutant may only be achieved by significant 
reduction of the hydrophobicity of the exposed interfaces.

Among the published studies described above four different approaches have been 
taken to destabilising subunit interfaces.

Loop Deletion/Insertion

In many oligomeric proteins, amino acid residues that form the intermonomer interfaces 
are located on extended loop regions. By replacing these regions with alternative shorter 
fragments, associative interactions between subunits can be eliminated. Alternatively, by 
lengthening the loop region, association of two monomers can be blocked by steric hindrance.
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Small Residues Mutated to Large Residues

By mutating small amino acid residues that form tightly packed contacts in the 
subunit interfaces to more bulky amino acids, for example, tyrosine, the topology of the 
interface surface can be altered, reducing complementarity and disallowing the formation 
of attractive interactions between subunits.

Hydrophobic Residues Mutated to Hydrophilic Residues

In cases where subunit interfaces are composed mainly of hydrophobic contacts, 
simply mutating these residues to hydrophilic amino acids can destabilise the interface 
sufficiently to cause dissociation.

Charged Residue Substitution

This approach uses the property of electrostatic repulsion of like charge. Interface 
contact residues are mutated to amino acids with ionisable side chain groups that are 
placed in positions adjacent to residues of the same charge in the neighbouring subunit 
(if the interface were allowed to form) thus creating electrostatic repulsion between the 
two subunits.

CONCLUSION

Our understanding of the quaternary structure of proteins remains in its infancy, 
compared to our much more comprehensive knowledge of how individual proteins fold 
into their tertiary structures. However, a few general principles are starting to emerge 
that give us a framework within which to rationalise the propensity for proteins to form 
oligomeric units, in terms of both specific functional advantages and generic facets of 
stability. As we begin to understand the evolutionary advantages of proteins adopting a 
particular oligomeric form, new applications of manipulating quaternary structure, for 
example in drug design and bionanotechnology are starting to emerge.
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Abstract:  Protein dimers and multimers are often employed by nature for DNA and RNA 
handling and formation of specific, high-affinity protein-oligonucleotide complexes. 
The repeating structure of dsDNA lends itself to recognition by multimeric protein 
complexes that can assemble about the helical structure. In the cases of both DNA and 
RNA, specific recognition of nucleotide sequences can be achieved by multidomain 
proteins or protein multimers. Furthermore large multimeric assemblies are utilised 
for the stable formation of structures such as rings and filaments. Also, the assembly 
of multimeric structures by interchangeable subunits can add layers of regulation 
and increase functional complexity. Thus there appear to be many advantages to 
oligonucleotide interactions that are conferred by dimerisation or multimerisation.

INTRODUCTION

Large proteins are required for various biological functions. This can be achieved 
by a single polypeptide comprising several domains, or a multimeric assembly of small 
proteins. In most cases nature appears to favour multimeric assembly. Large multimeric 
assemblies are utilised for the stable formation of structures such as rings and filaments. 
Also, the assembly of multimeric structures by interchangeable subunits can add layers of 
regulation and increase functional complexity. The average size of a polypeptide is �30 
kDa. This may be a control mechanism to prevent error in translation synthesis as noted 
by Goodsell et al.1 An estimate of prokaryotic translational error resulting in termination 
of the product is �3 � 10�4 per codon, suggesting that a 500 amino acid protein (�60 kDa) 
would be prematurely terminated 1 in 7 times. A 3000 amino acid protein would rarely 
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be fully translated.2 Thus the utilisation of smaller protein building blocks is an elegant 
solution for forming large protein surfaces.

Protein dimers and multimers are highly prevalent in their role as oligonucleotide 
binding partners. In their requirement to make both specific and nonspecific interactions 
with DNA and RNA, dimers, multimers, rings and extended multimers form in a spectacular 
array of quaternary designs. The adoption of multimeric proteins may have simply arisen 
generally for the economy of genetic material and to avoid translational error, but in this 
chapter we identify four circumstances in which dimer and multimer formation appear to 
provide an optimum solution for forming interactions with oligonucleotides. Firstly, the 
multimer is better able than the monomer to make high affinity specific interactions with 
linear tracts of RNA or DNA. Secondly, oligonucleotide interactions can readily be regulated 
by manipulation of a dimeric protein. Furthermore, the presence of multiple domains 
provides an efficient way to initiate a response to a variety of signals using a relatively 
limited number of polypeptides. Thirdly, due to the repeating nature of oligonucleotides, 
the handling of long tracts is best facilitated by a multimeric protein. And fourthly, where 
a highly stable ring or scaffold structure is required for oligonucleotide processing, this 
is most readily achieved by the assembly of a multimeric structure.

These themes are elaborated on in four sections in this chapter. They are illustrated 
by nine selected cases that are intended to showcase a spectrum of biological processes 
involving multimeric protein/oligonucleotide interactions. The selected examples are far 
from exhaustive and vary in their prevalence in biological systems. The cases are restricted 
to examples where biological function is well characterized and structural information is 
available. This has resulted in our showcasing a greater number of DNA based systems 
than RNA based systems—but this does not necessarily reflect a lesser role of protein 
multimers in RNA biology. Finally, the occurrence of dimers and multimers in binding 
oligonucleotides is contrasted with some examples where nature has chosen to utilize 
monomeric proteins to the same end.

SPECIFIC AND HIGH-AFFINITY  

PROTEIN-OLIGONUCLEOTIDE INTERACTIONS

The recognition of DNA and RNA sequences by proteins is fundamental to cellular 
processes—from the initiation of transcription via the recognition of promotor sequences 
and the regulation of DNA replication to the recognition of functional RNA. The interaction 
with an average sized monomeric protein along an elongated stretch of DNA or RNA is 
intrinsically limited. Thus, proteins that form specific interactions with oligonucleotide 
sequences often bind as dimers or multimers to confer extra specificity and affinity. A 
common mode of interaction with dsDNA, for example, is via a recognition �-helix 
inserted at a major groove where contacts to unique functionalities are made.3 In this 
arrangement, no more than five consecutive base pairs can contribute to the protein/DNA 
interface.4 Both sequence specificity and affinity are thus limited unless further contacts 
are made. An efficient solution to the problem is multimer formation in which greater 
specificity and affinity are conferred due to multivalent binding.5

Two examples of the way in which multimer formation has been adopted by proteins 
for specific recognition and enhanced affinity for dsDNA are described below. They 
are the Type II endonucleases and the nuclear receptor transcription factors which both 
act as dimers. It is of interest to note that in the case of specific recognition of RNA, 
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multivalent binding has also evolved. Of the well characterized proteins that function 
via specific recognition of RNA sequences, however, multidomain structures tend to 
have been adopted rather than dimers or multimers. The covalently linked domains can 
each contribute to either RNA specificity, affinity or both.6,7 The presence of multiple 
domains appears to equally well confer the necessary specificity and affinity for target 
RNA sequences.

CASE 1—Type II Endonucleases Are Functional Homodimers Reflecting 

the 2-Fold Symmetry of Their Target DNA Sequence

Type II restriction endonucleases are a subset of site-specific DNA-cutting enzymes 
found in bacteria and archaea. They act as innate immune systems to protect the host from 
invasion by foreign DNA such as viral DNA.8 They cleave both strands of dsDNA with 
remarkable specificity. Double-strand breaks are generally lethal so the host protects its 
own genome from cleavage by pairing each Type II restriction enzyme with a cognate 
methyltransferase that methylates the N4 or C5 of cytosine or the N6 of adenine of 
target sites. These modifications ensure the restriction enzyme distinguishes host DNA.9 
The target sequences for Type II restriction endonucleases are typically 4-8 base pair 
palindromes or palindromes separated by a stretch of nonconserved bases. Cleavage 
occurs at equivalent sites on each strand of the dsDNA in or near the target sequence.

Type II restriction endonucleases typically form functional homodimers, their structural 
and functional symmetry reflecting the 2-fold symmetry of their target sequence.9 i.e., 
the two monomers simultaneously bind to the dsDNA and cleave a strand each. Typical 
examples of Type II restriction endonucleases are EcoRV10 and EcoRI11 (Fig. 1A). Both 
proteins form symmetrical homodimers, with EcoRV recognising the palindrome GATATC 
and EcoRI recognising the palindrome GAATTC. Each monomer recognizes one-half 
of the palindrome, which is only 2-4 base pairs long. Thus as well as facilitating double 
strand cleavage, dimer formation requires the recognition of 4-8 base pairs, ensuring 
greater stringency in target recognition.

One of the very few exceptions to the dimeric assembly of Type II restriction 
endonucleases is MvaI.12 This enzyme is a monomer that recognizes the pseudo-palindromic 
sequence CCWGG, where W is A or T. The structural difference of MvaI is reflected in 
its altered mechanism. MvaI doesn’t act symmetrically like the other Type II restriction 
enzymes. Instead, it binds the dsDNA in an asymmetric manner. Also, instead of cutting 
the two strands of dsDNA simultaneously, it first cleaves one strand then moves around 
the DNA and cleaves the second strand.12 Clearly, whereas a monomeric enzyme is suited 
to cleaving a single strand of DNA, the formation of a dimer is ideal for the recognition 
and simultaneous cleavage of both strands of dsDNA.

CASE 2—Nuclear-Receptor Dimerisation Facilitates Target Specificity

The nuclear receptor family represents the largest family of transcriptional regulators 
in multicellular organisms. They are responsible for initiating transcriptional responses 
to hormones such as the sex steroids (estrogen, progesterone and testosterone) as well as 
many other small molecule ligands.13 Upon ligand activation they undergo the formation 
of homo- or hetero dimers and are able to bind directly to their target DNA response 
elements to activate or repress transcription (although some nuclear receptors have been 
shown to act as monomers.14 Ligand binding results in a structural reconfiguration of 
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the nuclear receptor that initiates the recruitment of coactivators or corepressors which 
impact on chromatin remodelling and the final transcriptional response.

The architecture of nuclear receptors is conserved, with all possessing an N-terminal 
domain involved in gene activation, a double zinc-finger DNA-binding domain (DBD), 
a connecting hinge region and a discrete ligand binding domain (LBD). Dimerisation 
occurs both between LBDs (in a ligand dependant manner) and through the DBD to form 
a structure that binds to response element sequences, with each monomer recognising 
a hexameric half-site. The mode of interaction between DBD dimers and DNA is 
illustrated by structures of the glucocorticoid receptor (GR) and estrogen receptor 
(ER) bound to their cognate DNA sites (Fig. 1B). Binding to target DNA is conferred 
via the interaction of the �-helix of DBD zinc-finger I with a hexameric half site. Zinc 
finger II is oriented to form a dimerisation interface with the other DBD. This interface 
positions the two DBDs with the correct spacing for binding to the two-hexameric half 
sites of the response element.

The binding of DBDs is strongly cooperative and important for the overall affinity 
of the nuclear receptor/DNA complex. Dimerisation also facilitates specific recognition 
of response elements by requiring a bivalent interaction with two hexameric half site 
sequences that are arranged with the correct orientation and spacing. Whereas there 
is little discrimination by a nuclear receptor monomer in binding to a hexameric-half 
site, the combined sequences and geometry of the two half-sites facilitates the specific 
recognition by a nuclear receptor complex.13 For example, the GR and other steroid 
receptors binds to a target response element containing symmetric (palindromic) repeats 
of the hexameric half site sequence 5�-AGAACA-3�. Here a three base pair separation 
between hexameric half sites is required.15 The ER also binds to symmetric hexameric 
half sites, but recognizes a different sequence: 5�-AGGTCA-3�. In contrast retinoid X 
receptor (RXR) homo- and heterodimers bind to direct repeats of the 5�-AGGTCA-3� 
sequence. Here a spacing of 1-5 base pairs between the repeats dictates which of the 

Figure 1. Specific and high-affinity protein-oligonucleotide interactions. A) Schematic of the dimeric restriction 
enzyme EcoRI bound to duplex DNA: PDBID 1ERI. B) Schematic of the dimeric DNA-binding domain 
of the human estrogen receptor in complex with duplex DNA: PDBID 1HCQ. The molecular surfaces are 
shown in different shades to indicate the different subunits. The DNA is shown in cartoon representation.
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various RXR heterodimers will bind. Thus dimerisation is an important feature of 
DNA selectivity.

REGULATION OF PROTEIN BINDING TO OLIGONUCLEOTIDE

Dimer or multimer formation by proteins is well known to facilitate the allosteric 
regulation of protein function. This is also the case for oligonucleotide binding proteins 
where allosteric or cooperative interactions between monomers can determine the binding 
affinity for the target oligonucleotide. The control can occur via several different molecular 
mechanisms: (1) via structural changes imparted to the protein multimer by a ligand, 
(2) by the variable formation of heterodimers or (3) by cooperative interaction between 
proteins upon their binding to the target oligonucleotide.

One of the largest and best studied classes of DNA-binding proteins are the 
transcriptional regulators. These molecules bind to specific sites upstream of the gene 
being regulated and initiate or repress transcription via interactions with RNA polII, 
general transcription factors and other cofactors.16 They interact with duplex DNA via 
well known motifs including helix-turn-helix, helix-loop helix, zinc-finger and basic 
region leucine zipper (bZIP) motifs. These motifs are all relatively small structural motifs 
that form specific interactions with the major groove of dsDNA via an �-helix. They can 
occur as homo or heterodimers which facilitates their regulation. Examples are illustrated 
below. See also Chapter 7 by Funnell and Crossley.

CASE 3—TrpR Is an Allosterically Regulated Dimeric  

Transcriptional Repressor

The tryptophan repressor (TrpR) is a dimeric transcriptional regulator found in 
enteric bacteria. When activated by L-tryptophan it binds to specific DNA sequences 
at the operator site of the operons responsible for biosynthesis of L-tryptophan. When 
two molecules of L-tryptophan are bound to TrpR the repressor is able to strongly bind 
the operator thereby preventing transcription of L-tryptophan biosynthetic genes. In the 
absence of L-tryptophan the apo-repressor is unable to bind the operator and L-tryptophan 
synthesis is upregulated. In this way TrpR regulates the levels of available L-tryptophan 
in the cell (reviewed in ref. 17).

TrpR is a homodimer comprising two helix-turn-helix DNA binding sites (Fig. 2A). 
The dimerisation core of the protein comprises four helices from each monomer that 
interlock to form a remarkably tightly locked complex. Conversely, the helix-turn-helix 
DNA binding domains flanking the dimerisation core appear to be relatively mobile. The 
two L-tryptophan molecules (one per subunit) bind between the helix-turn-helix motif 
of one subunit and a helix of the partner subunit.18

L-tryptophan acts as an allosteric activator of the repressor by increasing and locking 
in the spacing between the DNA binding domains. The distance observed in the crystal 
structure of the apo-TrpR is 25 Å. The binding of two L-tryptophan molecules results in 
conformational changes to the protein that increase this DNA binding domain distance 
to 34 Å (the distance between successive B-form DNA major grooves) allowing the 
repressor to recognize its binding site.19,20 In this way TrpR acts as an allosterically 
controlled molecular calliper.
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CASE 4—Polar Fork Arrest in B. subtilis Requires the Formation 

of a Dimer of Dimers

An unusual but striking example of binding cooperativity is found in the regulation 
of polar DNA replication fork arrest by the replication termination protein (RTP) of 
B. subtilis. Here the functional complex requires the formation of a dimer of RTP dimers 
at termination sequences in the chromosome known as the Ter sites. The RTP: Ter 
complex is able to halt or pause the approaching replicative helicase when it approaches 
from one direction, but not the other.

The mechanism underlying polar fork arrest by the RTP: Ter complex relies upon 
the cooperative binding between two adjacent RTP dimers that bind to a high affinity 
and low affinity site within the Ter sequence (Fig. 2B). RTP binds to DNA via a 
“winged-helix”21 motif and it is thought that the wings facilitate the binding cooperativity 
observed.22,23 Replication fork arrest only occurs when the high affinity site is proximal 
to the approaching replicative helicase. When the replicative helicase approaches the 
low affinity site it is able to knock off the bound RTP and pass through the terminator 
complex.24 The complex is cooperative in that the low affinity site will not be bound by 
RTP without prior filling of the high affinity site. Furthermore, the binding of the high 
affinity site alone is insufficient to halt the replicative helicase.

Interestingly, cooperative formation of a dimer is not the only way nature has 
managed to effect polar fork arrest. A polar replication terminator system has also 
been characterized in E. coli that bears no sequence or structural similarity to RTP.25 
Unlike RTP, which has evolved as a dimer of a common DNA binding motif, the E. 
coli equivalent, Termination utilisation substance (Tus), is a protein of unique fold and 
operates as a monomer. As a monomer, Tus is not able to exploit cooperativity and 
arrests the helicase by a different mechanism. The Tus: Ter complex blocks the action 
of the replicative helicase by virtue of its intrinsic asymmetry.26 The translocation of 
the helicase along the DNA forms a stable locked complex only at the nonpermissive 
end of the Tus: Ter complex via the shifting of the C(6) nucleotide into a cytosine 
specific binding site on Tus.26 This renders the Tus: Ter complex a polar nonspecific 
block to helicase translocation along the DNA.

Figure 2. Regulation of oligonucleotide binding. A) Schematic of the dimeric TrpR bound to duplex 
DNA: PDBID 1TRO. B) Representation of a dimer of dimers of the replication termination protein 
bound to dsDNA. (Model based on coordinates PDBID 1F4K). The molecular surfaces are shown in 
different shades to indicate the different subunits. The DNA is shown in cartoon representation.
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MODIFICATION OF OLIGONUCLEOTIDE ARCHITECTURE  

BY MULTIMERIC PROTEINS

Many cellular processes require the manipulation of long oligonucleotide tracts at 
either specific or nonspecific sequences. Where handling of a long tract is required, the 
repeating nature of the oligonucleotide is often reflected in the multimeric structure of 
the protein binding partner. Following are three examples of protein multimers that form 
spectacular complexes with DNA and RNA in diverse biological processes.

CASE 5—Packaging of the Eukaryotic Chromosome by Histones

The ultimate example of modified oligonucleotide architecture is almost certainly 
the packaging of the eukaryotic chromosome into chromatin. Chromatin is a fibrous 
superstructure composed of nucleosome core particles (NCP). Each NCP contains 146 
bp of dsDNA wrapped in two superhelical turns around an octamer of histones.27 The 
histone octamer is formed by the assembly of two each of class H2A, H2B, H3 and H4 
core histones or variants of these.28 Higher order structure is formed by the arrangement 
of NCPs into a fibre of 30 nm diameter via histone tails and the linker histone (H1). 
Several additional levels of folding are then required to pack the entire length of DNA 
(2 m in humans) into the nucleus.29

The core histones are relatively similar in structure and are highly conserved 
through evolution (Fig. 3A). DNA binding and octamer formation is conferred via a 
“helix-turn-helix-turn-helix” motif. Interactions with the DNA are nonsequence specific 
and primary contacts are made by the highly basic N-termini of the �2-helices of all four 
types of histone and the N-termini of �1-helices of histones H2B, H3 and H4 with the 
phosphate groups of the DNA backbone. The helix dipoles lock these phosphates into 
place. Other interactions include contacts between the histone loop regions and the DNA 
backbone. The histones also possess long ‘tails’ on one end of the amino acid structure 
through which chromatin structure is regulated.

Again, nature has utilized a multimer for an important task, DNA packaging. This 
appears to serve several functions. Firstly, the core histone structure is clearly optimized 
to make strong nonspecific interactions with DNA, capable of overwinding dsDNA 
necessary for tight compaction. The repeating nature of dsDNA is hence reflected in 
the repeated use of this optimized histone module. Secondly, the octameric nature of 
the histone facilitates the modulation of chromatin flexibility that is required during 
processes such as DNA replication, transcription and repair. The modular nature of the 
histone octamer permits histone variants to be readily incorporated into the chromatin 
structure affecting its dynamic behaviour.28

CASE 6—The TRAP Multimer Impacts on mRNA Secondary Structures 

Involved in Transcription and Translation

In another case of the regulation of tryptophan biosynthetic genes (see CASE 3 above), 
a multimeric oligonucleotide binding protein is involved. Unlike E. coli, Bacillus species 
possess no trp-repressor. Instead, control of gene expression occurs posttranscriptionally, 
at the level of mRNA. The Trp RNA-binding attenuation protein (TRAP) of Bacilli 
binds at a specific sequence in the leader sequence of the tryptophan biosynthetic mRNA 



98 PROTEIN DIMERIZATION AND OLIGOMERIZATION IN BIOLOGY

transcript when bound by L-tryptophan and as it is being actively transcribed. This results 
in the formation of a large protein/RNA complex which interferes with adjacent mRNA 
secondary structures which are essential for the continuation of transcription.30

The RNA target for TRAP involves eleven trinucleotide repeats, each of which is recognized 
by a TRAP subunit arranged in a large ring31 (Fig. 3B). This interaction forces the mRNA to 
adopt a dramatically different architecture from what it would otherwise adopt, at not only the 
immediate site but also the adjacent sequences. In particular an “anti-terminator” stem loop 
is disrupted and a “terminator” stem loop is formed. This interferes with the continuation of 
transcription. Furthermore, even if the mRNA is fully transcribed, the complex of TRAP at 
the leader region of the transcript interferes with translation. This is due to the impact of the 
structure on the downstream ribosome binding site which inhibits ribosome binding. The 
TRAP system is thus an elegant example of the way in which oligonucleotide architecture 
can be manipulated by interaction with a protein multimer.

Figure 3. Modification of oligonucleotide architecture by multimeric proteins. A) Schematic of the core 
histone octomer in complex with dsDNA: PDBID 1AOI. B) Trp RNA binding attenuation protein (TRAP) 
oligomer with DNA: PDBID 1C9S. The DNA can be seen around the periphery of the molecule C) 
Representation of the Rad51 filament based upon coordinates from PDBID 1SZP. The molecular surfaces are 
shown in different shades to indicate the different subunits. The DNA is shown in cartoon representation.
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CASE 7—The Recombinase Polymer Provides an Extended Platform 

for the Handling of DNA

Homologous recombination is an important mechanism in dsDNA handling, conserved 
from bacteria through to humans, which performs two seemingly opposite functions. 
Firstly, it maintains the stability of the genome through the repair of double-strand 
breaks that are the result of DNA damage or that are induced during meiosis. Secondly, it 
generates genetic diversity through chromosome crossover. Homologous recombination 
uses stretches of homologous dsDNA as a template to pair and exchange with broken 
DNA to produce two intact dsDNA molecules.32-34

The process of homologous recombination involves several enzymes. The 
doublestranded breaks are recognized and processed by specific helicases that unwind 
the dsDNA and specific exonucleases pare back the 5�-strand producing long 3� ssDNA 
tails.35 Recombinases then catalyse the pairing and exchanging of homologous strands. 
In E. coli the predominant recombinase is RecA.36 The eukaryotic equivalents to RecA 
are Rad5137 that is involved in various forms of double-strand break repair and DMC138 
that is meiosis specific. These enzymes form extended polymers on the ssDNA tails to 
produce a nucleo-protein filament. The formation of the recombinase polymers occurs 
in the 5� to 3� direction, forming a right-handed nucleo-protein spiral that removes the 
secondary structure of the ssDNA. The nucleo-protein filament then aligns itself with the 
homologous chromosome at the site where the ssDNA tail can be paired. This proceeds 
by the nucleo-protein filament first binding to the dsDNA nonspecifically to form a 
three-stranded DNA complex and then moving to a region of sequence homology.39 The 
“invading” ssDNA strand pairs with the homologous dsDNA and is exchanged with one 
strand of the homologous dsDNA to form hetero-dsDNA. DNA polymerase generates 
new dsDNA, primed by the “invading” strand and complimentary to the intact strand. 
This creates a mobile region (known as a Holliday junction) at which the two dsDNA 
molecules are interlinked.32,36 The Holliday junctions are resolved by specific protein 
complexes into two recombined dsDNA molecules.40

Structurally the E. coli and eukaryotic recombinases are very similar and also share 
homology with hexameric helicases.36 In the formation of the nucleo-protein filament 
each RecA monomer binds 3 nucleotides of ssDNA and, like the hexameric helicases, 
there are six monomers per turn (Fig. 3C). The prototypic RecA monomer is a 38 kDa 
protein comprising three domains. The N-terminal domain comprises 30 amino acids and 
forms contacts with neighbouring subunits in the filament. The core domain consists of 
230 residues and contains the ssDNA binding site. It also contains the ATP binding and 
hydrolysis site that is in contact with an adjacent subunit. The recombinases utilize the 
hydrolysis of ATP to drive the conformational changes to the nucleo-protein filament 
required for homologous strand-exchange. The C-terminal domain has a surface on the 
outside of the filament to which dsDNA binds.36

The recombinases provide an extended platform for the association of ssDNA 
with homologous dsDNA, facilitate base-pairing to the complementary sequence and 
coordinate the strand-exchange. The handling of a long linear ssDNA is required and 
this is best managed by a multimer that can associate with the repeating nucleotide 
structure of varying lengths. Furthermore the association of the nucleo-protein filament 
with lengths of chromosomal dsDNA must occur with great efficiency in order to locate 
the homologous region within the genome. Exonucleolytic processing of double-strand 
breaks can generate over 1000 base pairs of ssDNA. The search for homology to a 
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1000 base pair stretch in a human cell has been likened to searching for a linear 20 cm 
expanse in 2500 km.32 The recombinase polymer is also able to provide the coordinated 
conformational change required for strand exchange. The details of this remarkable 
process are still being elucidated.

MULTIMERIC-RINGS IN OLIGONUCLEOTIDE PROCESSING

Many proteins involved in DNA and RNA processing have adopted a ring shaped 
structure by the assembly of homo or heteromeric multimers. The ring possesses a 
structural stability that is required for highly stringent processes and the ability to encircle 
the target oligonucleotide facilitating movement along its length. Rings that encircle 
DNA have to be large enough to fold to maintain a central cavity of 20-34Å and, for 
some, conduct catalytic activities. Most tend to be hexameric or have pseudo-hexameric 
symmetry and it has been suggested that the hexameric arrangement of subunits is a 
compromise between folding requirements and minimizing size.41 The formation of a ring 
structure via multimerisation (rather than the assembly of structurally unrelated proteins) 
reflects the repeating nature of the oligonuclotide with which each subunit may interact. 
Furthermore, the requirement for ring assembly provides a mechanism for the regulation 
of the oligonucleotide processing. Multimeric rings are utilized in DNA replication, 
repair and recombination as well as RNA handling. Some examples are described below.

CASE 8—Sm and Lsm Heteromeric Heptamers in RNA Processing

The Sm and Lsm (Sm-like) families are multimeric proteins that play integral roles 
in the processing of mRNA. One of the best characterized functions of the Sm proteins is 
as a component of the spliceosome in eukaryotes. Spliceosomes remove the introns out 
of preRNA and seal the exon ends together. They are made up of one of several species 
of small nuclear RNAs (snRNAs; U1, U2, U4, U5 and U6) bound to an extremely stable 
heptameric Sm core to form a set of small nuclear ribonucleoproteins (snRNPs). Splicing 
occurs when the series of snRNPs interact with the pre-mRNA in a particular order and 
at specific sites in the pre-mRNA. That is, U1 snRNP binds to the 5�-end of the intron 
and U2 snRNP binds close to the 3�-end. This event is followed by binding by U4/U6 
snRNPs and, finally, U5 snRNP, which helps to hold the exons together.

The Sm proteins do not bind directly to mRNA. Specific binding to the splice sites 
in the pre-mRNA is dictated by base pairing with the bound snRNA. The role of the Sm 
heptameric ring is to provide a stable scaffold for tethering the snRNA at its consensus 
Sm-binding sequence (GAU4GA). The Sm heptamers are heteromeric. Each spliceosomal 
snRNP is each made up of the Sm proteins B or B’, D1, D2, D3, E, F and G, except for 
the U6 snRNP. The Sm heptamer forms a highly cationic pore at the centre, which is the 
site for snRNA binding (Fig. 4A).

A clue as to why the spliceosomal Sm protein has evolved to operate as a multimer 
may lie in the requirement for a highly stable protein-RNA complex that is assembled 
with high fidelity.42 In vitro, snRNP complexes form spontaneously with uridine-rich 
RNA. In vivo, however, this is not allowed to happen. Instead they are assembled in 
the cytoplasm via a highly stringent mechanism involving the SMN (survival of motor 
neurons) complex. The SMN complex distinguishes snRNAs from other uridine-rich 
RNA sequences and identifies the RNA-binding Sm proteins, bringing them together 
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around the snRNA. The final structure is very stable—there is no evidence that there 
is any turnover of snRNP complexes. Thus any improper association with other RNA 
sequences that could lead to improper splicing is avoided.

In addition to Sm proteins, several Sm-like (Lsm) proteins have been described in 
eukaryotes. These are able to form heteromeric rings and are involved in a diverse range 
of functions including pre-mRNA splicing, processing of nuclear mRNAs and in decay of 
mRNAs.43 Their compositions vary, with different combinations of the �16 Lsm proteins 
identified to date, defining the Lsm heptamer function. For example, Lsm2-8 (composed of 
seven Lsm proteins numbered 2-8) is localized to the nucleus where it carries out preRNA 
splicing and nuclear mRNA processing functions. Lsm1-7, alternatively, is localized to 
processing bodies (P-bodies) in the cytoplasm and is required for the decapping step of 
mRNA decay after deadenylation. The heteromeric compositions of the Lsm complexes 
thus appear to facilitate a versatility of function, including their ability to recognize 
different RNA sequences.

CASE 9—Sliding-Clamps and Hexameric Helicases

Many proteins involved in the metabolism of large stretches of DNA and RNA execute 
their function whilst translocating along single-stranded or double-stranded oligonucleotides. 
Of these proteins, a large number have evolved into structures that encircle the oligonucleotide. 
Of these, the predominant morphology is the formation of multimeric rings.

One well-characterized family of proteins that encircle dsDNA is the “sliding-clamp” 
family involved in DNA replication. In this process they are loaded onto the newly synthesized 
dsDNA by a clamp-loader complex.44 Once loaded the sliding-clamp is bound by the 
replicative DNA polymerase and acts as a mobile collar to tether the DNA polymerase to 
the DNA template. In so doing, the sliding greatly increases the processivity of the DNA 
polymerase. That is, the polymerase can catalyse a greater amount of dsDNA before 

Figure 4. Multimeric-rings in oligonucleotide processing. A) Schematic of the Sm-like Hfq protein from 
S. aureus in complex with RNA: PDBID 1KQ2. B) Structure of a classical ring helicase. No crystal 
structure with DNA are available: PDBID 1E0J. The molecular surfaces are shown in different shades 
to indicate the different subunits. The DNA is shown in cartoon representation.
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dissociating from the template. In the absence of the sliding-clamp the polymerase can only 
process a few nucleotides. This increases 1000-fold with the addition of the sliding-clamp.45

Sliding-clamps all form multimeric rings with pseudo-sixfold symmetry (Fig. 4B). 
The E. coli �-clamp is a dimer of three homologous domains.46 The human equivalent 
PCNA (proliferating cell nuclear antigen) is a trimer of two domains.47 The domains of 
these proteins appear to have fused in alternative arrangements during gene duplication. 
Structurally the �-clamp and PCNA proteins are very similar. They form planar rings with 
a central cavity of 35 Å, wide enough to enclose dsDNA. They are thought to interact 
with the DNA solely through bridging water molecules that act as a lubricant to allow 
the clamps to slide along the dsDNA with minimal hindrance.

Hexameric helicases are another family of oligonucleotide processing proteins that 
utilize a central cavity to associate tightly with DNA whilst maintaining the ability to 
translocate along the oligonucleotide. They have been shown to play a role in DNA 
replication, recombination and transcription.48 Unlike the sliding-clamps, helicases 
drive their own translocation by the hydrolysis of NTP (nucleoside triphosphate). This 
translocation is intimately linked with their function, which is to unwind dsDNA or dsRNA 
to produce single-stranded lengths of oligonucleotide required for various metabolic 
processes. For example, in E. coli the ssDNA templates required for DNA replication are 
produced by the hexameric helicase DnaB49 and branch migration during homologous 
recombination is driven by the hexameric helicase RuvB.50

Hexameric helicases predominantly assemble as homohexamers with ssDNA or 
ssRNA binding in the central cavity.48 The other stand of the duplex is thought to be 
excluded from the central cavity, remaining on the outside of the ring. Each subunit of 
the hexamer contains an NTPase domain and an oligonucleotide binding domain and it is 
thought that the ssDNA or ssRNA binds to only one subunit at any one time. Hydrolysis 
of NTP occurs in a step-wise fashion, in which one active site follows the other, driving 
the translocation of the helicase and the concomitant unwinding of the dsDNA or 
dsRNA. At present the exact mechanism by which hexameric helicases unravel duplex 
oligonucleotides remains uncertain.

An insight into why these helicases have evolved to encircle their substrate as 
multimers has been suggested based on their cellular functions.48,51 The utilisation of 
hexameric helicases is strongly conserved across the three domains of life for tasks 
requiring high processivity, such as genome replication and homologous recombination. 
By corollary, monomeric helicases are used primarily for smaller-scale jobs. For example, 
the monomeric helicases UvrD52 and PcrA53 are involved in unwinding short stretches of 
dsDNA in DNA repair. This highlights the benefit to processivity of stringing the DNA 
or RNA through a protein ring so that it forms a tight link that does not readily dissociate 
after a catalytic event.

CONCLUSION

In conclusion—we suggest that dimeric and multimeric proteins that bind RNA and 
DNA have evolved as such for several reasons. In cases of oligonucleotide sequence 
recognition, multimers can increase oligonucleotide specificity and regulatory control. 
Where nonspecific interactions are required, protein multimerisation can facilitate the 
packaging or handling of long repeating units of oligonucleotide tracts. As further structural 
characterisation of protein-oligonucleotide complexes are added to our knowledge 
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databases (particularly in the relatively uncharted realm of protein/RNA interactions), 
we can be confident that these themes will be continued and reiterated.

NOTE

All figures were generated using coordinates downloaded from the Protein Databank 
(www.rcsb.org) except for the dimer of dimers of RTP which was provided by the authors. 
The program PYMOL (DeLano, W.L. The PyMOL Molecular Graphics System (2002) 
on World Wide Web http://www.pymol.org) was used to generate the primary images 
which were then modified using GIMP (http://www.gimp.org/).
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Abstract: Eukaryotic transcription factors bind DNA and typically serve to localize large 
multiprotein complexes to particular genes to up- or downregulate transcription, 
thereby coordinating cellular responses to a variety of signals. Different 
combinations of transcription factors within DNA-binding multiprotein complexes 
allow individual proteins to partake in multiple different regulatory pathways. 
Many transcription factors can form homo- and heterodimers (or oligomers) with 
different partners, thus modulating DNA-binding specificity and affinity and/or 
the recruitment of different binding partners. This chapter reviews several of the 
mechanisms by which the homo- and heterodimerization of transcription factors 
contributes to transcriptional regulation.

INTRODUCTION

Intricate regulation of gene expression is crucial during the development of 
organisms. It dictates the multitude of varied cellular differentiation programs that 
higher eukaryotes exhibit. Control of gene expression can be asserted at numerous 
steps from the initial transcription of a gene through to the translation of a final 
protein product. However, despite these various layers of control, regulation of gene 
expression is primarily imposed at the level of transcription. That is to say, by factors 
which determine the frequency of transcriptional initiation.
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©2012 Landes Bioscience and Springer Science+Business Media.
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INDIVIDUAL GENES ARE CONTROLLED BY COMBINATIONS  

OF TRANSCRIPTION FACTORS

Transcription factors are DNA-binding, regulatory proteins that affect the rate of 
transcriptional initiation. They directly bind to control elements that are either situated 
immediately upstream of their target genes, known as promoters, or to more distal control 
elements such as enhancers. They then mediate their effects on transcriptional initiation 
through interactions with cofactors. These cofactors may modulate local chromatin 
configuration through the recruitment of: ATP-dependent chromatin remodeling factors 
such as SWI-SNF;1 DNA-modifying enzymes such as DNA methyltransferases (DNMTs),2 
or; histone-modifying enzymes such as histone acetyltransferases (HATs), histone 
deacetylases (HDACs), histone methyltransferases (HMTs) and histone demethylases 
(Fig. 1).3,4 Transcriptional cofactors may also operate by facilitating or inhibiting the 
assembly of the transcription pre-initiation complex (PIC). For genes transcribed by RNA 
polymerase II, the PIC comprises the so called ‘general transcription factors:’ TFIIA, 
TFIIB, TFIID, TFIIE, TFIIF, TFIIH and RNA polymerase II (Fig. 1). The PIC constitutes 
the transcriptional apparatus that is required for a basal level of gene expression. In 
eukaryotes, changes in chromatin structure and in the rate of PIC assembly are largely 
brought about by the complex interplay of multiple transcription factors and cofactors.

The sequencing of the human genome brought with it the somewhat humbling estimation 
that there are roughly only 25,000 human genes.5 In comparison, mice have a similar number 
of genes6 and the genome of the nematode Caenorhabditis elegans contains approximately 
19,000 genes.7 Thus, there is often a poor correlation between the gene number and physical 
and behavioral complexity of an organism. It has since been postulated that both the relative 
and absolute number of transcription factors in an organism’s genome contribute to its 
complexity.8 In eukaryotes, transcription factors interact and function in a combinatorial 
manner to regulate gene expression. This means that a modest increase in the number of 
transcription factors in an organism can lead to a large number of novel combinations of 

Figure 1. Schematic of the assembly of the eukaryotic, transcription pre-initiation complex (PIC). 
Combinations of transcription factors (TF1 and TF2) assemble on control elements of DNA and recruit 
cofactors. Cofactors in turn recruit DNA- and histone-modifying enzymes that modulate the chromatin 
state of the locus and accessibility for PIC formation. Cofactors may also directly promote or impede 
the recruitment of PIC components. The PIC consists of the general transcription factors TFIIA, TFIIB, 
TFIID, TFIIE, TFIIF, TFIIH and RNA polymerase II. TFIID comprises TATA-binding protein (TBP), 
through which it binds DNA, and an assortment of TBP-associated factors (TAFs).
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transcription factors that could form new regulatory pathways. This type of combinatorial 
control allows the development of complex and intricate regulatory networks. In contrast, 
prokaryotes often utilize single transcription factors or simple homodimers to regulate the 
expression of genes.9 See also Chapter 6 by Wilce et al.

Eukaryotic RNA polymerase II transcription typically occurs in the presence of 
multiple factors that individually act in a positive or negative manner.10 These multiprotein 
complexes are sometimes termed enhanceosomes11 and enable exquisite control of gene 
expression. Many transcription factors have been shown to be capable of oligomerizing 
(most commonly forming homodimers) and to date, numerous crystal structures have been 
obtained for multimeric transcription factor complexes bound to DNA (for reviews see 
12-14). In this chapter we will look at how transcription factors employ both homo and 
hetero-oligomerization to both positively and negatively regulate expression of specific 
target genes in order to define discrete regulatory pathways.

ACHIEVING DNA-BINDING THROUGH TRANSCRIPTION  

FACTOR DIMERIZATION

In eukaryotes, there are only a score or so of classes of DNA-binding domains, 
including the zinc finger, the basic region-leucine zipper (bZIP), the helix-turn-helix and 
homeodomain,15 the ETS domain,16 the MADS box,17 the basic helix-loop-helix (bHLH),18 
the Rel homology domain19 and the immunoglobulin-like fold.20,21

Several of these domains allow transcription factors to bind DNA as monomers. This 
is often the case for zinc finger-, ETS domain- and homeodomain-containing transcription 
factors. It should be noted, however, that the presence of these domains does not preclude 
dimerization and many transcription factors that contain these domains do form dimers 
or higher order oligomers. In some instances, the tandem repetition of the domain serves 
a similar purpose to dimerization by increasing the available contacts the protein makes 
with the DNA to facilitate an increase in both the specificity and affinity of binding. This 
is often the case for classical zinc fingers, where three closely spaced fingers are usually 
required for high affinity binding to DNA.

In contrast, other domains, such as the bZIP, bHLH, MADS box and the Rel 
homology domain, require noncovalent dimerization in order to bind DNA. Dimerization 
of transcription factors can occur at surfaces that are distant from the DNA-binding 
domains. For example, signal transducer and activator of transcription proteins (STATs) 
dimerize by interaction of phosphorylated SH2 domains. The crystal structure of a STAT1 
homodimer bound to DNA reveals that the C-terminal SH2 dimerization interface is 
spatially isolated from the central, immunoglobulin-like DNA-binding domain (Fig. 2A).22

For the most part, however, if dimerization is required for DNA-binding, then it occurs 
through the DNA-binding or adjacent domains. Dimerization of these domains stabilizes 
the structure and induces conformational changes that enable the required contacts to be 
made with the major groove of DNA. For example, bHLH transcription factors, such as 
MyoD, dimerize by means of their helix-loop-helix domains.18,23 Following dimerization, 
a basic region adjacent to the HLH makes contacts with DNA, but does not cooperate in 
and is not required for dimerization (Fig. 2B).23

The basic leucine zipper (bZIP) motif binds DNA in a similar fashion (Fig. 2C). The 
leucine zipper consists of a pair of long �-helices that contain a seven-amino acid motif 
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known as a heptad-repeat (a, b, c, d, e, f and g; Fig. 2D).24 There are commonly five or six 
heptads in human leucine zippers, although bZIP transcription factors containing as few 
as three and as many as nine have been identified.25 Position d is typically the leucine by 
which the motif gets its name, while position a is normally another hydrophobic residue.26 
Dimerization is accomplished by the ‘zippering’ of the a and d position residues to form 
the hydrophobic core of a parallel coiled-coil (Fig. 2C).27 Upon dimerization of two bZIP 
proteins, the basic regions, which are N-terminal and adjacent to the leucine zipper, are 
brought into close proximity, enabling binding to DNA.28,29

There are more than 50 human genes that encode proteins with bZIP motifs.25,30 In 
theory, this could produce �1500 different possible homo- and heterodimers. However, in 
biology, bZIP proteins show preferences for specific dimerization partners based on the 
amino acid compositions of their leucine zippers. To explore this, predictive algorithms 
have been devised based on experimental observations of bZIP partner preferences.25,31-36 
For instance, at position a of a heptad, an asparagine residue is more likely to promote 

Figure 2. Structures of homo and heterodimeric transcription factors. A) Structure of phosphorylated 
STAT1 bound to DNA (PDB accession code 1BF5) as a homodimer. The coiled-coil, DNA-binding 
(DBD), linker and SH2 domains are indicated. B) Structure of MyoD bHLH homodimer bound to DNA 
(PDB accession code 1MDY). The two subunits are shown in different colours. C) Structure of a FOS/
JUN bZIP heterodimer bound to DNA (PDB accession code 1MDY). The protein chains are indicated 
and the basic domains in darker colors bind DNA. The sidechains of the leucine residues are shown in 
CPK format. D) Schematic of the heptad repeat that forms the basis of the leucine zipper. Part of the 
leucine zipper sequence for JUN is shown below the heptad repeat letter designations. A color version 
of this image is available at www.landesbioscience.com/curie.
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homodimerization than a lysine residue, which promotes heterodimerization.37 In addition, 
charged amino acids at the e and g positions of one bZIP protein may engage in attractive 
or repulsive interactions with charged amino acids at the g and e positions respectively of 
another bZIP protein (Fig. 2D).38 For example, a bZIP protein that has acidic residues at its e 
positions is not likely to dimerize with a bZIP protein with acidic residues at its g positions. 
Rather, dimerization would be preferred with a bZIP protein with basic residues at its g 
positions due to favourable electrostatic interactions. This is illustrated by the dimerization 
preferences of the proto-oncoproteins FOS and JUN. FOS/JUN heterodimers form readily 
and demonstrate strong DNA-binding activity.39 JUN can also form homodimers that bind 
DNA. However, FOS homodimers are unstable and do not exhibit detectable DNA-binding 
activity.39 The explanation for these dimerization preferences lies in the charged residues at 
the e and g positions of FOS and JUN. A JUN homodimer has two unfavorable g-e charge 
repulsions, whereas a FOS homodimer has four.40

A recent study has shown that, based on available experimental data, this predictive 
methodology is accurate in over 90% of cases.35 Another recent study has collated 
predictions and experimental results to create an extensive map of interactions between 
human bZIP proteins.36 The authors predict that��340 of the possible 1500 or so bZIP 
dimer combinations are likely to occur under physiological conditions.

From the many interactions within the bZIP superfamily alone, one can appreciate 
that there are a vast number of transcription factor oligomers that may define the complex 
regulatory pathways of higher eukaryotes. It should also be noted that many transcription 
factors can interact with transcription factors from other superfamilies. For example, the 
FOS/JUN heterodimer further interacts with nuclear factor of activated T-cells (NFAT) to 
form a higher order, trimeric DNA-bound complex.41 NFAT binds to DNA by means of two 
immunoglobulin-like folds.41 Moreover, the MADS box serum response factor (SRF) has 
been demonstrated to interact with transcription factors from a dozen or so superfamilies.42

There are many ramifications from the homo- and hetero-oligomerization of 
transcription factors, including changes in DNA-binding affinity, alterations of sequence 
specificity and variations in modes of transcriptional regulation.

ALTERING DNA-BINDING AFFINITY THROUGH  

SELECTIVE DIMERIZATION

One common consequence of transcription factor oligomerization is an increase 
in DNA-binding affinity. Whereas some transcription factor superfamilies require 
dimerization for efficient DNA-binding, others are capable of binding DNA as monomers, 
but interact with other transcription factors that modulate DNA-binding properties. For 
example, the yeast homeodomain protein MAT�2 can bind to DNA as a monomer.43 
However, MAT�2 can heterodimerize with another homeodomain protein, MATa1,44 
or form a heterotetramer with the MADS box protein MCM1.45,46 The MAT�2/MATa1 
heterodimer and the MAT�2/MCM1 heterotetramer bind to DNA with much stronger 
affinity and sequence specificity than the MAT�2 monomer alone (Fig. 3A).47 Such a 
phenomenon is also observed for the FOS/JUN/NFAT trimer.12,41,48 Indeed, significant 
transcriptional activation of some NFAT target genes is dependent on this trimeric 
complex forming at their promoters.49 Cooperativity of DNA-binding is also observed 
among the general transcription factors. TFIIB is now thought to bind to TFIIB recognition 
elements (BREs) flanking the TATA box (Fig. 3B).50 This increases the affinity with 
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which the TATA-binding protein (TBP) subunit of TFIID binds DNA and thus promotes 
PIC assembly.51

In some circumstances non DNA-binding proteins can also augment the DNA-binding 
affinity of transcription factors. GA-binding protein � (GABP�) is important in the 
regulation of nuclear mitochondrial genes and recognizes GGA motifs by means of an ETS 
domain52,53 GABP� interacts with a structurally unrelated factor, GABP�, which lacks a 
DNA-binding domain. Residues found in and C-terminal to, the ETS domain of GABP� 
interact with an ankyrin repeat domain of GABP� to mediate this dimerization.52 The 
resulting GABP�/� dimer binds DNA with higher affinity than GABP� alone (Fig. 3C).52 
The explanation for this increased DNA-binding affinity is not well understood, however, 
it has been observed that Lys69 of GABP� forms a hydrogen bond with Gln321 of 
GABP� and this may stabilize the contact made between Gln321 and a DNA phosphate 

Figure 3. Dimerization can increase DNA-binding affinity. A) MAT�2 oligomers (MAT�2/MADa1 
heterodimer and MAT�2/MCM1 heterotetramer) bind more avidly to DNA than MAT�2 monomers. B) 
General transcription factor TFIIB binds to TFIIB recognition elements (BREs) adjacent to TATA boxes 
and increases the affinity with which TATA-binding protein (TBP) binds DNA. C) The nonDNA-binding 
protein GABP� increases the strength of the interaction between GABP� and GGA sites of DNA.
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group.54 A hydrogen bond is also believed to be formed and stabilized between Leu322 
of GABP� and a DNA minor groove phosphate group upon dimerization with GABP�.14

In a similar manner, the DNA-binding affinity of RUNX1 (Runt-related protein 1) 
via the Runt domain is enhanced by binding CBF� (core-binding factor �), which lacks 
a DNA-binding motif. 55 Heterodimerization induces conformational changes in RUNX1 
that increase the extent of hydrogen-bonding made between that protein and the major 
and minor grooves of DNA.14,55,56

MODULATING DNA SEQUENCE SPECIFICITY THROUGH 

DIMERIZATION

Perhaps the most significant implication of transcription factor oligomerization is the 
modulation of DNA sequence specificity. Combinations of DNA-binding transcription 
factors can recognize extended and hence more specific, DNA elements in the control 
regions of genes. In addition, oligomerization of unrelated transcription factors can 
result in complexes that recognize diverse, novel DNA elements. These novel elements 
can be distinct from the DNA sequences recognized by the monomers that constitute 
the complex. Because many transcription factors exhibit spatio- and temporal-restricted 
expression patterns, different transcription factor combinations form in different cell 
types and at different developmental stages. Oligomerization thus allows the formation 
of intricate regulatory networks that are essential for the fine-tuning of gene expression 
programs in higher eukaryotes.

The simplest case of increased specificity is manifest in oligomers that recognize 
DNA elements that are essentially the juxtaposition of the recognition elements of the 
individual monomers. The NF-�B dimers represent such an example. The NF-�B p50 and 
p65 proteins both contain a Rel homology domain which allows binding to palindromic 
DNA sites upon homodimerization.57 In a p50 homodimer, each p50 subunit recognizes a 
GGGRN half-site of DNA, where R is a purine.58-60 In contrast, in a p65 homodimer, each 
p65 subunit of a homodimer recognizes a GGAA motif.60,61 In both instances, these half 
sites are separated by a single base pair. Hence a p50 homodimer recognizes the sequence 
GGGRN A/T NYCCC, where Y is a pyrimidine and a p65 homodimer recognizes GGAA N 
TTCC (Fig. 4A).60,61 A p50/p65 heterodimer binds to a composite sequence that retains the 
half-site recognition elements of the two monomers—a GGGRN N TTCC site (Fig. 4A).60 
Thus, each of the three dimers has the capacity to regulate a distinct subset of genes.

For other transcription factors, the presence of alternative binding partners can create 
novel recognition sites that do not (or only weakly) resemble the recognition sites of the 
individual monomers. STAT homo- and heterodimers bind to the palindromic consensus 
site TTCNNNGAA, known as the interferon gamma activated site (GAS) (Fig. 4B).62 In 
a STAT1/STAT2 heterodimer, both STAT1 and STAT2 contribute to DNA-binding. This 
heterodimer can bind interferon regulatory factor 9 (IRF9) to form a higher order complex, 
which is known as interferon-stimulated gene factor 3 (ISGF3).21,63 This complex binds 
to interferon-stimulated response elements (ISREs) of the consensus AGTTTNNNTTTC 
(Fig. 4B). Within ISGF3, STAT1 still actively binds DNA in conjunction with IRF9. 
In contrast, STAT2 is not engaged in DNA-binding but acts as a potent transcriptional 
activation domain. Thus, the DNA element that is bound is considerably different to that 
bound by a STAT1/STAT2 heterodimer, which allows different complexes containing 
both STAT1 and STAT2 to regulate the expression of distinct subsets of genes.
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Modulation of DNA-binding sequence specificity is also achieved by alternative 
dimerization of members within the bZIP superfamily. The FOS/JUN heterodimer 
preferentially binds to TPA-responsive elements (TREs) of the consensus TGAGTCA 
(Fig. 4C).36,64 JUN also readily dimerizes with another bZIP protein, ATF2. The JUN/
ATF2 heterodimer does not recognize a TRE sequence, but rather, a cAMP-responsive 
element (CRE) of the consensus TGACGTCA (Fig. 4C).36,65 In addition to binding 

Figure 4. Dimerization can alter DNA-binding sequence specificity. A) The NF-�B p50 homodimer binds 
to two GGGRN half-sites of DNA while the p65 homodimer binds to two GGAA half-sites of DNA. 
A p50/p65 heterodimer binds to an element (GGGRN N TTCC) that contains both of these half-sites. 
B) Phosphorylated STAT1 and STAT2 heterodimerize and bind the interferon gamma activated site 
(GAS) DNA element, TTCNNNGAA. The STAT1/STAT2 heterodimer can also interact with interferon 
regulatory factor 9 (IRF9) to form the interferon-stimulated gene factor 3 (ISGF3) complex. ISGF3 
binds to interferon-stimulated response elements (ISREs) of the consensus AGTTTNNNTTTC. C) 
The FOS/JUN heterodimer binds to the TPA-responsive element (TRE) of the consensus TGAGTCA, 
while the JUN/ATF2 heterodimer recognizes the cAMP-responsive element (CRE) of the sequence 
TGACGTCA. D) OCT-1 homodimers bind to the palindromic OCT factor recognition element (PORE; 
ATTTGAAATGCAAAT), or the MORE motif (ATGCATATGCAT), depending on the dimerization face 
employed. An OCT-1 homodimer bound to a PORE motif can recruit the transcriptional coactivator 
OBF-1, while an OCT-1 homodimer bound to a MORE motif cannot.
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different DNA elements, the two heterodimers have distinct biological roles. The FOS/
JUN dimer promotes anchorage independent cell growth, whereas the JUN/ATF2 dimer 
promotes serum-free growth in vitro.66 Another interesting family of transcription factors 
that use dimerization to expand their repertoire of DNA recognition elements is the 
nuclear receptor family, which is discussed in more detail in Chapter 6 by Wilce et al.

Some transcription factor dimers are capable of binding to different DNA elements 
depending on the various possible protein interfaces that they employ to dimerize. The 
ubiquitous OCT-1 transcription factor is a POU domain protein that can homo- and 
heterodimerize and is implicated in the regulation of immunoglobulin heavy chain genes.67 
OCT-1 can form homodimers through different surfaces.68 Consequently, one OCT-1 
homodimer configuration recognizes a palindromic OCT factor recognition element 
(PORE; ATTTGAAATGCAAAT; Fig. 4D),68,69 whereas another configuration of the 
OCT-1 homodimer binds a different motif (MORE; ATGCATATGCAT; Fig. 4D).68 
An OCT-1 homodimer bound to a PORE motif is able to recruit the B cell specific 
transcriptional coactivator OBF-1 (Fig. 4D), but cannot do so when bound to a MORE 
motif.68 This is because the same surface of OCT-1 is used to form a MORE-binding 
homodimer and to bind OBF1. Thus, different transcription factor oligomers enable 
varied modes of transcriptional regulation.

CONVERTING ACTIVATORS INTO REPRESSORS  

BY CHANGING PARTNERS

Eukaryotic transcription factors are modular in structure and in addition to 
DNA-binding domains, possess activation and/or repression domains that affect the rate of 
transcription, usually through recruitment of cofactors. Transcription factors may therefore 
interact with other transcription factors that can up- or downregulate transcription. In 
other words, dimerization with different partner proteins can permit contrasting effects on 
transcriptional control. A well-characterized model of this type of combinatorial control 
is the MYC/MAX/MAD network.

The MYC, MAX and MAD transcription factors all belong to the basic helix-loop-helix 
leucine zipper (bHLHZ) family. Like the bZIP proteins, dimerization is obligatory if these 
transcription factors are to bind DNA. Members of the bHLHZ family also show distinct 
binding partner preferences. For example, MYC is incapable of forming homodimers under 
physiological conditions,70 but readily heterodimerizes with MAX.71 The MYC/MAX 
dimer binds strongly to the DNA E-box motif, CACGTG (Fig. 5A).71,72 MYC contains 
a potent transactivation domain that recruits numerous coactivators such as TRRAP, an 
element of a histone acetyl transferase complex.73 The MYC/MAX heterodimer therefore 
activates transcription of target genes (Fig. 5A).74,75

MAX can also interact with the transcriptional repressor MAD. The MAD/MAX 
dimer also binds to E-boxes. However, in contrast to MYC, MAD contains a potent 
transcriptional repression domain known as a SIN3 interaction domain (SID).76 Through 
this domain, MAD recruits the corepessor SIN3, a component of a large histone deacetylase 
complex (Fig. 5B). The MYC/MAX and MAD/MAX dimers therefore compete for target 
sites and antagonize each other’s function.77,78

Many target genes of the MYC/MAX and MAD/MAX complexes have been 
proposed and a high proportion of these are involved in cell cycle regulation.79,80 Due 
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to their opposing molecular roles, MYC stimulates cellular proliferation while MAD 
expression is associated with terminal differentiation and blocked cell growth. This is 
illustrated during the differentiation of HL-60 myoblast cells, where MYC/MAX dimers 
are replaced by MAD/MAX dimers at the cyclin D2 promoter.81 This is accompanied 
by an increase in HDAC1 recruitment and a concomitant loss of histone acetylation and 
RNA pol II recruitment.81 Such interchange of functionally opposing binding partners is 
widely used to modulate gene expression.

DOMINANT NEGATIVES: DECOYS THAT PREVENT THE FORMATION 

OF FUNCTIONAL DIMERS

Dominant negative proteins bind to and abrogate the function of their cognate binding 
partners and thus can be seen as molecular switches that can rapidly impact on gene 

Figure 5. Alternative heterodimerization of MAX alters its effect on transcription. A) The MYC/
MAX heterodimer binds to the E-box, CACGTG and activates transcription through the recruitment of 
coactivators such as TRRAP. B) The MAD/MAX heterodimer also binds to the E-box but represses 
transcription through the recruitment of histone deacetylases such as SIN3.
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regulatory networks. In many cases, dominant negative proteins bind transcription factors 
and inhibit DNA-binding activity, either by occluding or disrupting the DNA-binding 
site, or by preventing dimerization with other transcription factors that are required for 
DNA-binding. Several such dominant negative proteins have been characterized to date.

The CCAAT/enhancer binding proteins (C/EBPs) are transcription factors that have 
roles in adipogenesis, hematopoiesis and cell cycle regulation. They belong to the bZIP 
superfamily and must homo- or heterodimerize in order to bind DNA. Their DNA-binding 
activity, however, has been found to be attenuated by a related bZIP protein, C/EBP 
homologous protein 10 (CHOP).82 CHOP contains a bZIP motif that enables dimerization 
with C/EBPs. However, in contrast to C/EBPs, CHOP contains proline and glycine 
residues in the basic region adjacent to the leucine zipper.82,83 These residues abrogate 
CHOP’s ability to bind DNA (Fig. 6).82

CHOP is a dynamic regulator of the C/EBP family during adipogenesis.82,84 It is 
induced early in adipogenesis and sequesters C/EBP� until mitotic clonal expansion of 
pre-adipocytes occurs. CHOP is subsequently downregulated and C/EBP� is liberated.85,86 
Thereupon, C/EBP� is able to bind to and activate target genes such as C/EBP�. This 
process needs to be tightly coordinated, because C/EBP� is antimitotic and its premature 
expression would inhibit adipogenesis.

Another well-characterized example is the inhibitor of DNA-binding protein, ID. 
ID is a HLH protein that interacts with other bHLH transcription factors. However, ID 
lacks the basic region adjacent to the HLH motif and hence heterodimers containing ID 
are incapable of binding DNA.87 ID expression prevents differentiation and maintains the 
pluripotency of stem cells.88 Lineage commitment and differentiation of progenitor cells 
is associated with downregulation of ID and overexpression of ID has been associated 
with many types of cancer.89-91

Figure 6. Dominant negative proteins can inhibit the activity of transcription factors by impeding 
DNA-binding. CCAAT/enhancer binding protein (C/EBP) dimers are capable of binding DNA while 
C/EBP/CHOP heterodimers are unable to bind DNA.
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OLIGOMERIZATION WITHIN THE GENERAL TRANSCRIPTION 

FACTORS

Several mechanisms are employed by the general transcription factors to prevent 
widespread nonspecific assembly of the PIC. Numerous observations have shown that 
TBP forms homodimers that occlude the DNA-binding domain to inhibit TATA-binding 
(Fig. 7A).51 Similarly, TAF1 and BTAF1 can both bind to the concave DNA-binding 
region of TBP and thus block TATA-binding (Fig. 7A).92,93 Furthermore, TAF1 can 
also bind to a separate region of TBP which is normally engaged in TBP-TFIIA 
interactions.94 Such binding prevents PIC assembly by blocking the recruitment of the 
general transcription factor TFIIA.

In addition, some general transcription factors can exert their negative effects on 
PIC assembly after TBP has bound to DNA. For example, BTAF1 can interact with 
DNA-bound TBP through an exposed region of TBP.93 BTAF1 possesses enzymatic 
activity and causes the dissociation of TBP from DNA in an ATP-dependent fashion 
(Fig. 7B).95 A further example is negative cofactor 2 (NC2), which binds to the underside 
of the TBP-TATA complex and acts as a molecular clamp (Fig. 7C). The crystal 
structure of the NC2-TBP-TATA ternary complex reveals that NC2 sterically blocks the 
subsequent binding of TFIIA and TFIIB required for PIC assembly.13,96 These diverse 
regulatory mechanisms are thought to be employed to reduce leaky PIC assembly and 
hence transcription, from nonpromoter regions.

Figure 7. The general transcription factors oligomerize to prevent nonspecific PIC formation. A) The 
TBP homodimer and the TBP/TAF1 and TBP/BTAF1 heterodimers are unable to bind the TATA-box of 
DNA. B) BTAF1 interacts with DNA-bound TBP and catalyzes the ATP-dependent dissociation of TBP 
from DNA. C NC2 binds to DNA-bound TBP and prevents further interactions with TFIIA and TFIIB.
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THE REGULATION OF DIMERIZATION

It is emerging that there are a number of factors that regulate transcription factor 
dimerization. For instance, posttranslational modifications can enhance or inhibit 
dimerization. STAT transcription factors, for example, require phosphorylation for 
dimerization, nuclear translocation and transcriptional activity. The binding of ligands can 
also be an important determinant of dimerization, as exemplified by the nuclear receptor 
transcription factors discussed in Chapter 6 by Wilce et al. Lastly, the dimerization of 
some transcription factors is promoted by auxiliary proteins. Such an auxiliary protein 
is bZIP enhancing factor (BEF), which exhibits chaperone-like properties and enhances 
the folding of bZIP monomers to form dimers.97

HIGHER ORDER MULTIMERIZATION

Transcription factors usually regulate gene expression as part of large multiprotein 
complexes. The recruitment and formation of such higher order complexes is often preceded 
and mediated by the binding of monomeric or dimeric transcription factors to control elements 
of DNA. There are, however, examples of transcription factor homo- and heteromultimers 
that form prior to DNA-binding and even require multimerization for DNA-binding.

NF-Y is a heterotrimeric transcription factor complex made up of three distinct subunits, 
NF-YA, NF-YB and NF-YC (reviewed in ref. 98). The NF-Y subunits are each incapable 
of binding DNA as monomers, but contain at least two protein-interaction domains. 
NF-YB and NF-YC interact through a histone fold motif, which then enables NF-YA to 
bind by means of a subunit interaction domain to form a heterotrimer. The trimeric form 
binds with high affinity to the widespread CCAAT element in control regions of DNA. 
Once bound to DNA, the trimer recruits cofactors through glutamine-rich domains99 and 
interacts with the general transcriptional apparatus via TBP-binding domains.100

The heat shock transcription factors (HSFs) constitute another example of this 
phenomenon (reviewed in refs. 101-103). Eukaryotes respond to thermal and other 
environmental stresses with the production of heat shock proteins (HSPs). Gene expression 
of HSPs is regulated by HSFs. In humans, intramolecular interactions between coiled-coil 
domains of the HSF1 monomer render the protein transcriptionally inactive because it 
is unable to bind DNA. However, in the presence of external stimuli such as heat stress, 
HSF1 rapidly forms homotrimers that are able to bind heat shock elements (HSEs) in the 
control regions of HSP genes and subsequently activate transcription.

CONCLUSION

This chapter has focused on how homo- and hetero-oligomerization is employed by 
transcription factors to modulate DNA-binding affinity and specificity and to dynamically 
regulate the activation or repression of target genes. Oligomerization of eukaryotic 
transcription factors enables combinatorial control of gene regulation. This versatile 
mechanism enables a plethora of diverse gene regulatory pathways that are required to 
orchestrate the many differentiation programs present in metazoans. Predictive methodology 
and experimental data continue to define the myriad transcription factor multimers with 
biological roles and to identify the molecular bases of higher order complexity.
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Abstract: Cell membranes present a naturally impervious barrier to aqueous solutes, such that the 
physiochemical environment on either side of the lipid bilayer can substantially differ. 
Integral membrane proteins are embedded in this heterogeneous lipid environment, 
wherein the juxtaposition of apolar and polar molecular surfaces defines factors 
such as transverse orientation, the surface area available for oligomerisation and 
the symmetry of resultant assemblies. This chapter focuses on potassium channels 
–representative molecular pores that play a critical role in electrical signalling by 
enabling selective transport of K� ions across cell membranes. Oligomerization is 
central to K� channel action; individual subunits are nonfunctional and conduction, 
selectivity and gating involve manipulation of the common subunit interface of 
the tetramer. Regulation of channel activity can be viewed from the perspective 
that the pore of K� channels has coopted other proteins, utilizing a process of 
hetero-oligomerisation to absorb new functions that both enable the pore to respond 
to extrinsic signals and provide an electrical signature.

INTRODUCTION

Integral membrane proteins exist in a unique physicochemical and geometrical 
environment. The disposition of lipophilic and polar faces of the molecular surface 
of membrane proteins limits the possible orientations the protein can adopt, such that 
rotation is only permissible normal to the plane of the lipid bilayer or within a limited 
angular range. Moreover, as individual membrane proteins rotate, translate and interact 
with one another within a geometrically constrained framework, the possibilities for 
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oligomerisation symmetry are also restricted. In homomeric membrane assemblies only 
cyclically symmetric, or slightly asymmetric permutations, are achievable, whereas amongst 
soluble homomeric complexes, dihedrally symmetric complexes are more common than 
cyclic complexes comprising the same number of subunits.1 Baker and coworkers recently 
showed (for soluble proteins) that symmetric complexes are generally lower in energy 
than their asymmetric counterparts with the same number of subunits and hence that they 
dominate the population of low-energy assemblies available for modification by natural 
selection.2 It is likely that this also holds true for membrane proteins.

The physiochemical environment of the membrane is uniquely heterogeneous. In 
integral membrane proteins transmembrane elements of the protein are located in the 
hydrophobic interior of the lipid bilayer, whilst regions of the protein on either side of 
the membrane are exposed to environments that may be substantially out of equilibrium 
with one another, in terms of redox potential, electrochemical potential and the divergent 
populations of chemical species that reside there. The outer and inner surfaces of the lipid 
bilayer are further determinants of the environment occupied by an integral membrane 
protein, having substantially different chemical compositions in the inner and outer leaflets.

On a molecular level, membrane protein oligomers may be segregated into three 
classes upon the basis of structure and function. In the first class are proteins for which 
oligomerisation is an obligate state, commencing at cotranslation and irreversible over 
the lifetime of the membrane protein. Ion channels are an example of this class and they 
form the primary focus of this chapter. The second class contains proteins that form 
transient oligomers during signal transduction—of which cytokine receptors provide a 
clear example. The third class entails oligomerisation of mature proteins, perhaps as a 
consequence of molecular signalling, but for which oligomer assembly is irreversible 
once completed. Examples of this class are the cytolytic membrane attack complex that 
forms during the humoural immune response to pathogen invasion and the pro-apoptotic 
regulators of the Bcl-2 family, Bax and Bak.

A feature typifying many membrane proteins assemblies is a continuous channel 
spanning the membrane, allowing selective transport or diffusion of particular chemical 
species. This chapter focuses on ion channels, specifically potassium channels, molecular 
pores that enable the selective and passive transport of potassium ions across the membrane 
and have the structural and functional diversity to inform many aspects of oligomerisation 
in membrane biology.

Oligomerisation serves several purposes in channel biology. It facilitates the assembly 
of complex molecular machinery in a manner that is highly economical with genetic 
information. The modular nature of ion channel assembly also allows tuning of functional 
properties; incorporation of closely related channel monomers or alternatively spliced 
variants form subtly different heteromers that optimize functional characteristics for a 
particular situation. In addition, the quaternary structure of ion channels is intimately 
related to the nature and symmetry of the substrate. The 4-fold symmetry of the potassium 
channel, for example, provides 8-fold coordination selective for potassium ions that 
transit through the selectivity filter.

POTASSIUM CHANNELS

This chapter uses specific examples to illustrate how oligomerisation of potassium 
channels pertains to almost every aspect of their biology, from ion conduction to the 
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fine-tuning of responsiveness. Over several decades, electrophysiological studies have 
revealed K� channels to be highly complex molecular systems that effectively modulate 
the cell potential in response to extracellular or intracellular signals. By forming a physical 
barrier to bulk lipid, the helical transmembrane segments of these channels counter a 
prospective high energetic penalty to transport of charged particles across electrically neutral 
cell membranes, thereby satisfying the primary requirement for enabling a controlled flow 
of ions. Potassium channels are obligate tetramers (or in some instances pseudo-tetrameric 
dimers)3 and the central ion permeation pathway is consequently characterized by 4-fold 
rotational symmetry. The symmetry of the pore is echoed in regulatory domains that are 
responsive to extrinsic signals, where the quadrupling of sensors potentially determines 
the sensitivity of effector binding and response via subunit cooperativity.

Potassium channels share common pore architecture but take on almost countless 
forms. Major families are classified according to electrical signature and regulatory 
signals to which they respond. Voltage-gated Kv channels, for example, respond to waves 
of membrane depolarisation propagated during neuronal transmission, whereas large 
conductance BK (Maxi-K; Slopoke) channels respond to a combination of intracellular 
Ca2� levels and voltage. Inward rectifiers typically respond to phosphatidyl inositides and 
closely associated partner proteins and are characterized by an ability to limit ion efflux. 
The natural incidence of particular K� channels is further specified by the organ or tissue, 
or appearance at a particular stage in cell differentiation. Potassium channel families 
are conserved throughout the evolutionary tree, even in unicellular organisms, and their 
structural diversity reflects a multitude of functions. In multicellular organisms, K� currents 
are essential to electrical signalling, governing central nervous system, cardiac, renal and 
a host of other organ functions. As the evolutionary tree is scaled, the range of complex 
electrical signalling requirements increases. In the central nervous system of mammals, 
for example, K� channels set the resting potential of cells and modulate the duration and 
frequency of action potentials4 and in a beating heart they help to achieve and maintain 
precise rhythmic firing. In each organ, nuance within its electrical signature may entail 
interplay between different types of ion channel. The critical role of K� channels in organ 
function has elevated their status as therapeutic targets.

Architecturally, K� channel subunits have antiparallel outer and inner 
membrane-spanning helices and a shorter pore helix that spans only the outer leaflet of 
the bilayer.5 An amphiphilic N-terminal extension of the outer helix at the intracellular 
surface of the membrane is termed the slide helix.6 Three major conserved features of 
K� channel action specific to the transmembrane pore are ion selectivity, conduction and 
gating. All of these functions localize to an ion permeation pathway coincident with the 
molecular axis at the common interface of the subunits.

Ion Selectivity

A narrow filter region in the outer leaflet of the bilayer confers ion selectivity. The 
molecular scaffold precisely positions four symmetry-related linkers containing the K� 
channel consensus motif (T, X, G, Y/F, G).7 The C-terminal end of each pore helix anchors 
the N-terminal end of the linker, while its other end connects to the extracellular face of 
the channel. Thus four consensus linkers are precisely aligned to optimize coordination 
of K� in preference to other cations.8,9

In the selectivity filter, the two consensus glycine residues permit free rotation about 
the main chain amides and consequently the orientation of the backbone carbonyls is 
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virtually unrestricted. In crystal structures of K� channels, however, all of the carbonyls in 
the selectivity filter face inward in approximate alignment.10 Their orientation is determined 
by a string of central K� ions, coordinated by parallel rings of carbonyls at discrete sites 
along the selectivity filter. The K� ions are an integral part of the molecular structure of 
the channel and the carbonyl oxygens provide an effective substitute for hydrating water 
molecules stripped from each K� ion as it enters the pore.

Conduction

The selectivity filter governs conduction as well as selectivity and must be capable of 
deformation and recovery on a microsecond timescale11 to accommodate approximately 
ten million ions per second (a rate approaching the natural diffusion limit). It is widely 
held that electrostatic repulsion between ions at neighbouring coordination sites renders 
simultaneous occupation unfavourable. Charge repulsion is thought to provide the 
impetus for an otherwise passive process of conduction down an electrochemical gradient. 
Although a K� channel could conceivably be composed of a symmetric trimer, as in the 
�-barrel efflux channel TolC,12 or pentamer as in the mechanosensitive channel MscL,13 
only tetramers have been observed. The tetrameric geometry provides a rationale for the 
co-existence of transience and selectivity, in that it favours symmetric coordination of each 
K� by eight backbone carbonyls, rather than by the preferred K��coordination number of 
seven, and the small energy penalty incurred  may be sufficient to prevent stable binding.9

Gating

Gating is a complex issue. Ion conduction requires a clear path through the membrane 
and is contingent upon gating elements in the permeation pathway adopting an “open” 
status, implicating structural changes or perturbations at the tetramer interface. Considerable 
functional evidence indicates that a gate is located at the inner-helix bundle at the face 
of the membrane.14-21 This has been termed the activation or intracellular gate and is 
thought to govern K� access by adopting discrete closed or open conformations. Moreover, 
research is increasingly focused on the possibility that the selectivity filter also acts as 
a gate.22-29 Whilst the roles and interdependency of the conduction gates have not yet 
been fully elucidated, it should be noted that 4-fold symmetry of the tetramer interface 
increases the susceptibility of the permeation pathway to global conformational change.

PORE SYMMETRY

The symmetry of the K� channel pore occurs at the level of secondary and tertiary 
structure, not necessarily reflected in the primary sequence. Obligate oligomerisation 
allows some K� channels to heteromerize from sibling members of a family,30 providing 
a means of conferring subtle changes and a range of variation in the electrical profile, 
depending on the constitution of the pore. Members of the Kv1 family, for example, are 
known to co-assemble into heteromeric channels.

Although there are as yet no crystal structures of Na� or Ca2� channels, they are expected 
to have a similar topology to K� channels and indeed, database mining has identified 
homotetrameric Na� channels in prokaryotes. In higher organisms, pseudo-tetramers 
arise from a single polypeptide chain containing four inexact repeats, suggesting a lack 
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of uniformity about the molecular tetrad for reasons as yet unknown. The reasons may 
be manifold and one possibility is that domain cooperativity in Na� channels speeds up 
gating,31 congruent with the role of Na� channels in generating the rising phase of action 
potentials, rather than the slower recovery phase mediated by K� channels. Another is that 
a level of asymmetry permits fine-tuning of the coordination geometry in the selectivity 
filter to improve ion selectivity in multicellular organisms. A third possibility is that the 
difference in assembly format ensures Na� and K� subunits never accidentally co-assemble.

MORPHOLOGY OF THE PORE

Although the secondary structure and topology is conserved, crystal structures of 
K� channels from different families have revealed marked conformational plasticity 
of the canonical pore structure. Other integral membrane proteins (e.g., the Na�/H� 
antiporter NhaA32) have been crystallized in alternate conformations, which have been 
reported as compatible with discrete functional states. Whilst it has not been verified 
that significant conformational change of any individual species of K� channel occurs, 
the conformational variation observed across K� channel families has been attributed 
to physiological status. In K� channels, the major apparent differences correspond to 
the conformation of the inner helices, affecting the width of an inner vestibule in the 
permeation pathway between the mid-point and the intracellular face of the membrane. 
In structures of Ca2�-gated and voltage-gated K� channels, the inner helices are bent 
internally at conserved glycine or proline residues,33,34 resulting in a comparatively wide 
intracellular entrance to the conduction pathway such that the vestibule is continuous 
with the intracellular solution. In reported structures of KcsA and inward rectifiers,5,6 
however, the inner helices are relatively straight. On this basis, structures of Ca2� and 
voltage-gated K� channels have been assigned as having an open status, in which the 
central permeation pathway is readily accessible to ions and KcsA and inward rectifier 
structures assigned to closed status, where ion conduction is blocked. An assumption 
implicit in this line of reasoning is that K� channels switch between alternate states in 
response to a gating cue and that the inner helices are subject to lateral hinge motions 
about the conserved glycine or proline residues.

REGULATORY ASSEMBLIES

Potassium channel families are distinguishable on the basis of regulatory assemblies 
that gate and modulate current, providing a vital link between electrical activity and cellular 
chemistry. Voltage-gated K� Shaker-like (Kv1) channels, for example, have both regulatory 
transmembrane domains, intracellular adaptor domains that determine specificity of 
assembly35,36 and auxiliary �-subunits. These three parts co-assemble into a large quaternary 
complex that shares the 4-fold symmetry of the pore.34,37 Conservation of 4-fold symmetry 
is not applicable to all K� channels in all gating states, however, as evidenced by the 
recent structure of full-length KcsA,38 which exhibits overt 2-fold symmetry of a sizeable 
intracellular assembly, compatible with, but distinct from, the pore.

Gating domains are encoded in the same open reading frame as the channel or 
as auxiliary subunits (typically termed �-subunits) encoded in separate genes that are 
cotranslated with the channel.39,40 It has been shown that surface expression and trafficking 
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of Kv1 (Shaker-related) K� channels is dependent on prior assembly with Kv�-subunits,41,39 
with evidence from the large conductance Maxi-K family,42 the small conductance KCNQ 
channels43 and the �-dendrotoxin-sensitive channels,44 amongst others, suggesting that this 
is not a unique situation. In multi-domain K� channels, the proximity of N- and C-terminal 
regions extrinsic to the pore facilitates close interactions in the quaternary structure. 
Moreover, structures of representative inward rectifier6 and voltage-gated34 K� channels 
have respectively revealed subtle and conspicuous entwining of adjacent subunits in a 
manner akin to domain swapping, in each instance serially connecting the four subunits 
into a circle. The following sections describe examples of channel hetero-oligomerisation 
involving regulatory domains and partner proteins.

K� CHANNELS WITH ADDITIONAL DOMAINS OR SUBUNITS 

WITHIN THE MEMBRANE

Voltage-Dependent K� Channels

Voltage-gated channels respond to changes in the membrane potential. Their ability 
to respond is conferred by specialized voltage sensing domains attuned to the electric field 
of the membrane. The voltage sensor has four transmembrane segments (conventionally 
S1 to S4) and is N-terminal to the pore (S5 and S6) (Fig. 1A). A helical segment linking 
the two regions is akin to the slide helix in Kir channels. Whilst it has been shown that 
structural changes involving the voltage sensors coincide with the relay of sensory input 
to a gate in the permeation pathway,45,46 the nature and magnitude of the changes and the 
means by which they activate the gate, remain unresolved.

The voltage sensor contains a consensus motif, wherein the conserved sequence 
corresponds to regular punctuation of S4 by an arginine (or lysine) at every third residue. 
The ability of charged side chains within a membrane to reorient the electric field implicated 
the arginines as candidates for voltage sensing.47-49 Similar motifs are present in other types 
of voltage-gated cation channels (e.g., sodium channels), suggesting that voltage sensing 
predates selectivity in ion channel evolution. Under appropriate experimental conditions,50,51 
a ‘gating current’ can be measured upon membrane depolarisation. The gating current 
is distinguishable from the ion current by its magnitude and in Kv channels equates to 
approximately thirteen charges crossing the entire transmembrane voltage difference.52,53 
The gating current of outward positive charge movement has been attributed to the 
consensus arginines,53,54 which is consistent with marked changes in accessibility of the 
arginine residues in S4 and the S4-S5 linker to the intracellular and extracellular solutions 
during pore gating.46 Underpinned by the assumption that the transmembrane voltage 
difference varies approximately linearly with distance through the bilayer, gating current 
and S4 accessibility data have lead to the widely accepted conclusion that the entire S4 
segment moves outward and moreover that the mechanics of S4 motion govern the status 
at the activation gate. More recently, studies based on data from a variety of biophysical 
methods have produced alternative models differing in aspects of rotation and translation 
of S4, some of which take into consideration focusing of the electric field.

The first structure of a Kv family member, the prokaryotic channel KvAP,55 exhibited 
clear-cut separation of voltage-sensor and pore, upholding the concept that distinct 
domains exist within the membrane and, moreover, inferring that significant relative 
movement between the two domains is possible. The disposition of the domains of 
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KvAP did not altogether make sense in the context of the lipid bilayer, however and it 
is now generally accepted that the structure represents a nonphysiological conformation 
due to membrane extraction, purification and/or crystallisation artefact. The more 
recent structure of the entire assembly of a mammalian voltage-dependent K� channel 
(Kv1.2), including a large intracellular assembly comprising N-terminal domains and 
�-subunits,34 unexpectedly revealed substantial intertwining of the membrane domains. 
In the crystal structure, both the S4-S5 linker and voltage sensor of each subunit 
form narrow but extensive interfaces with the pore domain of an interleaving subunit 
(Fig. 1B). The interfaces are mediated by aliphatic and aromatic side chain contacts 
and run the length of the helices, burying a significant area of the molecular surface 
within the interfacial regions (in Kv1.2 this is 1,668 Å2 per subunit). In the absence of 

Figure 1. Voltage-gated Kv channels have two domains within the membrane. A) A schematic of the 
primary sequence. Four helical transmembrane segments N-terminal to the pore (S1 to S4) form a 
voltage-sensing domain. The N-terminus forms a cytoplasmic domain of approximately 100 residues 
known as the tetramerisation, or T1, domain. B) A surface representation of the transmembrane regions 
of Kv1.2 with one subunit represented as a ribbon is viewed from the extracellular side (left) and in 
the plane of the membrane (right). The ribbon shows that the two transmembrane helices comprising 
the pore do not interface with the directly abutting voltage sensor, but interweave such that they form 
an extensive interface with an adjacent subunit.
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further structural information, it is difficult to envisage how substantial interdomain 
movement might occur in the light of the hydrophobic character of the interfaces 
interweaving the four subunits.

Intriguingly, the voltage sensor has a homologue in a phosphatase from Ciona 
intestinalis Ci-VSP, which is similarly voltage dependent and exhibits a gating current 
under voltage clamp.56-58 It demonstrates the functional modularity of K� channels; in 
this instance that voltage-sensitivity exists independently of the pore, as well as vice 
versa. Two recently identified proton channels, HV159 and VSOP,60 neither of which is 
associated with a distinct pore domain, are also homologues of the voltage sensor.

A mechanistic appreciation of these interdependent, coexistent, functionalities in a 
single protein has proved elusive and debate over voltage gating is ongoing. The focus 
is on S4 motion, as described earlier, and reported estimates of distances tracked by the 
S4 positive charges vary by an order of magnitude. A minimum value of around 2 Å 
‘vertical’ displacement determined by luminescence energy transfer61 is at odds with a 
value of 15-20 Å determined by biotin trapping experiments on KvAP.55 The latter has 
been interpreted as a ‘paddle’-like motion of the sensor relative to the pore. The use of 
voltage clamp fluorimetry in combination with molecular simulation methods suggested 
an intermediate distance of 6-8 Å and was the first study to propose conformational 
change within the voltage sensor.62 Recent molecular dynamics analyses went further 
in proposing that zipper-like rearrangement of salt-bridges within the voltage sensor 
is responsible for the gating charge current,63,64 as opposed to substantive movement 
of the entire helix. In order to reconcile vastly different standpoints, the discrepancies 
must be viewed in the light of experimental factors and limitations, such as how well 
each technique accounts for lateral versus vertical motion, the change in transmembrane 
voltage across the membrane and rotation of the sensor within the membrane. There are 
some excellent reviews on this topic.65,66

HETERO-OLIGOMERISATION: PARTNER PROTEINS  

IN THE MEMBRANE

KATP Channels

Co-assembled regulatory proteins represent an alternative to intrinsic sensors. The 
ATP-sensitive K� channel assemblies (KATP) are an example of partnering subunits 
acting as metabolic sensors.

The two components comprising KATP channels are cotranslated in the endoplasmic 
reticulum before being transported to the cell surface.67 The functional assembly 
is octameric, with the permeation pathway of an inward rectifier K� channel (Kir) 
co-assembled with four sulfonylurea receptors (SUR). Sulfonylurea receptors interact 
exclusively with channels of the Kir6 subfamily (Kir6.1 and Kir6.2) and neither 
channel nor receptor functions independently in vivo. The sulfonylurea receptors are 
ATP-binding cassette (ABC) transporters that have lost an intrinsic solute transport 
function but retain effector and nucleotide-binding capacity. Three isoforms, SUR1, 
SUR2A and SUR2B, confer differing attributes to the KATP assemblies. For example, 
atrial and ventricular KATP channels have distinct pharmacological properties due to 
differential association of Kir6.2 with SUR1 or SUR2A respectively.68 Whilst functional 
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ABC transporters have only two transmembrane domains (TMD1 and TMD2), an extra 
domain (TMD0) at the N-terminus of SURs mediates interaction with Kir6 members.69,70 
Each SUR subunit has a total of seventeen transmembrane helices (Fig. 2) and two 
intracellular nucleotide-binding domains (NBD) with differing nucleotide affinities 
and magnesium requirements.71,72 Kir6 subunits for their part have a large intracellular 
domain implicated in regulation and current rectification.

KATP assemblies are found in excitable cells, notably including cardiac tissue [e.g., 
Weiss and Lamp, 1987] and pancreatic � cells, where they are responsible for insulin 
exocytosis.73,74 They have also been implicated in physiological stress responses.75-78 
A well-known aspect of their function is in providing a link between pancreatic �-cell 
metabolism (ADP/ATP ratio) and electrical activity of the plasma membrane. Congenital 
defects lowering the sensitivity of the channel to inhibitory ATP result in overactive 
Kir6.2/SUR1 channels and give rise to neonatal diabetes mellitus.

In the absence of SUR subunits, wild-type Kir6.2 does not express functional 
channels. The problem does not appear to lie with the channel subunits, as C-terminally 
truncated Kir6.2 mutants (Kir6.2�26 and Kir6.2�36) exhibit currents comparable to 
those of the complete KATP assembly that are similarly inhibited by cellular ATP.79 
The loss of channel activity in membrane patches is most likely caused by a failure of 
trafficking and membrane insertion.79,80 In wild-type channels, co-assembly of Kir6.2 
with SUR1 confers the ability to conduct K� ions, at a price. The SUR1 subunits are 
able to effect pore opening and closing, coupling pore activation to the binding of 
metabolic or therapeutic effectors. Sulfonylurea inhibits channel activity from a site on 
the C-terminal transmembrane helix of the receptor. A concrete example of control over 
the pore by SUR1 is that neonatal diabetes is now treatable by therapeutic administration 
of sulfonylureas to bypass �-cell metabolism.81-83

Figure 2. KATP channels are hetero-octamers. A schematic shows the relative size and complexity of 
pore and regulatory subunits. Each Kir6 subunit in the tetramer coassembles with an ABC transporter 
subunit. The TMD0 domain and L0 linker are modifications to the basic ABC transporter fold that 
form the primary connection to the pore.
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INTRACELLULAR ASSEMBLIES

By transducing signals to the pore, specialized gating domains equip the channel to 
respond to intracellular agents and to adapt channel behaviour in stress conditions (e.g., 
pH, oxidation). The examples below are of subunits that co-assemble with the pore.

KATP Channels

The intracellular domains of Kir6.2 retain partial control of the pore.84 Adenine 
nucleotides act on both channel and receptor subunits, with apparently non-overlapping 
modes of action. ATP bound to Kir6.2�26 or Kir6.2�36 stabilizes the K� channel in a 
closed state.79 The ATP-binding site is putatively located near an intersubunit parallel 
strand interaction connecting the intracellular N- and C-terminal domains.85,86 Conversely, 
in SUR subunits, Mg2�/ADP (MgADP) stimulates action via the NDBs. The ADP and 
ADP occupy classic nucleotide-binding pockets defined by highly conserved Walker A and 
Walker B motifs and the characteristic glutamine (Q-loop) and histidine (H-loop) residues.

In order to understand the regulatory effects of oligomerisation, at least in terms 
of how MgADP acts on SUR subunits in KATP channels, it is instructive to consider the 
situation in functional ABC transporters. Prior to determination of a range of full-length 
ABC transporter structures, crystal structures of point mutant and native NBDs from E. 
coli Haemolysin B (HlyB) ABC transporter [Zaitseva et al, 2006] lent valuable clues as 
to how the NDBs might relay signals to the transmembrane domains of ABC transporters 
by showing the NBD in monomeric and dimeric states, with and without ATP, ADP and 
Mg2�. Similarly, electron microscopy visualisation of the MDR1 ABC transporter indicated 
that large structural rearrangements were possible [Rosenberg MF et al, 2003]. Differential 
rotations of catalytic and helical domains in the HlyB NDB structures identified a molecular 
hinge region that includes the Q-loop, providing a route for long-range transmission of local 
ATP chemistry to the membrane. Crystal structures of full-length ABC transporters87-89 
showed juxtaposed NBDs and affirmed multiple conformational states.

In general, structural and biochemical evidence points to cycles of binding and 
hydrolysis as drivers of solute transport, harvesting the energy of concurrent conformational 
changes in the NBDs and transducing it to the transmembrane regions. The coupling 
mechanism is not yet understood with any certainty, although common threads in all 
posited models are that ATP binding, hydrolysis and release are linked to association or 
disassociation of NBD dimers and that hidden in the process is a ‘power stroke’. Whilst in 
some ABC transporters this has been attributed to the nucleotide-binding step,87 the means 
remains unclear for SUR subunits. It appears certain, however, that in KATP channels, SUR 
and Kir subunits are intimately coupled in such a way that the mechanical and chemical 
energy of the ATP catalytic cycle is co-opted to switch gating states of the K� pore.

Kv Beta Subunits

In the central nervous system of higher organisms, voltage-gated channels of the 
Kv1 and Kv4 families form an exclusive lifetime association with cytoplasmic proteins 
known as �-subunits90,91 (the �-subunits comprise the pore). Co-translation of Kv� and 
Kv�-subunits in the endoplasmic reticulum promotes N-linked glycosylation and membrane 
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trafficking of the channel,41 ensuring that Kv� is present on functional channels in the 
membrane. The Kv�-subunits are members of the aldo-keto reductase (AKR) superfamily, 
retaining a catalytic centre and cofactor (NADP) binding. A role in regulation of the 
channel appears likely; if bound NADP is oxidized, both the open probability of the 
permeation pathway92 and the magnitude of the current93 exhibit an increase.

The large intracellular assembly of Kv1 consists of the N-terminal assembly of the 
channel �-subunits associated with one face of a symmetric tetramer of Kv� subunits37,94 
(Fig. 3). Of the three known Kv� isoforms, Kv�1 and Kv�3 have an N-terminal ‘inactivation 
particle’ that performs the auxiliary function of stemming current flow by blocking the 
permeation pathway.95,96 The lack of an activation particle makes Kv�2 a simpler system 
for electrophysiological and other analyses. Experiments have shown that Kv�2 null mice 
and knock-in mice with catalytic point mutants of Kv�2 show similar symptoms to Kv1.1 
null mice, including short life spans and seizures,97,98 implying that proper functioning of 
Kv1 channels is reliant upon both � and �-subunits. Alongside functional data linking 

Figure 3. Kv� subunits are located on the intracellular side of the membrane. A depiction of the 
molecular surface of Kv1.2 shows a large octameric assembly of the N-terminal tetramerisation (T1) 
domain and Kv� subunits suspended beneath the pore and voltage sensor domains. The cytoplasmic 
assembly retains the 4-fold rotational symmetry of the pore.
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redox activity of Kv� subunits to channel activity, the evidence supports a now general 
consensus that Kv� subunits contribute to excitability in vivo, by atypical application of 
intrinsic AKR catalytic activity.92,93,97,99,100

CONCLUSION

Potassium channels exemplify functional aspects pertinent to molecular pores and 
transporters in cell membranes, in particular the adoption of discrete conformational 
states during activation and control over permeation by co-assembled subunits or discrete 
domains that respond to extrinsic signals. Subunit cooperativity during action is another 
factor that may influence the kinetics of response. Oligomerisation is essential for the major 
aspects of K� channel function, including conduction, selectivity, gating and regulation. 
A modular constitution enables the basic structural framework to be tuned and modified 
by selective assembly of pore and regulatory subunits from differing isoforms, adding 
nuance to the electrical signature of K� channels.
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Abstract:  Three-dimensional domain swapping is the process by which two identical protein 
chains exchange a part of their structure to form an intertwined dimer or higher-order 
oligomer. The phenomenon has been observed in the crystal structures of a range 
of different proteins. In this chapter we review the experiments that have been 
performed in order to understand the sequence and structural determinants of 
domain-swapping and these show how the general principles obtained can be used 
to engineer proteins to domain swap. We discuss the role of domain swapping in 
regulating protein function and as one possible mechanism of protein misfolding that 
can lead to aggregation and disease. We also review a number of interesting pathways 
of macromolecular assembly involving �-strand insertion or complementation that 
are related to the domain-swapping phenomenon.

INTRODUCTION

Three-dimensional domain swapping (referred to subsequently as “domain swapping”) 
is the process by which two identical protein chains exchange a part of their structure to 
form an intertwined dimer or higher-order oligomer. The phenomenon was first proposed in 
the 1960s to explain the behaviour of RNase A1 dimer and somewhat later also tryptophan 
synthetase2 and tryptophanase3 but the first crystal structures of domain-swapped proteins 
only emerged in the 1980s.4-8 The terminology that is currently used was introduced in 
1994 by Eisenberg and colleagues who also put forward a mechanistic framework within 
which to understand how and why domain swapping occurs.9-11 In this chapter we will: 
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(1) highlight recently determined  structures that suggest roles for domain swapping in 
regulating protein function, (2) discuss quantitative studies of the energetics and kinetics 
of the domain-swapping process and (3) review the evidence for domain swapping as a 
mechanism of protein misfolding leading to aggregation and disease.

DOMAIN SWAPPING TERMINOLOGY

The structure of the subunits within the domain-swapped oligomer is identical to that 
of the monomer with the exception of the region that connects the exchanging domain 
with the rest of the protein (Figs. 1, 2A). In most cases, this so-called “hinge loop” region 
folds back on itself to form the monomer and adopts an extended conformation in the 
domain-swapped dimer. Although the process is known as “domain” swapping, proteins 
are often found to swap only a single secondary structure element such as a �-strand or 
�-helix rather than a whole domain of structure. The swapped structure can be located 
in any part of the polypeptide sequence although it is generally at the N- or C-terminus. 
In some cases, approximately half of the molecule is swapped and it is therefore difficult 
to define which half constitutes the swapped domain. The interactions made between the 
swapped domain and the rest of the protein are the same in the oligomer as in the monomer 
but they are formed in an inter- rather than a intramolecular fashion. These intermolecular 
interactions comprise the “primary” interface. Since the subunits are often close to each 
other in the domain-swapped oligomer, an intermolecular new interface may be created 
that is not present in the monomeric form and this is known as the “secondary” interface. 
Domain swapping can potentially occur in a reciprocal manner to form a dimer, in a cyclical 
manner to form a trimer, tetramer etc., or in an open-ended manner to form an oligomer 
leaving uncomplemented ends available to assemble further. In order to be classed as a 
domain-swapping protein, both monomer and domain-swapped forms need to have been 
observed. In some cases, however, there is a structure of the domain-swapped form of a 
protein but no structure of the closed monomer and the protein is therefore considered 
to be a ‘candidate’ for domain swapping. In other cases, the protein has a homolog that 
is a closed monomer; these oligomers are classed as “quasi domain swapped”.

DOMAIN-SWAPPED STRUCTURES AND REGULATION  

OF PROTEIN FUNCTION

Many of the proteins and protein domains that are commonly used as model systems for 
studying protein folding and molecular recognition have been crystallized as domain-swapped 
forms in addition to the monomeric forms, most notably SH212 and SH313domains, 
staphylococcal nuclease, chymotrypsin inhibitor 214 (all domain-swapped dimers) and barnase 
(a domain-swapped trimer).15 These examples suggest that, although domain swapping is 
relatively rare (there are less than 60 structures of domain-swapped proteins to date), many 
proteins have regions with features suggesting they could act as hinge loops and it may 
therefore be possible to induce many proteins to domain swap simply by making a few amino 
acid substitutions. The potential ease with which a domain-swapped species may become 
stabilized suggests that domain swapping could be a mechanism for the evolution of larger, 
complex folds from smaller, simpler ones via a domain-swapped intermediate followed by a 
gene duplication or fusion process.11 There is a subset of proteins for which evidence suggests 
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Figure 1. Examples of domain-swapped protein structures. Monomeric proteins are shown where 
available. A) �-IPMS (also called LeuA), pdbcode 1SR9,19 B) RNaseA N-terminal swapped dimer, 
pdbcode 1A2W,21 C) RNaseA C-terminal swapped dimer, pdbcode 1F0V,22 D) RNaseA cyclic C-terminal 
trimer, pdbcode 1JS0,70 E) T7 helicase filament structure, pdbcode 1CR4,71 F) Designed 3-helix bundle, 
pdbcode 1G6U,28 G) suc1 monomer32 and H) domain-swapped dimer, pdbcode 1SCE,33 I) wild-type GB1 
monomer, pdbcode 1PGP,72 J) mutant GB1 domain-swapped dimer, pdbcode 1Q1037 and K) mutant GB1 
doubly domain-swapped tetramer, pdbcode 1MPE,38 L) Cystatin monomer, pdbcode 1GD3,73 M) Cystatin 
domain-swapped dimer, pdbcode 1G96,40 N) Cystatin amyloid-like domain-swapped dimer, pdbcode 1tij,74 
O) Human prion protein monomer, pdbcode 1QM051 and P) domain-swapped dimer, pdbcode 1I4M.39
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that domain swapping regulates function and we shall focus on examples of these proteins 
here. For other proteins, it remains to be seen whether or not domain swapping is simply an 
artefact of the high protein concentrations associated with the crystallization process.

SCAN Domain of HIV-1 Capsid C-Terminal Domain

Formation of the immature retrovirus particle is directed by interactions of the protein 
Gag with itself, with an arrangement of several thousand copies of the protein. After particle 
formation, maturation occurs by proteolytic processing of Gag to release the proteins 
found in the infectious virus. The characteristic conical core structure is formed by the 
proteolytically-released capsid protein (CA) around the viral genome. The C-terminal 
domain of CA (CA-CTD) contains the most highly conserved sequence within Gag, a 
20-residue sequence known as the major homology region (MHR). Viral assembly and/
or infectivity are sensitive to mutations or deletions in this region. Until recently it was 
thought that CA-CTD functions as a dimerization domain although the dimer interface 
does not include the MHR and other CA’s do not dimerize in this way and it was therefore 
unclear how this interaction could account for the critical role played by CA-CTD in 
viral assembly. Then two structures emerged: a SCAN domain which is structurally and 
evolutionary related to the retroviral CA-CTD; and, the other the HIV-1 CA-CTD.16,17 

Domain swapping was induced in the latter by deletion of a single amino acid in the 
hinge loop region. These structures revealed that the swapped element encompasses the 
MHR. A functional role of domain swapping would therefore rationalize the sequence 
conservation of the MHR sequence and would also explain a number of other features 
of viral assembly. However, whether or not the CA is domain swapped in the mature 
viral core will await the determination of higher resolution structures of this particle.

Forkhead Domain of FOXP2

FOXP2 is a member of newly defined subfamily of the forkhead box (FOX) 
transcription factors and many disease-causing mutations are found in the forkhead 
domains of these proteins. The crystal structure of FOXP2 bound to DNA revealed that 
it forms a domain-swapped dimer.18 In classical FOX proteins, a proline is present in 
a short turn connecting two helices. Replacement of this proline by alanine in FOXP2 
results in the formation of a single long helix, thereby rigidifying the polypeptide chain 
in this region (see also later section on the energetic determinants of domain swapping) 
and causing it to swap into another molecule. Mutation of the alanine in FOXP2 to proline 
was found to prevent domain swapping. Alanine is present at this position in all FOXP 
members, suggesting that domain swapping is a conserved feature and may therefore 
be required for function. Modelling predicts that, due to the arrangement of the DNA 
binding surfaces, domain-swapped FOXP dimers can only bind cognate DNA sites that 
are well separated from each other, or located on different DNA strands, which suggests 
that these proteins loop DNA or mediate interchomosomal associations. Moreover, 
disease-associated mutations map to the domain-swapped dimer interface.

�-IPMS

�-IPMS from mycobacterium tuberculosis is an �-isopropylmalate synthase which 
catalyses the first committed step of the essential leucine biosynthetic pathway in this 
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organism. The structure of the protein reveals that the 70 kDa momomer folds into two 
major domains separated by two much smaller linker domains that are joined by a flexible 
hinge19 (Fig. 1A). The dimer is created by swapping of the major domains between two 
monomers. The dimer interface is extensive and spans both major domains but not the 
middle linker domains. 7650 Å of the monomer surface area is buried upon domain 
swapping, representing a quarter of the total monomer surface. The linker region appears 
flexible, giving rise to different relative orientations of the N- and C-terminal domains 
in the two monomers. The catalytic site is located within the N-terminal domain (a TIM 
barrel). The C-terminal domain is proposed to be the regulatory domain that is required 
for leucine feedback inhibition. Leucine binds to this domain, with the binding site 
lying between two helices, one from each of the two monomers. Other enzymes that are 
subject to end-product regulation bind their product inhibitors on domains remote from 
the catalytic domain and undergo major conformational changes on product binding; 
however, this is not the case for �-IPMS. It is thought instead that binding of leucine 
to the regulatory domain at the dimer interface is communicated to the distant catalytic 
domain by means of the flexible domain linker.

RNase A

RNase A is probably the best studied domain-swapped protein to date. RNase A is 
particular interesting because of its ability to swap two different domains, termed “double 
domain swapping”. RNase A or bovine seminal RNase can swap either an N-terminal 
(Fig. 1B) or C-terminal region (Fig. 1C and D), with more stringent unfolding conditions 
favouring the C-terminal swapping.20-24 A trimeric form has also been crystallized in 
which both N- and C-terminal regions are swapped.25 This feature potentially allows 
the protein to adopt a variety of differently assembled oligomeric states, including 
branched structures. Domain swapping in bovine seminal RNase may also be important 
for function. Domain-swapped dimerisation gives rise to two composite active sites with 
residues from both subunits contributing to each one and there is cooperativity between 
the sites.26 Remarkably, the domain-swapped dimer displays selective toxicity for tumour 
cells whereas the monomer does not.27

ENERGETIC DETERMINANTS OF DOMAIN SWAPPING

Hinge Loop Length

The major determinant of domain swapping is the hinge loop, which is is the only region 
of the protein that adopts a different conformation in monomeric and domain-swapped 
forms (excluding those dimers in which a secondary interface forms.) The easiest way 
to increase the domain-swapping propensity of a protein is to shorten the hinge loop, 
thereby making it harder for the polypeptide chain to fold back on itself. Loop deletion 
is seen in a number of natural proteins and this strategy has been successfully applied 
to a number of proteins to induce them to domain swap (Fig. 2B). A particularly nice 
example of this strategy comes from the design of two three-helix bundles of different 
topologies. Loop deletion in one leads to the formation of a reciprocal domain-swapped 
dimer whereas loop deletion in the other leads to the formation of fibrils by open-ended 
domain swapping (Fig. 1F and 2C).28
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Figure 2. Schematic representation of the key features of domain-swapped structures and of 
domain-swapping mechanisms. A) Scheme of domain swapping showing the hinge loop, primary and 
secondary interfaces highlighted in red and the formation of cyclical and open-ended domain swapping in 
addition to reciprocal domain swapping. B) Scheme of domain swapping in suc1 showing the consequences 
of strain in the hinge loop imposed by proline residues. Strain is indicated by the zig-zag lines. Mutating 
the proline residues in the hinge reduces the strain and alters the monomer-dimer equilibrium. Shortening 
the hinge loop is another method of shifting the equilibrium by imposing strain on the closed monomer 
hinge conformation and thereby favouring the dimer conformation. C) Schematic of the design of two 
different three-helix bundle topologies, one of which produces a reciprocal domain-swapped dimer and 
the other an open-ended domain-swapped oligomer. A color version of this figure is available online 
at www.landesbioscience.com/curie.
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Hinge Loop Flexibility

A second strategy for engineering domain-swapped dimers has been to introduce 
greater flexibility into the hinge loop, either by lengthening it or by mutation. A 
polyglutamine insertion into the long active site loop of chymotrypsin inhibitor 2 resulted 
in a domain-swapped dimer and higher-order oligomers also.29 The extent of higher-order 
oligomer formation increased with loop insertions consisting of repeats of glutamine, 
alanine and glycine, in that order. Likewise for the protein suc1 (Fig. 1G,H), the wild-type 
protein forms only monomers and domain-swapped dimers at low millimolar concentrations 
but substitution of both proline residues in the hinge loop for alanines resulted in the 
formation of trimers and higher-order oligomers and this effect was enhanced when 
glycine residues were substituted for the prolines.30

Proline Residues in Hinge Loops

The proline residues found in the hinge loop of the protein suc1 appear to play 
a pivotal role in modulating its domain-swapping propensity. Indeed, Bergdoll and 
coworkers had observed previously that proline residues are found in the hinge loops 
of a number of proteins that domain swap.31 The results for suc1 indicated that proline 
residues create strain in the hinge loop (Fig. 2B). Suc1 is a 113-residue protein comprising 
a 4-stranded �-sheet that packs against two �-helices.32,33 Domain swapping in suc1 occurs 
by the exchange of a C-terminal sequence that comprises a central strand of the �-sheet 
(Fig. 1G,H). Mutation of one or other proline residue in the hinge loop to alanine greatly 
shifts the monomer-dimer equilibrium, changing the dissociation constant by several 
orders of magnitude, whereas mutation of other residues in the hinge loop to alanines has 
very little effect.30 Mutation of the first proline to alanine stabilizes the monomer form, 
whereas mutation of the second proline to alanine stabilizes the dimer form. The hinge 
loop is in a strained conformation in both monomer and dimer forms of the protein, more 
so in the monomer (Fig. 2B). The strain appears to make the hinge loop act as a loaded 
molecular spring that releases tension present in the monomer by adopting an alternative 
conformation in the dimer.30 The proline residues do not appear to destabilize the hinge 
loop by making unfavourable interactions with other residues but rather by imposing 
strain on the backbone. Similar behaviour was observed for protein L.34 Mutations were 
designed to destabilize the hinge loop conformation of the monomer of protein L by 
forcing residues into forbidden regions of the Ramachandran plot, thereby inducing an 
alternative, domain-swapped form.34

Mutation of Residues Distant from the Hinge Loop

The domain-swapping potential of the protein CD2 could be altered by making 
mutations in the secondary interface, the new intermolecular interface that is created 
in the domain-swapped form. Somewhat surprisingly, however, it has been found for 
domain-swapped proteins that lack a secondary interface (i.e., proteins for which the 
interactions made in the domain-swapped structure are identical to those in the monomer 
with the exception of the hinge loop), that mutations outside of the hinge loop can also 
alter the domain-swapping propensity. These observations suggest signalling, i.e., that 
sites distant from the hinge loop can sense its conformation. In the case of suc1, mutation 
of residues in the �-sheet that were distant from the hinge loop was found to alter the 
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equilibrium between monomer and dimer. The effects were not as large as for mutations 
in the hinge loop, but they were nevertheless significant. Likewise, a site in the �-sheet 
distant from the hinge loop was found to bind phosphorylated ligands with different 
affinities in the monomer and the dimer forms. The crystal structures of the monomer 
and domain-swapped dimer are highly superimposable outside of the hinge loop region 
and therefore they provide no explanation for these effects. The different energetics 
of the monomer and dimer forms must instead result from a difference in the dynamic 
properties of the conformational ensemble of the native states that is present in solution. 
It was proposed that the strain, imposed on the hinge loop by the proline residues, is 
accommodated differently in the two forms. Consistent with this idea, removing the strain 
by mutating the proline residues to alanine reduces the difference in binding affinities of 
the two forms. NMR and molecular dynamics simulations of cks1, the human homolog of 
suc1, further support the model.35 The experiments revealed conformational heterogeneity 
in the �-sheet of the monomer; similar behaviour has also been noted for suc1.36 The 
region of greatest conformational variability mapped to the domain-swapping �-strand. 
Upon binding of a conserved ligand, cdk2, to one face of the �-sheet containing the hinge 
loop region, the heterogeneity was frozen out and this complexed form of cks1-bound 
phosphorylated ligand on the opposite face of the �-sheet with higher affinity than the free 
form. The observation is consistent with the signal transduction in the �-sheet observed 
in the domain-swapping experiments. It was therefore proposed that conformational 
heterogeneity is required for cks function and that a side effect of this requirement is 
that the protein domain has the ability to domain swap.

An example of mutations changing a protein’s tertiary and quaternary structure in 
a wholly unanticipated way is provided by the immunoglobulin-binding domain B1 of 
streptococcal protein G (GB1). GB1 is a 56-residue protein, comprising a 4-stranded �-sheet 
packing against a single �-helix (Fig. 1I). In the course of screening hydrophobic core 
mutants for changes in stability some striking results were obtained. A domain-swapped 
dimer was formed that had the same structural elements as the wild-type monomer but the 
intertwined nature of the swapping, involving half of the secondary structural elements, 
was such as to create a significant secondary interface37 (Fig. 1J). A further mutation led 
to an even more startling result. A double domain-swapped tetramer was formed in which 
the structural elements were very different from the wild-type monomer38 (Fig. 1K). Closer 
inspection of the structures led the authors to conclude that destabilisation or opening 
up of the hydrophobic core upon mutation was compensated by extending the core via 
oligomerisation. Consistent with the idea that the mutations significantly destabilize the 
monomer structure, the monomeric form of this mutant variant is only partially folded 
with characteristics of a molten-globule state (i.e., secondary structural elements present 
but not fixed by tertiary contacts).38

KINETIC MECHANISMS OF DOMAIN SWAPPING

For domain swapping to occur, it is necessary for the protein to unfold in order for 
it to release the domain and then reassemble in an intertwined form. The mechanism of 
how a protein domain swaps and of how monomer and domain-swapped dimer forms 
interconvert, is therefore essentially a protein folding problem. For many proteins, 
interconversion is very slow under physiological conditions, consistent with idea of 
some degree of unfolding being required. The process is speeded up under conditions 
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that favour unfolding. Eisenberg and coworkers proposed that the transition state for the 
interconversion reaction is an “open” form of the structure, in which the interactions 
between the exchanging domain and the rest of the protein are broken but the native 
folds within these two parts are retained. Such a scenario is most likely for proteins that 
swap a true domain capable of folding independently of the rest of the structure which 
can then assemble. However, many proteins swap only a small number of secondary 
structural elements that do not constitute a separate domain. In such cases, it is more 
likely that folding and association occur in a more concomitant fashion. Suc1 provides 
an extreme example of this sort of domain swapping, whereby the exchanging “domain” 
is a single strand of a 4-stranded �-sheet. Although this strand is at the very C-terminus 
of the polypeptide chain it is a central strand in the �-sheet and therefore integral to its 
stability. Protein engineering analysis and molecular dynamics simulations of the folding 
mechanisms of both monomeric and domain-swapped dimeric suc1 revealed that the 
interactions between this strand and the rest of the protein are formed very early in the 
folding pathway (and, conversely, very late in the unfolding reaction). Therefore, the 
entire protein must unfold substantially in order to interconvert between monomer and 
dimer. Studies of the folding of the N-terminal, Ig domain of CD2, engineered to domain 
swap by deletion of residues in the hinge loop, indicate similar behaviour. However, in 
this case folding proceeds via intermediate in which one-half of the domain-swapped 
dimer is folded and the other half is not.

DOMAIN SWAPPING AND REFOLDING

The folding reactions of the monomer and the domain-swapped dimer of suc1 are 
initiated at the same site (or folding nucleus), the only difference being that some of 
the key interactions of this nucleus are formed intra- vs. inter-molecularly in the two 
reactions. Consequently, there is ambiguity in the refolding process, which can lead 
to two different products. The competition between the collapse of a chain on itself to 
form a monomer and the probability of interacting with another chain before the key 
interactions are formed is affected by loop lengthening. Loop lengthening slows down 
the rate of folding of the monomer because of the higher entropic cost of fixing a longer 
loop than a shorter one and this effect indirectly favours folding to the dimer because it 
increases the likelihood of association with another chain. An unanticipated result for 
suc1 was that, whereas mutations in suc1 can alter the domain-swapping propensity at 
equilibrium by many orders of magnitude, the product of refolding of all these mutant 
variants is overwhelmingly the monomeric form. Thus, the domain-swapped dimer 
may be the more stable form for certain of the suc1 mutants but it is not kinetically 
accessible. Evidence suggests that the population of an intermediate state acts to buffer 
the monomeric folding pathway against the effect of mutations that favour the dimer 
at equilibrium.

Another effect of loop lengthening is to increase the tendency to aggregate. Many 
proteins, including CI2, U1A and maltose binding protein, undergo transient association on 
refolding at moderate to high concentrations and domain-swapping provides a mechanism 
for such a phenomenon. The formation of higher order oligomers could occur through 
the same native nucleus by domain swapping in an open-ended, rather than reciprocal 
manner. These oligomers are only transient because of the uncomplemented ends that 
are produced by open-ended domain swapping.
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DOMAIN SWAPPING, PROTEIN MISFOLDING AND AGGREGATION

With the discovery of domain swapping, Eisenberg realized that the phenomenon could 
be a way for a protein to form aggregates such as those found in disease. Subsequently, two 
disease-associated proteins, prion protein and cystatin, were crystallized in domain-swapped 
forms39,40(Fig. 1M-P). There is now increasing evidence that domain swapping is involved 
in the assembly of some proteins into ordered aggregates. Of the various models for 
structures of amyloid fibrils that are consistent with its characteristic cross-� diffraction 
pattern, domain swapping has been implicated in three different ways (reviewed in Nelson 
and Eisenberg (2006)41). An important common feature of these models, distinct from 
those models in which the whole protein is envisaged to convert from its native structure 
to a �-sheet conformation, is that the subunits of the fibril retain much of the native 
structure of the monomeric form of the protein. This aspect of the domain-swapping 
models is particularly appealing in view of the fact that amyloid formation in vivo takes 
place under physiological conditions (albeit facilitated by the likely destabilizing nature 
of disease-associated variants) rather than the harshly denaturing conditions commonly 
used in vitro to induce fibril formation. Moreover, several disease-associated proteins, 
such as the prion protein, �2-microglobulin and cystatin, have disulphide bonds and 
therefore amyloid formation involving large-scale unfolding of the structure would 
not be possible under nonreducing conditions. According to the cross-� spine model, a 
small segment of the polypeptide chain has the tendency to stack into a �-sheet.42 The 
segment may be located at the end of a folded domain or between folded domains and 
these domains are natively structured in the fibril. Such a model has been proposed for 
fibrils of �2-microglobulin, in which the �-sheet stacking region is at the N-terminus and 
the rest of the protein remains natively folded.43 If the stacking region is in the middle of 
the polypeptide chains in between sub-domains, then these may still be able to reform 
the native structure by complementing each other via domain swapping. Such a structure 
may be present in fibrils from a designed variant of RNase A containing a polyglutamine 
insertion (Q10) in the hinge loop.44 Evidence for the model comes from the observation 
that fibrils made by mixing two Q10 variants, each of which contains a mutated catalytic 
residue on either the core domain or the swapped domain, have RNase activity.

In the second model, fibril formation occurs by domain swapping without formation 
of a cross-� spine, as has been proposed for fibrils of cystatin and �2-microglobulin.40,45,46 
Both proteins have �-sheet structures and reciprocally domain-swapped dimers or oligomers 
could pack against each other to form a fibril. The potential for domain-swapped dimers 
to produce high-order assemblies in this way was pointed out by Murray et al for the 
�-sheet N-terminal domain of the protein CD2.47 Likewise, a crystal-wide �-sheet structure 
was also observed for the llama VHH-R9 domain built up of stacked domain-swapped 
dimers.48 According to the third model, domain swapping could occur in an open-ended 
or runaway manner to produce high-order oligomers, as has been seen for amyloid fibrils 
of T7 endonuclease and for trpR, the latter forming a double domain-swapped crystalline 
array.49,50 Some more detailed examples, including possible pathways by which fibrils 
are formed from native monomers, are given below.

Prion Protein

The structure of the human prion protein has been solved as a monomer and also as 
a domain-swapped dimer.39,51(Fig. 1O,P). A disulphide bond links the swapped domain 
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and the remaining protein and therefore monomer-dimer conversion requires reduction 
of the disulphide bond and then reoxidation. In a set of elegant experiments, Lee and 
Eisenberg took note of this disulphide bond linkage and were able to develop the first 
time an in vitro redox method of converting recombinant PrPc (its normal cellular form) 
to an infectious form they term PrPRDX, which has similar properties to PrPSc. PrPRDX could 
seed the conversion of PrPC to PrPRDX, and had double the �-sheet content of PrPC.52 They 
proposed a model for the conversion process involving runaway domain swapping in 
which the hinge loops of successive subunits form a continuous �-sheet at the centre of 
the fibril. The domain-swapped PrP globular domains sit on the outside of the �-sheet. 
The authors highlight the fact that a domain-swapping mechanism for the recruitment 
of normal protein into the fibrils is able to explain numerous features of prion diseases. 
In particular, the stability of both forms of the prion protein can be rationalized by the 
high energy barrier required to break both noncovalent and covalent (disulphide bonds) 
interactions. Also, self-propagation is able to occur because domain-swapping acts as a 
templating mechanism.

GB1

Strikingly, those mutant variants of GB1 that can exist as domain-swapped dimers 
(described earlier in this chapter) form fibrils readily, whereas those that fold only into 
the monomer form do not.53 A model for the fibrils was constructed involving packing of 
domain-swapped dimers against each other via an edge �-strand. This arrangement results 
in a contiguous �-sheet in which the individual �-strands run perpendicular to the long 
axis consistent with the diffraction pattern of the fibres. Residue Ala34 that switches the 
protein from a monomer to a domain-swapped dimer was proposed to act as a gatekeeper 
residue that ensures the protein folds efficiently in the momoeric species and does not 
misfold into alternative forms. When replaced by larger hydrophobic residues that force 
the core to expand and be destabilized, alternative conformations become accessible.

Suc1

Early on in the domain-swapping studies of suc1, a correlation was observed between 
domain swapping and aggregation propensities of mutant variants. Electron microscopy 
revealed that suc1 aggregates have the appearance of a string-of-pearls of dimensions 
consistent with a runaway domain-swapped arrangement of the molecules. Further 
experiments verified that the protein in the aggregates was indeed domain-swapped 
and native-like in structure. These aggregates could be formed by incubating protein at 
millimolar concentrations and room temperature or by refolding acid-denatured protein 
at concentrations in the high micromolar range. Interestingly, it was found that mutants 
with very low domain-swapping propensities and showing negligible aggregation could 
be induced to aggregate by refolding in the presence of wild type or domain-swapping 
prone mutants. The domain-swapped suc1 aggregates were cytotoxic whereas amorphous 
aggregates, formed by heating the protein, were not. This result appears counterintuitive 
at first, given the native-like character of the domain-swapped aggregates. However, 
runaway domain swapping leaves uncomplemented ends and these unfolded elements 
are likely to be sticky and could potentially interact with various cellular components 
impairing their function. The observed toxicity is reminiscent of numerous other studies 
showing that nonfibrillar and prefibrillar assemblies are toxic but the fibril end-products 
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are not. It was proposed that domain swapping could be one mechanism for the early 
stages of fibril formation that brings together amyloid-prone segments from different 
polypeptide chains, thereby facilitating further assembly into fibrils.

STRAND INSERTION AND COMPLEMENTATION: SERPINS, PILUS 

ASSEMBLY AND Rad51-BRCA2

We conclude this chapter by pointing out that there are other biological assemblies 
that are reminiscent of domain swapping. In each case, a strand is provided by another 
molecule of the same protein or of a different protein to complete or expand a �-sheet. 
Rad51 is a recombinase enzyme that forms nucleofilaments and both Rad51 and its 
homolog RecA have been shown to form filaments by runaway swapping of a �-strand 
(Fig. 1E). BRCA2, commonly mutated in breast, ovarian and other cancer types, controls 
the function of Rad51 in pathways for DNA repair by homologous recombination. The 
recently solved structure of the Rad51-BRCA2 complex reveals how BRCA2 inhibits 
the assembly of Rad51 nucleofilaments by mimicking the �-strand exchange process.54

Specific molecular chaperones help to assemble pilin subunits into adhesive pili, 
which are rod-like structures that allow pathogenic Gram-negative bacteria to adhere to 
and colonize host tissues. Pilus subunits lack the seventh �-strand (G1 strand) that would 
complete their Ig fold and so expose a hydrophobic groove on their surface. Crystal 
structures of pilus-chaperone complexes indicate that the chaperone donates a �-strand 
from its Ig-like domain, thereby completing the Ig fold of the pilus subunit, although 
interestingly the chaperone G1 strand runs parallel to the F strand of the pilus subunit 
rather than antiparallel in the true Ig fold.55,56 A model has been proposed in which the 
chaperone carries a pilus subunit to the large pore protein (the usher) where the pilus 
subunit is released and becomes attached to the end of the growing pilus rod (reviewed 
in 57). This process occurs by an N-terminal extension of the incoming pilus subunit 
inserting into the end subunit of the rod, replacing the strand temporarily donated by the 
chaperone. The process is termed “donor strand complementation”.

Serpins (serine protease inhibitors) contain an exposed and mobile reactive loop that 
presents a peptide sequence as a pseudosubstrate for the target proteinase. Upon docking of 
the serpin with the protease, a large conformational change occures in the former resulting 
in the insertion of the cleaved reactive loop as an additional strand into the s-stranded 
�-sheet of the serpin and consequent inhibition of the protease.58 Disease-associated 
point mutations act by destabilising the �-sheet allowing the incorporation of the reactive 
loop of another serpin molecule and thereby leading to the formation of an extended 
polymer chain.59,60 The Z mutation in �1-antitrypsin, associated with liver disease, is a 
glutamic acid to lysine substitution at the base of the mobile loop. The Z mutation results 
in the accumulation of protein in inclusions in the rough endoplasmic reticulum of the 
liver.61 Z �1-antitrypsin has also been shown to form chains of polymers in vitro when 
incubated under physiological conditions.59,62 By the same mechanism, inclusions of a 
mutant neuroserpin are associated with FENIB (familial encephalopathy with neuroserpin 
inclusion bodies).63-65Interestingly, mutations in the protein antithrombin associated 
with premature thrombosis, instead of causing polymerisation, result in the formation 
of inactive 6-stranded monomer that then binds to a normal antithrombin molecule 
leading to propagation of the conformational inactivation, similar to the proposed prion 
mechanism.59,66-69 The process has been shown to occur both in vitro and in vivo.
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CONCLUSION

The last few years have seen a significant number of papers delineating the relationship 
between domain swapping, misfolding and disease.75-79 The work on simple model 
(usually non-disease associated) proteins has helped in understanding the more complex 
disease-associated proteins. In parallel, computational studies, in particular using funneled 
energy landscape models, have provided a conceptual framework for understanding the 
structural determinants of domain swapping and the mechanisms by which it occurs.80-84 
In future, we look forward to filling in further details of how domain swapping contributes 
to both the function and the malfunction of proteins.
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Abstract: In this chapter we review recent studies of repeat proteins, a class of proteins 
consisting of tandem arrays of small structural motifs that stack approximately 
linearly to produce elongated structures. We discuss the observation that, despite 
lacking the long-range tertiary interactions that are thought to be the hallmark of 
globular protein stability, repeat proteins can be as stable and as co-orperatively 
folded as their globular counterparts. The symmetry inherent in the structures of 
repeat arrays, however, means there can be many partly folded species (whether 
it be intermediates or transition states) that have similar stabilities. Consequently 
they do have distinct folding properties compared with globular proteins and these 
are manifest in their behaviour both at equilibrium and under kinetic conditions. 
Thus, when studying repeat proteins one appears to be probing a moving target: 
a relatively small perturbation, by mutation for example, can result in a shift to a 
different intermediate or transition state. The growing literature on these proteins 
illustrates how their modular architecture can be adapted to a remarkable array 
of biological and physical roles, both in vivo and in vitro. Further, their simple 
architecture makes them uniquely amenable to redesign—of their stability, folding 
and function—promising exciting possibilities for future research.

INTRODUCTION

Repeat proteins, such as ankyrin repeats, leucine rich repeats (LRR) and tetratricopeptide 
repeats (TPR), consist of tandem arrays of a small structural motif of �20-40 amino acids that 
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stack in a roughly linear fashion, creating elongated and superhelical architectures. They are 
mostly found in arrays of four, up to tens of, repeats and they can comprise an entire protein or 
a domain within a larger protein. Repeat protein structures have simple topologies composed 
entirely of short-range interactions between residues within a repeat or between adjacent repeats, 
in striking contrast to the more complex topologies of globular proteins that are stabilized 
by contacts between residues distant in sequence. They are ubiquitous and highly versatile, 
mediating molecular recognition in many different biological processes. A picture is emerging, 
from work carried out in the last five years, of the simplicity of this modular architecture which 
has enabled the following: (1) proteins containing consensus repeat motifs have been produced 
with enhanced thermodynamic stabilities compared with their natural counterparts; (2) designed 
consensus repeat proteins have been used successfully as scaffolds for engineering novel binding 
specificities; (3) repeat proteins have folding pathways that are amenable to design. None of 
these features have been found with any consistency for globular proteins. By far the most work 
has been carried out on ankyrin repeat proteins, followed by TPR proteins and these two will 
therefore be the focus of this chapter.

REPEAT PROTEIN STRUCTURES

As with globular proteins, the repeat protein family can be broken down further into 
sub-families based on their secondary structure content. A range of different repeat proteins are 
shown in Figure 1. The most common forms of �-helical repeat proteins are ankyrin repeats 
and TPR repeats. Ankyrin repeats (named after the protein Ankyrin in which these repeats were 
first identified1) have an L-shaped profile, with a long loop/�-hairpin sitting at right angles to a 
pair of antiparallel �-helices (Fig. 1A and B). The helices of one repeat pack against the helices 
of an adjacent repeat, with the interface between repeats consisting of mainly hydrophobic 
interactions stabilising the helices and hydrogen bonding stabilising the long loop region. The 
two helices of the protein are of different lengths causing curvature in the structure with each 
���������������}&�<����
���������	��������	��������������	�����
�!������������	������	����������
(TPR) consists of a 34 residue motif 2,3 that adopts an antiparallel helix-turn-helix arrangement 
without any long connecting loops unlike ankyrin repeats. The packing of a pattern of small 
and large hydrophobic residues results in a rather splayed arrangement of the �-helices. The 
crystal structure of protein phosphatase 5 contains three TPR repeats and forms a right-handed 
superhelical structure with a continuous helical groove4 (Fig. 1C). The groove is the proposed site 
of protein-protein interactions. The curvature that results from arrays of large numbers of repeats 
is particularly well-illustrated by the structure of the procine ribonuclease inhibitor5 (Fig. 1G).

Interestingly, not all repeat proteins form linear elongated structures. The prokaryotic TPR 
protein N1p1 forms a globular structure in which repeats from the N-terminus form a central 
hydrophobic core and the C-terminal repeats form the outer solvent exposed surface, with the 
entire protein resembling a spiral.6 Further, WD40 repeats form propeller-like structures with 
each repeat folding into a �-sheet resembling a blade of the propeller7 (Fig. 1H).

REPEAT PROTEINS AS MEDIATORS IN MOLECULAR RECOGNITION

The large and regular surfaces of repeat proteins lend them ideally to mediating 
molecular recognition events. Repeat proteins provide a central scaffold with a conserved 
sequence motif and typically have highly variable sequences in loops presented on the 
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surface. In this way, the loops can provide varied interaction surfaces in terms of geometry 
as well as functional group content. Repeat proteins are frequently found in proteins 
containing other domains and they may serve to recruit substrates in these cases. An 
important class of such proteins are the F-box proteins.8 SCF complexes are an important 
class of E3 ubiquitin ligases that target key cell cycle regulators and transcription factors 

Figure 1. Repeat protein architectures. Interaction partners are colored in grey. A) ANK: the ternary 
complex between p18INK4c, Cdk6 and K-cyclin (1G3N). B) ANK: The transcription factor complex 
between NF�B and I�B� (1IKN). C) TPR: The TPR domain from protein phosphatase 5 in complex 
with an Hsp90 derived peptide (2BUG). D) HEAT: Importin � interacting with the IBB peptide of 
Importin � (1QGK). E) ARM: Importin � in complex with the NLS peptide (1EE5). F) �-helix of an 
antifreeze protein from the Tenebrio molitor beetle (1EZG). G) LRR: The porcine ribonuclease inhibitor 
(2BNH). H) WD40: WDR5/Histone H3 complex (2H13). A color version of this figure is available 
online at www.landesbioscience.com/curie.
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to the proteasome for degradation. SCF complexes consist of two invariable, core subunits 
and a third, variable, subunit, the F-box protein that recruits substrates for ubiquitination 
by an associated E2 enzyme. F-box proteins have an F-box domain that binds to the core 
SCF subunits and a substrate recognition domain, in many cases composed of LRRs or 
WD40 repeats.

Ankyrin repeats have been extensively studied in terms of their protein-protein 
interactions. For example, the INK4 family of ankyrin repeat proteins specifically inhibit 
the cyclin-dependent kinases (CDK) of the cell cycle (Fig. 1A). There are four members 
of the INK4 family of CDK inhibitors: p15INK4B, p16INK4A, p18INK4C, p19INK4D. 
All four proteins are biochemically indistinguishable with respect to inhibition of CDK4/6. 
Understanding the mechanism of molecular recognition of these proteins is made more 
important by the fact that a common event in tumorigenesis is mutation of the regulatory 
proteins involved in the G1-S transition. The INK4 family of proteins specifically inhibit 
the cyclin-dependent kinases CDK4 and CDK6 responsible for initiating this transition. 
Insertions in the ankyrin repeat motif are common and usually found in the loop regions. 
In the case of the INK4 proteins, the first helix in the second repeat is shorter than the 
consensus one.

The ankyrin repeats of the protein I�B� are an interesting example of the phenomenon 
of protein folding induced by binding, as is seen in an increasing number of protein-protein 
interactions. I�B� is an inhibitor of the transcription factor NF-�B and the NF-�B-binding 
domain of I�B� has six ankyrin repeats (Fig. 1B). The structure of I�B� is only known in 
complex with NF-�B but extensive biophysical analysis revealed that although the protein 
is compactly folded and has all of its secondary structural elements it nevertheless has 
some highly dynamic, molten-globule-like regions in both free and complexed forms.9 
Subsequent analysis using hydrogen/deuterium exchange monitored by mass spectrometry 
showed that the �-hairpins of ankyrin repeats 5 and 6 only fold upon binding to NF-�B.10,11 
The authors propose that this feature of I�B� may be important for several aspects of 
its function that are critical for the tight regulation of NF-�B activity. In particular, the 
flexibility of the hairpins may help it to bind to different NF-�B dimers resulting in the 
transcription of different genes and also facilitate the dissociation of NF-�B from DNA.

Another example of the molecular recognition capabilities of repeat proteins is found 
in nuclear transport (reviewed in 12, 13). The import of cargos into the nucleus of cells 
is dependent on Armadillo repeat- and HEAT repeat-containing proteins known as the 
importins. The Armadillo repeat was first identified in the Drosophila melanogaster 
gene product Armadillo.14 These proteins consist of tandem repeats of an approximately 
40-residue motif which folds into a three-helix bundle. The approximately 40-residue 
HEAT motif consists of only two helices. The HEAT motif was initially found in a diverse 
range of proteins, including the four from which its name derives: huntingtin, elongation 
factor 3, the PR65/A subunit of protein phosphatase 2A and the lipid kinase Tor (target 
of rapamycin).15 In both armadillo- and HEAT-repeat proteins, the motifs stack together 
to form an elongated super-helix. Cargoes destined for the nucleus and displaying the 
nuclear localisation signal (NLS),16-19 a short predominantly positively charged peptide, 
bind importin-�, a protein containing 10 armadillo repeats in which the super-helix creates 
a narrow internal groove that envelops the NLS and displays its own positively charged 
peptide20 (Fig. 1E). This importin-� peptide interacts with a 19-HEAT repeat protein, 
importin-�/�-karyopherin21 (Fig. 1D). The resulting large complex enables the cargo to 
translocate through the nuclear pore. Not only are these interactions extremely specific 
for the NLS peptide, but the outer surface of these proteins also allow the complex to 
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dissolve into the central channel of the pore itself in a highly selective fashion. A few 
cargo proteins bind directly to importin-� rather than via importin-�. Once in the nucleus, 
RanGTP binds to importin-� thereby dissociating the importin-�� complex and leading 
to release of the cargo. Another 19-HEAT repeat protein, CAS, then exports importin-� 
out of the nucleus so that it can be used again. Crystal structures reveal that the HEAT 
repeats of both importin-� and CAS function as tightly wound springs with the curvature 
created by the packing of the individual �-helices and thereby the twist of the super-helix, 
changing dramatically depending on whether they are in the free or complexed form. 
It is thought that this flexibility enables them to bind to a range of different partners by 
wrapping around them with varying helicoidal pitch.

The regular presentation of surface residues provided by the repeat protein architecture 
lends itself to roles other than just mediating interactions between proteins. For example, 
the antifreeze proteins of some invertebrates form fascinating structures that are able to 
directly bind to ice crystals. These antifreeze proteins, found in invertebrates such as the 
Tenebrio molitor beetle, are composed of tandem 12-residue repeats (TCTxSxxCxxAx) 
which form linear beta-helical structures which are either square or triangular in cross 
section22 (Fig. 1F). Remarkably, these beta-helical structures present a regular array of 
optimally orientated binding pockets which bind water molecules at the edges of ice 
crystals, thereby preventing further ice crystal growth and therefore damage to the organism.

DESIGNING REPEAT PROTEINS

A number of groups have taken advantage of the symmetry in linearly repeating 
structures to successfully design novel proteins that have been found to have increased 
stability relative to the natural counterparts. To date, they have all applied, at least in 
part, the concept of consensus design23—engineering a protein to have the most common 
residue as each position as determined by multiple sequence alignment. The rationale 
is that the residues that are most highly conserved among proteins of a particular fold 
will be those that are important for the stability of that fold, although there are a number 
of reasons why this rationale may be imperfect.24 Two groups have designed consensus 
ankyrin repeat proteins, making use of the relatively high sequence homology within 
ankyrin repeats. Pluckthun’s group used libraries assembled from N- and C-terminal 
capping repeats and an internal repeat consensus sequence with 27 fixed positions and the 
remaining 6 randomized. Six of the library members were chosen at random, containing 
between four and six repeats.25-27 Crystallography of one of the proteins showed that it 
adopted the correct fold.28,29 The proteins were more stable (as measured by equilibrium 
chemical denaturation experiments) than natural ankyrin repeat proteins of similar sizes 
and five of the six were monomeric. The most stable protein had six repeats and a free 
energy of unfolding that was greater than 20 kcal.mol–1.25 A comparison of the hydrophobic 
core packing of the designed ankyrin repeat structure with natural ankyrin repeats did 
not reveal any significant differences. The authors suggest that elimination of insertions, 
commonly found in the loop regions and used for molecular recognition, may contribute 
to the enhanced stability of these designed proteins relative to their natural counterparts; 
the loop regions form a greatly improved, regular network of hydrogen bonds. Increased 
stability is also likely to come from the conserved TPLH motif in the first helix of the 
ankyrin repeat which again results in a network of hydrogen bonds extending throughout 
the molecule, as well as from the tight packing of hydrophobic residues between the 
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�-helices. A similar approach was used to design leucine-rich repeat protein libraries. 
As for the consensus ankyrin repeat proteins, the leucine-rich repeat proteins were found 
to be expressed at very high levels in E. coli, soluble, monomeric and stable.30 Peng’s 
group designed a consensus ankyrin repeat sequence that differed in four positions from 
Pluckthun’s31. The other major difference was that they did not use capping repeats that 
were different from the internal repeats. They built proteins consisting of 1-4 ankyrin 
repeats and X-ray crystal structures of the two larger proteins showed that they adopted 
the correct fold.31 The designed proteins were also found to have high thermal stability 
but they were only soluble in acidic conditions. The solubility at neutral pH was improved 
by making substitutions of surface leucine residues for arginines.

Pluckthun’s group have since gone on to show that the idea of using consensus ankyrin 
repeats as scaffolds on which to graft novel binding specificities can have great success. 
The residues to be used for molecular recognition are located on the �-turn and first helix 
of each repeat, creating a large and modular surface. Noteworthy are designed 4-ankyrin 
repeat proteins (DARPins) selected against human epidermal growth factor receptor 2 
with high specificity and low nanomolar affinities.32 The interaction was subsequently 
improved to a 90 nM affinity using error-prone PCR and stringent off-rate selection.33

Regan’s group have made novel TPR proteins by consensus design. They constructed 
proteins containing 1.5-3.5 TPR motifs34 and additionally incorporated an N-capping, 
helix-stabilising GNS sequence at the N-terminus and an extra solvating helix at the 
C-terminus. The rationale for the latter addition was that similar helices were present in 
all of the structures of TPR-containing proteins and were found to increase solubility. The 
2.5- and 3.5-TPR repeat proteins folded into the correct structures and had high thermal 
stabilities.35 Whereas the enhanced stability of the consensus-designed ankyrin repeat 
proteins appears to come from the regularized hydrogen bonding networks, the stabilising 
interactions in the consensus TPR structures are predominantly the large hydrophobic 
residues that force the �-helices apart into the characteristic elongated architecture. This 
group then took the consensus TPR repeats and redesigned them to bind to the C-terminal 
peptide of the molecular chaperone Hsp90 (a natural TPR binding partner).36 The designed 
protein had greater specificity than the natural TPR proteins.

Several studies have recently shown that the stabilities of naturally occurring ankyrin 
repeat proteins can be enhanced by using the consensus sequence.37-39 For example, for 
the 7-ankyrin repeat domain of Notch, replacement of the two C-terminal repeats by 
consensus repeats increased the stability of the protein by almost 6 kcal.mol–1.38 Substitution 
by consensus residues of two residues in the N-terminal repeat of the 4-ankyrin repeat 
protein myotrophin increased the stability by over 2 kcal.mol–1.39 The 6-ankyrin repeat 
region of IkBa has only marginal stability; engineering of three residues, one in each 
of three of the repeats, to conform to the extended motif GXTPLHLA of the consensus 
(that creates a hydrogen bonding network as described above) resulted in an increase in 
stability of 4.5 kcal mol–1.37

BIOPHYSICAL PROPERTIES OF REPEAT PROTEINS

The distinctive architecture of repeat proteins compared with globular proteins 
makes them a particular interesting target for biophysical analysis. The simple, modular 
nature of the structures and the lack of long-range interactions (which are thought to be 
contribute to the cooperative folding of globular proteins), pose a number of questions. 
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First, are repeat proteins more or less stable than globular proteins of similar size? 
Second, are repeat structures less cooperatively folded given the lack of long-range 
contacts? Third, are the differences in the structures of repeat proteins compared with 
globular proteins reflected in their folding mechanisms? In particular, it has been shown 
that there is a correlation between folding rate and proportion of short-range contacts 
in the native structure because there is a smaller entropic cost of closing a short loop to 
form an interaction between residues close in sequence than closing a long loop between 
sequence-distant residues;40 so, do repeat proteins fold faster than globular ones because 
of the predominance of short-range contacts? And, are there multiple folding pathways 
accessible due to the linear symmetry of their structures?

Repeat Protein Stability

Perhaps surprisingly given the lack of long-range interactions, the natural ankyrin 
repeat proteins and designed TPR proteins studied to-date have stabilities within the 
range found for globular proteins. Several studies have shown that both the free energy 
of unfolding and the m-value (a measure of the size of the structural unit that is unfolding 
in a cooperative step) increase with increasing number of repeats, indicating that there is 
cooperativity of folding, although cooperativity does break down after a certain number 
of repeats is reached (see below).25,35 Truncations of p1641 and the Notch42 ankyrin 
domain indicate that a minimum of two ankyrin repeats is required for a cooperative unit 
of structure, whereas Regan and colleagues were able to design a cooperatively folded 
polypeptide consisting of only one and a half TPR motifs. These findings confirm the 
observation from contact maps of ankyrin repeat and TPR proteins indicating that the 
TPR module is a more independently folded unit of structure that makes more contacts 
within the module than between modules, whereas the ankyrin module makes many 
contacts with adjacent modules.43 In nature, ankyrin repeat and TPR-containing domains 
rarely contain fewer than three tandem motifs.

The biophysical properties of proteins consisting of 4-7 ankyrin repeats have been 
studied the most extensively. The data show that, despite their modular architecture, these 
ankyrin repeat proteins unfold in as cooperative a manner as do globular proteins. Studies 
of deletion variants of the Notch ankyrin domain suggest that cooperativity arises because 
the interaction between neighbouring repeats is highly stabilising whereas the interactions 
made by residues within a repeat are destabilising.44 The observed cooperativity is particular 
impressive when one considers that the 7-ankyrin repeat proteins Notch and gankyrin each 
comprise over 200 residues and yet they appear to unfold in a two-state manner. From the 
globular proteins studied to-date, two-state unfolding appears to break down well before 
this size is reached. The less well-studied repeat proteins containing �-strand structure 
have also been found to unfold cooperativity,45 although a series of designed LRR proteins 
of increasing length showed deviation from two-state behaviour30 and unfolding of the 
very large, �-helical protein pertactin also occurred via a clearly observed intermediate.46

One feature of repeat proteins that does distinguish them from globular proteins 
and that arises from the modularity of their structures, is the capacity to make them 
bigger or smaller by simply inserting or deleting modules. Whereas the insertion of large 
structural elements into globular proteins would be expected to be high destabilising, 
this is not the case for repeat proteins. These types of changes have been made most 
comprehensively to the Notch ankyrin domain.38,42,44,47 The variants in which an internal 
repeat was duplicated were somewhat more stable than the wild type, but a breakdown in 
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cooperativity of unfolding was observed when more than one duplicated internal repeat 
was inserted. The inter-repeat interfaces were not optimized in these variants which 
could explain their reduced cooperativity. However, other results suggest an alternative 
explanation. First, the consensus ankyrin repeat proteins designed by Pluckthun and Peng 
did not explicitly include a consideration of inter-repeat packing, but these proteins did 
show two-state unfolding. It is likely, therefore, that the consensus sequence is optimized 
for inter-repeat stability, as is borne out by the crystal structures of the consensus repeat 
proteins which reveal extended H-bonding networks. Further, recent studies of Notch 
have shown that two-state behaviour is maintained when two of its repeats are replaced 
by consensus repeats, although when the two consensus repeats are added to the protein 
then cooperativity breaks down.38

These various studies indicate that cooperative unfolding of ankyrin repeat proteins 
(and probably other repeat proteins also) is governed predominantly by the number 
of repeats in the array. In addition to this primary factor, there will be more subtle, 
sequence-dependent effects. Thus, both the 7-ankyrin repeat proteins Notch47,48 and gankyrin 
(R. Hutton and LSI, manuscript in preparation) show a break-down in cooperativity on 
mutation at certain sites but not at others. Both proteins unfold in a non-two-state manner 
when mutations are made in the two C-terminal repeats, but not in the five N-terminal 
repeats. The results indicate that stability is distributed unevenly between the repeats of 
a protein (as expected given the non-identity of repeat sequences in a natural protein) 
and suggest that an even energy distribution is required for cooperativity.47

Ising Models and Repeat Protein Folding

The inter-repeat coupling in the context of cooperativity has also been explored using 
one dimensional Ising models.49 In these models, each repeat is represented as having 
one of two states or spins (si � �1) which correspond to that repeat being either folded or 
unfolded. Further, each repeat has an intrinsic equilibrium constant for folding and there 
is an additional equilibrium constant which describes the interactions or coupling between 
adjacent repeats. Mello and Barrick applied this method to the equilibrium unfolding 
of Notch ankyrin domain, utilising values for the equilibrium constants derived from a 
series of variants having deletions of the internal repeats. Their analysis indicated that 
fully folded and fully unfolded conformations comprised the majority of all species across 
the entire denaturant range used in the experiment. Even at the midpoint of the unfolding 
transition, a maximum of only 2% of all conformations were partly folded molecules with 
less than 6 of the 7 repeats folded.44 Again, these results provide compelling evidence for 
the high level of coupling between adjacent repeats in these natural structures.

In contrast, Kajander et al utilized the one dimensional Ising model to study the 
cooperativity of folding in designed TPR repeat proteins. Here, several repeat proteins 
with varying numbers of consensus repeat domains were synthesized. By simultaneously 
fitting the data for all of the proteins with varying numbers of TPR repeats, Kajander 
et al were able to extract the equilibrium constants for folding and also coupling. For 
TPR proteins containing multiple copies of the consensus sequence, it appears that the 
probability of partially unfolded conformations at the unfolding transition midpoint is high; 
up to 25% of the population was found to be in a partially unfolded state for a construct 
containing three repeats.50 These results indicate that there may be some optimisation of 
the coupling for cooperative folding in naturally occurring proteins which is absent in 
proteins containing multiple repeats of an identical sequence.
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Characterisation of Equilibrium (Un)Folding Intermediates

The studies of Notch, involving a series of variants having deletions of the internal 
repeats, indicate that the protein folds at equilibrium through an intermediate comprising 
folded central repeats and the terminal repeats unfolded.44 Although comprising only five 
ankyrin repeats, the protein p19 unfolds at equilibrium via an intermediate which was recently 
characterized by NMR-monitored hydrogen/deuterium exchange.51 This intermediate was 
found to have the three C-terminal repeats folded and the two N-terminal repeats unfolded.

Computer simulations of ankyrin repeats have made a number of predictions about 
their properties, including that the cooperativity breaks down when the protein contains 
more than six or seven repeats.52 The sensitivity of the two-state unfolding of 7-ankyrin 
repeat proteins Notch and gankyrin to single amino acid substitutions bears out this 
prediction. However, recent studies of the much larger, 12-ankyrin repeat protein, D34, 
suggest that the potential degree of cooperativity in ankyrin repeat proteins could be much 
greater than was first envisaged. Wild-type D34 unfolds in two parts via an intermediate 
in which the N-terminal approximately six repeats are unfolded and the C-terminal six 
repeats are folded, a result that concurs with the idea that a cooperatively folded ankyrin 
‘domain’ consists of six or seven repeats.53 However, mutants can be made in which 
as many as eleven ankyrin repeats unfold in a single step. Mutations in the C-terminal 
repeats destabilize the wild-type intermediate, causing different intermediates to be 
populated. The closer to the C-terminus the mutation, the fewer repeats are structured in 
the intermediate; thus, structure in the intermediate frays from the site of the mutation, 
a domino-like effect.

Mechanisms of Repeat Protein Folding

As described above for the equilibrium behaviour, the basic kinetic folding 
characteristics of ankyrin repeat proteins appear also to mirror those of globular proteins. 
Thus, the refolding kinetics of myotrophin,39,54 p16,55,56 Notch ankyrin domain,57gankyrin 
(R. Hutton and LSI, manuscript in preparation) and p19,51,58 comprising between 118 and 
238 residues, are multi-phasic when monitored by CD or fluorescence and proceed via 
partly folded intermediates. Only for the designed 3-ankyrin repeat protein E1_5 were the 
refolding and unfolding kinetics monophasic.59 The kinetic folding or unfolding mechanisms 
of five ankyrin repeat proteins have been studied in detail using a protein engineering 
approach. These are p16,56 Notch ankyrin domain,60 myotrophin,39 D34 (N. Werbeck and 
LSI, submitted) and gankyrin (R. Hutton and LSI, manuscript in preparation). In the first 
of these studies, on p16, eighteen mutations spread throughout the four repeats showed a 
strikingly clear pattern of unfolding and refolding behaviour which indicated a transition 
state for unfolding with structure polarized in the C-terminal repeats.56 Subsequent studies 
of myotrophin and gankyrin also indicated a structurally polarized folding mechanism.39 
However, a different picture emerged for the Notch ankyrin domain. Analysis of seven 
mutants, one in each repeat, showed that folding is initiated at three internal repeats.60 On 
the one hand, the terminal repeats might be expected to fold first since the entropic cost of 
fixing the end of the polypeptide chain would be less than for fixing the internal repeats. 
On the other hand the internal repeats might be expected to fold first since these have the 
potential to make stabilizing interactions with more neighbouring repeats than the terminal 
repeats. However, it is likely that the fine details of each protein sequence also play a critical 
role. For globular proteins, there is a balance between the entropic cost of closing a loop 
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in order to bring distant residues together and the enthalpic gain of the resulting contacts 
that are made. The region of a globular protein that folds first is therefore the one that uses 
the best contacts for which the entropy penalty is minimal. The linear symmetry of repeat 
proteins, however, means that equivalent positions in each repeat of a protein pay the same 
entropic cost of bringing other residues into contact with it. It is only the enthalpic gain 
that varies between repeats, being determined by the individual sequences of the different 
repeats. Therefore, the repeat(s) that folds first will be the ones that are the most stable, 
assuming that the lowest energy folding route (i.e., transition state) corresponds to the 
lowest energy folded repeat(s). This simple picture of folding the most stable repeats first is 
borne out by experiments, described below, that show the folding pathway can be changed 
in a predictable way simply by manipulating the stabilities of individual repeats. Finally, 
for each of p16, myotrophin, Notch and gankyrin, the structure of the rate-determining 
transition states comprises more than a single ankyrin motif. This result is as expected, 
since the ankyrin motif in isolation has been shown to be intrinsically unstable whereas 
the interaction between motifs is highly favourable.

Multiple Folding Pathways of Ankyrin Repeat Proteins

The most striking feature of both myotrophin and gankyrin (and also D34, see below) is 
that there are alternative pathways accessible to the native state in which folding is initiated 
at one or other end of the structure.39 The authors were able to redesign the folding pathway 
of myotrophin very simply. By taking advantage of the modular structure and manipulating 
the stabilities of the individual repeats, they could switch the folding initiation site from one 
end of the structure to the other.39 Molecular dynamics simulations carried out on a number of 
ankyrin repeat proteins, before the experimental data were available, also predicted pathway 
heterogeneity.61 The concept of energy landscapes suggests that a protein can follow multiple 
folding pathways. However, there has been very little experimental evidence to support this 
view for globular proteins. Experimental studies indicate that folding transition states of 
small globular proteins are represented by relatively homogenous ensembles of structures 
(excluding parallel folding reactions that result from heterogeneity in the denatured state, due 
to proline isomerisation for example). Moreover, the folding mechanisms of globular proteins 
are generally robust and therefore only a drastic change in the energetic balance, by circular 
permutation for example, can in some cases shift the folding nucleus from one part of the 
structure to another. By contrast, the potential to initiate folding at more than one site may be 
a general feature of repeat proteins that arises from the symmetry inherent in their structures.

Alternative pathways were, however, not observed for p16 or Notch (although a 
Notch variant containing two consensus-stabilized repeats showed evidence of a shift to an 
alternative folding pathway38). Presumably the different behaviour reflects the distribution 
of stability across the repeats. Thus, when the repeats within a protein have similar stabilities 
then multiple pathways may be accessible if the energy barriers to their folding are also of 
similar energy; by contrast, when some repeats have significantly greater stabilities than others 
then there is a unique folding pathway. Interestingly, preliminary studies on the 12-ankyrin 
repeat D34 indicate that the two halves of the protein each display unfolding mechanisms 
resembling one or other of these two scenarios (N. Werbeck and LSI, manuscript submitted). 
The C-terminal half, which folds and unfolds in the absence of a folded N-terminal half, can 
follow alternative pathways; in contrast, the N-terminal half folds and unfolds in the presence 
of a folded C-terminal half which therefore acts as a “seed” and consequently directs folding 
along a unique pathway.
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Mechanical Properties of Ankyrin Repeats

In addition to the solution folding properties of repeat proteins, there has been recent 
interest in their folding and unfolding under mechanical perturbation. Whereas the curvature 
created in smaller repeat proteins provides a concave face that is ideal as an interaction 
surface, structures composed of a greater number of repeats resemble solenoids, forming 
a continuous spiral or spring-like topology. Large ankyrin repeat proteins consisting of 
many tens of repeats have been postulated to have mechano-signal transduction roles in 
processes such as hearing. Stacks of ankyrin repeats found in the cytoplasmic domains of 
the transient receptor potential (TRP) ion channels have been proposed as springs which 
provide a resting tension.62-64 These ion channels are mechanically gated by deflections 
of the stereocillia in response to sound. Recent work using single molecule atomic force 
microscopy (AFM) has demonstrated that ankyrin repeat proteins work as “nanosprings” 
within this role; their modular nature enables them to behave as a reversible spring that is 
capable of generating force upon refolding.65 Further, the repeats unfold sequentially under 
mechanical perturbation.66 These observations are consistent with those from the solution 
studies of folding and demonstrate the remarkable range of cellular roles of repeat proteins.

Self-Assembly and Higher-Order Structures in Repeat Proteins

One of the most interesting new classes of repeat proteins to emerge in recent years 
is the reflectin family of proteins, isolated from the Hawaiian bobtail squid. Although no 
structural information is currently available, the proteins are known to contain five repeats 
of a 18-20-residue sequence motif [M/FD(X)5MD(X)5MD(X)3/4] which is unusually rich 
in methionine.67 These proteins have the remarkable capability of self-assembling into 
regular higher-order structures that act as biological diffraction gratings, reflecting light 
in the visible wavelengths.68 Large platelets of these proteins form photonic structures 
which can be used to modulate macroscale changes such as overall body colouration in 
the squid. These proteins are providing a unique challenge to biophysicists to understand 
their folding and assembly as well as their physical properties.

CONCLUSION

Repeat proteins have turned out to be a fascinating class of structures, with particular 
appeal to those interested in protein folding, engineering and design. They are modular 
and therefore much more amenable to redesign than are globular proteins and yet this 
feature does not appear to compromize cooperativity, a hallmark of globular proteins that 
is thought to be important in making them sufficiently robust to maintain them in their 
native structures over their functional lifetimes. The recent studies reviewed here reveal 
‘design ability’ in every aspect of repeat proteins, including their stability, folding and 
function. In the last few years, repeat proteins of ever increasing size and complexity 
have been tackled, and these are providing a new awareness of how folding regulates 
function in repeat proteins.69-80 In parallel, computational analysis of repeat proteins has 
provided thought-provoking insights into the distinct properties of these one-dimensional 
structures when compared with globular proteins.81-84 With this body of experimental 
and theoretical work allowing us to understand how repeat proteins behave and how to 
build them from their constituent parts, we are now well-placed to design artificial repeat 
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proteins and thereby to fully exploit their potential in biotechnology—for therapeutic and 
diagnostic applications, as biosensors and as building blocks for new biomaterials.85-88
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