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Preface

Ion channels are water-filled, biological “sub-nanotubes” formed by large protein
molecules. They constitute a class of membrane proteins that serve as conduits for
rapid, regulated ion movement across cellular membranes. Ion channels thereby
provide the molecular substrate for rapid, electrical signaling in excitable tissues. In
addition to playing this important role, ion channels regulate the release of hormones
and neurotransmitters and control cell and body electrolyte and volume homeosta-
sis. They are also involved in the transduction of external stimuli to sensory sig-
nals. Proper ion channel function is a prerequisite for normal cell, organ and body
function—and disorders in ion channel function, channelopathies, underlie many
human diseases, such as, cardiac arrythmias, cystic fibrosis, some cases of diabetes
mellitus and epilepsy, myotonias and myasthenias. The list is growing. Not surpris-
ingly, ion channels, which long were considered to be rather specialized entities
studied by electrophysiologists, are attracting increasing interest.

In most, maybe all, ion channels, ion movement occurs as an electrodiffusive
barrier crossing by which selected ions move through a water-filled pore. As the free
energy profile the permeating ions have to traverse is relative flat, the throughput
is high, of the order of 107 ions per second. It thus becomes possible to observe
the function of single ion channels in real time using electrophysiological recording
methods. Indeed, the first single-molecule measurements were single-channel mea-
surements made almost 40 years ago on ion channels incorporated into planar lipid
bilayers (Bean, R.C., W.C. Shepherd, M. Chan, and J. Eichner. Discrete conduc-
tance fluctuations in lipid bilayer protein membranes. J. Gen. Physiol. 53:741-757,
1969)—and the first single-channel recordings in biological membranes were made
30 years ago (Neher, E., and B. Sakmann. Single-channel currents recorded from
membrane of denervated frog muscle fibers. Nature 260:779-802, 1976).

Electrophysiological methods improved, the power of molecular and structural
biology was unleashed, and ion channels are no longer “black boxes” but molec-
ular entities. Mutations in the DNA sequences encoding channel subunits cause
well-defined changes in channel function, which range from mutations that com-
promise the delivery of the channels to their proper destination, over mutations that
cause dysregulation of channel function, to mutations that alter the rate of ion move-
ment. The mechanistic interpretation of these studies is guided by the availability of
atomic-resolution structures of a growing number of channels, as well as by increas-
ingly sophisticated computational studies ranging from ab initio calculations, over
molecular and Brownian dynamics simulations, to continuum descriptions. Taken to-
gether these different approaches provide for unprecedented insights into molecular
function.



Preface

The current interest in ion channels, however, arises not only from their biolog-
ical importance; their high turnover numbers make ion channels well suited to serve
as switches in sensors. lon channels also are targets for a growing number of drugs.
In many cases ion channels are the desired target(s), but serious side effects may
arise from unintended (and unexpected) drug-induced changes in channel function.
It is important to develop methods that allow for efficient screening for unintended
side effects.

Though the basic functions of ion channels are well understood, at least in
comparison with other classes of membrane proteins, ion channels continue to pose
a wide range of problems for which the principles and practices of biophysics, nano-
technology design, statistical signal processing can provide elegant and efficient
solutions. Indeed, the cross fertilization of ideas in these disparate disciplines will
eventually enable us to relate the atomic structure of an ion channel to its exper-
imentally measurable properties through the fundamental processes operating in
electrolyte solutions or the basic laws of physics.

The aim of the present book is to provide an introduction to ion channels
as molecular entities. It is aimed at researchers and graduate students in the life
sciences, biophysics, engineering and computational physics who are interested in
acquiring an understanding of the key research results in ion channels. Given the
breadth of the field, we do not aim for a comprehensive coverage but focus on the
physical description of channel function, the power of computational approaches
toward obtaining mechanistic insight into this important class of molecules, and the
possibility of the future developments in ion channel research. Thus, this volume
is intended to extract from the vast literature in ion channels the central ideas and
essential methods regarding the dynamics, structure and application of ion channels.

The chapters in this book are organized as follows. P. Jordan in the first chapter
gives a lucid account of the major advances made in the ion channel research over
the past 50 years. In the following 11 chapters, some of the current issues in the main
classes of ion channels are reviewed. These are: the gramicidin channel (O. Andersen,
R. Koeppe 11, and B. Roux), voltage-gated ion channels (F. Bezanilla), voltage-gated
potassium channel (S. Korn and J. Trapani), BK¢, channels (D. Cox), voltage-gated
sodium channels (D. Hanck and H. Fozzard), calcium channels (B. Corry and L.
Hool), CIC channels (M. Pusch), ligand-gated channels (J. Lynch and P. Barry),
mechanosensitive channels (B. Martinac), TRP channels (T. Voets, Owsianik, and
Nilius) and ion channels in epithelian cells (L. Palmer). These are followed by
four chapters dealing with theoretical and computational approaches to studying
the permeation of ions across biological ion channels. These chapters highlight
the strengths and weaknesses of the main tools of physics that are employed in this
endeavor, together with examples of how they are applied. The theoretical approaches
that are covered here are the Poisson-Nernst-Planck theory (R. Coalson and M.
Kurnikova), semi-microscopic Monte Carlo method (P. Jordan), stochastic dynamics
(S. Chung and V. Krishnamurthy) and molecular dynamics (A. Grottesi, S. Haider,
and M. Sansom). The final three chapters deal with new emerging technology in
microfabricated patch-clamp electrodes (F. Sigworth and K. Klemics), an ion channel

vi
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based biosensor device (F. Separovic and B. Cornell) and hidden Markov model
signal processing techniques for extracting small signals from channel currents (V.
Krishnamurthy and S. Chung).

The chapters appearing in this book thus comprehensively summarize our cur-
rent understanding of biological ion channels and the state-of-the-art experimental
and computational methodologies used in this field. We hope that the chapters con-
tained in this volume will assist in advancing the boundaries of our understanding
of the workings of ion channels and enhance multi-disciplinary research in ion
channels.

Shin-Ho Chung

Olaf Andersen
Vikram Krishnamurthy

Vii
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1 Ion Channels, from Fantasy to Fact in Fifty Years!

Peter C. Jordan

1.1 Introduction

Biologists have long recognized that the transport of ions and of neutral species across
cell membranes is central to physiological function. Cells rely on their biomem-
branes, which separate the cytoplasm from the extracellular medium, to maintain
the two electrolytes at very different composition. Specialized molecules, essentially
biological nanodevices, have evolved to selectively control the movement of all the
major physiological species. As should be clear, there have to be at least two dis-
tinct modes of transport. To maintain the disequilibrium, there must be molecular
assemblies that drive ions and other permeable species against their electrochemical
potential gradients. Such devices require energy input, typically coupling a vec-
torial pump with a chemical reaction, the dephosphorylation of ATP (adenosine
triphosphate). These enzymes (biochemical catalysts) control highly concerted, and
relatively slow, process, with turnovers of » 100 si !

Another class of enzymes, the focus of this chapter, controls the transmembrane
flux of ions and other permeant species down their electrochemical potential gra-
dients. Two types of molecules are immediate candidates for this purpose. Nature
could have designed specialized carrier molecules, which first bind ions or other
lipophobic species at the water—-membrane interface and then diffuse across the mem-
brane. Alternatively, transport could be carried out by channel-forming molecules,
whose water-filled interiors form electrical shunts that provide essentially barrier-
less pathways for the transport of charged and polar species. Both types exist, and
have similar design features: lipophilic exteriors, stabilizing their interaction with
membranes, and polar interiors, stabilizing their interaction with charged and polar
species. Selective ion channels, which can support fluxes as highas » 108 s !, control
biological electrical signaling. All such assemblies exhibit three crucial properties:
they are highly permeable; they are highly selective; their opening and closing is
exquisitely controlled. Understanding their behavior hinges on determining structure
and relating it to function. A different class of selective channels exhibits physio-
logically equally important, but diametrically opposed behavior; aquaporins forbid

! Portions reprinted, with permission, from P.C. Jordan, “Fifty Years of Progress in Ton Channel Re-
search,” IEEE Transactions on Nanobioscience, 4:3-9 [2005], IEEE.



Peter C. Jordan

ion passage of any kind, but allow the passage of water and, not infrequently, other
small neutral species.

Hodgkin and Huxley’s 1952 (Hodgkin and Huxley, 1952b) analysis of electrical
activity in squid giant axon established that both Na® and K© contributed to the ionic
current, and that the fluxes were opposed. It suggested channels as the ionic pathways,
but it took 20 more years until Hladky and Haydon (Hladky and Haydon, 1972)
definitively demonstrated the existence of ion channels, and then only in studies
of the small antibiotic, gramicidin. When incorporated in lipid bilayer membranes
bathed by electrolytes, it exhibited what has come to be the characteristic electrical
signature of an ion channel: quantized bursts of current of variable duration arising
in response to application of a transmembrane electric field.

From the time when ion channels were but a reasonable hypothesis, ever more
reliable pictures have evolved. The major steps in transforming this idea from a plau-
sible description of the biological assemblies responsible for controlling passive ion
transport across membranes to established fact, thus linking structure to function,
have involved great technical strides in electrophysiology, biochemistry, molecular
biology, structure determination, computer power, theoretical chemistry, and bioin-
formatics. Three Nobel prizes, in 1963, 1991, and 2003, specifically cite studies
devoted to ion channels. This overview describes important results of the past half
century, beginning with one Nobel bookend, the Hodgkin—Huxley model (Hodgkin
and Huxley, 1952b), that postulated independent sodium and potassium pathways,
and ending with the revolution spawned by another, celebrating Agre’s (Denker
etal., 1988; Smith and Agre, 1991) discovery of aquaporins and MacKinnon’s (Doyle
etal., 1998) atomic level determination of a potassium channel’s structure. Important
electrophysiological, biochemical, molecular biological, structural, and theoretical
tools are discussed in the context of the transition from studying systems contain-
ing many channels of varying degrees of complexity to investigating single-channel
behavior. Examples are taken from a range of channel families illustrating different
aspects of channel behavior: the model peptide gramicidin, the nicotinic receptor
family, the voltage-regulated cation channel family, chloride channels, and aquapor-
ins. Particular emphasis is placed on recent developments and some questions of
current interest are posed.

1.2 Classical Biophysics

When electrically stimulated, a polarization wave propagates along the length of
an axon. As squid giant axon is over a meter long, Hodgkin et al. (1952), using
1950s technology, could perfect the “voltage clamp” method in which an electrode
is inserted in the axon interior, permitting local perturbation of the membrane po-
tential from its resting value of ; 60 mV (a Nernst potential reflecting the fact
that the axon interior concentrates potassium to which the membrane is selectively
permeable), and the transmembrane current measured. They studied how varying
both membrane potential and extracellular electrolyte composition altered electrical

4
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response, distinguished and separately measured the currents carried by Na® and
K€ (Hodgkin and Huxley, 1952a) and determined their voltage-dependent kinetics.
The ionic pathways were separate; each flux was activated and deactivated in re-
sponse to voltage; each was electrodiffusive, controlled by its own resting potential.
Properly parameterized, their kinetic model for axon behavior (Hodgkin and Huxley,
1952b) accounted for all salient features of the action potential. After a local partial
depolarization, there is a large inward flow of Na® and the interior potential rises
sharply, inverting membrane polarity; the sodium pathway then shuts down and the
potassium pathway opens, restoring the resting potential, which causes it to shut
down. The initial large depolarization provides the stimulus that propagates the po-
larization wave further along the axon. Further studies of the potassium pathway
provided more detailed insight, indicating it was multiply occupied in its conducting
state (Hodgkin and Keynes, 1955).

Hodgkin and Huxley demonstrated the existence of independent pathways for
K® and Na® flow. They showed that the ionic fluxes were Nernst-like, due to electrod-
iffusive potential differences. Further studies showed membranes were selectively
permeable to other ions as well, suggesting individual pathways for other physiolog-
ically important ions, i.e., Ca’®, H, Cl', and HCOJ] . By varying the composition
of the external electrolyte, a pathway’s relative permeability to different ions could
be established, thus determining a selectivity sequence. For the axon’s potassium
pathway it is

K¢ , Rb® > Cs Na® , Li°: (1.1)

Ifelectrodiffusion governs permeation, such relationships must reflect the underlying
thermodynamics. What is the free energy change in removing an ion from electrolyte
and inserting it into the transmembrane pathway? Are there general molecular level
principles governing selectivity? Electrostatic design obviously permits discrimina-
tion based on ionic polarity. Eisenman (1962) noted that for the five alkali cations,
only 11 of 120 possible selectivity sequences were commonly found. Why might this
be the case? Could electrostatic influences dominate here as well? His answer devel-
oped from the study of glass electrodes and the thermodynamics of ion exchange.
For an electrode that selects B® over A®, the relative free energy for binding to glass
must be more favorable than the relative free energy for hydration, i.e.,

Gpg(glass) i Ga(glass) < Gg(aqueous) ; Ga(aqueous): (1.2)

Hydration free energy differences for isovalent ions are known. He modeled ion—
electrode interaction as purely electrostatic, governed by the contact distance between
the bound cation and the anionic site in the glass. For (univalent) alkali cations, the
interaction energy, E, is

E D zae*Nay=(4peeo[ra C rel); (1.3)
5
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where z, is the anionic valence, e the electronic charge, Na, Avogadro’s number,
€ the dielectric constant, €y the vacuum permittivity, 7c the cation radius, and 7
the radius of the anionic binding site. For large anions, ionic hydration (the right-
hand side of (1.2)) governs the equilibrium; the electrode (or peptide) would select
for Cs®. As the anion becomes smaller, the left-hand side of (1.2) becomes ever
more important, ultimately leading to selection for the smallest cation, Li®. As the
radius of the anionic site decreases, this simple electrostatic theory generates the
11 observed selectivity sequences. Nothing about the Eisenman argument is limited
to glass electrodes. Similar qualitative considerations apply to binding sites along
transmembrane ionic pathways and Eisenman’s sequence III or IV (Eisenman, 1962)
describes the selectivity of the potassium pathway (1.1). Recent work suggests that
slightly modified, these electrostatic considerations could quantitatively account for
selectivity in the potassium channel (Noskov et al., 2004b).

As transmembrane ionic pathways are narrow water-filled shunts surrounded
by protein and lipid, electrostatics is central to understanding the influence of these
surroundings. Parsegian (1969) was the first to provide quantitative estimates of
how the associated permittivity differences could affect ionic transport. The energy
barrier associated with ionic motion from aqueous electrolyte (¢ » 80) directly into
amembrane (€ » 2) is prohibitive. It is much reduced, but not eliminated, for water-
filled transmembrane conduits. Even if water in the path is dielectrically equivalent
to bulk water, an ion induces charges along the water—lipid interface, which impede
its translocation. Were trapped water electrically inequivalent to ambient water, its
ability to reorganize and shield an ion from the low € surroundings would be reduced,
thus increasing the barrier. In addition, a charging energy would be associated with
ionic transfer to lower € surroundings, also increasing the barrier. These dielectrically
induced energy barriers, impeding electrodiffusion, are reduced due to interaction
with Eisenman-like binding sites along the path.

Classical electrodiffusion views ion flow as movement down an electrochem-
ical potential gradient, modulated by travel over a sequence of wells and barriers,
reflecting a series of ion binding sites. This is naturally treated by biochemical kinet-
ics, which, at its simplest, invokes a two-step translocation process: ion transfer from
water to the binding well from one side of the membrane, followed by dissociation
to the other side. This is mechanistically expressed as

ILC Ch$ I¢Ch (1.4a)
1¢Ch$ IgcC Ch; (1.4b)

where Iy and Ir represent ions to the left and right of the membrane, Ch is the
channel and I ¢Ch the ion at the binding site. The rate of entry from the left is
R% D k[l ][Ch] and the rate of back reaction is Ry D ky [I ¢Ch]; k¢ and ky are rate
constants and square brackets signify species concentrations. Similar expressions
describe processes occurring on the right. Analysis of electrophysiological data
can establish the rate constants. Microscopic interpretation involves using these

6
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parameters to deduce the associated energetics. The classic work of Arrhenius (1887)
showed that rate constants take the form

kD Aexp(i Eo=RT); (1.5)

where E, is an “activation energy,” 7 the absolute temperature, and R the gas
constant. The topological picture identifies £ as the energy required to surmount
an activation barrier along the electrodiffusive pathway. The biochemical problem
requires deconvoluting 4 and E. In ordinary chemical kinetics this is done by
determining how k varies with 7. It is more difficult biochemically: wide tem-
perature ranges cannot be accessed; proteins denature; membranes undergo phase
transitions. From quantum statistics Eyring (1935) developed absolute reaction rate
theory where, given an energy profile, rate constants may be computed. His expres-
sion takes the form

kD nexp(;i 1 G*=RT) D nexp(1 S?=R)exp(; 1 H*=RT); (1.6)

where 1 G* is the standard free energy change in forming the “activated complex”
from reactants and 1 H* and 1 S* are the corresponding standard enthalpy and
entropy changes. The activated complex is a saddle point on a multidimensional
potential surface describing interacting species and n is the frequency with which
molecules in this activated state proceed to products. While the correspondence
between (1.5) and (1.6) is superficially seductive, in the absence of temperature vari-
ation studies extracting activation enthalpies or free energies from (1.6) is fraught
with difficulty since neither the structure reorganizational term, 1 S§% nor the fre-
quency factor, n, are easy to estimate (Jordan, 1999).

1.3 Pharmacology and Single Channels

Hodgkin and Huxley’s work (Hodgkin and Huxley, 1952a,b; Hodgkin et al., 1952)
was done on whole cell preparations. Distinguishing potassium and sodium currents
and eliminating perturbations from other membrane components required both clever
technique and a system relatively rich in sodium and potassium pathways. More
general study entailed suppressing the competing currents or developing techniques
for pathway isolation.

Neurotoxins, which selectively block the pathways, pharmacologically sepa-
rate sodium and potassium contributions to the action potential. Tetrodotoxin (TTX),
which makes fugu such a risky delicacy, eliminates the sodium current (Narahashi
et al., 1964; Nakamura et al., 1965), thus isolating the potassium pathway. The
quaternary amine, tetracthyl ammonium (TEA), has a complementary effect, block-
ing the potassium pathway (Hagiwara and Saito, 1959; Armstrong and Binstock,
1965). The discovery that each ionic pathway could be individually suppressed
showed that sodium and potassium crossed the membrane by separate localized
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paths (Hille, 1970). The possibility that they shared a common pathway (Mullins,
1959, 1968), with selectivity arising from small changes in pathway structure, was
effectively eliminated as the dominant influence (however, there is evidence that
allotropic mechanisms can occasionally affect selectivity (Callahan and Korn, 1994;
Immke et al., 1999)). It further provided strong inferential evidence for the no-
tion that these were, in fact, transmembrane channels. Most importantly, it implied
these channels were molecular receptors, with toxins acting at specific sites. Viewed
this way, channels are enzymes that facilitate ion flux and toxins are reversible in-
hibitors, described by the physical chemist’s Langmuir adsorption isotherm or the
biochemist’s Michaelis—Menten expression. The 1972 Hladky—Haydon (Hladky and
Haydon, 1972) studies on gramicidin provided final and compelling evidence for the
existence of an ion channel, albeit a simple one.

The acceptance of the channel paradigm radically altered the conceptual frame-
work, focusing interest on identifying and characterizing specific structural features,
and developing putative models, “cartoons,” which often bore an uncanny resem-
blance to the actual structures found years later. Studies by Hille (1971, 1973),
with a set of organic cations, estimated the dimensions of the sodium and potassium
channel pores, showing that in neither case could occlusion account for selectivity. A
chemically attractive hypothesis, similar to Eisenman’s selectivity theory (Eisenman,
1962), came immediately to mind, that the orifices were surrounded by rings of car-
bonyl oxygen atoms, regions sufficiently negatively charged to compensate for the
free energy of dehydration (Bezanilla and Armstrong, 1972; Hille, 1973). Thirty
years later, this idea was confirmed by MacKinnon’s X-ray structure (Doyle et al.,
1998) of a potassium channel. While no sodium channel structure has yet been deter-
mined, subsequent work has demonstrated that here charged residues, not carbonyl
groups, control selectivity (Heinemann et al., 1992; Yang et al., 1993).

Sodium channel kinetics is complex. Whole cell studies showed that, in addition
to open and closed states, there is a functionally distinct “inactivated” state. When the
channel is open, Na® streams down the electrochemical potential gradient entering
the cell, toward a locally negative region. But the channel does not long remain
conducting. It shuts down, and requires potential reversal to slowly undo inactivation.
These kinetics are consistent with reversible block of the pore’s inner mouth by a
positively charged group, which Armstrong intuited acted like a “ball and chain”
(Armstrong et al., 1973), a large tethered group that swings into the pore’s inner
mouth when it becomes negatively charged. Work of the last 30 years has confirmed
this hypothesis: large organic cations, injected into the cell, immobilize recovery from
inactivation (Yeh and Armstrong, 1978); excision of the “ball and chain” domain,
eliminates inactivation (Hoshi et al., 1990; Zagotta et al., 1990). Channel opening
and closing modify structure somewhere along a permeation pathway; in inactivation
a bulky charged group occludes a channel entrance.

Inspired pharmacology clearly provides insight at the molecular level. But,
once gramicidin was proved to be an ion channel (Hladky and Haydon, 1972),
the race was on to isolate individual channel proteins, reconstitute them in bilayer
membranes and make single-channel measurements free from electrical interference
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by other channels. Two groups reported success in 1976 (Miller and Racker, 1976;
Schein etal., 1976), totally changing the experimental landscape. Even though whole
cell measurements made accurately enough can in principle provide even more in-
formation than single-channel studies, the complexity of a membrane mosaic makes
teasing this out unfeasible. Thus, if a single-channel conductance is sufficiently
large, the pharmacological techniques developed to study whole cell preparations
are immediately transferable, permitting study with greater accuracy and in more
detail.

The discovery of CIC chloride channels provides striking evidence of the value
of single-channel studies. Unitary cation conductance measurements showed that
there is a unique ion pathway associated with each channel protein. Chloride channel
current records were strikingly different. They could not be rationalized in terms of a
single ionic pathway (Miller, 1982). The data implied each protein had two identical
pathways opening in separate fast processes and an additional slow step activating the
whole dimer. The system behaved like a double-barreled shotgun. This remarkable
cartoon was confirmed 20 years later, by X-ray structure determination (Dutzler
et al., 2002).

1.4 Patch Clamp, Sequencing, and Mutagenesis

Isolation of single-channel proteins by biochemical separation methods is difficult
and laborious. Electrophysiology on whole cell preparations is severely limited in
the systems that can be studied. In 1976, Neher and Sakmann, in work honored by
the 1991 Nobel Prize, reported a way to observe single-channel currents from tiny
patches of living cellular material (Neher and Sakmann, 1976), a technique that was
refined to permit fusing cell membranes with the tip of a micropipette (Hamill et al.,
1981). The contents of the pipette bathing the membrane surface could be adjusted at
will; the patching protocol could expose either membrane surface to this electrolyte.
Thus single-channel recording became simple, accurate and reliable, and there was
no limit to the cells that could be studied.

Patch clamp recording methods gave unprecedented freedom in assessing how
channel function was altered by different stimuli. But mechanistic understanding
was still limited to cartoon models. Channel proteins are linear arrays comprising
up to a few thousand amino acid residues. They fold and form channels, but what
groups give rise to ionic pathways, which to the assemblies that respond to gating
stimuli, and which are responsible for channel selectivity? New tools were needed
to relate structure and function. These were soon forthcoming. Numa and cowork-
ers, applying recombinant DNA techniques to the acetylcholine receptor (AChR)
channel of the electric eel, developed efficient methods to determine its primary
amino acid sequence (Noda et al., 1982). This assembly, formed from five similar
subunits (Raftery et al., 1980) plays a crucial role in neuromuscular transmission.
Located at synaptic junctions, it governs nerve—muscle communication. The sub-
unit sequences exhibited considerable homology, i.e., substantial residue similarities
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(Nodaetal., 1983). Coupling these results with rules for identifying secondary struc-
tural elements (Chou and Fasman, 1978) and regions of hydrophilicity (Hopp and
Woods, 1981), provided the first solid hypothesis for channel protein architecture
(Noda et al., 1983).

The AChR sequences from both calf and electric eel are substantially ho-
mologous, suggesting that the similar regions are functionally important. Using
cloning techniques Numa’s group was able to create a hybrid AChR, mixing sub-
units from the two organisms (Takai et al., 1985). In a collaboration with Sakmann,
its electrical properties were measured; the hybrid and its parents had the same uni-
tary conductance strongly suggesting that channel conductance was controlled by
a string of 22 amino acids, highly homologous in each of the five subunits (Sak-
mann et al., 1985). By selectively mutating specific residues in the protein they con-
firmed this speculation (Imoto et al., 1988). The era of site-directed mutagenesis had
arrived.

These tools form the everyday arsenal of modern electrophysiology. The patch
clamp permits near total control of the environment in studying ion channels. Site-
directed mutation permits near complete freedom in protein design. Their applica-
tions showed that the cation channels—sodium, potassium, and calcium—form a
superfamily. Na® and Ca?® channel proteins are single stranded, linking four similar
peptides; K channel proteins are homologous, with sequences similar to individual
Na® or Ca*® peptide subunits (Jan and Jan, 1990). Clever thermodynamics connected
these observations, showing K¢ channels to be tetramers (MacKinnon, 1991). But
what makes them unique? Primary sequence comparisons identify “signature” do-
mains that control selectivity; these regions are residue stretches common to, e.g., all
K€ channels, etc. In K¢ channels, the conserved feature is a five-peptide sequence
(Yellen et al., 1991). In Ca®® channels the signature is a set of four negatively
charged residues, one from each subunit. This filter is remarkable, favoring passage
of Ca®® over Na®, even though the latter is » 100 times more prevalent physiologi-
cally. Na© channels have residues with a net —1 charge in place of the four negative
signature residues of Ca® channels. Mutational signature interconversion makes a
Na® channel selective for Ca>®, and vice versa (Heinemann et al., 1992; Yang et al.,
1993).

Selectivity gives channels chemical individuality. Gating, which can be coupled
with permeation in anion channels (Pusch et al., 1995), provides functional control.
A branch of the cation superfamily is voltage regulated, with the sensor a highly
charged domain. Unlike selectivity, which is basically understood, molecular details
of gating are still controversial. Like the tale of the blind men and the elephant,
different experiments suggest different structural interpretations. In one picture the
sensor snuggles up to countercharged regions of the protein (Bezanilla, 2002; Gandhi
and Isacoff, 2002; Horn, 2002). Another suggests the sensor is on the outer side of
the assembly, attracting water to stabilize its charges, and that gating involves large
sensor movement (Jiang et al., 2003b). While the jury is still out, recent work favors
smaller sensor motions (Chanda et al., 2005; Posson et al., 2005; Revell Phillips
et al., 2005).
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Patch clamp, sequencing, and mutagenesis provided much functional informa-
tion. However, the structures inferred were still cartoons. The 15-residue, channel-
forming peptide gramicidin is small, amenable to NMR structure determination
(Arsenieyv et al., 1985). Long before X-ray structures of channel proteins were avail-
able, designed chemical mutation of this cation selective channel provided detailed
insights connecting structural modification to changes in channel behavior (Koeppe
and Anderson, 1996). Slight sequence variations can have major consequences,
making the channel voltage sensitive (Durkin et al., 1993) or totally altering its fold
(Salom et al., 1995).

1.5 Structure

With the exception of gramicidin, atomic resolution structures were unavailable
until 1998. Channel portraits were either cartoons or silhouettes. The histories of
gramicidin and AChR are illustrative. As gramicidin has only 15 residues, confor-
mational analysis combined with secondary structure deduction tools (Chou and
Fasman, 1978; Hopp and Woods, 1981) might possibly suffice for reliable structure
determination. The original hypothesis, a head-to-head, left-handed b-helix, both
sufficiently long to be membrane spanning and sufficiently narrow to be valence
selective, was very close to the mark (Urry, 1971). A stable channel arises when
carbonyl and amino groups six residues apart form hydrogen bonds to one another.
However, the screw is right-handed as shown by Arseniev’s 1985 pioneering NMR
study (Arseniev et al., 1985). Cation selectivity arises from interaction with chan-
nel lining carbonyls, Eisenman’s selectivity sequence II (Eisenman, 1962). Since
gramicidin is readily deformable its structure quite sensitive to its surroundings.
Comparison of the channel’s structure in sodium dodecyl sulfate (SDS) micelles
with that in oriented dimyristoyl phosphatidylcholine (DMPC) bilayers suggests
that lipids may play important roles in channel stabilization. Channel pitch and the
orientation of one of the Trp groups anchoring the channel to the water—membrane
interface (surprisingly, the one furthest from the interface) are both environmentally
dependent (Ketchem et al., 1997; Townsley et al., 2001).

AChR, responsible for communication at the synaptic junction, is a pentameric
channel formed by self-assembly of four different, but homologous, peptides with
stoichiometry a,bgd Its structure is important not just for itself but because it is a
representative of a ligand-gated superfamily of neurotransmitters that includes the
glycine, glutamate, and GABA receptors. Oriented two-dimensional preparations
have been studied for 20 years by electron microscopy (EM). From the outset they
portrayed gross channel architecture (Brisson and Unwin, 1985; Mitra et al., 1989),
but were inadequate to reliably determine the molecular architecture of the interface
between the protein and the water-filled channel constriction. Even exceptionally
high (4 A) resolution data (Miyazawa et al., 2003) might still have been inadequate for
unambiguous structural inference. However in 2001, Sixma’s group obtained a high-
resolution X-ray structure of a related polypeptide; the acetyl choline binding protein
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(AChBP) (Brejc et al., 2001); its sequence is highly homologous to the N-terminal
domain of the a-subunit of AChR and provides a template facilitating interpretation
of cryo-EM data, leading to a definitive picture of AChR. The importance of the
AChBP structure as a surrogate for higher resolution is clearly demonstrated in
studies of water channels, the aquaporins. There are significant, resolution related,
differences between cryo-EM results, at 3.8 A (Murata et al., 2000), and X-ray
determinations, at 2.2 A (Sui et al., 2001). Cryo-EM’s advantage is the small size
of its samples; the corollary is a limit to the number of images that can be acquired.
Without guidance from AChBP, it is questionable whether cryo-EM would have
solved the AChR problem.

Analysis of the AChR structure poses an interesting interpretive problem. It
has been imaged in both open (Unwin, 1995) and closed states (Miyazawa et al.,
2003; Unwin, 2005); in each instance the pore radius is sufficiently large to permit ion
passage, with constriction diameters of» 7 and » 3.5 A respectively. Why won’t small
cations like Na®, K¢, and Ca’ flow through the narrower constriction? Certainly not
because it is occluded. The interior of the pentameric channel is formed of » 20 rings
of predominantly nonpolar residues, which present a hydrophobic surface that would
repel water from the channel’s interior making it inhospitable to ions. However, two
of these rings are negatively charged; these could attract cations, which could permit
ionic entry into the pore and possibly cause binding and block. Theoretical analysis
provides a clear pathway to discriminate between these options.

In 1998, MacKinnon solved two daunting problems: isolating and purifying
channel proteins “in bulk” and crystallizing them. X-ray methods, with their superior
signal to noise ratios, were then applied, determining the structure of an ion-occupied
bacterial potassium channel, KcsA (Doyle et al., 1998). It completely substantiated
40 years of cartooning. The selectivity filter, formed of residues identified a decade
earlier (Yellen et al., 1991), is a narrow cylinder near the channel’s external mouth,
»15 A long, just adequate to accommodate two potassium ions easily; further in
is a water-filled pool, with a third ion, all substantiating the prediction of multiple
occupancy (Hodgkin and Keynes, 1955). Tons in the filter are stabilized by interaction
with carbonyl oxygens of the filter residues. This lining, in some ways reminiscent of
gramicidin, is only possible because the two glycines of the filter have more folding
options than any other residues. However, dipolar orientation of the carbonyls in
gramicidin and KcsA differ substantially: in gramicidin they parallel the channel
axis; in KcsA they are perpendicular to it. A pair of membrane spanning helices
from each KcsA subunit surrounds the central water pool; the N to C orientation of
short pore helices surrounding the filter stabilizes the central cation. Both the filter
fold and the aqueous cavity were utterly unexpected.

KcsA was crystallized in a nonconducting state, its interior end too narrow
to permit ion passage. Another bacterial potassium channel, MthK, was trapped
with its interior mouth open (Jiang et al., 2002a). Even this coarse grained picture
(only the C, coordinates could be resolved) provided further insight into K-channels,
again consistent with electrophysiological canon; it suggested strongly that a glycine
residue was the gating hinge (Jiang etal., 2002b). These channels are proton regulated
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and calcium activated respectively. A snapshot of a third bacterial potassium channel,
KirBacl.1, shines a different spotlight on how structural details influence channel
behavior (Kuo etal., 2003). The filter region replicates that of KcsA. But this channel
is inwardly rectifying; in its open state, permeating cations flow preferentially into
the cell. Mutational analysis of eukaryotic inward rectifiers implicated three residues
as crucial for inward rectification (Lu and MacKinnon, 1994; Yang et al., 1995). As
expected from electrophysiological inference, homology analysis shows two of these
form rings of negative charge in an intracellular C-terminal domain where they can
strongly attract polyvalent cations to impede outward potassium flow.

The three bacterial potassium channels share a common feature; they have
two transmembrane helices, not the six characteristic of voltage-gated assemblies.
In 2003, MacKinnon crystallized a thermophilic voltage-gated bacterial K-channel,
KvVAP (Jiang et al., 2003a). Its two interior helices, which surround the filter, differ
little from those just discussed. As expected, the paddle-like voltage sensor was sited
external to and quite independent of the filter assembly. However, its orientation with
respect to the interior domain was significantly at odds with years of experimental
inference. Instead of the sensor’s four basic residues facing the filter, they abutted
the lipid, a structure that generated immense interest and a firestorm of controversy
(Gandhi et al., 2003; Laine et al., 2003). Why the differences? A voltage sensor, by
its very nature is balanced on a hair trigger; crystallization may have severely reori-
ented it. Alternatively, eukaryotic and prokaryotic organelles (cells with and without
nuclei) might differ fundamentally. Electron paramagnetic resonance (EPR) studies
provided structural evidence to bridge the gap (Cuello et al., 2004); the sensor’s
charged groups interface with the lipid, but are oriented in a fashion that shields the
charge. Recent structural work from MacKinnon’s lab characterized the first eukary-
otic voltage-gated assembly (Long et al., 2005a,b). This channel from the Shaker
family, which forms the basis of most electrophysiological voltage-gating studies,
was crystallized with lipid present, quite different (and much milder) conditions than
those needed to stabilize KvAP. Its sensor paddle also floats freely but the charge
group orientations no longer affront years of electrophysiological study. Two of the
four basic groups nestle up to the filter assembly and the other two abut the lipid;
while there are still some differences, this picture goes a long way toward reconciling
structural, spectroscopic, and biochemical studies.

A bacterial CIC chloride assembly suggests there can be important differences
between prokaryotes and eukaryotes. The crystal structure of one such CIC (Dutzler
et al., 2002) confirmed Miller’s cartoon with its two identical parallel pathways
(Miller, 1982). Another structure indicates how chloride ions get into the path, but
not how they exit (Dutzler et al., 2003) and suggests that the fast gate reflects a small
conformational change involving a single residue, a strictly conserved glutamate of
the selectivity filter. The bacterial protein exhibits signature regions characteristic of
chloride selectivity, but its conductance is too small for single-channel analysis. In
fact, even though its protein is significantly homologous with that of eukaryotes, it
is not a channel but a pump with exceptionally high turnover. For every two chloride
ions that pass in one direction, a proton goes the other way (Accardi and Miller,
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2004). The turnover is a thousand times faster than a typical pump and 100 times
slower than a channel. Might it be a missing link, which could provide insight into
subtle differences that interconvert pumps and channels? Recent results show that
some eukaryotic members of the CIC family are also antiporters (Picollo and Pusch,
2005; Scheel et al., 2005).

Ion channels are selective shunts promoting electrical activity. Aquaporins are
just as selective, but toward a different end. Instead of catalyzing ion passage they
rigorously forbid it, while allowing high fluxes of water and other small neutral,
polar species. The puzzle is how a narrow water channel can totally discriminate
against proton flow. Experience with gramicidin suggests that water readily forms
hydrogen-bonded chains in narrow pores, alignments conducive to proton transfer
along a proton wire via a Grotthus mechanism (Pomeés and Roux, 1996, 2002). What
makes aquaporins different? Their structures are built on a few recurring motifs
(Fuetal.,2000; Sui et al.,2001; Harries et al., 2004). There are two strictly conserved
sequences (asparagine—proline—alanine, NPA) near channel midpoints. About 10 A
distant is a constriction (the selectivity filter, SF), with a conserved arginine. Regions
» 10 A to either side of the NPA domain form the narrow pore, beyond which are
wide vestibules. One face of the pore lining is hydrophobic and the other is formed
of oriented carbonyls, the oxygens of which point in opposite directions to either side
of the NPA domains. This structural feature might specifically impact proton flow
since the dipolar inversion would promote water inversion to either side of the NPA,
which could break a water wire. A number of these channels’ electrical features might
account for their general ability to reject ions: the narrow region contains positively
charged residues, oriented helix dipoles, and the conserved arginine and asparagines,
all of which could deter cation passage; negatively charged inner vestibule groups
and the constriction’s carbonyl oxygens could deter anion entry into the pore. Theory
provides ways to analyze these options in detail.

1.6 Spectroscopy

Crystallography provides unparalleled structural detail. However, the pictures are
static and channel stabilization sometimes requires aggressive biochemical inter-
vention, which may massively perturb a native structure (Zhou et al., 2001; Jiang
etal., 2003a). Electro-optical methods, that correlate conductance and spectral prop-
erties, go a long way toward filling this gap (Mannuzzu et al., 1996; Cha and
Bezanilla, 1997). While these approaches provide a less detailed picture than crys-
tallography, the structural modifications needed to render proteins spectroscopically
active are much milder. Coupling spectroscopy with electrophysiology is an ideal
way to investigate dynamic behavior, and provide insight into details of voltage
sensor motion.

In the voltage-gated cation channel superfamily (Jan and Jan, 1990), potassium
channels are tetrameric (MacKinnon, 1991) while the single-stranded sodium and
calcium channel proteins are built from four internally homologous repeats, each
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strongly resembling a potassium channel monomer. Their hydrophobicity patterns
indicated that each repeat (and the K-channel monomer) contains six a-helical re-
gions separated by linkers. One of these, denoted S4 and universally present, has an
amino acid composition ([R/K]XX),, i.e., a run of up to eight arginines (or lysines)
each separated by two apolar residues. Electrophysiological work indicates that the
gating process controlling channel opening requires moving » 12—16 charges through
the transmembrane electric field (Schoppa et al., 1992; Aggarwal and MacKinnon,
1996); the discovery of this highly charged domain immediately suggested identi-
fying it as the channels’ voltage sensor. Ingenious mutational experiments demon-
strated that the arginines did indeed move as the transmembrane voltage changed,
as expected for a voltage sensor. The mutation R1448C in the channel Na, 1.4 was
studied. This arginine, located in repeat [V, was expected to be on the channel’s extra-
cellular side. The cysteine, with its exposed SH group, readily reacts with methane
thiosulfonate (MTS) moieties (Akabas et al., 1992; Karlin and Akabas, 1998). When
designed with permanent charges, which cannot cross the membrane, they can be
used to rigorously establish whether processes occur cis or trans. The R1448C mu-
tant reacts with extracellular MTS reagents, but not intracellular ones. Even more
importantly reaction is voltage sensitive. The Cys is only accessible if the channel is
depolarized but nonreactive if the channel is hyperpolarized, just as expected, since
the positively charged S4 segment would move outward in depolarization (Yang and
Horn, 1995). Similar studies showed complementary movement of other S4 basic
groups, those near the intracellular side (Bezanilla, 2000). What they fail to do is
establish how much motion takes place and whether it occurs in stages or a single step.

Spectroscopy, coupled with site-directed cysteine mutagenesis, is a powerful
tool for quantitatively establishing channel geometry and monitoring the detailed
consequences of electrical perturbation. The cysteine’s SH group is a “hook™ on
which to hang an almost endless array of substituents. Fluorescent dyes can be
attached at targeted locations within the protein and directly monitored, whether
buried in the transmembrane domain or located at a water—peptide interface, while
simultaneously recording currents (Mannuzzu et al., 1996; Cha and Bezanilla, 1997).
Not unexpectedly, electro-optical studies of S4 are totally consistent with MTS
accessibility measurements. Correlating optical and electrical measurement yields
detailed kinetic information suggesting that voltage sensor motion takes place in
stages (Baker et al., 1998). Electro-optical study links voltage and spectral changes,
providing dynamic insights not possible via crystallography.

The kinetics of resonant energy transfer is highly sensitive to donor (D) and
acceptor (A) distances, falling offas R ©. By engineering complementary fluorescent
or luminescent moieties into the same peptide it is possible to measure D—A distances
(Cha et al., 1999; Glauner et al., 1999). The voltage sensor in potassium channels
provides a striking case. A mutation in the potassium channel sequence is expressed
at equivalent sites in each of the four monomeric strands. By properly adjusting
donor and acceptor concentrations, it is possible to synthesize a mutated channel
with predominantly D3 A stoichiometry. If the four spectroscopically active moieties
are roughly at the corners of a square, there are two possible D—A distances, differing
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roughly by a factor of P 2, a prediction borne out experimentally (Cha et al., 1999).
Electro-optical studies mutating a series of residues in the S3—S4 linker determines
the voltage dependence of a set of inter-residue distances and provides a dynamic
monitor for correlating sensor motion with changes in voltage. While the behavior
of the voltage sensor is still a matter of controversy (Jiang et al., 2003b; Long et al.,
2005a), the most recent evidence indicates that gating occurs without large sensor
displacements (Chanda et al., 2005; Posson et al., 2005; Revell Phillips et al., 2005).
A complementary approach to dynamically establishing the influence of voltage
on structure relies on EPR spectroscopy. Here the label is the paramagnetic nitroxide
moiety, linked to a peptide at a Cys-mutated site (Hubbell et al., 1996). EPR anal-
ysis of spin-labeled mutants provide a somewhat different perspective, establishing
structural properties and mobilities of the labeled sites (Perozo et al., 1998, 2002).
When applied to KvAP (Cuello et al., 2004), it clearly showed that the structure of
this channel’s voltage sensor is partially consistent with “traditional” and “paddle”
models, and that both pictures required modification, an observation confirmed by
crystallographic analysis of a eukaryotic potassium channel (Long et al., 2005a).

1.7 Theory

As experimental tools developed, so did theoretical ways to relate structure and func-
tion. Early studies, based on cartoon structures, treated channel-water—membrane
ensembles as problems in electrostatics. They focused on discriminating among these
pictures and gave qualitative insights (Parsegian, 1969; Levitt, 1978; Jordan, 1983).
The aqueous shunt was presumed electrically equivalent to bulk water. Studies of
narrow, selective channels were limited to treating reaction field effects that reflected
presumed system geometries and the permittivity differences between functionally
distinct domains: pore, protein, electrolyte, and membrane. Lauger presented the
chemical kinetic, Eyring-like view, conductance as passage over a series of struc-
turally induced barriers (Latiger, 1973), while Levitt considered conductance as an
electrodiffusional process (Levitt, 1986) in a field created by the potential energy
surface. Such treatments, when judiciously employed, can provide semiquantitative
physical insight (Jordan, 1987; Jordan et al., 1989; Cai and Jordan, 1990), but they
remain most useful as correlational tools.

Once a reasonable structure for gramicidin was available, its behavior became
the focus for applying two powerful molecular level methods, Brownian dynamics
(BD) (Cooper et al., 1985) and molecular dynamics (MD) (Mackay et al., 1984),
and developing a more general electrodiffusional approach, Poisson—Nernst—Planck
(PNP) theory (Chen et al., 1992; Eisenberg, 1999). PNP views ions as diffuse charge
clouds, an adequate model for wide channels but problematical for narrow, selective
ones (Corry et al., 2000, 2003; Edwards et al., 2002). When properly modified to
incorporate ion discreteness, it can be applied to narrow channels (Mamonov et al.,
2003), but its great strength, physical simplicity, is lost. For many applications it
is a powerful, flexible tool, generating current—voltage (/—V") profiles for direct
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comparison with data. By contrast, BD treats ions as discrete entities; it tracks their
motion through a pore, also generating /- profiles. The aqueous pore is viewed as a
viscous, dielectric continuum and stochastic ionic motion occurs in the potential field
of the protein, frictionally retarded by pore water. Both PNP and BD impose severe
dielectric assumptions, similar to the earlier electrodiffusional approaches (Levitt,
1986), ones which must be used cautiously (Schutz and Warshel, 2001). Their special
strength is their ability to efficiently correlate the electrophysiological effects of
alterations in protein structure and charge distribution with experimental /—V data,
thus providing insight into likely structural possibilities. MD is less constrained. It
describes atomic level motion, governed by empirical force fields, but even now limits
to computational power preclude direct determination of /—V profiles. Wilson’s
pioneering study (Mackay et al., 1984) focused on ion—water—peptide correlations
in gramicidin, concluding that water, in these confined surroundings, formed an
oriented, hydrogen-bonded chain even in the ion-free channel.

With a single exception (Long et al., 2005a) crystallography has provided struc-
tures of bacterial ion channels, not the systems generally studied electrophysiolog-
ically. While the prokaryotic and eukaryotic assemblies have important sequence
features in common (signatures for secondary structure, selectivity filters, etc.),
their overall homology may be as low as 15%. Irrespective of the approach em-
ployed, two general strategies inform structure-based theoretical study of channel
conduction. Both are speculative. The behavior of the bacterial assembly is analyzed,
even though prokaryotic systems may not even be channels (Accardi and Miller,
2004), and correlated with observed behavior in eukaryotes, essentially arguing by
analogy. Alternatively, bioinformatic alignment techniques (Thompson et al., 1994)
provide ways to go from known bacterial structures to plausible model structures for
the systems investigated in the wet lab (Corry et al., 2004). As these hypothetical
eukaryotic structures, no matter how reasonable, aren’t verifiable, there remains an
irreducible fortuitous component to agreement (or disagreement) between computed
permeation behavior and that observed experimentally.

While highly idealized, BD can provide significant insight. Studies on
potassium-like channels provide a detailed view of the permeation process (Chung
et al., 2002a). Open and closed state structures demonstrate that K-channels’ in-
ner mouths are very flexible (Doyle et al., 1998; Jiang et al., 2002a). BD shows that
small changes in the size of the inner mouth easily accounts for the observed 100-fold
spread in K-channel conductances (Chung et al., 2002b). Even though the bacterial
CIC chloride assembly isn’t a channel (Accardi and Miller, 2004), its pore may well
still be a template for true channels and a entry for generating likely model structures
for members of the eukaryotic CIC channel family. With these as input, BD studies
account for observed conductance behavior (Corry et al., 2004), providing evidence
for the essential validity of the models.

Although attempts have been made using a microscopic—mesoscopic approach
(Burykin et al., 2002), MD hasn’t yet directly reproduced /—V profiles; however,
there is an indirect pathway—computing a potential of mean force (PMF), in essence
the permeation free energy for ion transfer from bulk electrolyte to the channel

17



Peter C. Jordan

interior. This has provided surprising insights, predicting a K-channel ion binding
site (Bernéche and Roux, 2001) before experimental confirmation (Zhou et al.,
2001) and generating a PMF that, when coupled with a BD treatment of field-driven
diffusion, reproduces conductance measurements (Berneéche and Roux, 2003).

The origin of gating in AChR poses a challenge. Its closed pore is still quite
wide, » 3.1 A radius (Miyazawa et al., 2003). What is the exclusionary mechanism?
Very likely a hydrophobic one (Beckstein et al., 2001; Beckstein and Sansom, 2004).
Water naturally tends to be expelled from the greasy interior of a narrow, nonpolar
pore and ion entry is facile only if the ion is fully hydrated (Beckstein and Sansom,
2004). The critical radii, 3.5 A and 6.5 A respectively, closely mimic the radii of
closed (Unwin, 1995) and open forms of AChR (Miyazawa et al., 2003).

Atomic level modeling of permeation through CIC channels, which is cou-
pled with the opening of the fast gate, is a knotty problem. The X-ray structures
indicate that movement of the selectivity filter glutamate is needed for permeation
(Dutzler et al., 2002) and strongly imply that this only occurs after it is protonated
(Dutzler et al., 2003). Atomic level computations, based on modeling the bacterial
pore, demonstrates this to be a plausible mechanism for ion entry from the external
electrolyte (Miloshevsky and Jordan, 2003; Bostick and Berkowitz, 2004; Cohen
and Schulten, 2004; Faraldo-Gomez and Roux, 2004). Modeling reproduces the
observed ion binding sites and suggests the possibility that occupancy of an addi-
tional external site plays an important role in proton-assisted, fast gating (Bostick
and Berkowitz, 2004). While artificially opened channels allow ionic transit (Cohen
and Schulten, 2004; Corry et al., 2004), none of the analyses provides a natural
mechanism for ion transit from the central binding site into the cytoplasm; the block
created by the filter’s serine and tyrosine residues remains impassable.

Aquaporins ability to reject most ions has been studied extensively and is read-
ily explained as reflecting channel electrostatics. However, how a water-filled tube
absolutely forbids proton passage is more controversial. If proton interaction with
the channel mimicked that of other cations, electrostatics would dominate (de Groot
et al., 2003; Chakrabarti et al., 2004; Ilan et al., 2004; Miloshevsky and Jordan,
2004b). However, if a water wire formed the protonic charge could be delocalized,
which would reduce the electrostatic penalty for permeation. Conceivably it is dis-
ruption of a pore spanning water wire that inhibits proton passage (Tajkhorshid et al.,
2002; Jensen et al., 2003); this could be induced by the reversal in carbonyl orien-
tation to either side of the NPR motif, coupled with the influence of the NPR itself.
An alternate explanation implicates two contributing factors: electrostatics and the
partial dehydration of a proton upon pore entry (Burykin and Warshel, 2003, 2004).
The role of the conserved arginine and asparagines is less contentious. Both are
crucial determinants in excluding cations from the pore (Miloshevsky and Jordan,
2004b).

The signature property of the potassium channel filter is its selectivity. The
larger ion, potassium, permeates while the smaller one, sodium, does not. Why is this?
If the filter were sufficiently rigid, Born model arguments suggest that its structure
would favor binding potassium over sodium (Doyle et al., 1998). All analyses suggest
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that some filter flexibility is still consistent with this basic physical picture (Allen
et al., 2000; Bernéche and Roux, 2001; Luzhkov and Aqvist, 2001; Burykin et al.,
2003; Garofoli and Jordan, 2003). However, recent MD studies suggest the filter is so
flexible that it can cradle potassium and sodium equally well (Noskov et al., 2004a),
in which case an alternate explanation is needed. The answer may well be found in
an extension of Eisenman’s model (Eisenman, 1962), where selectivity reflects the
strength of the local electric field sensed by an ion at its binding site.

But there remain problems. Gramicidin, which is structurally superbly char-
acterized (Ketchem et al., 1997) and for which the electrophysiological data set is
essentially unlimited (Koeppe and Anderson, 1996), is the critical testing ground.
Here the picture is mixed. PMF computations based on standard force fields yield
energy barriers implying conductances » 107-fold too small (Allen et al., 2003).
What has gone wrong? Possibly methodological artifacts, which can be corrected
for (Allen et al., 2004), or possibly the force fields (Dorman and Jordan, 2004;
Miloshevsky and Jordan, 2004a). The question remains open.

Given the present limitations of high-level theory, studies of simplified abstrac-
tions are still valuable. A physical explanation of selectivity in sodium and calcium
channels derives from the observations that the cation channels form a superfamily
(Jan and Jan, 1990) and that exchange of signature sequences interconverts sodium
and calcium channel selectivity behavior (Heinemann et al., 1992; Yang et al., 1993).
The Ca channel filter has a net charge of 4 (Glu—Glu—Glu—Glu) while in the Na
filter the charge is only —1 (Asp—Glu—Lys—Ala). If the residues face into an aqueous
domain similar in size to that of a potassium channel’s inner pore, there will be huge
differences in the local electric fields. Charge compensation in a Ca channel requires
residence by two Ca’® or four Na®; selection for calcium arises because sodium oc-
cupancy is inhibited due to crowding and additional electrostatic repulsion (Nonner
et al., 2000). Extensions of the approach rationalize the calcium channel’s prefer-
ence for Ca® over Ba*® and the effect of ion size on monovalent cation residency
(Boda et al., 2001); suitably modified it also accounts for selectivity properties of
the sodium channel filter (Boda et al., 2002).

1.8 What’s Next?

Predicting scientific advances is a fool’s errand, but irresistible. A bacterial sodium
channel has been crystallized and, with good fortune, its structure will soon appear
and put speculation to rest. The next few years should resolve the mechanism of volt-
age gating. The functional basis for differences between prokaryotic and eukaryotic
CICs should be clarified, providing insight into the structural features distinguishing
channels from pumps. New theoretical tools, applicable to millisecond processes,
will provide insight into gating, the slow conformational changes that control chan-
nel opening; attempts have already been made (Gullingsrud and Schulten, 2003).
Channels will be engineered in novel ways, creating practical nanodevices, which
has already been done with gramicidin; it is only a matter of time until similar
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modifications are grafted onto biological channels. Detailed structural knowledge
will lead to hosts of pharmaceutical products, specifically targeted at biological ion
channels. Theory will be more prominent, providing quantitative physical explana-
tions of the mechanisms of permeation, selectivity, and gating.
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2 Gramicidin Channels: Versatile Tools

Olaf S. Andersen, Roger E. Koeppe II, and Benoit Roux

2.1 Overview

Gramicidin channels are miniproteins in which two tryptophan-rich subunits asso-
ciate by means of transbilayer dimerization to form the conducting channels. That
is, in contrast to other ion channels, gramicidin channels do not open and close;
they appear and disappear. Each subunit in the bilayer-spanning channel is tied
to the bilayer/solution interface through hydrogen bonds that involve the indole NH
groups as donors and water or the phospholipid backbone as acceptors. The channel’s
permeability characteristics are well-defined: gramicidin channels are selective for
monovalent cations, with no measurable permeability to anions or polyvalent cations;
ions and water move through a pore whose wall is formed by the peptide backbone;
and the single-channel conductance and cation selectivity vary when the amino acid
sequence is varied, even though the permeating ions make no contact with the amino
acid side chains. Given the plethora of available experimental information—for not
only the wild-type channels but also for channels formed by amino acid-substituted
gramicidin analogues—gramicidin channels continue to provide important insights
into the microphysics of ion permeation through bilayer-spanning channels. For sim-
ilar reasons, gramicidin channels constitute a system of choice for evaluating com-
putational strategies for obtaining mechanistic insights into ion permeation through
the more complex channels formed by integral membrane proteins.

2.2 Introduction

Gramicidin channels are formed by the linear gramicidins, a family of peptide an-
tibiotics produced by the soil bacillus B. brevis (Dubos, 1939; Hotchkiss, 1944), or
by semisynthesis or total synthesis of gramicidin analogues (Bamberg et al., 1978;
Morrow et al., 1979; Heitz et al., 1982; Greathouse et al., 1999). The linear grami-
cidins were the first antibiotics used in clinical practice (Herrell and Heilman, 1941).
They exert their antibacterial activity by increasing the cation permeability of target
bacterial plasma membranes (Harold and Baarda, 1967) through the formation of
bilayer-spanning channels (Hladky and Haydon, 1970).

Compared to channels formed by many other antibiotics, the gramicidin chan-
nels are exceptionally well-behaved. Once formed, the bilayer-spanning channels
have a single conducting state, which taken together with the channels’ cation
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selectivity (Myers and Haydon, 1972) and well-understood single-stranded (SS)
B%3-helical structure (Urry, 1971, 1972; Arseniev et al., 1986; Ketchem et al.,
1997; Townsley et al., 2001; Allen et al., 2003) make gramicidin channels im-
portant tools for understanding the physicochemical basis ion permeation through
bilayer-spanning channels. Not surprisingly, the gramicidin channels have served as
the prototypical channels in the development of many physical approaches toward
understanding channel (or membrane protein) structure and function (Busath, 1993).

Gramicidin channels are arguably the best understood ion channels. Atomic
(or near-atomic) resolution structures have been reported for an increasing number
of complex ion channels formed by integral membrane proteins (Weiss et al., 1991;
Cowan et al., 1992; Chang et al., 1998; Doyle et al., 1998; Bass et al., 2002; Jiang
et al., 2002, 2003; Kuo et al., 2003; Long et al., 2005; Unwin, 2005). Yet the gram-
icidin channels embody a unique combination of features that sets them apart from
other channels: first, the advantages construed by the wealth of information about
the channel’s ion permeability taken together with an atomic-resolution structure;
second, the ion permeability can be modulated by defined chemical modifications
whose influence on structure as well as function can be determined experimentally;
finally, the wild-type and amino-substituted analogue channels are large enough to
be nontrivial, yet small enough to be amenable to detailed computational studies.

In this chapter we first review the channel structure, dynamics, and function. We
show that even though the linear gramicidins are conformationally polymorphic in
organic solvents, they fold into one predominant conformer (the channel structure)
in lipid bilayers and bilayer-like environments—yet the conformational preference
may change in cases of extreme bilayer-channel hydrophobic mismatch. We then
discuss the channels’ permeability properties and show how it is possible to develop
discrete-state models to describe the kinetics of ion movement through the channels.
Finally, we briefly show how molecular dynamics (MD) simulations have advanced
to the level of achieving semiquantitative agreement between observed and predicted
ion permeabilities.

2.3 Structure

The linear gramicidins, exemplified by [Val! |gramicidin A (gA), have an alternating
(L-D)-amino acid sequence (Sarges and Witkop, 1965):

Formyl-L-Val'-(D)-Gly-L-Ala*-p-Leu-L-Ala-
-D-Val- L-Val’-D-Val-L-Trp?-p-Leu-L-Trp'!-

-D-Leu-L-Trp"3-L-Trp'*-ethanolamide.

(Only the L residues are numbered.) In B. brevis, the linear gramicidins are synthe-
sized by nonribosomal peptide synthesis (Lipmann, 1980). The synthesis is catalyzed
by a complex of four nonribosomal peptide synthases (Kessler et al., 2004), which
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encompass a total of 16 modules that catalyze the successive activation and conden-
sation (peptide bond formation) of amino acids to produce the specific sequence.
The D-residues in the sequence are produced by epimerization of the correspond-
ing L-residues. (For an overview of nonribosomal peptide synthesis, see Sieber and
Marahiel, 2005.) The first module, which activates the amino-terminal L-Val, con-
tains a putative formylation domain (Kessler et al., 2004). In the growing chain, the
last amino acid is Gly; the peptide is released from the synthase template in a two-
step NADH/NADPH-dependent reduction of this Gly to yield the carboxyterminal
ethanolamide (Schracke et al., 2005). Due to relaxed substrate specificity in the first
and eleventh modules, the naturally occurring gramicidin (gramicidin “D” after R.
Dubos) is a mixture of [Val']- and [Ile' |gramicidins A (with Trp'!), B (with Phe!!),
and C (Tyr'!). [Val']gA constitutes about 70% of the natural mixture (as deduced
from HPLC tracings in Koeppe et al., 1985).

For modern electrophysiological studies, the gramicidins are synthesized
on peptide synthesizers using standard, solid-state peptide chemical methods
(Greathouse et al., 1999). The synthesized products are purified, to a purity of better
than 99%, using a two-stage reversed-phase HPLC procedure (Weiss and Koeppe,
1985). This is particularly important for single-channel experiments (Greathouse
et al., 1999), which usually rely on the ability to identify the unique electrophys-
iological “fingerprints” of channels formed by different sequence-substituted gA
analogues.

The alternating (L-D) gramicidin sequence allows the molecule to fold as a
B-helix with the side chains projecting from the exterior surface of a cylindrical tube
formed by the peptide backbone (Urry, 1971; Ramachandran and Chandrasekaran,
1972). Many such folding patterns are possible, and gA is conformationally poly-
morphic (Veatch et al., 1974). At least seven different helical conformers have been
described in organic solvents (Veatch and Blout, 1974), where gA forms a variety of
double-stranded (DS), intertwined dimers—the so-called w-helices (Bystrov and
Arseniev, 1988; Langs, 1988; Abdul-Manan and Hinton, 1994; Burkhartetal., 1998).

In aqueous solutions, gA usually forms poorly defined aggregates (Kemp and
Wenner, 1976). At very low aqueous concentrations, in the low picomolar range that
is used in electrophysiological studies where the gramicidins usually are added to
the aqueous solutions at the two sides of the bilayer, gA seems to fold into a stable
monomer structure (Jagannadham and Nagaraj, 2005).

2.3.1 One Conducting Channel Conformation

In spite of the conformational polymorphism observed in organic solvents, grami-
cidin channels adopt a unique structure in lipid bilayer membranes or in bilayer-like
environments (such as micelles, with a nonpolar/polar interface). The channel’s elec-
trophysiological “fingerprints” (single-channel current traces, Fig. 2.1; and current
transition amplitude and lifetime distributions, Fig. 2.2) show that a single pre-
dominant conducting channel structure is formed by both the wild-type gA and the
[D-Ala?,Ser’]gA analogue—and most other gA analogues.
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Fig. 2.1 Gramicidin single-channel current traces. Top: single-channel current trace obtained
with gA. Bottom: single-channel current trace obtained with the gA analogue [D-Ala?,Ser’]gA.
Both gA and [p-Ala?,Ser’]gA form one predominant type of ion-conducting channels, which are
“visible” as discrete, well-defined transitions changes in the current through the membrane. The
numbers to the right of the traces denote the number of conducting channels at the different current
levels. The conducting states are “stable,” meaning that the current noise of the conducting state
is indistinguishable from that of the baseline. In the gA experiment, the root-mean-square (RMS)
of the current in levels 0 through 2 varies between 0.148 and 0.150 pA; in the [D-Ala?,Ser’]gA
experiment, the RMS of the current in levels 0 through 2 varies between 0.133 and 0.136 pA.
The experimental methods were done as described in Greathouse et al. (1999). Experimental
conditions: diphytanoylphosphatidylcholine/n-decane bilayers; electrolyte solution, 1.0 M NaCl,
pH 7; applied potential 200 mV; current signal filtered at 500 Hz.

Both the single-channel current transition amplitudes and channel lifetimes
vary when the amino acid sequence is varied; different gA analogues usually form
channels with distinct electrophysiological characteristics—even though the amino
acid side chains do not come in direct contact with the permeating ions. For example,
the Gly>— D-Ala? substitution by itself causes a 10-15% increase in the single-
channel current transition amplitude and a fourfold increase in the average channel
lifetime (7) (Mattice et al., 1995). The Ala®— Ser’ substitution behaves similarly to
other polar amino acid substitutions in the formyl-NH-terminal half of the sequence
(Morrow et al., 1979; Russell et al., 1986; Durkin et al., 1990; Koeppe et al., 1990),
to cause reductions in both the current transition amplitude and lifetime.

On occasion, one may observe transitions between two different current levels in
a “stable” bilayer-spanning gA channel (Busath and Szabo, 1981). Some reports also
have suggested that up to 25—-50% of channels formed by purified gA may be variants
(affectionately called “minis”) whose current transition amplitudes fall above or
(usually) below the main peak (Hladky and Haydon, 1972; Busath and Szabo, 1981;
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Fig. 2.2 Characterization of gramicidin channel function. Top: results for gA channels. Bottom:
results for [D-Ala?,Ser’]gA channels. Left: current transition amplitude histograms. The histograms
are assembled from the current transition amplitudes, the absolute value of the difference in current
level just before and just after a current transition (Andersen, 1983a), and only the transition
amplitudes are plotted. The histogram thus differs from a current level (or all-points) histogram.
The single predominant peaks around 3.1 pA (for gA channels) and 1.9 pA (for [D-Ala?,Ser*]gA
channels) comprise 1246 out of 1294 transitions (for gA) and 1175 out of 1202 transitions (for
[D-Ala?,Ser’]gA), meaning that we can account for 96-97% of the observed current transitions.
Right: lifetime distributions as normalized survivor plots; note the twofold difference in the scale in
the abscissa. The interrupted curves are fits of N(#)/N(0) = exp{—#/7 } to the results, where N ()
is the number of channels with lifetime longer than time 7, and 7 is the average lifetime (610 ms for
gA channels and 1410 ms for [D-Ala?,Ser’]gA channels). Experimental conditions as in Fig. 2.1.

Urry etal., 1984). Though the structural basis for these conductance variants remains
enigmatic, they somehow result from subtle experimental “artifacts” (Busath et al.,
1987). They will not be considered further here.

In addition to establishing that there is a single predominant channel conforma-
tion, electrophysiological and other functional studies provided important structural
constraints that were instrumental in establishing the subunit fold. Based upon the
channel’s permeability to alkali metal cations, H™ and water, and its impermeability
to urea (Hladky and Haydon, 1972; Myers and Haydon, 1972; Finkelstein, 1974), it
was concluded that the peptide backbone surrounds an aqueous pore with luminal
diameter ~4 A. Even among the B-helices, different folding patterns with ~4.4 and

37



Olaf S. Andersen et al.

~6.3 residues per turn are possible. The functional results allowed for refinement
of the originally proposed -helical structure (Urry, 1971), eventually leading to a
B%3-helical structure with ~6.3 residues per helical turn (Urry, 1972). Together with
results from gA-dependent conductance relaxations (Bamberg and Lauger, 1973),
single-channel experiments on modified gramicidins (Bamberg et al., 1977; Veatch
and Stryer, 1977; Cifu et al., 1992) and nuclear magnetic resonance (NMR) spec-
troscopy on labeled gramicidins (Weinstein et al., 1979, 1980), the constraints im-
posed by the physiological results established gA channels to be antiparallel SS B%3-
helical dimers. More details concerning the early structural and functional evidence
for this structure are summarized in Andersen and Koeppe (1992) and Andersen
et al. (1999).

The SS B%3-helical channel structure is remarkably resilient to a large variety
of single amino acid substitutions in the gA sequence (Mazet et al., 1984; Russell
et al., 1986; Durkin et al., 1990; Becker et al., 1991; Fonseca et al., 1992; Koeppe
et al., 1994a; Mattice et al., 1995; Koeppe and Andersen, 1996; Killian et al., 1999),
but see also Durkin et al. (1992) and Andersen et al. (1996). This structural resilience
makes gA channels valuable as prototypical channels.

2.3.2 Atomic Resolution Structure

The atomic resolution structure was determined by independent solution and solid-
state NMR experiments (Arseniev et al., 1986; Ketchem et al., 1997; Townsley et al.,
2001). Though the solution NMR studies were done on gA incorporated into sodium
dodecylsulfate micelles (SDS) and the solid-state NMR experiments were done on
gA incorporated into oriented dimyristoylphosphatidylcholine (DMPC) bilayers, the
results have converged to agreement upon one channel structure (Fig. 2.3). The
channel is an antiparallel formyl-NH-terminal-to-formyl-NH-terminal dimer (Cross
etal., 1999) formed by right-handed (RH), SS B%3-helical subunits, which are joined
by six intermolecular hydrogen bonds (Fig. 2.4). Minor differences between the re-
ported Protein Data Bank (PDB) structures, based on solid-state and solution NMR
(PDB:1MAG and PDB:1JNO, respectively), can be reconciled through molecular
dynamics analysis of the structures (Allen et al., 2003) and by considerations of de-
generate Trp side-chain conformations that satisfy the solid-state NMR data (Koeppe
et al., 1994b; Hu and Cross, 1995).

The intermolecular hydrogen bonds at the subunit interface that stabilize the
bilayer-spanning dimer in RH B%3-helices are formed between the L-residues in
the two subunits (Fig. 2.4); they are topologically equivalent to those of antiparallel
B-sheets. By contrast, the intramolecular hydrogen bonds that define the subunit fold
are topologically equivalent to those of parallel B-sheets (Urry, 1971). Apart from the
helix being right-handed, rather than left-handed, the structure is remarkably similar
to the one proposed by D.W. Urry more than 30 years ago (Urry, 1971, 1972).

An atomic resolution structure is available only for the gA dimer, not for the
nonconducting monomer. Small-angle x-ray scattering experiments on -BOC-gA
(He et al., 1994), with the formyl group replaced by a fert-butyloxycarbonyl moiety,
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Fig.2.3 Side and end views of the bilayer-spanning gramicidin A channel. The energy-minimized
structure represents a composite that is consistent with the several NMR-determined structures
(Arseniev et al., 1986; Ketchem et al., 1997; Townsley et al., 2001). The two subunits are shaded
differently. The formyl oxygens and indole NH’s are black. The four Trp indole rings cluster near
each membrane/solution interface. (A water molecule is shown for comparison.)

which destabilizes the ion-conducting dimer by some five orders of magnitude rel-
ative to gA, show that bilayer-incorporated monomers also fold into B%3-helices.
These monomers are imbedded in the bilayer with their (average) axis orientation
parallel to the bilayer normal.

Even though the gA channel weighs in at only ~4 kDa, the results in Figs. 2.1—
2.3 show that gA channels have the structural and functional definitions expected
for more complex membrane proteins. These combined features continue to put gA
channels in a class of their own. In fact, the current transitions in Fig. 2.1 show less
“excess noise” than the current transitions observed in channels formed by integral
membrane proteins, e.g., KcsA channels (Nimigean and Miller, 2002) or Ca®*-
activated potassium channels (Park et al., 2003). With gramicidin channels, one
therefore can with some certainty relate the measured function to a specific, albeit
dynamic (Allen et al., 2003), structure. Gramicidin channels should be considered
to be miniproteins!

2.3.3 Importance of the Tryptophans for Channel Structure

The four Trp residues in each subunit are important determinants of the channel fold
because the indole NH groups seek to form hydrogen bonds to polar residues at the
bilayer/solution interface (O’Connell et al., 1990), which would favor SS over DS
conformers (Durkin et al., 1992). The propensity for Trp to avoid the bilayer center
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Fig.2.4 Hydrogenbond organization in the membrane-spanning, right-handed B%3-helical dimer.
The intramolecular hydrogen bonds that stabilize each $%3-helical subunit are denoted by ——. The
six intermolecular hydrogen bonds that stabilize the subunit interface are denoted by - - -. The
residues in each subunit are numbered; residues 2 and 3, which were modified in [D-AlaZ,Ser’]gA
are in bold.

is further highlighted by the very short lifetimes of channels formed by gramicidins
that have N-formyl-Trp' instead of N-formyl-Val' (Mazet et al., 1984). Indeed, the
conformational plethora observed in organic solutes shows that the intrinsic gA
folding preference is to form intertwined DS structures in which the Trp residues
are distributed along the dimer surface (Fig. 2.5).

In a lipid bilayer or bilayer-like environment, nevertheless, the folding prefer-
ence becomes dramatically altered, driven by the energetic necessity to rearrange
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Fig. 2.5 Side views of two antiparallel DS gA conformers crystallized from organic solvents.
(A) The 7’2 structure, with 7.2 residues per helical turn, crystallized from CsCl/methanol or
from acetic acid, PDB:1AV2 (Burkhart et al., 1998). (B) The > structure, with 5.6 residues per
helical turn, crystallized from ethanol, PDB:1ALZ (Langs, 1988). As in the $%3-helical structure
in Fig. 2.3, the two subunits are shaded differently, and the formyl oxygens and indole NH’s are
black. In contrast to Fig. 2.3, the Trp indole rings in the DS structures do nof cluster near the ends
(the membrane/solution interfaces), but are distributed quite evenly along the dimer.

the Trp indole rings (cf. Figs. 2.3 and 2.5). When the DS conformers encounter lipid
bilayer membranes, they unfold/refold into the Trp-anchored SS structure in Fig. 2.3
(Andersen et al., 1999). In electrophysiological single-channel experiments, the con-
ducting channels form by the transbilayer dimerization of two nonconducting (3%3-
helical) subunits (O’Connell et al., 1990)—as opposed to a direct interconversion of
nonconducting DS dimers to conducting SS dimers. In this 33-helical conforma-
tion, the seemingly very hydrophobic (Segrest and Feldmann, 1974) gA molecules
cross lipid bilayers poorly (O’Connell et al., 1990)—providing further evidence for
the importance of the hydrogen bond-stabilized anchoring to the bilayer/solution
interface.

The preference to fold into SS channels in lipid bilayers, and in bilayer-like en-
vironments, arises from the energetic penalty associated with burying the Trp indole
rings in the bilayer hydrophobic core, as observed initially with [Trp']gA (Mazet
etal., 1984). Furthermore, gA analogues with multiple Trp— Phe substitutions form
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Fig. 2.6 Trp indole ring geometry with the positions of deuteration numbered; after Pulay et al.
(2005). The indole ring geometry was determined from ab initio calculations and experimental
2H-NMR spectra (Koeppe et al., 2003). A critical geometric feature is the 5.8° angle of the C2—?H
bond with respect to the normal to the ring bridge.

a variety of DS structures in lipid bilayers (Salom et al., 1995, 1998; Rawat et al.,
2004). These DS conformers generally are nonconducting, although some special-
ized combinations of Trp— Phe substitutions together with changes in backbone
length and side-chain stereochemistry can lead to the formation of DS conducting
channels (Durkin et al., 1992).

The interfacial localization of Trp, and Tyr, in gA channels seems to be a general
characteristic of membrane proteins (Schiffer et al., 1992; Cowan and Rosenbusch,
1994; Killian and von Heijne, 2000). The organization of Trp and Tyr residues in
integral membrane proteins presumably is due to the same energetic principles that
have been deduced from the detailed analysis of gA channels.

The characterization of the orientations and dynamics of the Trp indole rings
has been facilitated by solid-state 2ZH-NMR spectra from gramicidins with labeled
tryptophans, which have been incorporated into oriented multilayers (Cross, 1994;
Davis and Auger, 1999). In addition to providing information about the dynamics of
the gramicidin channels, these studies also have led to an improved understanding of
the indole ring geometry—specifically the C2—H bond angle (Koeppe et al., 2003).
Ab initio calculations, together with analysis of experimentally observed quadrupolar
splittings from 2H-NMR spectra, have converged to reveal that the indole C2—H bond
makes an angle of 5.8° with respect to the normal to the bridge between the 5- and
6-membered rings (Fig. 2.6) (Koeppe et al., 2003).

Further calculations have established all of the tensor elements of the electric
field gradient for each carbon—deuterium bond in the ring of deuterated 3-methyl-
indole (Pulay et al., 2005). The off-bond tensor elements permit one to calculate
an asymmetry parameter m = (|Vyy| — [Vi|)/| V| for each position on the indole
ring. These asymmetry parameters in turn allow for improved descriptions of the
average orientation and dynamics of each of the four Trp indole rings that anchor
gA channels in their transmembrane orientation (Fig. 2.3), which in turn allows
for detailed descriptions of not only the average orientations but also the dynamics
of backbone and side chains (Pulay et al., 2005). These developments could be
implemented because of the unique advantages conferred by gA, and they have
implications for understanding the average orientation, dynamics, and functional
role(s) of Trp residues in integral membrane proteins.
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At the NMR time scale, the bilayer-spanning gramicidin channels have their
pore axes remarkably parallel to the bilayer normal (Nicholson et al., 1987; Cornell
et al., 1988; Killian et al., 1992). From solid-state NMR spectra, the average wob-
ble is zero and the principal order parameter is 0.93 (Separovic et al., 1993). The
outer pair of Trp residues (#13 and #15) have principal order parameters identi-
cal to the backbone order parameter (Pulay et al., 2005). The inner pair of Trp
residues (#9 and #11) wobble only slightly more than the backbone (Pulay et al.,
2005). Additionally, there may be rapid transitions of Trp’ between different “con-
ventional” rotamer positions (Allen et al., 2003). The four Val side chains likewise
occupy canonical rotamer positions, with two rigid and two hopping (Lee et al.,
1995). Two rotamers have been modeled for Trp® in lipid bilayers (Koeppe et al.,
1994b; Ketchem et al., 1997), one of which is similar to the dominant rotamer in
SDS micelles (Arseniev et al., 1986; Townsley et al., 2001). As shown by MD anal-
ysis of the Ketchem et al. and the Townsley et al. structures (Allen et al., 2003),
both Trp’ rotamers are compatible with a variety of solid-state NMR measurements.
A weighted average, with rapid interconversion between the rotamers, is compat-
ible with not only MD simulations but with fluorescence results that suggest that
two of the Trps quench each other (Scarlata, 1988; Mukherjee and Chattopadhyay,
1994).

2.3.4 Importance of the Bilayer-Channel Hydrophobic Match

The shift in conformational preference between the polymorphic behavior in organic
solvents and the unique structure in lipid bilayers is but one example of environment-
dependent folding. Because the conducting channels form by the transbilayer dimer-
ization of two nonconducting subunits (Fig. 2.7), the preference to fold into SS
B%3-helical dimers, for example, depends on the hydrophobic “match” between bi-
layer thickness and channel length (Greathouse et al., 1994; Mobashery et al., 1997;
Galbraith and Wallace, 1998).

Specifically, if the length of the channel’s hydrophobic exterior (/) is much
greater (Greathouse et al., 1994) or much less (Mobashery et al., 1997; Galbraith
and Wallace, 1998) than the average hydrophobic thickness of the unperturbed host
bilayer (dy), then gA may fold into structures other than the standard SS $%-helical
dimers.

This bilayer thickness-dependent folding preference arises because: first, the
energetic cost associated with exposing hydrophobic residues to water (Kauzmann,
1957; Tanford, 1980; Engelman et al., 1986; Dill, 1990; Sharp et al., 1991; White and
Wimley, 1999) is substantial, varying between 2.5 and 7.5 kcal mol~! nm~2) (Dill
et al., 2005); and second, lipid bilayers are not just thin sheets of liquid hydrocarbon,
stabilized by the polar head groups, but liquid crystals with well-defined material
properties. Fully hydrated, liquid-crystalline phospholipid bilayers are elastic bodies
with volumetric compressibility moduli that are of the order of ~10° N m~2 (Liu
and Kay, 1977; Tosh and Collings, 1986)—one to two orders of magnitude less than
the moduli for globular proteins in water (Gekko and Noguchi, 1979). Because lipid
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Fig. 2.7 gA channels form by the transbilayer dimerization of two RH, SS B%3-helical sub-
units. Top: schematic representation of the kinetics of channel appearance/disappearance (as-
sociation/dissociation). Bottom: the associated current signals. When the channel’s hydropho-
bic length (/) differs from the average thickness of the unperturbed bilayer hydrophobic core
(dp), channel formation will be associated with a bilayer deformation, which can be decomposed
into the compression (with energy density (K,/2) - (2u/d,)?) and bending (with energy density
(K¢/2) - (V?u — ¢;)?) of the two bilayer leaflets (Huang, 1986), where K, and K, denote the bilayer
compression and bending moduli and 2u the local bilayer deformation.

bilayers are more flexible than the imbedded proteins (see below), the host lipid
bilayer will deform whenever the hydrophobic length of a bilayer-spanning protein
differs from the average thickness of the unperturbed bilayer (Owicki et al., 1978;
Mouritsen and Bloom, 1984), cf. Fig. 2.7.

In principle, both the bilayer and the protein will deform in response to a
hydrophobic mismatch, dy # . In practice, the proteins can be approximated as
being rigid bodies because lipid bilayers are very soft materials. The area expansion
moduli (K,) for liquid-crystalline phospholipid bilayers are ~250 mN m~' (Rawicz
et al., 2000), and the bilayer hydrophobic thickness is ~3 nm (Lewis and Engelman,
1983; Simon and McIntosh, 1986; Rawicz et al., 2000) meaning that the moduli for
bilayer thickness compressibility, which is given by K, /dj is ~10~8 Nm~2, cf. Evans
and Hochmuth (1978). That is, lipid bilayers are 100- to 1000-fold softer than the
imbedded proteins. Because lipid bilayers are so soft, the bilayer/solution interface
undergoes substantial thermal fluctuations (Wiener and White, 1992), which involve
the local movement of individual phospholipid molecules, as well as more global
bilayer undulations and peristaltic motions (Wiener and White, 1992; Lindahl and
Edholm, 2000). The bilayer/solution interface thus is “fuzzy”; but the average bilayer
thickness, which is relevant here, is a well-defined parameter.

The bilayer thickness-dependent folding arises because a bilayer deformation
has an associated energetic cost, the bilayer deformation energy (A Ggef) (Huang,
1986), which contributes to the overall free energy change (AG?)) associated with
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the gA monomer<>dimer equilibrium (Fig. 2.7):

ki
M+Ms=D
k_

Scheme |

where M and D denote the nonconducting monomers (one in each bilayer leaflet)
and conducting dimers, respectively. The dimerization constant (K p) is given by

o _ ki _ D ~AGY, ~ (4G +84GY7) o
= — = = € = y .

P T IME T e | T ke T

where A Ggmt denotes the free energy contributions that arise from the channel (pro-

tein) per se, kg Boltzmann’s constant, 7 the temperature in Kelvin, and [M] and
[D] the mole-fractions of gA monomers and dimers in the bilayer. The AAGYP
contribution to AGY arises from the cost of the bilayer compression and monolayer
bending that occur when the bilayer-spanning dimer forms (Huang, 1986; Nielsen
and Andersen, 2000), cf. Fig. 2.7. For any conformation of a bilayer-spanning pro-
tein the standard free energy of the protein-induced bilayer deformation (A Ggef is

given by

o0
AGgef:/ {Ka-(Zu/d0)2+Kc.(Vzu_CO)Z} cqa-dr

ro

o0
—/ Ko (V*u —c¢o)® -m-dr, (2.2)
ro

where 7 is the channel radius, K, and K. the bilayer compression and bending
moduli, 2u the local channel-bilayer mismatch (v = (d — [)/2, where d is the local
bilayer thickness, is the local monolayer deformation) and ¢ the intrinsic (or spon-
taneous) monolayer curvature (Gruner, 1985). Eq. 2.2 can be expressed as (Nielsen
et al., 1998; Nielsen and Andersen, 2000; Lundbzk et al., 2004):

AGS. = Hg - (dy —I)* + Hx - (do — ) - co + Hc - ¢2, 2.3)

where the coefficients Hg, Hyx, and H¢ are functions of K,, K., dy and ry (Nielsen
etal., 1998). The thickness-dependent conformational preference thus arises because
AGY,; varies as a function of (dy — [)*. As |dy — | increases, the energetic penalty
for inserting a bilayer-spanning SS dimer increases, eventually becoming so large
that other conformers, including various DS structures, become favored (Greathouse
et al., 1994; Mobashery et al., 1997; Galbraith and Wallace, 1998).

Given this context, the RH, SS B%3-helical (dimer) conformation is remark-
ably robust: it is preserved in bilayers with acyl chain lengths varying between Cj
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Fig.2.8 CD spectroscopic “signatures” for the channel conformation of gA in Di-C,,-PC bilayers,
and for the nonchannel (intertwined, DS) conformation in Di-C¢-PC micelles. Adapted from
Greathouse et al. (1994).

and C,g.; (Cornell et al., 1989; Greathouse et al., 1994; Mobashery et al., 1997;
Galbraith and Wallace, 1998), and even in sodium dodecyl sulfate (SDS) micelles
(Arseniev et al., 1986; Townsley et al., 2001; Allen et al., 2003). Fig. 2.8 shows
the characteristic circular dichroism (CD) signatures for gA incorporated into di-
Cjo-phosphatidylcholine (DCoPC), where it is in the RH, SS B®3-helical channel
conformation, and into DC¢PC, where it is in a DS conformation.

2.3.5 Structural Equivalence of gA Mutants

Not only is the channel structure remarkably stable and well-defined, but the basic
fold and peptide backbone organization also do not vary when the amino acid se-
quence is varied (as long as the alternating L-D-sequence, and the aromatic—aliphatic
organization in the carboxy-ethanolamide half of the sequence, are maintained).

To test whether a mutant gramicidin, e.g. [D-Ala?,Ser’]gA, forms channels that
are structurally equivalent to the native gA channels, one can exploit the following
features (Durkin et al., 1990): first, gA channels are symmetric, antiparallel dimers
formed by the transmembrane association of nonconducting, 3%3-helical subunits
residing in each leaflet of the bilayer (Fig. 2.7); and second, gA analogues usually
form only a single channel type. Then, if two different gA analogues (A and B) form
symmetric, homodimeric (AA and BB) channels that have the same structure, mean-
ing the same peptide backbone fold, one should be able to observe the formation of
asymmetric, heterodimeric (AB and BA) channels (Veatch and Stryer, 1977; Durkin
et al., 1990, 1993). If the AA and BB channels differ in their current transition am-
plitudes, the heterodimeric (AB or BA) channels would be expected to have current
transition amplitudes in between those of the homodimeric AA and BB channels. In
general, if the potential of mean force for ion movement through the heterodimeric
channels is asymmetric, which almost invariably is the case, the current in the A—B
direction will differ from the current in the B— A direction. (In the limit where the
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Fig. 2.9 Structural equivalence of gA and [D-Ala?,Ser’]gA channels. Left: current transition
amplitude histogram obtained when [D-Ala?,Ser’]gA and gA both were added to both sides of a
lipid bilayer. The four peaks represent (labeled from left to right): SL (symmetric low conduc-
tance) denotes [D-Ala?,Ser’]gA homodimers (at ~1.9 pA); HL (hybrid low conductance) denotes
[D-Ala?,Ser’]gA/gA heterodimers (at ~2.2 pA); HH (hybrid high conductance) denotes gA/[D-
Ala?,Ser’]gA heterodimers (at ~2.5 pA); and SH (symmetric high conductance) denotes gA
homodimers (at ~2.9 pA). Right: lifetime distributions for the heterodimeric [D-Ala?,Ser*]gA/gA
and gA/[D-Ala?,Ser’]gA channels. The interrupted curves are fits of N(¢)/N(0) = exp{-t/7} to
the results, where N(¢) is the number of channels with lifetime longer than time ¢, and 7 is the
average lifetime (770 ms for [D-Ala?,Ser’]gA/gA channels and 750 ms for gA/[D-Ala?,Ser’]gA
channels). Experimental conditions as in Fig. 2.1.

applied voltage (V) — 0, the current, or more precisely the conductance, will be the
same in the two directions.)

Figure 2.9 shows results from an experiment with the wild-type gA and the
[D-Ala?,Ser*]gA analogue.

In the current transition amplitude histogram (Fig. 2.9A), there are four peaks.
In addition to the symmetric gA/gA and [D-Ala?,Ser’]gA/[D-Ala?,Ser*]gA peaks (at
~2.9and ~1.9 pA, respectively), which can be identified by comparison to the results
with just a single gramicidin (Figs. 2.1 and 2.2), there are two new peaks (at ~2.2
and ~2.5 pA, respectively). These new peaks represent the [D-Ala?,Ser’]gA/gA and
gA/[D-Ala?,Ser’]gA heterodimeric channels, respectively. The identities of the het-
erodimers were determined by adding [D-Ala?,Ser*]gA to only side of a bilayer and
gA to only the other side, which defines the orientation of the heterodimeric channels
because the gA and gA analogues cross lipid bilayers very poorly (O’Connell et al.,
1990; Fonseca et al., 1992).

Formally, heterodimer (hybrid channel) formation can be described as the in-
terconversion between two symmetric homodimeric channel types (AA and BB) and
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the corresponding asymmetric heterodimeric channel types (AB and BA), cf. Durkin
et al. (1990):
AA +BB = AB + BA.
Scheme 11

The equilibrium constant (K) for heterodimer formation is given by (Durkin et al.,
1993)

[AB] - [BA]
= A en (2.4)

[AA] - [BB]

and the standard free energy for heterodimer formation (AAGY) is defined as
kg T Kap - K
AAGoz—@TJmK}z_EL-l{JE—Jﬁ}
2 Kaa - KB

_ (AG + AGR)) — (AGR, + AGRy) 25

2

where Kap and AGY; denote the association constant and standard free energy
of formation for AB (the reaction A + B = AB), and so on. (The factor 1/2 arises
because we wish to measure AAG® per mole of heterodimer, or subunit interface,
cf. Durkin et al., 1990, 1993.)

The time-averaged “concentration” (channels/bilayer area) of AB is given by:

[AB] = faB - TaB: (2.6)
where fag(= kas - [A] - [B]) and Tag(= 1/ k_paB) denote the channel appearance rate

and lifetime, and kag and k_ag are the association and dissociation rate constants.
AAG" thus can be expressed in terms of experimental observables as

AAGY — _ ksT ‘I { (faB - TAB) - (fBA - ’TBA)} ' 27

(faa - 7an) - (fBB - TBB)

The activation energy for heterodimer formation relative to the symmetric channels
(AAG%) can be defined (and determined) by a reasoning that parallels the above:

AAG} =

kT n { faB - fBA } _ 2.8)

2 Jfaa - fBB

IfAA Gf = 0, there are no subunit-specific barriers to the formation of heterodimers,
as compared to homodimers (Durkin et al., 1990, 1993), meaning that the different
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subunits have the same fold. In this case, the distribution between the AA, BB, AB,
and BA channels will be given by (Durkin et al., 1993):

JaB - fBA = faa - fBB. (2.9

If also AAG® = 0, there are no subunit-specific interactions between the different
subunits in the bilayer-spanning dimers, meaning that AA and BB are structurally
equivalent (Durkin et al., 1990, 1993).

The relative heterodimer appearance rates in Fig. 2.9 conform to the predictions
ofEq.2.9,as fas - fBa/(faa - fBB) = 0.96 (or AAGfL ~ 0 kcal mol~!). We therefore
conclude that the Ala— Ser (and Gly— D-Ala) substitutions are well tolerated within
the B%3-helical fold. Similar results have been obtained with many other gA mutants
(Mazet et al., 1984; Durkin et al., 1990; Becker et al., 1991; Fonseca et al., 1992;
Durkin et al., 1993; Jude et al., 1999), and the approach has been verified by solution
NMR (Mattice et al., 1995; Sham et al., 2003).

Even though AAG% ~ 0 kcal mol~!, AAG® may be different from 0 kcal
mol~!. If AAG? is positive, there may be a strain at the subunit interface (Durkin
et al., 1990, 1993); to relieve this strain the heterodimeric channels may switch
between different conductance states (Durkin et al., 1993), and may even exhibit
voltage-dependent transitions between closed and open channel states (Oiki et al.,
1994, 1995).

In the case of gA and [D-Ala?,Ser’|gA, AAG? is positive (~0.25 kcal mol~!)
because the heterodimeric channel lifetimes (Fig. 2.9) are less than would be pre-
dicted from the lifetimes of the homodimeric channels (Fig. 2.2) in the absence of
subunit-specific interactions: Tag - Tsa/(Taa - T88) = 1. The modest (relative) desta-
bilization of the heterodimeric channels can be understood by examination of the
gA channel structure. Because residue 3 in subunit A is in close proximity to residue
3 in subunit B (Fig. 2.10), the homodimeric [D-Ala?,Ser’]JgA channels may be sta-
bilized by hydrogen bond formation between the subunits—a bond that cannot be
formed in the heterodimeric channels. The well-defined gA channel structure thus
allows for quantitative studies on the interaction between amino acid residues at the
channel/bilayer interface.

2.4 Channel Function

gA channels are water-filled pores that span lipid bilayers to catalyze selective ion
movement across the membrane. The small pore radius restricts ions and water to
move in single file through the pore (Levitt et al., 1978; Rosenberg and Finkelstein,
1978); but the rate of ion movement through the channels is large enough to allow
for single-channel measurements to be done over a wide range of permeant ion con-
centrations and potentials (Hladky and Haydon, 1972; Neher et al., 1978; Andersen,
1983a; Cole et al., 2002). Because gA channels are seemingly ideally selective
for monovalent cations (Myers and Haydon, 1972), single-channel measurements
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Fig.2.10 Side view of the bilayer-spanning gramicidin A channel. The energy-minimized struc-
ture is the same as in Fig. 2.3, but turned 180° along the channel axis. The black atoms are the
Ala® side-chain hydrogens on the respective subunits.

provide direct information about the net cation flux through the channel, meaning
that it is possible to elucidate the kinetics of ion movement through the channel from
current—concentration—voltage studies (see below). It is in this context important
that: first, the B%>-helical channel conformation does not vary as function of the
permeant ion type or concentration (Wallace et al., 1981; Katsaras et al., 1992; Tian
and Cross, 1999); and second, the current through gA channels usually has little
“excess” noise (cf. Fig. 2.1, where the SD of the current noise does not vary when
a channel appears/disappears). These features should ensure that one indeed can
relate function to the molecular structure and dynamics—and to use gA channels to
critically evaluate computational strategies for understanding ion channel and, more
generally, membrane protein function.

Before discussing the channels’ permeability properties in detail, it is instruc-
tive to compare the measured conductances to the predictions of the simplest model
of a water-filled pore, e.g., Hille (2001):

2
N 'Tl'-rp
8pred N7 - C - I (2.10a)
P
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where gpreq 18 the predicted single-channel conductance, A° the limiting equivalent
conductivity, C the permeant ion concentration in the bulk aqueous phase, 7, the pore
radius, and /;, the pore length. In this estimate, we neglect the access resistance to the
channel (Hille, 1968; Lauger, 1976; Andersen, 1983c¢), which becomes important at
low permeant ion concentrations (Andersen, 1983c¢).

For Na* permeation through gA channels (A, = 50.1 S cm? mol~! (Robinson
and Stokes, 1959), 1.0 M NaCl, 7, = 2 A and [, = 25 A), gprea & 250 pS according
to Eq. 2.10. Eq. 2.10 provides an overestimate, however; as noted by Ferry (1936), the
relevant radius is not the geometric pore radius, but the difference between the pore
and ion radius (7;), the so-called capture radius (7, ), because the ion centers are con-
strained to move within a relatively narrow column of radius r, — ;. Incorporating

this geometric constraint, the “corrected” gpred (g5mg) becomes

gcorr%)\o.clF‘T‘(”'p_ri)2

pred i — > (2. 1 Ob)
p

and g7 (in 1.0 M NaCl) becomes ~70 pS (rna =~ 0.95 A (Hille, 1975)). Because

corr

Zpred 18 only fivefold higher than the measured conductance (Fig. 2.2), the channel
cannot impose a major barrier for ion movement across the bilayer—a surprising
result, given the significant electrostatic barrier associated with traversing the low
dielectric constant bilayer hydrophobic core (Parsegian, 1969; Levitt, 1978). Even
more surprising, in 1.0 M CsCl (rcs ~ 1.63 A), 8pred ~ 13 pS, which is almost
fourfold less than the measured conductance of 50 pS. The channel has a higher
conductance than the equivalent column of water!

That is, though gA channels are water-filled pores, they are not just water-filled
pores. Even in the absence of a kinetic analysis of ion movement, one may conclude
that favorable, short-range ion-channel interactions effectively compensate for the
electrostatic barrier for ion movement through the low-dielectric bilayer core—such
that the overall energetic barriers for ion movement are small (only a few kg T').

2.4.1 Cation Binding in Gramicidin Channels

The low-dielectric bilayer hydrophobic core imposes a large electrostatic barrier for
the transmembrane movement of alkali metal cations (Neumcke and Léauger, 1969;
Parsegian, 1969).! Ion channels, and other membrane proteins, lower this barrier by

! The magnitude of this barrier can be estimated from the Born approximation for the free energy
of transfer (AGY,,.) for transferring an ion of valence z and radius #; from a bulk phase of dielectric

constant €, to another bulk phase of dielectric constant €, (Finkelstein and Cass, 1968; Parsegian, 1969):
(zeo)? 1 1
AG?ranskg—_' - - ]
B IR T ) & €1

where ¢ is the elementary charge and € is the permittivity of free space. The Born expression over-
estimates, cf. (Bockris and Reddy, 1970, Ch. 2), and provides only a rough estimate of the energies
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Fig. 2.11 Position of ion binding sites in gramicidin channels. Top: electron density profiles for
TI*, with maxima at 9.6 & 0.3 A from the channel center (the maximum for K* is at the same
position), and Ba?t, with maxima at 13.0 £+ 0.2 A from the channel center. Redrawn after Olah
et al. (1991). Bottom: schematic representation of the RH, SS B%3-helical dimer drawn on the
same scale as the top panel.

providing a local environment with a higher dielectric constant (Parsegian, 1969;
Levitt, 1978; Jordan, 1981), but the electrostatic barrier is still ~10 kg7 (Jordan,
1981)—far too high to be compatible with the measured conductances. Efficient ion
movement through gA channels depend on ion solvation by the pore-lining residues
and the single file of pore water (Andersen and Procopio, 1980; Mackay et al., 1984;
Allen et al., 2004a). Indeed, the free energies of transfer of small monovalent cations
from water to formamide or dimethylformamide are negative, whereas they are
positive for small monovalent anions (Cox et al., 1974). Not surprisingly, therefore,
monovalent alkali metal cations bind with surprisingly high affinity to the channel
and, even though there are no residues that form specific binding sites, the ions
tend to be localized to delimited regions, or “binding sites.” Fig. 2.11 shows the
electron density profiles for TI* and Ba?>* based on x-ray scattering experiments on
gA incorporated into oriented DMPC multilayers (Olah et al., 1991).

For both Ba>* and T1™, there are two major binding sites, with no significant ion
occupancy outside these two sites. As would be expected from the Born expression
(Footnote 2), the Ba?™ sites are located furthest away from the channel center, at
the channel entrance; the TI* sites are 3 A deeper within the pore—within the

involved, ~70 k5 T for moving a monovalent ion of radius 1 A from water (¢ = 80) to a bulk hydrocarbon
(e~2).
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Fig. 2.12 The kinetic steps involved in ion movement through gA channels.

single-filing region. (The mono- and divalent cation binding sites also have been
characterized by solution NMR on micelle-incorporated gA (Urry etal., 1982, 1989;
Jing et al., 1995; Jing and Urry, 1995) solid-state NMR on gA in oriented DMPC
bilayers (Tian and Cross, 1999). The results obtained with these different methods
are in reasonable agreement.)

2.4.2 Discrete-State Kinetics of Channel-Catalyzed Ion Movement

Based on the preceding arguments, and the results in Fig. 2.11, ion movement through
a gramicidin channel can be decomposed into the following steps (Fig. 2.12): ion
entry—diffusion to channel entrance and association with the pore (dehydration
and resolvation by polar groups in the pore wall); translocation through the chan-
nel interior; and ion exit—dissociation from the pore (desolvation/rehydration) and
diffusion out into the other bulk solution.

This decomposition of the ion transfer into a series of discrete steps is an
approximation because each step represents an electrodiffusive barrier crossing; yet
it summarizes the essential features of channel-mediated ion permeation. Features
that also can be deduced by inspection of the potential of mean force (PMF) for
ion movement through the channels (see Section 2.5). Figure 2.12 thus serves as a
convenient reference for the analysis of experiments on channels formed by gA and
amino acid-substituted gA analogues.

Figure 2.11 shows the existence of two major ion binding “sites,” with little
occupancy outside of these sites, but not whether they are occupied simultaneously.
It thus becomes necessary to consider a hierarchy of kinetic models when modeling
ion movement through gramicidin channels. In the simplest case, the ion movement
can be described in terms of transitions among three different states: 00, in which
there is no ion in the pore; |0, in which there is an ion in the left “binding site”; and
0l, in which there is an ion in the right “binding site.” Moreover, the transit time
between these states is short compared to the residence times. In this case, the kinetic
model for ion permeation becomes a three-barrier-two-site-one-ion (3B2S11) model
(Scheme I1I).
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Scheme II1
The (voltage-dependent) rate constants for the interconversions between the different

states are denoted as k! (where the super- and subscripts denote the initial and final
states, respectively), and the kinetic equations associated with Scheme III become:

de(tOO) (kl%o [|]1+k0|0‘[|]r> - W (00) + kgg - W (10) + kg - W (OI)
TV (ki3 +K8) - 1 10) + 42 11 W 00 + K3 - @) 211
d”;io') — (kS + K) - W O + K82 -, - W (00) + K - W (10)

subject to the conservation:
W (00) + W (10) + W (Ol) =1, (2.12)

where W (00), etc., denotes the probability of being in the state 00, etc. In the steady
state, which is of interest here,
w(00) w(0) w0l
dt — dt  dt

=0 (2.13)

and Egs. 2.11-2.13 can be solved algebraically or by the graph-theoretical method
of King and Altman (1956). The flux (j) through the channel is given by

j=kg-w(0)— k% - w (Ol
_ kg’ ko koo - [ — kv - Kig - kg - [1]:
DD ’

(2.14)

where the flux from left to right is positive and DD is given by, cf. Andersen (1989)
DD = 8+ 48 K8 + 48343
KR 10 (KD + K + 43D 2.15)
+kgp - 11, - (kg? + kY + k},%)
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with the rate constants subject to the constraint imposed by detailed balance, e.g.,
Amdur and Hammes (1966), which for monovalent cation movement becomes:

95 _ 07 -

00 0l 70
kor - ko * koo ksT

where AV is the potential difference applied across the membrane (AV = V| — V).
Generally, the voltage dependence of the rate constants can be expressed as:

Ky = xif - f{(AV), (2.17)

where K# denotes the 0 mV value for the rate constant in question, which can be
determined from the PMF following Kramers (1940), see also Andersen (1989)
and Roux et al. (2004), and fff”(A V') its voltage dependence. For an ion channel
with equal permeant ion concentrations in the two aqueous phases, [I], = [I]. = [I],
there is no net flux at AV = 0, and the detailed balance constraint, Eq. 2.16, can be
expressed as

M =1 (2.18a)
Ko+ Kio * Koo
and
S (A1) Jof (A1) fog (AV) _ ieOIAV} (2.18b)
T (AV) - £ (AV) - fod (AV) keT |} '
The single-channel current (i) is given by e - J,
koo-klo‘kOI-l —k°°-k°'~k'°-|
i = e - 10 ol 00 []l 0l 10 00 []r, (219)

DD

and the single-channel conductance (g) is given by i /(AV — E), where E is the
equilibrium (or Nernst) potential for the ion, E = (kg T /ep)-In{[1])/[1]:} (where we
disregard activity coefficient corrections).

In the limit AV —0, and symmetric permeant concentrations, the single-
channel conductance—concentration (g—C) relation becomes

_ 8max * [I]
K+

g (2.20)
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For a symmetric channel (Kl%o = Kglo, etc.), the expressions for gy.x and K| become

2 10 70l

€ koi - koo
max — 7 . 2.21a
& ksT 2. (2- k9 +&3) ( )

and
klO

K = —9% . 2.21b
=7 e ( )

Though Eq. 2.20 provides a satisfactory fit of the g—C relation for Nat through
gA channels, with K; =0.20 M and gn.x = 15.8 pS (Andersen et al., 1995),
Scheme III does not provide a satisfactory description of the kinetics of Na™ move-
ment over an extended voltage range. More complex permeation models are called
for.

Indeed, the two cation “binding sites” (Fig. 2.11) can be occupied simultane-
ously (Schagina et al., 1978), such that it becomes necessary to extend Scheme III to
include also a kinetic state in which both sites are occupied (Il). The minimal kinetic
model for ion permeation thus becomes a three-barrier-two-site-two-ion (3B2S21)
model (Scheme IV):

00

ki Ky
[l

Scheme IV

The kinetic equations associated with Scheme IV can be solved algebraically, as
above, but it usually is simpler to solve the equations associated with complex
kinetic schemes using the King and Altman (1956) graph-theoretical approach, cf.
Hille and Schwarz (1978). For a symmetric channel in the limit V—0, the g—C
relation becomes (Heckmann, 1965; Urban et al., 1978; Finkelstein and Andersen,
1981):

@ [ ke - (koo + K9 - [17)

. , 2.22
kT Ky + [+ [P /Ky 2-(2-K0|+K00+K”-[|]) 222

g=
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where

10 |
2.
Ki= =% and Ky=—9 (2.23)
2Ky K

(the factors of 2 arise because an ion can enter an empty channel, 00, and leave a
double-occupied channel, |l, from either side). The second term in Eq. 2.22 denotes
the probability of finding the channel in a single-occupied state, W(l10) + W(0l),
which reaches a maximum when [l] = /K| - Kj;; the third term keeps track of tran-
sitions in single-occupied channels, it reaches the limiting value K(')? /4 as[l] - oo.

As evident by inspection of Egs. 2.20-2.21 and Eqs. 2.22-2.23, g—C relations
do not impart sufficient information (independent parameters) to allow for the deter-
mination of all the underlying rate constants in Schemes I1I and I'V. For both schemes,
however, it is possible to determine all the rate constants (and their associated voltage-
dependent terms) from an analysis of the current—concentration—voltage (i—C—V")
relations. In the case of Scheme 1V, it even is possible to determine the 0 mV values
for the rate constants by measuring the g—C relation and the correlation factor ( f),
which is defined as the ratio between the channel’s equilibrium (or net) permeability
coefficient (p) and the tracer permeability coefficient (p|’), cf. Heckmann (1972).
The equilibrium and tracer permeability coefficients are given by (Finkelstein and
Andersen, 1981; Andersen, 1989):

p=tl 8 _ 1 o (igo + <y - [1) 2.24)
e [ K+M+0P/Ki 22w+ xS +x§ 1)
and
. 1 kot - (2 ko + iy - [11)
pr= 2 : 0, ol ol J (2.25)
Ki+ [+ /K 2-(2- 2k +xge) + xj' - [11)
such that the correlation factor becomes:
_ 2wtk 1 2 kg g+ ki - L] ' (2.26)
P kO + kI 222k + k) + 8- 1]

In single-occupied channels (Scheme I1I), Kl(l" = 0and f = 1, that is, measuring the
tracer permeability coefficient does not provide additional information. In double-
occupied channels, 0.5 < f < 1, and f approaches 1 as [I]—0 or [I]—oc0. In this
case there should be sufficient information to determine all the underlying rate
constants—unless K(')? < K&I) in which case f ~ 1.

Even Scheme IV needs to be enhanced, however, because the diffusional en-
try step (Fig. 2.12) constitutes a significant barrier to ion movement through gA
channels (Andersen, 1983c¢). Diffusion limitation (DL) becomes important because
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incoming ions must “hit” the pore entrance rather precisely—meaning that the chan-
nel is “hidden” behind a diffusion resistance. The existence of this diffusion limi-
tation will complicate the mechanistic interpretation of structure—function studies
because one may not be able to discern the “true” consequences of a sequence sub-
stitution. In addition to this complication, a potential difference applied across the
bilayer (and channel) will change the interfacial ion concentrations. This interfacial
polarization (IP) will in its own right have an impact on ion movement through
the channel (Andersen, 1983b), which becomes increasingly important as the ionic
strength (or permeant ion concentration) is reduced. When the 3B2S21 kinetic model
is enhanced to incorporate both diffusion limitation and interfacial limitation, the
resulting 3B2S2I(DL,IP) model provides an acceptable, discrete-state, kinetic de-
scription of ion permeation through gA channels (see Section 2.4.3).

2.4.3 Ion Permeation through gA Channels

The amino acid side chains do not contact the permeating ions, but the gA channels’
permeability properties are modulated by amino acid substitutions throughout the
sequence (Bamberg et al., 1976; Morrow et al., 1979; Heitz et al., 1982; Mazet
etal., 1984; Russell et al., 1986; Koeppe et al., 1990): nonpolar— polar substitutions
in the formyl-NH-terminal half of the sequence tend to reduce the conductance;
polar—nonpolar substitutions in the carboxy-ethanolamide half tend to reduce the
conductance. The primary mechanism by which amino acid substitutions alter the
ion permeability appears to be electrostatic interactions between the permeating ions
and the side chain dipoles (Mazet et al., 1984; Koeppe et al., 1990; Andersen et al.,
1998; Busath et al., 1998).

The kinetics of ion movement through gA channels have been studied using
single-channel measurements in glycerolmonoleate (Neher et al., 1978; Urban et al.,
1980; Busath et al., 1998; Cole et al., 2002) or DPhPC (Becker et al., 1992) bilayers.
Figures 2.13 and 2.14 show results obtained in DPhPC/n-decane with Na™ as the
permeant ion, as well as the fit of the 3B2S2I(DL,IP) model to the results.

The data span a large range of voltages and concentrations. One needs such
a large data set to evaluate discrete-state kinetic models—as well as more detailed,
physical descriptions of ion movement through a channel—because the i — V rela-
tions are fairly linear. That is, the individual data points are highly correlated, such
that the information content per point is limited. It is particularly important to have
results at high potentials (at both low permeant ion concentrations, where the ion
entry step is rate limiting, and high permeant concentrations, where ion exit becomes
limiting).

When [Na*t] < 0.1 M or so, the i~V relations tend to level off toward a
voltage-independent limit as V' increases (Andersen, 1983c) because the rate of
ion movement becomes determined by the voltage-independent diffusion step
(Fig. 2.12). Yet, the unavoidable interfacial polarization causes the interfacial cation
concentration to increase at the positive channel entrance (Andersen, 1983b), such
that a bona fide voltage-independent limit is attained only in the limit where the ionic
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Figure 2.13 Current—voltage—concentration results for Na* moving through gA channels in
DPhPC bilayers and fit of the 3B2S2I(DL,IP) model to the results (the rate constants are listed
in Table 2.1). 25°C. O.S. Andersen and M.D. Becker, unpublished observations; from Andersen
et al. (2005) with permission.

strength (adjusted using inert salt, which does not permeate through or block the
channels) is much higher than the permeant cation concentration (Andersen, 1983b).
This limiting current allows for the determination of the diffusion-limited ion access
permeability (p), or rate constant (kp) (Hille, 1968; Hall, 1975; Lauger, 1976):

Po =21 Dyq - 10 (2.27a)
Ko = 271 - Dyaq - 7o - Na, (2.27b)
10 2M
<
g 8-
C
9 4 (]
5
O 6
< 5 05M
e |
[
g 4
[&]
i-’ 4
(@]
c 24
| M—’*" 0.1 M
0- ' ———t——t Tj70.01M
0.0 0.1 0.2 0.3 0.4 0.5
Potential/mV

Figure 2.14 Current-—voltage results for [Na*] between 0.01 and 2.0 M and fits of the
3B2S2I(DL,IP) model to the results. Results from Fig. 2.13; from Andersen et al. (2005) with
permission.
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where D,q is the ion’s diffusion coefficient and ry the channel’s capture radius
for the ion, which is equal to the difference between the effective pore and ion
radii, cf. Eq. 2.10b and Ferry (1936), and N5 Avogadro’s number. pj is ~1.8 x
10713 cm?.s~! for Nat and 3 x 107! cm?.s™! for the higher alkali metal cations,
corresponding to ko being ~108 M~!.s~! for Na* and ~2 x 108 M~!.s~! for the
higher alkali metal cations (Andersen, 1983c). These values are comparable to
diffusion-limited association rate constants in enzyme-catalyzed reactions (Eigen,
1974; Fersht, 1985). The diffusion-limited ion access permeability imposes an
upper limit on the single-channel conductance (Hille, 1968; Lauger, 1976):

e - po- [

, 2.28
2-ksgT (2.28)

8lim =

which in the case of 0.1 M Na™ is ~34 pS—only about than sevenfold higher than
the measured conductance (5.2 pS, Andersen, 1983a).

Assuming that the ion’s diffusion coefficient adjacent to the pore entrance
is equal to the bulk diffusion coefficient (which is questionable, see Konig et al.,
1994), the channel’s capture radius for the alkali metal cations is ~0.3 A (Andersen,
1983c). The small value of the capture radius provides for an estimate of an ion’s
thermal velocity (vg), because the ions’ overall collision rate with the pore entrance is
vy - 2T - ro2 - Cy, where (| is the ion concentration at the pore entrance. By contrast,
the diffusion-limited rate of ion/channel encounters is 2 - 7 - D - (Cy, — Cy), where
Cy, is the bulk ion concentration. When ry > 1 A, as is the case for diffusion-limited
reactions in bulk solutions, the diffusion-limited step is rate limiting. When r < 1 A,
the relative resistance imposed by the collision step becomes increasingly important
as ry decreases, which makes it possible to estimate v, to be ~10% cm s~! (Andersen
and Feldberg, 1996), as predicted by Einstein (1907).

When [Na®] > 1 M, the channel usually is occupied by at least one Na™,
the slope of i—V relations increases as V' increases (Fig. 2.13) because the rate of
ion movement in this case becomes determined by voltage-dependent transitions
within the pore (translocation and exit, Fig. 2.12) determine the overall rate of
ion movement. That is, by examining the i—V—C relations over a large range of ion
concentrations and applied potentials it is possible to “isolate” and explore the various
steps in ion movement through the pore—and to determine the underlying rate
constants. Table 2.1 summarizes results obtained with gA, as well as two Trp— Phe-
substituted gA analogues [Phe’]gA and [Phe!*]JgA. These analogues form channels,
structurally equivalent to gA channels (Becker et al., 1991; Jordan et al., 2005), with
conductances of 6 pS and 11 pS (in 1.0 M NaCl and 200 mV applied potential),
respectively, as compared to 15 pS for gA channels (Becker et al., 1991).

Though it is possible to determine all the rate constants in the kinetic scheme,
it is important to keep in mind what has been determined—rate constants. Attempts
to convert a set of rate constants to a so-called energy profile are fraught with
problems (Andersen and Koeppe, 1992; Andersen, 1999), and should be considered
unnecessary obfuscation.
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Table 2.1 Kinetics of Nat permeation through gA channels and
Trp— Phe substituted gA channels

Trp— Phe substitution

rate constant None Position 9 Position 15
ko M1 s71x107) 9 9 9

kY (M~ s71x107) 41 51 7

Koy (s7'x 107) 11 26 4.6

Ko (s7'x 10°) 7 23 4.7
kM s7Ix 107) 0.7 0.02 0.005
Ky (s71x107) 2.8 0.3 0.02

DPhPC/n-decane bilayers; 25°C.

The rate constants, apart from ko, are defined in Scheme IT and Eq. 2.5. The standard
deviations, determined from Monte Carlo-based error analysis (Alper and Gelb, 1990), are
less than 20%, usually less then 10%. From Becker et al. (1992).

The predicted Na™ affinities, and relative affinities for the first and second ion
that binds, are listed in Table 2.2. Note that even though the g—C relation (determined
in the limit '—0) could be fitted quite well by Eq. 2.20, the deduced ion-channel
dissociation constant (0.20 M) is higher than the dissociation deduced from the
complete kinetic analysis. Also, the ratio K(I)? / K(I)% is less than 1, meaning that the
correlation factor is close to 1.0. It is not possible to deduce all the rate constants
in the kinetic scheme from the g—C relation and concentration dependence of the
correlation factor.

To appreciate the channels’ affinity for Na*, it is useful to compare the Na*
mole-fraction (ny,) in the pore (nY, ), which has ~6 H,O molecules in the single-
filing stretch (Levitt et al., 1978; Rosenberg and Finkelstein, 1978; Allen et al.,

pore

2004a), to ny, in the bulk solution (n1X). At 0.14 M, nQ ~ 1/400, whereas n}, = ~
1/10 (corresponding to a 5 M solution) or ~40-fold higher than in the bulk solution.
Na™ therefore is preferentially solvated by the pore lining residues, as compared
to the solvation in bulk water! A similar conclusion can be drawn for other ion-

conducting channels (Andersen and Koeppe, 1992).

Table 2.2 Derived parameters for Na™ permeation through gA and
Trp— Phe substituted gA channels

Trp— Phe substitution

parameter None Position 9 Position 15
Ki (M) 0.14 0.25 0.32

Ky (M) 8 38 13
Ku/K, 58 150 39
K/ 0.02 0.004 0.007
Ker/ Koo 0.25 0.01 0.007

The entries are calculated based on the parameters in Table 2.1, using a Monte Carlo-
based error analysis, e.g. (Alper and Gelb, 1990).

61



Olaf S. Andersen et al.

2.4.4 Gramicidin Channels as Enzymes

Gramicidin channels, like other ion channels (and membrane proteins) catalyze ion
movement across a lipid bilayer by providing a reaction path that obviates the ion’s
passage through the lipid bilayer hydrophobic core per se. Gramicidin channels
therefore are enzymes, albeit members of a special class of enzymes in which no
covalent bonds are made or broken during the catalytic cycle. It now is possible
to estimate the channels’ catalytic rate enhancement, the rate of channel-mediated
ion movement (k.,) relative to the rate noncatalyzed movement through the bilayer,
keat/ knon (Wolfenden and Snider, 2001).

To a first approximation, kcai/knon can be equated with K /Ky w, where
K, /w and K, v denote the ion partition coefficients into the pore and into the bilayer
hydrophobic core, respectively, in the limit where the channel’s ion occupancy is < 1.
In this limit, one can determine K, from the preceding kinetic analysis: K, ~
nRn/mRK 2 102, Ky can be estimated to be ~10~!4 based on the conductance
(Go ~ 107° S cm~?) of unmodified bilayers in 1.0 M NaCl (Hanai et al., 1965) using
the relation (Hodgkin and Katz, 1949; Andersen, 1989):

(ze)*> Dp

Go = Na - B Kw
07 AT dy /

.C, (2.29)

where Dy, is the ion’s diffusion coefficient in the bilayer hydrophobic core (~107°
cm?.s~!, cf. Schatzberg, 1965). We thus find that the catalytic rate enhancement is
in the neighborhood of 10! to 10'¢, which is comparable to the rate enhancement
observed for conventional enzymes (Wolfenden and Snider, 2001).

2.4.5 Ilon—Ion Interactions May Be Water-Mediated

Tables 2.1 and 2.2 show that Ky;/K; > 1, indicative of repulsive ion—ion interac-
tions; but the ratio differs among the channels, suggesting that ion—ion interactions
within the doubly-occupied channels are not due solely to electrostatic interactions.
This conclusion is supported by examining the ratios of association and dissociation
rate constants for the first and the second ion entering (or leaving), the lower two
lines in Table 2.2. Both ratios are decreased—with the major decrease being in the
ratio of the association rate constants. This surprising result presumably means that
the water in the pore (being relatively incompressible) plays an important role in
mediating ion—ion interactions, see also Roux et al. (1995). It further suggests that
the pore water needs to be considered in Brownian dynamics (BD) simulations of
channel-catalyzed ion movement.

2.4.6 Importance of the Trp Residues for Ion Permeation

The four Trp residues at the pore entrance are important for both channel folding
and channel function. They are oriented with their dipole moments directed away
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from the channel center, the NH’s toward the aqueous solution (Arseniev et al.,
1986; Ketchem et al., 1997; Townsley et al., 2001), which will tend to lower the
central electrostatic barrier below that estimated using a structure-less dielectric
model (Jordan, 1984; Sancho and Martinez, 1991; Andersen et al., 1998).

Consistent with this idea, gA analogues with one or more Trp— Phe replace-
ments form channels with decreased ion permeabilities (Becker et al., 1991), see
Section 2.4.3. When all four Trp residues are replaced by Phe, the Cs* conduc-
tance is reduced sixfold (Heitz et al., 1982; Fonseca et al., 1992). The basis for the
reduced conductance appears to be a greatly reduced rate constant for ion transloca-
tion through the channel, K(')?, as deduced by Becker et al. (1992) and Caywood et al.
(2004), although the rate constant for ion entry also is reduced (Becker et al., 1992;
Fonseca et al., 1992). The latter could arise because the amphipathic indoles may be
able to move (a little) out beyond the hydrophobic membrane core, which could be im-
portant as an incoming ion sheds most of its hydration shell to become solvated by the
peptide backbone. The backbone deformation that is needed to optimize ion—oxygen
contacts (Noskov et al., 2004) will involve also side chain motions (Urry, 1973).

The changes in Na™ permeation through single Trp— Phe substituted grami-
cidins have been examined in detail (Becker et al., 1992); see Tables 2.1 and 2.2.
The kinetic analysis provides information about rate constants for ion translocation,
but no information about the absolute barrier heights (or well depths) of the free
energy profile for ion movement through the pore (Andersen, 1989, 1999). Such
information can be extracted only through an appropriate physical theory, such as a
hierarchical implementation of MD and BD simulations (Roux et al., 2004). Nev-
ertheless, it is possible to estimate the changes in barrier heights and well depths
as —kg T -In{kAnalogue/ Controll for each of the transitions along the reaction coordi-
nate (Andersen, 1989). We conclude that single Trp— Phe substitutions, which have
little effect on the channel structure whether determined by heterodimer formation
(Besker et al., 1991) or solution NMR (Jordan et al., 2005), at the channel pore
entrances (one in each subunit) may alter the barrier profile (decrease well depths,
increase barrier heights) by several kg 7.

Trp— Phe substitutions increase the height of the central barrier. Because the
sequence substitutions do not alter the structure of the subunit interface (Becker
etal., 1991), the conductance changes most likely result from favorable electrostatic
interactions between the indole dipole and the permeant ion (Andersen et al., 1998;
Busath et al., 1998). Surprisingly, the sign of the Trp—Phe substitution-induced
changes in the entry/exit barrier depends on the position where the substitution is
made (Table 2.1), indicating that the side chain dynamics indeed are important for
the rate of the ions’ hydration/solvation.

2.4.7 Importance of the Lipid Bilayer

Changes in ion permeability as a result of amino acid substitutions are not surprising,
even though the side chains do not contact the permeating ions. But only a detailed
kinetic analysis would be able to reveal that the changes in the ion entry/exit kinetics

63



Olaf S. Andersen et al.

Table 2.3 gA single-channel conductances in bilayers
formed by phospholipids having different acyl chains

Phospholipid Conductance (pS)
diphytanoyl-PC 15.0+£0.5
1-palmitoyl-2-oleoyl-PC* 11.3+£0.5
dioleoyl-PC* 13.0+0.5
dilinoleoyl-PC* 149 £ 0.4

25°C, 1.0 M NaCl, 200 mV.
*Results from Girshman et al. (1997).

depend on residue position. What is surprising is that even changes in the bilayer
lipid composition—the acyl chain composition—alter the channels’ ion permeability
(Table 2.3).

Even larger changes than those indicated in Table 2.3 can be observed when the
polar head groups of the bilayer-forming lipids are varied. Moreover, the conductance
is higher in bilayers formed by ether, as opposed to ester phospholipids (Providence
et al., 1995), presumably because the interfacial dipole potential is less positive in
bilayers formed by ether phospholipids (Gawrisch et al., 1992). It is important not
to consider the lipid bilayer just to be some “inert” host for the channels of interest.

2.5 Molecular Dynamics Analysis of Ion Permeation

To obtain better insights into the molecular basis for channel (or membrane protein)
function, it is necessary to establish direct links between the atomic structure of
a channel (or protein) and its observed function. When establishing these links, it
becomes important to consider explicitly that channel proteins (as well as the water
in the pore) are composed of discrete atoms that constantly undergo thermal fluctu-
ations, from the rapid (picosecond) vibrations, through slower (multi-nanosecond)
global reorientations and side-chain isomerizations, to long timescale (microsecond
to second) conformational changes (Karplus and McCammon, 1981). The ener-
getic consequences of these fluctuations are illustrated in Fig. 2.15, which shows
fluctuations in potential energy for a KT in a gA channel imbedded in a dimyris-
toylphosphatidylcholine bilayer.

The fluctuations in energy are large because the pore is narrow, meaning that
even small variations in the ion—carbonyl distance become important (Allen et al.,
2004Db). It is important to consider them when constructing permeation models.

Though MD simulations, in principle, should provide the desired tool for in-
corporating molecular reality and the consequences of molecular flexibility into
descriptions of channel-mediated ion movement (Edwards et al., 2002), one cannot
reach the necessary level of insight through “brute force” MD simulations (Roux,
2002; Roux et al., 2004), because the measured ion flux typically corresponds to ion
transit times of ~100 ns—much longer than typical MD trajectories (Roux, 2002).
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Figure 2.15 Small, Angstrom-scale thermal fluctuations in the gA structure produce large vari-
ations in the energetics of ion permeation, when used in models based on any one rigid structure.
The figure shows Poisson solutions for 194 frames from a 4 ns MD trajectory initiated with the
PDB:1JNO gA structure, and using a 1.4 A water probe to define the high-dielectric constant
region in the pore. Each sample was oriented such that the channel axis coincides, as closely as
possible, with the fixed z-axis of the system. Distance is measured from the channel center. The
variations in the potential profile are as much as 39 kcal mol~'. After Allen et al. (2004b).

Indeed, when using MD simulations to predict the PMF for ion movement through
gA channels, the barrier heights are too high by many kcal mol~! (Roux and Karplus,
1993; Allen et al., 2003), meaning that the predicted conductances are several orders
of magnitude less than those observed experimentally. This is of concern because
the small and relatively well-behaved gA channels should be particularly amenable
to in-depth theoretical analysis and computer simulations.

There is reason for optimism, nevertheless. Fig. 2.16 shows two recently deter-
mined PMFs (free energy profiles) for K™ permeation through gA channels (Allen
et al., 2004a).

The main structural features of the PMFs, i.e., two cation binding sites near the
channel’s end separated by a central barrier, are qualitatively consistent with Fig. 2.11
which has been deduced from experiments (Urry etal., 1989; Olah etal., 1991). From
a quantitative point of view, however, the “uncorrected” PMF in Fig. 2.16 continues
to display a central barrier that is markedly too high, a problem similar to what has
been observed in previous studies and which must be addressed and resolved.

After correcting for two potentially serious artifacts, the resulting “corrected”
PMF in Fig. 2.16 leads to predicted experimental observables that are in semiquan-
titative agreement with experimental results. The first artifact is introduced by the
periodic boundary conditions of the finite simulation system, which cause a spurious
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Figure 2.16 One-dimensional PMF, or free energy profile, for K* along the gA axis. The upper
solid curve denotes the initial result of MD simulations. The free energy profile is not meaningful
beyond the cuts at z = +15 A because no absolute reference of such a one-dimensional PM can
be defined for large z (Roux et al., 2004). The lower dashed curve denotes the PMF corrected
for size, and membrane dielectric constant (see text). After Allen et al. (2004a); modified from
Andersen et al. (2005) with permission.

destabilization of the permeating ion in the channel relative to the bulk, which dis-
appears if the system becomes exceedingly large (Hiinenberger and McCammon,
1999). The second artifact arises because the hydrocarbon chains of the lipids are not
polarizable in MD force fields, such that this region is treated as corresponding to a
dielectric constant of 1, whereas it should be ~2 (Huang and Levitt, 1977; Simon
and MclIntosh, 1986; Aqvist and Warshel, 1989), i.e., the dielectric constant of bulk
hydrocarbons (Smyth, 1955), or even higher (Mamanov et al., 2003).

It is possible to correct for these artifactual contributions to the energy profile
by a continuum electrostatic approximation using the configurations of the MD
trajectories to average over protein and single-file water configurations (Allen et al.,
2004a). It thus turns out that the periodic boundary conditions cause the ion of interest
to interact with phantom charges in the infinite array of channels in the simulation
system, which causes a spurious energy barrier on the order of 2 kcal mol~!' when
the ion is in the middle of the channel. Moreover, a change of dielectric constant for
the bilayer core from 1 to 2 stabilizes the ion in the channel by about 2 kcal mol~!
(Allen et al., 2006). The barrier in the corrected PMF in Fig. 2.16 therefore is about
4 kcal mol~! lower than in the original PMF, which in a single ion occupied channel
permeation model (Scheme III) corresponds to a 1000-fold increase in the predicted
ion permeability. Indeed, the maximal conductance for K* (again assuming single
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ion occupancy) is predicted to be ~0.8 pS—“only” 30-fold less than the measured
value of ~25 pS in 1.0-2.0 M KCI and diphytanoylphosphatidylcholine bilayers
(Andersen, 1983a; Bingham et al., 2003).

Some problems persist because the location and depth of the predicted binding
sites differ somewhat from the experimental values (Urry et al., 1989; Olah et al.,
1991): the binding sites are too far from the channel center and too shallow to be
compatible with the observed ion affinities; but the predicted single-ion dissociation
constant (K ~ 0.34 M) differs only by a factor five from the one predicted from the
kinetic analysis of i—V—C results in gA channels (K} = 0.07 M, O.S. Andersen and
M.D. Becker, unpublished results). Both problems are likely to result from the use of
nonpolarizable force fields to evaluate the ion—peptide backbone interactions, which
therefore will tend to be underestimated. Another problem, which has not been fully
resolved, is that the water models used in MD have been developed to describe bulk
solution properties, which may differ from those of the single-file column of water
in the channel pore. Because the PMF effectively arises as the sum of contributions
from the permeating ion’s interaction with the channel peptide, the single-filing water
in the pore, and the bilayer hydrophobic core (Allen et al., 2004a), both the position
and depth of the energy minima are likely to be particularly sensitive to the choice
of force fields.

Given the progress that is taking place in terms of developing force fields
that include induced polarization (Lamoureux and Roux, 2003; Lamoureux et al.,
2003; Anisimov et al., 2004), there is every reason to be optimistic about the future.
Indeed, even the present generation of force fields predicts changes in the central
barrier (which should reflect primarily long-range electrostatic interactions) that are
in near-quantitative agreement with experimental results (Allen et al., 2006), which
suggests that one with some confidence can begin to use MD to understand the basis
for amino acid substitution-induced changes in channel function.

2.6 Conclusion

The gramicidin channels possess remarkably well-defined structural and functional
features that allow for detailed insights into the molecular basis for channel function.
The channel’s permeability properties can be modulated by changes in the amino acid
sequence and the channels’ bilayer environment. Single amino acid substitutions do
not induce major changes in channel structure. It is difficult, however, to exclude
that “minor” changes in side chain orientation or dynamics could be important for
the observed changes in ion permeability. It is in this context important that the
modest channel size allows for detailed computational analysis, which promises to
provide atomic-level insights into the microphysics underlying ion permeation. This
combination of features remains unprecedented, and suggests that the gA channels
will become increasingly important as test beds for developing theoretical models of
channel-catalyzed ion permeation and to critically evaluate (and improve) atomistic
simulations of ion permeability.
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3 Voltage-Gated Ion Channels

Francisco Bezanilla

3.1 Introduction

The bit of information in nerves is the action potential, a fast electrical transient
in the transmembrane voltage that propagates along the nerve fiber. In the resting
state, the membrane potential of the nerve fiber is about ; 60 mV (negative inside
with respect to the extracellular solution). When the action potential is initiated, the
membrane potential becomes less negative and even reverses sign (overshoot) within
a millisecond and then goes back to the resting value in about 2 ms, frequently after
becoming even more negative than the resting potential. In a landmark series of
papers, Hodgkin and Huxley studied the ionic events underlying the action potential
and were able to describe the conductances and currents quantitatively with their
classical equations (Hodgkin and Huxley, 1952). The generation of the rising phase
of the action potential was explained by a conductance to Na© ions that increases as
the membrane potential is made more positive. This is because, as the driving force
for the permeating ions (Na® ) was in the inward direction, more Na© ions come into
the nerve and make the membrane more positive initiating a positive feedback that
depolarizes the membrane even more. This positive feedback gets interrupted by
the delayed opening of another voltage-dependent conductance that is K-selective.
The driving force for K€ ions is in the opposite direction of Na‘ ions, thus K€
outward flow repolarizes the membrane to its initial value. The identification and
characterization of the voltage-dependent Na® and K¢ conductances was one of
the major contributions of Hodgkin and Huxley. In their final paper of the series,
they even proposed that the conductance was the result of increased permeability
in discrete areas under the control of charges or dipoles that respond to the mem-
brane electric field. This was an insightful prediction of ion channels and gating
currents.

Many years of electrical characterization, effects of toxins on the conductances,
molecular biological techniques, and improvement of recording techniques led to the
identification of separate conducting entities for Na® and K conductances. These
conductances were finally traced to single-membrane proteins, called ion channels,
that can gate open and closed an ion conducting pathway in response to changes in
membrane potential.
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3.2 Voltage-Dependent Ion Channels
Are Membrane Proteins

The first voltage-dependent ion channel that was isolated and purified was extracted
from the eel electroplax where there is a large concentration of Na© channels (Agnew
et al., 1978). Several years later, the sequence of the eel Na® channel was deduced
from itsmRNA (Noda etal., 1984). The first K¢ channel sequence was deduced from
the Shaker mutant of Drosophila melanogaster (Tempel et al., 1987). These initial
sequences were the basis to subsequent cloning of a large number of Na®, K¢, and
Ca®® channels in many different species. Hydropathy plots were helpful in deciding
which parts of the sequence were transmembrane or intra- or extracellular. A basic
pattern emerged from all these sequences: the functional channels are made up of
four subunits (K channels) or one protein with four homologous domains (Na®

and Ca’® channels). Each one of the domains or subunits has six transmembrane
segments and a pore loop (see Fig. 3.1). The fifth and sixth transmembrane segments
(S5 and S6) and the pore loop were found to be responsible for ion conduction. The

One subunit or domain

/
x4

One functional V-dependent ion channel

Fig. 3.1 The general architecture of voltage-gated channels. Top part shows the basic subunit
(or domain in the case of Na® and Ca’® channels). The gray background represents the lipid
bilayers. The cylinders are transmembrane segments. The region between S5 and S6 forms the
pore. Segments 1 through 4 are called the voltage sensor part of the channel. The C or ; signs
in white indicate charges that have been implicated in voltage sensing. In the bottom, a schematic
view of the channel from the outside showing the assembled four subunits or domains.
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fourth transmembrane segment (S4) contains several basic residues, arginines or
lysines and was initially postulated to be the voltage sensor (Noda et al., 1984). In
addition, S2 and S3 contain acidic residues such as aspartate and glutamate. Most
of the channels have additional subunits that modify the basic function but they are
not necessary for voltage sensing and ion conduction.

3.3 The Parts of the Voltage-Dependent Channel

We think of voltage-dependent channels as made of three basic parts: the voltage
sensor, the pore or conducting pathway, and the gate. These three parts can be
roughly mapped in the putative secondary structure (Fig. 3.1). The pore and the gate
are in the S5-loop-S6 region and the voltage sensor in the S1-S4 region. As the
conduction is dependent on the voltage across the membrane, a useful analogy is a
field effect transistor (FET; see Fig. 3.1). If we take a typical voltage-dependent K
channel, its voltage sensor corresponds to the gate of a p-channel FET, the conducting
pathway of the ion channel corresponds to the p-channel (Fig. 3.2) and the gate
of the channel is the space charge in the p-channel. As we will see below, this
analogy is useful to discuss the parts of the channel but it cannot be pushed very
far because, although the functions are similar, the actual mechanisms are quite
different.

Fig. 3.2 A comparison between a field effect transistor and a voltage-gated ion channel. The
FET transistor is represented as a p-channel device to make a closer analogy to a cation selective
voltage-gated channel. (a) and (c) are the closed states; (b) and (d) are the open states. Notice that,
in contrast with the FET, the gate in the voltage-gated channel indicates the actual point of flow
interruption. In the FET, D is the drain, S is the source, G is the gate. For details see text.
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3.3.1 The Conducting Pathway

Living cells, and in particular nerve fibers, are surrounded by a thin membrane made
of a bimolecular layer of lipids. The permeability of ions through the lipid bilayer is
extremely low because it takes a large amount of energy to put a charged ion species
inside the low-dielectric constant lipid bilayer (Parsegian, 1969). The conducting
pathway of ion channels lowers that energy barrier by providing a favorable local
environment and thus allowing large flows under an appropriate driving force. Details
ofthe ion conduction pore structure, conductance, and selectivity are covered in other
chapters in this book (see Chapters 4, 5 and 16). What is important to emphasize
here is that the ion flow is proportional to the driving force for the selected ion. The
driving force corresponds to the difference between the voltage applied, V' and the
voltage at which there is no flow, or reversal potential E£. If the channel is perfectly
selective to one type of ion, say K, then E is the Nernst potential, otherwise E is
predicted by the Goldman—Hodgkin and Katz equation that considers concentrations
and relative permeabilities. Knowing the conductance of the conducting pathway g,
we can compute the current flow i through the open conducting pore as,

iDg(Vi E): 3.1)

The i—V curve of an open channel may be nonlinear because in general, g is voltage
dependent.

3.3.2 The Gate

The ion conduction through the pore may be interrupted by closing a gate (see
Fig. 3.2). Thermal fluctuations will close and open the gate randomly and the current
will have interruptions. In voltage-dependent channels, the probability that the gate
isopen, P,, depends on the membrane potential. In the majority of voltage-dependent
Na®, K€, and Ca®® channels from nerve and muscle the P, increases with membrane
depolarization (i.e., decrease in the resting potential). There are a few cases, such as
Katl channel, where P, increases on hyperpolarization.

The operation of the gate can be seen by recording the current flowing through
a single ion channel. This is possible with the patch clamp technique (Hamill et al.,
1981) that records currents from a very small patch of membrane with a small glass
pipette and a low-noise system that can resolve currents in the order 1 pA. An exam-
ple of the operation of one K¢ channel is shown in a simulation in Fig. 3.3. As the
internal concentration of K€ is more than 10 times higher in the cell as compared to
the extracellular space, the reversal potential £ for K< channels is around ; 80 mV.
Starting with a negative membrane potential (; 100 mV), the channel is closed most
of the time. A depolarizing voltage pulse to ; 30 mV increases the open probability
and the channel spends some time in the open state (Fig 3.3a). As we are dealing with
one molecule, thermal fluctuations will generate different responses for each repeti-
tion of the same pulse (four of such are shown in the figure). A larger depolarization
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Fig. 3.3 Time course of single channel and macroscopic ionic currents. The applied voltage is
in the top trace and the current recorded through one channel is shown for four different trials.
The mean current is the result of thousands of trials. (a) Small depolarization to ; 30 mV, open
the channel infrequently. (b) A large depolarization (to C 30 mV) opens the channel most of the
time. c is the closed state and o is the open state.

(C 30 mV) increases the P, even more by increasing the open times and decreasing
the closed times, as seen in Fig. 3.3b. Notice also that the time elapsed between
the start of the pulse and the first opening (first latency) is decreased for the larger
depolarization. Apart from increasing the open times, the magnitude of the current
through the pore was increased by the larger depolarization. This is because the V'
applied is now further away from E, increasing the driving force for ion movement.
Thus, this increase in current is not a result of increasing P, but is just a passive
property of the open pore. An average of several thousands of repetitions gives us
the macroscopic ionic currents. Provided the channels do not interact, the average
of thousands of repetitions is the same as having thousands of channels operating
simultaneously. The bottom trace (labeled mean) in Fig. 3.3a and 3.3b shows the
macroscopic currents for ; 30 and C 30 mV, respectively. Notice that the turn-on
kinetics is faster for a more positive potential and that the current magnitude is also
increased. The kinetics change is the result of an increased P, while the magnitude
increase is the result of both increased P, and driving force. We can now write the
expression for the macroscopic current as,

ID P,(V;t)Ng(V i E); (3.2)

where N is the channel density and P,(V ;t) is the voltage and time-dependent open
probability.

3.3.3 The Voltage Sensor

How does P, become voltage dependent? It is clear that to detect changes in mem-
brane potential a voltage sensor is needed. The electric field in the bilayer could
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be detected by electric or magnetic charges or dipoles that change their position
according to changes in the field. As there is no evidence of magnetic charges,
electric charges or dipoles remain as the prime candidates. We will see below that
the actual charges involved in voltage sensing have been identified and a schematic
representation of their relocation is shown in Fig. 3.2b. In the resting (hyperpolar-
ized) condition, the membrane is negative inside and the positive charges are located
in contact with the interior of the cell. Upon depolarization, the positive charges are
driven toward the outside. This movement in the electric field has two consequences:
it is coupled to the gate resulting in pore opening (Fig. 3.2b) and the charge translo-
cation produces another membrane current that is transient in nature, called gating
current. It is called gating current because it ultimately gates the channel open and
close and it is transient because the charge locations are bound to limiting positions
as they are tethered to the protein.

3.4 Gating Charge and the Voltage Sensor

An understanding of the voltage sensor requires a characterization of the gating
charge movement and a correlation of that movement to structural changes in the
protein. In this section, we will address two functional questions. The first question
is what are the kinetics and steady state properties of the gating charge movement
and how does this charge movement relate to channel activation. The second is how
many elementary charges move in one channel to fully activate the conductance and
how does this movement occur in one channel.

3.4.1 The Gating Currents and the Channel Open Probability

The movement of charge or dipole reorientation is the basic mechanism of the
voltage sensor and was predicted by Hodgkin and Huxley (1952). Gating currents
are transient and they only occur in the potential range where the sensor responds to
the electric field, therefore they behave like a nonlinear capacitance. In addition, as
gating currents are small, to record them it is necessary to decrease or eliminate the
ionic currents through the pore and eliminate the normal capacitive current required
to charge or discharge the membrane. This is normally accomplished by applying a
pulse in the voltage range that activates the current and then subtract another pulse or
pulses in the voltage range that does not activate the currents to eliminate the linear
components (Armstrong and Bezanilla, 1973; Keynes and Rojas, 1974). Using these
subtraction techniques, the kinetics of Na® gating currents were studied in detail in
squid giant axon and other preparations where a high-channel density was found.
The combination of gating currents, macroscopic ionic currents, and single-channel
recordings were used to propose detailed kinetic models of channel operation (see
Vandenberg and Bezanilla, 1991). When voltage-dependent channels were cloned
and expressed in oocytes or cell lines, it was possible to achieve large channel
densities on the surface membrane and study those channels in virtual absence of
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currents from other channels. In comparison to the currents in natural tissues such
as the squid giant axon, the expression systems gating currents were much larger
and made the recording easier and cleaner. In addition, the study of the pore region
gave us the possibility of mutating the channel protein to eliminate ionic conduction
but maintaining the operation of the gating currents (Perozo et al., 1993). We can
illustrate the basic features of gating currents and their relation to ionic currents in
recordings from Shaker K¢ channels with fast inactivation removed (Shaker-IR) as
shown in Fig. 3.4a.

In this figure, two separate experiments are shown. The top traces are the time
course of the ionic currents recorded during pulses that range from ; 120 to 0 mV,
starting and returning to ; 90 mV. The bottom traces are gating currents recorded for
the same set of pulses from Shaker-IR with a mutation that changes a tryptophan into a
phenylalanine in position 434 (W434F) that renders the pore nonconducting (Perozo
etal., 1993). Several features that are characteristic of most voltage-dependent chan-
nels can be observed. First, the ionic currents do not show significant activation for
potential more negative than ; 40 mV while the gating currents are visible for all the
pulses applied, implying that there is charge displacement in a region of potentials
where most of the channels are closed. Second, the time course of activation of the
ionic current is similar to the time course of decay of the gating current. Third, the
time course of the return of the charge (gating current “tail””) changes its kinetics
drastically when returning from a pulse more positive than ; 40 mV, which is pre-
cisely the potential at which ionic currents become clearly visible. The gating tails
are superimposable for potentials more positive than ; 20 mV, showing that most
of the charge has moved at ; 20 mV. The total charge moved at each potential may
be computed as the time integral of the gating current for each pulse. As we will
see below, it is possible to estimate the total charge moved per channel molecule,
therefore the voltage dependence of the charge moved can be plotted as shown in
Fig. 3.4b. Knowing the number of channels present (see below), using Eq. 3.2, it
is possible to estimate the voltage dependence of P,, as shown in the same figure.
Fig. 3.4b establishes the relationship between the charge movement and channel
opening and clearly shows that the opening of the channel is not superimposable
with charge movement as expected from a simple two state model. A striking feature
of these plots is that the Q(V) relation is displaced to the left of the Py(}') curve so
that there is quite a large charge movement in a region where the P, is essentially
zero. This is an expected feature of a channel that requires several processes to occur
to go from closed to open, such as the classical Hodgkin and Huxley model where
four independent particles are needed to be simultaneously in the active position for
the channel to be open.

Current recordings of the type shown in Fig. 3.4a can be used to formulate
kinetic models of channel gating. These models are normally written as a collection
of closed and open states interconnected with rate constants that, in general, are a
function of the membrane potential. Initially, kinetic models were developed from
the macroscopic ionic currents only (Hodgkin and Huxley, 1952). The addition of
single-channel recordings and gating current recordings imposes several constraints
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Fig. 3.4 Ionic and gating currents in Shaker-IR K° channel. (a) Top traces, time course of ionic
currents for pulses to the indicated potentials starting and returning to ; 90 mV. Bottom traces,
time course of the gating currents for the pulses indicated. Notice the difference in the amplitude
calibration for ionic as compared to gating currents. (b) The voltage dependence of the open
probability, P,, and the charge moved per channel, Q(V). For details see text.

in the possible models and in the parameters fitted, thus obtaining a more robust
representation of the kinetic parameters that characterize the channel.

The common assumption in kinetic models is that the movement of the charge
or dipole in the field has a finite number of low-energy positions and energy barriers
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in between them. According to kinetic theory, the transition rates across the energy
barrier are exponentially related to the negative of the free energy amplitude of the
barrier. This free energy contains nonelectrical terms and an electrical term such
that the membrane voltage can either increase or decrease the total energy barrier
resulting in changes in the forward and backward rates of crossing the barriers. There
are multiple examples in the literature with varied levels of complexity that describe
well the kinetic and steady state properties of several types of voltage-dependent
channels (see for example, Vandenberg and Bezanilla, 1991; Bezanilla et al., 1994;
Zagotta et al., 1994; Schoppa and Sigworth, 1998).

A more general approach to modeling is based on a representation of a landscape
of energy using the charge moved as the reaction coordinate. In this type of modeling,
the above-mentioned discrete kinetic models are also represented when the landscape
of energy has surges that exceed 447 (Sigg et al., 1999).

When gating currents are recorded with high-bandwidth new components are
observed (Sigg etal., 2003). Figure 3.5a shows a typical gating current trace recorded
with a bandwidth of 10 kHz. Notice that before the initial plateau and decay of the

(a)

\ l 500 pA
Gating current at 10 kHz

= \\*M_
e

10 ms

(b) Gating current at 200 kHz

A 1nA

(c) Capacity transient at 200 kHz
: I 10 nA

40 pé

Fig. 3.5 The early component of the gating current. (a) Gating current recorded at 10 kHz
bandwidth. (b) Gating current recorded at 200 kHz bandwidth. Notice the differences in the
amplitude and time scales. (c) The time course of the charging of the membrane capacitance for
the experiment in part (b). Recordings done in collaboration with Dr. Enrico Stefani.
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gating current there is a brief surge of current. When the bandwidth is increased to
200 kHz, the first surge of current is the predominant amplitude as shown in the fast
time scale recording of Fig. 3.5b. The large spike of current is followed by a long
plateau of current that corresponds to the plateau observed at 10 kHz in Fig. 3.5a.
However, the area spanned by the large spike is a very small fraction of the total
charge moved during the entire time course of the gating current. The interpretation
of this early component is best understood using the representation of the gating
charge moving in a landscape of energy that undergoes a change in tilt when the
membrane potential is changed such that the charge advances in its initial energy
well before making the jump across the first energy barrier. Using this approach,
Sigg et al. (2003) computed the viscosity encountered by the gating charge in its
well of energy.

3.4.1.1 What Have We Learned with Kinetic Modeling?

In fact a great deal. It is now clear that voltage-dependent channels have multiple
closed states and, in some cases several open states. In general, the opening of
the gate requires all four subunits to be activated, although there are cases where
intermediate states have been observed (see Chapman and VanDongen, 2005). Each
subunit undergoes several transitions before reaching the active state and in the case
of K¢ channels they do not seem to interact until the final step that opens the channel
(Horn et al., 2000; Mannuzzu and Isacoff, 2000). The situation is different in the
case of the muscle Na“ channel where site-directed fluorescence studies show that
interdomain interactions are manifested prior to channel opening (Chanda et al.,
2004). Kinetic modeling has given us a picture of the channel in terms of channel
physical states with transitions between them that are regulated by voltage. Kinetic
modeling is a critical step in developing a physical model of channel operation
because all the predicted features of channel function should be reproduced by the
structure of the protein and its voltage-induced conformational changes.

3.4.2 Gating Charge per Channel

When the gating charge moves within the electric field we detect a current in the
external circuit. The time integral of that current represents the charge moved times
the fraction of the field it traverses, therefore our measurement of gating charge
does not represent the exact number of charges displaced because it includes the
arrangement of the electric field. We must keep this in mind, when we represent
the reaction coordinate of the activation of the channel in the variable g : A channel
evolves from g D 0to ¢ D zy traversing many closed and/or open states. Activation
of the channel corresponds to the opening of the pore and, analogous to the chemical
potential, we define the activation potential as

W,D { kT InP,: (3.3)
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Then, the activation charge displacement g, corresponds to the negative gradient
of the activation potential,

dw, dn P,
g. D i —=D kT n °.

4
dv dv 34

The equilibrium probabilities in each physical state of the channel can be explicitly
written using the Boltzmann distribution knowing the potential of mean force F; for
each state i. Then, by assigning open or closed (or intermediate states) conductances
to every state, we can write an expression for P, that includes the voltage dependence
of F;. The final result of the derivation (Sigg and Bezanilla, 1997) gives a relation
between ¢(V'), q., zr and the charge moving between open states ¢;,

gq(V)D z1i qai qi: (3.5

Note that ¢ (V') is the Q—V curve shown in Fig. 3.5. This result is general and includes
cases with any number of open and closed states connected in any arbitrary manner.
If there is no charge movement between open states (¢; D 0), then the O—V curve
superimposes on ¢,. In addition, it is possible to estimate z7, the total charge per
channel, by taking the limiting value of g, that makes ¢(7") go to zero. In the typical
case of a channel that closes at negative potentials, we obtain

dIn P,
H 3.6
17 (3.6)

zrD lim kT
Ve i1

a result that was first obtained by (Almers, 1978) for the special case of a sequential
series of closed states ending in an open state. This method has been applied to
several types of voltage-dependent channels and the charge per channel obtained
ranges between 9 and 14 e( (Hirschberg et al., 1996; Noceti et al., 1996; Seoh et al.,
1996).

Another way to estimate the charge per channel is to measure the maximum
charge from the O—V curve and divide by the number of channels present, Q=N
method. The number of channels can be estimated by noise analysis (Schoppa et al.,
1992) or by toxin binding (Aggarwal and MacKinnon, 1996). The value of charge
per channel estimated by the Q=N method was 12 to 13 ey for the Shaker K©
channel, a value that was not different from the value obtained by the limiting slope
method (Seoh et al., 1996). As the limiting slope measures only the charge involved
in opening the channel, the agreement between the two methods imply that in case
of the Shaker channel there is no peripheral charge. The large value of 12 to 13
eo per channel explains the very steep voltage dependence of the superfamily of
voltage-gated ion channels. At very negative V', g, has a linear dependence on V,
so that P, is exponential in V/, such that it increases by e in only 2 mV:

P, / exp(zrV=kT): 3.7
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This very steep voltage dependence explains why the P,—V curve of Fig. 3.4b
shows no visible P, at potentials more negative than ; 40 mV: in fact there is a finite
value of P, of less than 1073 at potentials as negative as ; 100 mV.

Voltage-dependent channels that have several open states with charge moving
between them (g; 610), show plots of P,—V that may not be used to compute z7.
One example is the maxi K¢ channel, activated by voltage and Ca®“, that shows a
P,—V curve with a slope that decreases as the potential is made more negative. This
result is consistent with the multiple-state allosteric model proposed for this channel
(Horrigan et al., 1999).

3.4.2.1 Gating Current of One Channel

The previous paragraph shows that we can estimate the total charge that moves in
one channel but does not give any ideas of how that charge movement occurs at
the single-channel level. Two limiting cases can be proposed. In one case, the time
course of the gating current is just a scaled down version of the macroscopic gating
current shown in Fig. 3.4. The other case assumes that the charge movement occurs
in large elementary jumps and that the macroscopic gating current is the sum of
those charge shots. Figure 3.6 is a simulation of the gating shots expected from a
channel that is made up of four identical subunits, each having two states: resting
and active. The resting position is favored at negative potentials while the active
position is favored at positive potentials and there is a large energy barrier that
separates the resting from the active position. At negative potential, the charge will
cross the energy barrier rarely, due to thermal motion. As the membrane potential
is made more positive the energy landscape tilts and the barrier decreases. Then
the probability of crossing the barrier increases and discrete jumps occur. The jump
of the charge generates a very fast current transient (shown in the figure as vertical
bars) whose duration is limited in practice by the frequency response of the recording
system. The simulation shows one trial starting at ; 100 mV and pulsing to 0 mV.
Notice that immediately after the pulse, each of the four subunits (Iy; through I,4)
responds at different times and that there are spontaneous reverse currents in Iy
and I . The ionic channel current only appears when all four subunits have made
the transition as shown in Lnee. When several trials are averaged, the gating shots
produce the macroscopic gating current (Average ;) and the average of the single-
channel currents produce the Average lionic. In principle, if the charge is moving
in discrete packets, it should be possible to detect those elementary events as it
has been possible to detect the elementary events of pore conduction. The problem
is that, as those events are very fast and extremely small, they are not detectable
above background noise with present techniques. However, if those events do exist,
they should produce detectable fluctuations in the gating currents recorded from a
relatively small number of channels. In the simulation shown in Fig. 3.6, the average
Ig shows excess noise during the decay of the gating current. This noise is the result
ofthe contribution of the elementary shots shown for only one trial in the same figure.
To detect this excess noise and do the fluctuation analysis, the same voltage pulse is
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Fig.3.6 Time course of the gating shots, single-channel current and macroscopic ionic and gating
currents. The applied voltage is in the top trace. Iy, through Io4 represent the current recording of
the gating shots for each one of the four subunits. L. represents the time course of the ionic
current for one trial as a result of the movements of the four sensors. Average I;o;c is the average of
the single-channel currents for 80 trials. Average I, is the average of all the subunits gating shots
for a total of 80 trials.

repeated many times and a large number of gating current traces are recorded. From
these traces, an ensemble mean value and an ensemble variance are obtained that
allows the estimation of the elementary event (Fig. 3.7)

Gating current noise analysis was first done in Na® channels expressed in
oocytes (Conti and Stuhmer, 1989) where indeed it was possible to detect fluctuations
that were used to estimate an elementary charge of 2.2 e;. A similar analysis was
done in Shaker-IR K€ channel (Sigg et al., 1994) and the elementary charge was
found to be 2.4 ey. This value corresponds to the maximum shot size and if it were
per subunit it would account for only 9.6 ey or 3.6 e less than the 13 ¢y measured
for the whole channel. This means that there is a fraction of the total charge that
produces less noise and then it may correspond to smaller shots or even a continuous
process. Figure 3.7 shows the mean and variance for a large pulse (to C 30 mV) and a
smaller depolarization (to ; 40 mV). For the small depolarization (Fig. 3.6b), gating
current noise increases by the time that more than half of the charge has moved. This
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Fig. 3.7 Current fluctuations in gating currents. (a) Top trace is the time course of a pulse
to C 10 mV, middle trace is the variance and bottom trace is the mean computed from several
hundred traces. (b) Top trace is the time course of a smaller pulse to ; 40 mV, middle trace is the
variance and lower trace is the mean computed from hundreds of traces. Modified from Sigg et al.
(1994).

indicates that at early times the elementary event is smaller than at longer times.
The gating current decreases with two exponential components, which are more
separated in time at small depolarizations. Therefore, it is possible to attribute the
small shots to the fast component and the large shots to the slow component. This
would indicate that the early transitions of the gating current are made up of several
steps each carrying a small elementary charge. The total movement of charge in the
early transitions would have to account for the 3.6 ey needed to make the total of
13 ep per channel. We conclude from these experiments that the gating current of a
single channel is made up of small shots at early times followed big shots of currents
that in the average gating current show two exponential decays.
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3.5 Structural Basis of the Gating Charges

In this section, we will address the relation between the function of the voltage
sensor and its structural basis. We will first ask where are the charges or dipoles in
the structure of the channel and then how those charges or dipoles move in response
to changes in membrane potential.

3.5.1 The Structures Responsible for the Gating Charge Movement

There are many ways one could envision how the charge movement is produced by the
channel protein. The putative a-helical transmembrane segments have an intrinsic
dipole moment that upon tilting in the field would produce an equivalent charge
movement. Also, induced dipoles of amino acids side chains could accomplish the
same. However, 13 ¢ per channel is very large and charged amino acids become
the most likely possibility. Since the first channel was cloned, it was recognized that
the S4 segment with its basic residues would be the prime candidate for the voltage
sensor (Noda et al., 1984). By introducing mutations that neutralize the charges in
S4, several studies found that there were clear changes in the voltage dependence of
the conductance. However, shifts in the voltage dependence of the P,—V curve or
even apparent changes in slope in the voltage range of detectable conductance do not
prove that charge neutralization is decreasing the gating charge. The proof requires
the measurement of the charge per channel (z1) for each one of the neutralizations. If
after neutralization of a charged residue the charge per channel decreases, one may
assume such charge is part of the gating current. Using the methods to measure total
charge per channel discussed above in Shaker, two groups found that the four most
extracellular positive charges in S4 (Aggarwal and MacKinnon, 1996; Seoh et al.,
1996) and that one negative charge in the S2 segment were part of the gating charge
(Seoh et al., 1996) (see white symbols in Fig. 3.1). It is interesting to note that in
several instances a neutralization of one particular residue decreased the total gating
charge by more than 4 ey. This indicates that somehow the charges interact with
the electric field where they are located such that the elimination of one charge can
affect the field seen by the remaining charges. If most of the gating charge is carried
by the S4 segment (4 e per subunit), it gives a total of 16 e;. Therefore, to account
for the 13 e for the total channel obtained from charge/channel measurements, they
all must move at least 81% of the membrane electric field (16 £ 081 D 13).

3.5.2 Movement of the Charges in the Field

Knowing the residues that make up the gating charge is a big advance because it
makes it possible to test their positions as a function of the voltage and thus infer
the possible conformational changes.

As we will see below, the literature contains a large number of papers (for re-
views, see Yellen, 1998; Bezanilla, 2000) with many types of biophysical experiments
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testing the accessibility, movement and intramolecular distance changes. With all
these data, several models of the voltage sensor movement were proposed that could
account for all the experimental observations but in total absence of solid informa-
tion on the three-dimensional structure of the channel. In the next section, we will
discuss many of the biophysical measurements of the voltage sensor and the models
that have emerged from them and the recently solved crystal structures of KvAP
(Jiang et al., 2003a) and Kv1.2 (Long et al., 2005a).

3.6 Structural Basis of the Voltage Sensor

A three-dimensional structure of the channel, even in only one conformation, would
be invaluable as a guideline in locating the charges inside the protein and in proposing
the other conformations that account for the charge movement consistent with all the
biophysical measurements. We will see below that the first solved crystal structure
of a voltage-dependent channel available is not in a native conformation but just
recently, a second crystal structure from a mammalian voltage-gated K channel
(Kv1.2) appears to be closer to its expected native conformation. In any case, in both
cases the crystals are in only one conformation (open inactivated). Therefore, we are
still relying on data that can only be used to propose models because the information
on the three-dimensional structure of the channel is still uncertain and incomplete.

3.6.1 Crystal Structures of Voltage-Dependent Channels

The long awaited first crystal structure of a voltage-dependent channel, KvAP from
archea Aeropirum pernix, was published by the MacKinnon group (Jiang et al.,
2003a). The structure was a surprise because it showed the transmembrane seg-
ments in unexpected positions with respect to the inferred bilayer. For example, the
N-terminal was buried in the bilayer whereas it has been known to be intracellu-
lar; the S1-S2 linker is also buried although it has been previously shown to be
extracellular. The S4 segment, along with the second part of S3 (S3B) formed the
paddle structure that was intracellular and lying parallel to the bilayer, a location that
would be interpreted as the closed position of the voltage sensor. However, the pore
gates in the same crystal structure clearly corresponded to an open state. Thus, the
crystal structure is in a conformation that was never observed functionally, raising
the question whether that crystal structure of KvAP is indeed representative of the
native conformation of the channel in the bilayer. The authors functionally tested the
structure by incorporating the channel in bilayers and recording the currents through
the channel after Fab fragments were added to the inside or to the outside of the
channel. The Fab fragment did not attach from the inside but only from the outside,
showing that the position of the S3—S4 shown in the crystal structure (obtained in
detergent) did not represent a native conformation of the channel in the bilayer (Jiang
et al., 2003b).
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Along with the crystal structure of the full KvAP channel, Jiang et al. (2003a)
solved the crystal structure of the S1 through S4 region of KvAP (the isolated voltage
sensor). This crystal showed similarities but was not identical to the S1-S4 region of
the full KvAP crystal structure (Cohen et al., 2003). This second crystal was docked
to the pore region of the full crystal to obtain two new structures that were proposed
in the open and closed conformations as the paddle model of channel activation.
It is important to note here that the structures shown in the second paper (Jiang
et al.,2003b) do not correspond to the original KvAP structure. In fact, the proposed
structures of the model depart so much from the crystal structure that we should
treat them just like any other model of activation proposed before.

A recent paper by Long et al. (2005a) reporting the crystal structure of the
Kv1.2 channel in the open-slow-inactivated state shows an arrangement of the trans-
membrane segments that is dramatically different from KvAP but at the same time
much closer to the inferred structure from previous biophysical results.

3.6.2 Models of Sensor Movement

A compact way of reviewing the large body of biophysical information on structural
changes of the voltage sensor is to describe the models that are currently proposed
to explain the operation of the voltage sensor.

Figure 3.8 shows schematically three classes of model that have been proposed
to explain the charge movement in voltage-dependent channels. In all cases, only
two of the four sensors are shown and the coupling from the sensor to the gate is
not shown explicitly. In addition, the charge that moves resides completely in the
first four charges of the S4 segment. The common feature of all three models is
that the charge is translocated from the inside to the outside upon depolarization.
However, there are important differences as of how those charges relocate in the
protein structure.
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Fig. 3.8 Three models of the voltage sensor. (a) Helical screw model, (b) Transporter model, (c)
Paddle model. The charged residues are shown as gray circles. For details see text.
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Figure 3.8a shows the conventional kelical screw model (Caterall, 1986; Durell
and Guy, 1992). Although there are variations on this model, the general idea is
that upon depolarization the S4 segment rotates along its axis and at the same time
translates as a unit perpendicular to the membrane, thus changing the exposure of the
charges from the intracellular to the extracellular solution, effectively translocating
4 ¢ per subunit (see Fig. 3.8a). In the original version of the model the change of
exposure required a large 16 A translocation of the S4 segment and the positively
charged arginines were making salt bridges with aspartate or glutamates residues
that had to be broken to initiate the movement. In more recent versions (Gandhi and
Isacoff, 2002; Ahern and Horn, 2004; Durell et al., 2004) the charges are in water
crevices in both the closed and open position, decreasing the amount of translation
required of the S4 segment.

Figure 3.8b shows the fransporter model (Bezanilla, 2002; Starace and
Bezanilla, 2004; Chanda et al., 2005). In the closed position, the charges are in
a water crevice connected to the intracellular solution and in the open position they
are in another water crevice connected to the extracellular solution. The translocation
of the charges is achieved by a tilt and rotation of the S4 segment with little or no
translation. In this case the field is concentrated in a very small region that changes
from around the first charge in the closed state to the fourth charge in the open state.

Fig. 3.8c shows the paddle model introduced by the MacKinnon group (Jiang
etal., 2003b) where the S4 segment is located in the periphery of the channel and the
charges are embedded in the bilayer. The S4 segment makes a large translation such
that the most extracellular charge goes from exposed to the extracellular medium in
the open state to completely buried in the bilayer in the closed state.

The helical screw and transporter models are similar but they differ dramatically
from the paddle model in that the gating charges in the paddle model are embedded
in the bilayer while in the helical screw and transporter models the charges are
surrounded by water, anions or making salt bridges. In contrast with the transporter
model, the helical screw model has in common with the paddle model the large
translation of the S4 segment.

In the following sections, we will review biophysical experiments that were
designed to test the topology of the channel and the extent of the conformational
changes of the gating charge. In the absence of a native crystal structure in the open
and closed conformations, these experiments are the data that we can use to support
or reject the available models of voltage sensor operation.

3.6.3 The Topology of the Channel and Gating Charge Location

Alanine and tryptophan scanning have been used to infer the relative positions of
the transmembrane segments (Monks et al., 1999; Li-Smerin et al., 2000) and the
results indicate that the S1 segment is in the periphery of the channel. This result
is at odds with the recent report by Cuello et al. (2004) where using electron para-
magnetic resonance (EPR) scanning, they found that in KvAP the S1 segment is
not exposed to the bilayer but rather surrounded by the rest of the protein. This
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difference could be an inherent limitation in the ala or trp scanning techniques that
test the function of the channel or it could be a genuine difference between eukary-
otic and prokaryotic channels. Recent results seem to confirm this last possibility.
Using LRET measurements, Richardson et al. (2005, 2006) show that in both the
prokaryotic voltage-gated channels NaChBac and KvAP the S1 segment is indeed
close to the pore in agreement with the results of Cuello et al. (2004) and the recent
structure of Long et al. (2005a) shows that in the eukaryotic Kv1.2 voltage-gated
channel the S1 is closer to the periphery. With regard to the S4 segment, the results
of Cuello et al. (2004) show that the S4 segment seems to be partially exposed to the
bilayer, in agreement with the paddle model. However, in Cuello et al. (2004) the
two innermost charged residues are protected by the protein and the two outermost
charges are in the interface, contrary to the location proposed in the paddle model.
The crystal structure of Kv1.2 confirms the results of Cuello et al. (2004) because the
two inner charges are protected while the two outermost charges are in the interface.
It is interesting to notice that the crystal of Kv1.2 show the two outermost arginines
pointing into the bilayer but their alpha carbons are at 13 A from the center of the
bilayer, which corresponds to the polar part of the lipid bilayer. Recent molecular
dynamics simulations of the Kv1.2 channel in a lipid bilayer shows that the first two
arginines are completely hydrated (Roux, personal communication).

Laine et al. (2003) found that the extracellular part of the S4 segment gets
within a few Angstroms of the pore region in the open state of Shaker-IR channel.
This result is consistent with the helical screw and the transporter model but is
inconsistent with the paddle model presented in (Jiang et al., 2003b) because in their
model the extracellular portion of S4 is well separated from the rest of the channel
protein giving a distance of about 98 A between segments across the pore region. In
experiments using resonance energy transfer with lanthanides (Cha et al., 1999a,b;
Richardson et al., 2005) or with organic fluorophores (Glauner et al., 1999) that
distance was found to be around 50 A also in agreement with measurements done
with tethered TEA derivatives (Blaustein et al., 2000). These results indicate that the
S4 segment is not extended into the bilayer but it is against the bulk of the channel
protein. If the paddle model were modified, so that the S4 segments would be almost
perpendicular to the plane of the bilayer in the open state and almost parallel to
the bilayer in the closed state but still flush against the rest of the protein it would
be consistent with the distance constraints just mentioned. In another report, the
MacKinnon group made such modification at least for the open-inactivated state
(Jiang et al., 2004). The recent structure of Kv1.2 (Long et al., 2005a) shows that the
S4 segment is indeed almost perpendicular to the plane of the membrane. However,
even with these modifications the paddle model locates the charges in the bilayer, a
proposal that is inconsistent with the EPR results (Cuello et al., 2004) and several
other biophysical experiments (Fernandez et al., 1982; Yang and Horn, 1995; Larsson
et al., 1996; Yang et al., 1996; Yusaf et al., 1996; Starace et al., 1997; Baker et al.,
1998; Islas and Sigworth, 2001; Starace and Bezanilla, 2001; Asamoabh et al., 2003,
2004; Starace and Bezanilla, 2004). Locating the charges in the bilayer has been
a subject of intense debate because the energy required in moving a charge into
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the low dielectric constant bilayer is extremely high (Parsegian, 1969). If positively
charged gating charges are neutralized by making salt bridges with acidic residues,
the energy decreases (Parsegian, 1969) but there would not be any gating charge
movement. In a recent molecular dynamics simulation (Freites et al., 2005) the
authors conclude that an isolated S4-like segment can be stabilized in a bilayer by
making salt bridges between the arginines and the phosphates of the phospholipids
producing a constricted 10 A hydrophobic region. It is not clear from that structure
what would be the charge translocated. Most importantly, the structure presented by
Freites et al. (2005) is not a good model of the S4 in voltage-gated channels because
it has been shown that the arginines are shielded (Cuello et al., 2004; Long et al.,
2005a).

Evidence obtained by charge measurements in the squid axon sodium channel,
have shown that the gating charges do not move in the bilayer (Fernandez et al., 1982).
In these experiments addition of chloroform increased the kinetics of translocation of
the hydrophobic ion dipicrylamine while it did not change the kinetics of the sodium
gating currents. The conclusion was that the gating charge, unlike hydrophobic ions,
does not move in the bilayer. Ahern and Horn (2004a) have explored this subject in
more detail. As in the paddle model the S4 segment is in the bilayer, they reasoned that
on addition of more charges in the S4 segment, the net gating charge should increase.
Their results show that the charge addition at several positions did not increase the
gating charge, indicating that only the charges in aqueous crevices are responsible
for gating and can sense the changing electric field. Both these experimental results
are hard to reconcile with the paddle model where the voltage sensor is immersed
in the hydrophobic core of the lipid bilayer.

The S1-S2 loop has been clearly located in the extracellular region by several
criteria. One is that a glycosylation site in Shaker occurs in this loop (Santacruz-
Toloza et al., 1994). In addition, fluorescence signals from fluorophores attached in
this loop are consistent with this region being extracellular (Asamoah et al., 2004),
as well as the recent EPR scanning of KvAP (Cuello et al., 2004). These results are in
agreement with the helical screw and transporter models but are again inconsistent
with the location proposed in the paddle model. In the KvAP crystal structure the
S1-S2 linker is buried in the bilayer with an S2 segment almost parallel and also
buried in the bilayer. The recent crystal structure of Kv1.2, although not well resolved
in this region, confirms that the S1-S2 loop is extracellular.

3.6.4 Voltage-Induced Exposure Changes of the S4 Segment
and Its Gating Charges

Testing the exposure of the gating charges in the intra- or extracellular medium
would give us an idea whether their voltage-induced movement takes them out of the
protein core or from the lipid bilayer. There have been three different approaches to
test exposure. The first method, cysteine scanning mutagenesis, consists of replacing
the residue in question by a cysteine and then test whether a cysteine reagent can
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react from the extra- or intracellular solution and whether that reaction is affected
by voltage (Yang and Horn, 1995; Larsson et al., 1996; Yang et al., 1996; Yusaf
etal., 1996; Baker et al., 1998). The second method, histidine scanning mutagenesis,
consists of titrating with protons the charge in the residues. In this case, as the pKa of
the arginine is very high, histidine was used as a replacement allowing the titration in
a pH range tolerated by the cell expressing the channel (Starace et al., 1997, Starace
and Bezanilla, 2001, 2004). The third method consists of replacing the residue in
question with a cysteine, followed by tagging it with a biotin group and then testing
whether avidin can react from the inside or outside depending on the membrane
potential (Jiang et al., 2003b). The outcome of all these experiments is that indeed
the charged residues in S4 undergo changes in exposure when the membrane potential
is changed. However, it is important to look at each of these procedures with their
limitations and compare their results because that may reveal many details of the
actual movement of the charge.

3.6.4.1 Cysteine Scanning Mutagenesis

The experiments by Yang and Horn (1995) were the first to test the accessibility
of charged groups to the extra- and intracellular solutions and its dependence on
membrane potential. The idea of these experiments is to test whether a cysteine
reacting moiety can attach to an engineered cysteine in the channel depending where
the moiety is and what the electric field is. This method works provided the attachment
induces a detectable change in the channel currents. In addition, the attachment of the
moiety will depend on the local pH and state of ionization of the cysteine residue.
Yang and Horn (1995) showed that the reaction rate of MTSET to the cysteine-
replaced most extracellular charge of the S4 segment of the fourth domain of a
sodium channel depended on membrane potential. To conclude that a particular site
changes its exposure, the reaction rate must differ by more than an order of magnitude
between the two conditions. This is important because if one just measures whether
the reaction occurred or not, one may be sampling a rarely occurring conformational
state. Their result showed for the first time that the accessibility of this group changed
with voltage or alternatively that the ionization state was changed by voltage. This
work was expanded to the deeper charges in the S4 segment of domain IV of the
Na® channel (Yang et al., 1996). The conclusion was that upon depolarization the
most extracellular charge was exposed and that at hyperpolarized potential it became
buried. In addition, the two following charges could be accessed from the inside at
hyperpolarized potential and from outside at depolarized potential. The next two
deeper charges were always accessible from the inside regardless of the membrane
potential. These results strongly suggest that the three outermost charges change
exposure with voltage and are consistent with the idea of a conformational change
that translocates charges from inside to outside upon depolarization giving a physical
basis to the gating currents.

These studies were also done in the Shaker-IR K¢ channel (Larsson et al., 1996;
Yusaf et al., 1996; Baker et al., 1998) and showed the same trend: the outermost
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charges were exposed to the outside upon depolarization and the innermost to the
inside on hyperpolarization. While some residues were inaccessible from one side
to the cysteine-reacting compound on changing the voltage, there were a few that
reacted when the reactive agent was added to the other side.

The conclusion from the cysteine scanning experiments is that the residues
bearing the gating charges change their exposure with the voltage-dependent state
of the channel. Another very important conclusion is that the charges are exposed
to the solutions and not to the lipid bilayer since the SH group in the cysteine has to
be ionized to react with the cysteine modifying reagent. This would be energetically
unfavorable in the low dielectric medium of the bilayer. It is important to note that
the reactivity of thiol groups on some of the sites tested was comparable to their
reactivity in free solution.

3.6.4.2 Histidine Scanning Mutagenesis

Testing the titration of the charged residues is a direct way to address exposure of the
charges to the solutions. In this approach, each arginine or lysine is exchanged to a
histidine residue that can be titrated in a pH range that is tolerated by the expression
system. The titration of the histidine with a proton can be easily detected as a change
in the gating current, provided the ionic current is blocked. For this reason, most of
these experiments were carried out in the nonconducting Shaker-IR K¢ channel that
bears the W434F mutation.

The logic of this procedure can be understood by taking some limiting cases.
(i) If the histidine is not exposed to the solutions and/or if it does not move in the
field, it would not be possible to titrate it from either side or under any membrane
potential; therefore, no change in the gating currents are observed. (ii) The histidine
can be exposed to the inside or to the outside depending on the membrane potential
and thus on the conformation of the voltage sensor. In this case, if a pH gradient is
established, every translocation of the voltage sensor would also translocate a proton,
thus producing a proton current. This proton current would be maximum at potentials
where the sensor is making most excursions, which occurs around the midpoint of
the Q—V curve. At extreme potentials, the gating current would be affected but no
steady proton current would be observed. Therefore, the /—V curve of such proton
current would be bell-shaped. (iii) One particular conformation of the sensor locates
the histidine as a bridge between the internal and external solutions forming a proton
selective channel. In this case a steady current would be observed that would have an
almost linear /—V curve in the range of potentials where that conformation is visited
and would be zero otherwise. The analysis of histidine scanning was done in Shaker-
IR K€ channels and six charges were tested starting from the most extracellularly
located (Starace et al., 1997; Starace and Bezanilla, 2001, 2004). Fig. 3.9a shows the
results where the accessibility of each of the mutant is shown. The first four charges
are accessible from both sides depending on the membrane potential, while the next
two are not titratable.
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Mutant Accessibility Proton Current
R362H both sides pore
R365H both sides transporter
R368H both sides transporter
R371H both sides transporter/pore
K374H not titratable none
R377H not titratable none

(b)
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Fig. 3.9 Results of histidine scanning mutagenesis. (a) Each mutant is listed with the type of
current observed and their accessibility to the internal and external solutions. In the case of
K374H and R377H, the histidine may not be accessible and/or they do not move in the field.
(b) Interpretation of the histidine scanning experiments with the transporter model based on a
molecular model built with KvAP and KcsA crystal structures. A change in tilt of the S4 segment
exposes the first four charges to the outside in the depolarized condition and to the inside in the
hyperpolarized condition. In the hyperpolarized condition, there is a very narrow region bridged
by histidine in position 362 and in the depolarized condition a bridge is formed by histidine in
position 371. For details see text.

These results are consistent with what we know about the role of each charge.
Only the first four charges, which are responsible for most of the gating charge, seem
to translocate, while the next two either do not move in the field or are never accessible
from the solution. The results also show that some of the charges that appeared buried
to the cysteine scanning mutagenesis method are accessible to protons indicating that
they are pointing into deep crevices that are too narrow for the cysteine-modifying
reagent but large enough for protons to reach.

Figure 3.9b shows how the results could be explained in terms of an actual
structure of the S4 segment with its associated membrane segments and bilayer,
based on a transporter-like molecular model (Chanda et al., 2005) built with the
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crystal structures of KvAP and KcSA. The alpha-helical S4 segment is represented
by a cylinder showing the first four charged arginines, as labeled. The next two
arginines are on the back side of the S4 helix and are not visible. The hydrophobic
region, that includes other segments and the bilayer, is simply shown as a gray area. In
the closed state the first four charges are in contact with the internal solution by way
of'a water crevice (up arrow); however, the most extracellular charge (R362) is in the
boundary between the intracellularly connected water crevice and the extracellular
solution. If this arginine were replaced by a histidine it would form a proton pore
by making a bridge between both solutions. Upon depolarization the S4 segment
changes its tilt and all four charges become exposed to a water crevice (down arrow)
connected to the extracellular solution. Now the fourth charge is in the boundary
between the extra- and intracellular solutions so that a histidine in this position would
form a proton pore. Notice that R365 (and also R368) change exposure in such a
way that if each one were replaced by a histidine in the presence of a proton gradient,
every transition would be able to shuttle one proton from one side to the other. It
was found that R371H is a transporter but it can also form a proton pore at large
depolarized potentials (Starace and Bezanilla, 2001).

The consequence of these results is that in the two extreme positions the electric
field is concentrated (Islas and Sigworth, 2001) in a very narrow region of the protein:
near 362 in the closed position and near 371 in the open position. This means that
there is no need for a large movement of the voltage sensor to transport a large amount
of charge. Asamoah et al. (2003) have shown that indeed the field is concentrated in
this region by using a cysteine reactive electrochromic fluorophore. By attaching this
fluorophore in different regions of the channel and comparing the fluorescence signal
induced by voltage changes with the same electrochromic group in the bilayer, the
field in the S4 region was found to be at least three times more intense. By attaching
different lengths adducts to cysteine replacing position 362, Ahern and Horn (2005)
have also estimated that the field at that position is concentrated. When residue 362
was replaced by alanine (Tombola et al., 2005) it was found that a current may
be recorded at negative potentials (the v current) a result that is consistent with
the results of the 362H histidine pore and confirming the proposal that this region
becomes extremely narrow at negative potentials.

The results of histidine and cysteine scanning experiments suggest that the
charged arginine residues are stabilized by water and possible anions residing in the
water filled crevices. It has been shown by Papazian and collaborators (Papazian
et al., 1995; Tiwari-Woodruff, 1997) that the acidic residues in S2 and S3 segments
play a stabilizing role in the structure of Shaker-IR channel but they could also lower
the energy of the ariginines in the crevices and possibly contribute to the gating
charge by focusing the field in that region.

3.6.4.3 Biotin and Streptavidin Scanning

Biotin and its cysteine modifying derivative can react with cysteines engineered
in the channel protein. In addition, the biotin group binds avidin, a large soluble
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protein molecule that is not expected to cross the membrane. Jiang et al. (2003b)
studied several positions by mutating residues to cysteine in S3b and S4 segments
of KvAP and attached to it a biotin molecule. After incorporating these channels
into bilayers, they tested whether the currents were affected by avidin in the external
or internal solutions. They found that, depending on the site of biotin attachment,
the currents were decreased by externally or internally applied avidin. There were
two sites (residues 121 and 122), lying in between the second and third charges of
KvVAP, where they saw inhibition by avidin from both sides. They indicated that in
the conventional model (helical screw or transporter models) it would be extremely
difficult to relocate the linker of the biotin along with the charges moving within the
protein core. Therefore, they proposed that those sites must move a large distance
within the bilayer to reach for the avidin present in the solution and gave them the
basic restrictions on the extent that the paddle must move. Although this result is
consistent with the paddle model, it is not inconsistent with the transporter model
because those residues may in fact be facing the bilayer (Chanda et al., 2005) and
thus allowing the biotin to reach to either side of the bilayer to attach to the avidin. It
should be noted that no reaction rate was measured in those experiments (Jiang et al.,
2003b) nor in the most recent paper (Ruta et al., 2005). Therefore, the accessibilities
measured with avidin may well be the result of conformations that were rarely visited
because the biotin—avidin reaction is essentially irreversible.

3.6.5 Fluorescence Spectroscopy Reveals Conformational
Changes of the Voltage Sensor

Site-directed fluorescence is a powerful technique to follow conformational changes
in a protein. In the case of voltage-dependent channels, the idea is to label specific
sites of the channel protein with a fluorophore and measure changes in fluorescence
induced by changes in the field. The salient feature of this technique is that the
changes measured reflect local changes in or near the site where the fluorophore
is located in the protein as opposed to electrical measurements that reflect overall
conformations of the protein. Two main types of measurements have been done with
site-directed fluorescence. One is the detection of fluorescence intensity changes of
one fluorophore in the labeled site and the other is the estimation of distance and
distance changes between two fluorophores using fluorescence resonance energy
transfer (FRET).

3.6.5.1 Site-Directed Fluorescence Changes

In these experiments, the site of interest is mutated to a cysteine and then is reacted to
a fluorophore that has a cysteine reactive group and the time course of fluorescence
is monitored during pulses applied to open or close the channel (Mannuzzu et al.,
1996; Cha and Bezanilla, 1997). To detect a fluorescence change, the conformational
change must change the environment around the fluorophore so that the intensity
changes because of spectral shifts, quenching or dye reorientation. In most cases the
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changes in fluorescence have been traced to changes in the quenching environment
around the fluorophore (Cha and Bezanilla, 1997, 1998) and in a few cases it is pro-
duced by spectral shifts of the fluorophore as the hydrophobicity of the environment
changes with the change in conformation (Asamoah et al., 2004). In some cases,
the presence of quenching groups in the protein is crucial in obtaining a signal. For
example, in the bacterial channel NaChBac the signals are very small or in some
sites not detectable (Blunck et al., 2004) although, following the classical pattern,
there are four charges in the S4 segment and the total gating charge was recently
measured to be about 14 ¢y (Kuzmenkin et al., 2004). This result has been traced to
the lack of quenching groups in the structure of this channel (Blunck et al., 2004). To
obtain signals from sites near the S4 segment upon changes of membrane potential,
a requirement seems to be the presence of glutamate residues in the nearby region
that act as quenching groups (Blunck et al., 2004).

Fluorescence changes in site-directed fluorescent labeling have provided infor-
mation of local conformational changes around the S4 segment, the S3—S4 linker,
S1-S2 linker and the pore region as a result of changes in membrane potential
(Mannuzzu et al., 1996; Cha and Bezanilla, 1997; Loots and Isacoff, 1998). In
the absence of three-dimensional structure, the interpretation of these fluorescence
changes is not straightforward because the exact location of the fluorophore is un-
known. However, several important qualitative results have been obtained. For ex-
ample, it has been found that the kinetics of the fluorescence changes in S4 are slower
than around the S1-S2 linker, suggesting that there might be earlier conformational
changes that precede the main conformational change normally attributed to the S4
segment (Cha and Bezanilla, 1997). Also, the time course of fluorescence changes
near the pore region are much slower than channel activation and their kinetics can
be traced to another gating process called slow inactivation in Shaker K¢ channel
(Cha and Bezanilla, 1997; Loots and Isacoff, 1998).

Probably one of the most informative results have been obtained in the sodium
channel because, as this technique detects local changes, it has been possible to
distinguish specific functions for each one of the four domains of the Na® channel.
Fast inactivation is another gate that operates by blocking the channel pore (Hodgkin
and Huxley, 1952; Armstrong and Bezanilla, 1977; Hoshi et al., 1990). By labeling
the S4 segment of each domain of the Na® channel, it was found that the gating
charge immobilization produced by inactivation only occurred in domains III and
IV, thus locating the regions of the channel that interact with the inactivating particle
(Chaetal., 1999a). The kinetics of the fluorescence of sites in S4 was found to be very
fast in domains I-III but slower in domain IV, indicating that domain IV followed the
other three domains (Chanda and Bezanilla, 2002). Finally, by comparing the effect
of a perturbation in one domain to the fluorescence signal in another domain, it was
found that all four domains of the Na® channel move in cooperative fashion. This
result is important in explaining why sodium channels are faster than potassium
channels, an absolute requirement in eliciting an action potential (Chanda et al.,
2004). For more details on the voltage-dependent sodium channel, see the chapter
by Hank in this volume.
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3.6.5.2 Resonance Energy Transfer

By labeling the protein with a donor and an acceptor fluorophore it is possible to
estimate the distance between them using Forster theory of dipole—dipole interac-
tion (Cantor and Schimmel, 1980). Depending on the fluorophore pair used, those
distances can be from a few to about 100 A, thus enabling the measurements of
intramolecular distances and changes in distances.

This technique was used to estimate distances and distance changes between
subunits in Shaker-IR channel by Cha et al. (1999b) and Glauner et al. (1999).
Cha et al. (1999b) used a variant of FRET, called LRET that uses a lanthanide
(terbium) as a donor and has the advantage that the estimation of the distances is
more accurate mainly because the orientation factor is bound between tight limits
giving a maximum uncertainty of § 10%, but frequently is even better because the
acceptor is not immobilized (Selvin, 2002). The LRET technique was tested and
validated by Cha et al. (1999b) in the Shaker K¢ channel where the measurement of
distances between residues in the pore region gave an agreement within 1 A when
compared to an equivalent residue in the KcsA crystal structure. In addition, each
measurement using LRET gave two distances that corresponded to the separation
between adjacent and opposite subunits in the channel and those measured distances
were related by the ~ 2, as expected from the tetrameric structure, giving an internal
calibration and consistency check of the technique.

Both studies (Cha et al., 1999b; Glauner et al., 1999) showed that the distances
between S4 segments were around 50 A and that it did not change very much from
the closed to the open states. The maximum distance change measured by Cha et al.
(1999b) was about 3 A while Glauner et al. (1999) measured about 5 A. These
measurements were all done between subunits therefore they do not completely rule
out a translation across the bilayer, as proposed in the helical screw and paddle
models.

In Shaker K¢ channel the linker between S3 and S4 is made of about 30
residues. At least six of the residues close to the extracellular part of S4 seem to be
in alpha-helical conformation (Gonzalez et al., 2001) suggesting that S4 is extended
extracellularly as an alpha helix. This would explain why Cha et al. (1999b) measured
changes in distance in the S3—S4 linker as a result of membrane potential changes.
One of those changes is a rotation in the linker and the other is a decrease in the tilt
of the S4 with its extension upon depolarization, providing a possible mechanism
for charge translocation (see Fig. 3.9).

The question of how much translation the S4 undergoes across the bilayer with
depolarization has been approached with two other variants of FRET. In the first
series of experiments (Starace et al., 2002) green fluorescent protein (eGFP) was
inserted after the S6 of Shaker K¢ channel and was used as the donor to an acceptor
attached in the extracellular regions of the channel. In this case, the acceptor was
a sulforhodamine with an MTS reactive group that can react with an engineered
cysteine in the channel but it also can be cleaved off with a reducing agent. This
allows the measurement of donor fluorescence (intracellularly located) in presence

107



Francisco Bezanilla

and absence of acceptor (in the extracellular regions of the channel) to compute the
energy transfer and the distance. These measurements were done in multiple sites of
the S1-S2 loop, S3—S4 loop, and S4 segment under depolarized and hyperpolarized
conditions giving changes in distance that did not exceed 2 A. In fact, some sites
increased while others decreased their distance to the intracellular donor upon de-
polarization, indicating that there is little translation of the S4 across the membrane.

The second method used the hydrophobic negative ion dipycrilamine (dpa) as
an acceptor that distributes in the edges of the bilayer according to the membrane
potential (Fernandez et al., 1982; Chanda et al., 2005). The donor was rhodamine at-
tached to specific sites in the S4 segment. The experiment predicts a clear distinction
for the outcome depending whether the S4 does or does not make a large translation
across the membrane. If the S4 segment undergoes a large translation across the bi-
layer such that the donor crosses its midpoint, then a transient fluorescence decrease
is expected because dipycrilamine and the fluorophore start and end in opposite
sides of the membrane but there is a period where both donor and acceptor reside
simultaneously in both sides of the membrane increasing transfer and consequently
decreasing donor fluorescence. On the other hand, if there is no crossing of the bi-
layer midline by the donor, the fluorescence will increase if the donor is above the
midline or decrease if it is below, but no transient should be observed. The results
of four sites in S4 are consistent with no crossing of the midline strongly suggesting
that the S4 does not make a large translation upon depolarization (Chanda et al.,
2005).

A recent detailed experiment using LRET confirms the lack of large translation
of'the S4 (Posson et al., 2005). In this case, the donor is Tb (in chelate form) attached
in several sites of the S4 segment and the S3—S4 linker while the acceptor is in a toxin
that blocks the pore of Shaker from the extracellular side. Results show that in all
S4 sites measured the distance did not decrease more than 1 A upon depolarization.
When this change is projected as a translation of the S4 segment it gives an upper
limit of only 2 A.

It is interesting to note that in the LRET experiments using an acceptor in
the toxin and a terbium chelate in the extracellular part of the S3 segment showed
that in fact the distance increased by about 2 A upon depolarization, which is also
incompatible with the paddle model that postulates a simultaneous translation of S3
and S4 segments. Another confirmation that the extracellular part of S3 does not get
buried in the closed state was provided by a recent paper by Gonzalez et al. (2005)
who tested accessibility of these residues and found no state dependence.

Finally, another recent paper using a toxin that binds to the S3—S4 linker of
the Shaker K channel also show that there is limited translation of the S4 segment
(Phillips et al., 2005).

A recent molecular dynamic calculation of the voltage sensor of a K¢ channel
under the influence of an electric field also supports a conformational change that
involves minimum translation (Treptow et al., 2004).

In summary, FRET experiments are inconsistent with a large transmembrane
displacement of the S4 segment in response to a voltage pulse. As many other
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experiments, presented above and discussed in recent reviews (Bezanilla, 2002;
Cohen et al., 2003; Ahern and Horn, 2004b; Lee et al., 2003; Swartz, 2004) do not
support the idea that the charged residues are in the bilayer, the two main features
of the paddle model become inconsistent with the available data.

3.7 Coupling of the Sensor to the Gate

In contrast to an FET where gating of the channel is produced by a change in space
charge, the gate in voltage-gated channels seem to be a mechanical obstruction to
flow (Yellen, 1998). The crystal structure of the bacterial channel KcSA reveals a
closed state of the channel and Perozo et al. (1999) found that when it opens, the
S6 makes a scissor-like action allowing ions to go through. The crystal structure of
MthK, another prokaryotic channel, shows an open pore where a glycine in the S6
segment is shown to break the S6 in two segments (Jiang et al., 2002a). This led
MacKinnon to propose that the gate opens when the S6 segment is broken and the
intracellular part is pulled apart (Jiang et al., 2002b). In the crystal structure of the
voltage-dependent prokaryotic channel KvAP the pore is in the open conformation
by a break in the S6 segment in a glycine residue (Jiang et al., 2003a). In the case
of the eukaryotic Shaker K¢ channel there is a PVP sequence in the S6 segment
that has been proposed to be the actual gate (Webster et al., 2004) and the crystal
structure of Kv1.2 seems to indicate that the PVP motif is important. In addition to
the main gate formed by the bundle crossing of the S6 segments, there is now very
good evidence that the selectivity filter can also stop conduction, thus introducing
another gate in series (Bezanilla and Perozo, 2003; Cordero et al., 2006; Blunck
et al., submitted). However, there is no evidence or a physical mechanism to couple
this filter gate to the movement of the sensor.

The question of how and what kind of physical movement of the sensor, mainly
the S4 segment, couples the opening of the pore gate is far from resolved. Most of the
proposals, including the paddle model suggest that the change in position of the S4
couples via the intracellular S4-S5 linker to change the position of the S5 segment
that in turns allow the opening of S6. The crystal structure of Kv1.2 suggests the
same mechanism of opening whereby the S4 segment pulls on S5 to allow channel
opening (Long et al., 2005b). In the transporter model (Chanda et al., 2005) the
mechanism is more explicit because a closed and an open structures are proposed.
In this case the change in tilt of the S4 segment carries the S5 segment away from
S6 allowing the break at the glycine residue and thus opening the pore.

3.8 Concluding Remarks

The main component of the sensor of voltage-gated channels is the S4 segment
with its basic residues moving in the field. The movement of the sensor in response
to changes in the electric field produces the gating currents. The study of gating
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Fig. 3.10 The closed and open conformations and the voltage profile of the Shaker K¢ channel
transporter model (Chanda et al., 2005). The isopotential lines divide equally the total voltage
applied between the inside and the outside. (a) Closed state is obtained at hyperpolarized potentials
(< i 100 mV, clear inside). (b) Open state is obtained at depolarized potentials (> 50 mV, clear
outside). Notice that going from a hyperpolarized to a depolarized potential, the S4 segment has
not translated across the membrane but it has undergone a change in tilt that moves the position
of S5 which in turn opens the pore by breaking S6. The arginines side chains relocate according
to the direction of the field.

currents, single-channel currents, and macroscopic currents has generated detailed
kinetic models of channel operation. The sensor couples to the gate possibly via
the S4-S5 linker. The channel fully opens after all sensors have moved and there is
little cooperativity in the early movements of the sensor in the K¢ channel but strong
positive cooperativity in the Na© channel. The results of a large variety of biophysical
experiments have helped in delineating the conformational changes of the sensor.
These data have shown that the S4 segment does not undergo a translational motion
across the membrane. Rather, the charges are in water crevices and they only move
a small distance because the field is focused in a narrow region within the protein
core. In the absence of a crystal structure representative of the channel in its native
form in the closed state, we believe that the data support the transporter model.
The essence of the transporter model is the shaping of the electric field that
allows the hydration of the arginines in the closed and active conformations of the
sensor. As the field is concentrated in a small region of the protein, the movement of
the charged arginines is much less than if they were to move in the hydrophobic part
ofthe membrane. Fig. 3.10 shows a detail of the Shaker K channel model in the closed
and active conformations as proposed by Chanda et al. (2005). In the closed state
there is a large water crevice that penetrates the protein from the intracellular side,
thus concentrating all the voltage drop in a narrow region close to the extracellular
side (Fig. 3.10a). In this conformation, most of the arginines are in this water crevice
but the most extracellular arginine is still within the field. Upon depolarization, the
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most extracellular arginine senses the change in field and tends to move out thus
changing the tilt of the S4 segment as whole. This makes the intracellular crevice
decrease locating the other arginines in the field, which will also help moving the S4
segment. Eventually, the internal crevice disappears and a small crevice appears in
the extracellular side where the arginines will swing into it (Fig. 3.10b). The whole
process involves a solid body motional tilt of the S4, most likely in several steps, and
rearrangements of the arginine side chains giving a net transport of charge from the
inside to the outside. There is almost no translation of the S4 across the plane of the
membrane but there is a significant change in tilt that rearranges many other parts of
the protein. In the resting state the extracellular portion of the S3 segment acts as a
dielectric cover over the internal crevice and upon depolarization it moves away thus
exposing the extracellular cavity that receives the guanidinium group of the arginines.
Chanda et al. (2005) used the two proposed molecular structures (closed and open)
to compute the net transfer of charge across the membrane solving the Poisson—
Nernst—Planck equations (Roux, 1997). The result was a total of 13 e, in excellent
agreement with experimental data and the solution showed that the most of the charge
was contributed by the first four most extracellular arginines of the channel (residues
362,365,368, and 371). The explicit molecular models of the closed and open states
presented in Chanda et al. (2005) are based on a multitude of biophysical data and the
available structural data. At present, these structures and the associated mechanism
of the conformational change induced by membrane potential changes should be
viewed as a representation of a conceptual model. Details of the positions of each
of the relevant residues and their side chains and their trajectories during activation
will be required to have a complete description of the voltage sensor operation.

3.9 Outlook

A detailed understanding of voltage-gated channels means that we can represent
the landscape of energy of the physical states of the channel at atomic resolution
together with the structural changes evoked by the electric field. To achieve this
goal, it will not only require a static, high-resolution three-dimensional structure,
but also a detailed description of the kinetics of the voltage-induced conformational
changes. The latter are expected to be obtained with spectroscopic and computational
techniques. Fluorescence and EPR spectroscopies have started to unravel some of the
details of conformational changes during gating but the study of detailed kinetics is
still developing. For example, in the same way that single-channel current recordings
were critical in understanding the operation of the pore and the gate, single molecule
fluorescence is expected to show the local conformational changes during voltage
sensor operation and channel gating. These techniques are advancing very rapidly
and some results have already been published as just the conformational change
(Blunck and Bezanilla, 2002; Sonnleitner et al., 2002) or even correlated to current
recordings (Blunck et al., 2003; Borisenko et al., 2003).
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Part I. Overview

Potassium (K©) channels are largely responsible for shaping the electrical behavior
of cell membranes. K¢ channel currents set the resting membrane potential, control
action potential duration, control the rate of action potential firing, control the spread
of excitation and Ca*C influx, and provide active opposition to excitation. To support
these varied functions, there are a large number of K¢ channel types, with a great
deal of phenotypic diversity, whose properties can be modified by many different
accessory proteins and biochemical modulators.

As with other ion channels, there are two components to K¢ channel opera-
tion. First, channels provide a pathway through the cell membrane that selectively
allows a particular ion species (in this case, K ) to flow with a high flux rate. Second,
channels have a gating mechanism in the conduction pathway to control current flow
in response to an external stimulus. To accommodate their widespread involvement
in cellular physiology, K¢ channels respond to a large variety of stimuli, includ-
ing changes in membrane potential, an array of intracellular biochemical ligands,
temperature, and mechanical stretch. Additional phenotypic variation results from
a wide range of single-channel conductances, differences in stimulus threshold, and
variation in kinetics of three basic gating events. Channel opening (activation) is
caused by changes in membrane potential or changes in the concentration of specific
ligands, and can occur at different rates, and over different voltage or concentration
ranges. Channel closing (deactivation), which occurs upon removal of the activating
stimulus, can also proceed at different rates. Although the molecular events that
underlie activation and deactivation are known in significant detail, the mechanisms
that account for differences in activation and deactivation rates are not well un-
derstood. Finally, channels can undergo a process called inactivation, whereby the
channel stops conducting even in the presence of the activating stimulus. There are
at least two mechanisms of inactivation (Choi et al., 1991; Hoshi et al., 1991). One
type of inactivation, which is fast (it occurs and is complete during the first several
milliseconds of a strong depolarization), is called N-type because it is structurally
associated with the amino (N) terminus of the channel (see Fig. 4.2). Only a few
K€ channels have an N-type inactivation mechanism. Another, slower inactivation
mechanism occurs in almost all channels, and is associated with events near the se-
lectivity filter and outer vestibule of the channel. This latter inactivation mechanism,
first described in the Shaker K¢ channel, was originally called C-type inactivation,
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because the structural components involved were located more toward the carboxyl
(C) terminus than those involved in N-type inactivation (Choi et al., 1991). How-
ever, slow inactivation has significantly different characteristics in different channels,
which makes it unclear whether slow inactivation involves an identical molecular
mechanism in all channels. Whereas fast inactivation is designed to rapidly turn off
K€ channel conduction following activation, slow inactivation modifies the influ-
ence of a channel depending on the frequency or duration of an excitatory event
(Fig. 4.1).

4.1 Basics of K* Channel Structure

The first crystal structure of a K€ channel, KesA, was solved in 1998 (Doyle et al.,
1998). This simple K channel, which consists of only two transmembrane domains,
appears to provide an accurate representation of the conduction pathway of all K¢
channels. All mechanistic investigations of the K¢ channel conduction pathway are
now designed and interpreted in light of structural information obtained from X-
ray diffraction studies. Recently, additional, larger K¢ channel structures have been
resolved by X-ray crystallography (cf. Jiang et al., 2002, 2003a,b; Kuo et al., 2003;
Long et al., 2005a). Although two of these crystallized channels were voltage-gated,
six transmembrane domain channels (Jiang et al., 2003a,b; Long et al., 2005a), the
physical relationship between the voltage-sensing domains and conduction pathway
suggested by these crystal structures has been controversial. An extensive discussion
of the voltage-sensing mechanism is presented in Chapter 3.

Figure 4.2 illustrates the basic structural components of K channels. Each sub-
unit of voltage-gated potassium channels has six transmembrane domains, labeled
S1 through S6 (Fig. 4.2A). The S4 domain contains a repeating series of positively
charged amino acid residues, mostly arginines, and is the primary domain responsi-
ble for sensing changes in voltage (Aggarwal et al., 1996; Seoh et al., 1996). Upon
depolarization, the S4 domain moves, which causes a gate in the pore to open and
permit ion flow. Until recently, a wide variety of evidence suggested that membrane
depolarization drove the positively charged S4 domain through the membrane in an
outward direction (cf. Ding and Horn, 2002, 2003; Ahern and Horn, 2004). More re-
cent evidence, however, suggests that the actual translocation of peptide through the
membrane is very minimal, perhaps only one or two angstroms (Chanda et al., 2005).
The S5 and S6 domains, connected by a P (pore) loop, form the conduction pathway.
The P-loop itself forms the narrow region of the conduction pathway to create the
channel’s selectivity filter, where selection for the passage of K¢ over the other dom-
inant monovalent ion, Na®, occurs. In six transmembrane domain channels, both
the amino (N) and carboxy (C) termini are in the cytoplasm. A Ca*° -dependent K¢
channel, BK, has a seventh transmembrane domain, SO, which puts the N-terminus
on the extracellular side of the membrane. Inward rectifier K¢ channels have just
two transmembrane domains, analogous to S5 and S6, with the intervening P-loop,
and N and C termini in the cytoplasm.
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Fig. 4.1 Control of action potential duration and frequency by K© channels. (A) Classic illustra-
tion of the conductances that generate the squid axon action potential, adapted from Hodgkin and
Huxley (1952). There are only two requirements for an action potential. The depolarizing upstroke
requires the opening of voltage-gated channels (Na® or Ca”®) to produce rapid inward currents.
Repolarization requires activation of voltage-gated channels (K©) that produce outward currents
to hyperpolarize the membrane. In this simplest of action potentials, tetrodotoxin-sensitive Na©
channels (gn,) open rapidly and inactivate within approximately 0.5 ms. Delayed rectifier K chan-
nels (gx) open with a slight delay and close somewhat slowly as the membrane hyperpolarizes.
Within a given class of action potentials (i.e., those carried by Na® or Ca®®), the duration of the
action potential can be essentially attributed to the time course and magnitude of the K¢ conduc-
tance. There are many different delayed rectifier channels, which, among other characteristics,
open at different membrane potentials and have different rates of opening and closing. A more
rapid generation of a larger gk, via some combination of faster opening kinetics, more negative
activation voltage and larger current (due to either more channels opening or larger single-channel
conductance), will speed repolarization and shorten the action potential duration. Conversely, re-
polarization will be slower, and action potential duration longer, if gx is smaller or more delayed.
Note also that activation of gK, combined with inactivation of gNa, drives the membrane more
negative to the resting membrane potential. The more quickly K© channels close, the sooner the
membrane will be ready for another action potential, and vice versa. (B-D) Illustration of different
shapes of action potentials in three types of mammalian central neurons (recorded at 357C). These
action potentials have markedly different durations, and fire with different rhythms, due to different
complements of voltage-gated channels. Neurons in panels B and D fire spontaneously, but at very
different rates. Neurons in panel C fire only single action potentials. (B) Action potentials from a
dissociated mouse cerebellar Purkinje neuron. This neuron fired spontaneously at 87 Hz (see inset)
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A complete, functional potassium channel consists of four subunits that come
together to form a symmetric tetramer. [Tandem pore (2P) channels are an exception
to this. These channels have either four or eight transmembrane domains, a second
P-loop region, and form complete channels from dimers (Buckingham et al., 2005).]
Figure 4.2B illustrates two of four subunits of the KcsA K€ channel (Doyle et al.,
1998). Each subunit consists of an outer (S5) and inner (S6) helix. The P-loop region
connects the two helices, and forms the selectivity filter and outer vestibule of the
channel. The KcsA pore contains four potassium ions, two in the selectivity filter,
one in an inner, water filled cavity and one in the outer vestibule (Zhou et al., 2001b).
The two K€ ions in the selectivity filter are separated by a water molecule, and can
occupy two of four locations, positions 1 and 3 (open circles) or positions 2 and
4 (shaded circles). The inner helices (S6 domain) form a bundle crossing at the
cytoplasmic entrance to the conduction pathway in KcsA, but are probably arranged
in a slightly different orientation in Kv channels (del Camino et al., 2000). This
bundle crossing is the general location of the cytoplasmic activation gate, whose
opening is linked to the S4 domain movement in voltage-gated channels.

Figure 4.2C illustrates the N- and C-terminal domains in more detail (again,
just two subunits are shown). The N-terminal domain of voltage-gated channels
contains a tetramerization domain (T1 domain; ribbon), which comes together just
underneath the conduction pathway, in a fourfold arrangement resembling a “hanging
gondola” (Kobertz et al., 2000). Several, but not all, voltage-gated channels also
have a globular, positively charged structure, the N inactivation ball, at the end
of the N-terminus. When channels are opened by depolarization, one of the four
inactivation balls rapidly enters the conduction pathway and blocks it, leading to
N-type inactivation (In; Fig. 4.1D). The C-terminal domain, illustrated as a shaded
oblong structure, varies considerably in size in different K¢ channels, associates with
both the cytoplasmic end of the conduction pathway and the N-terminal domain, and
is an important modulator of K¢ channel function.

Figure 4.2D illustrates in cartoon form the four basic gating states of a K©
channel. Panel 1 illustrates a channel with a closed cytoplasmic gate (note that four
potassium ions are illustrated to be in the pore here, but the number of K€ ions in this

~

Fig. 4.1 (continued) in the absence of current injection, as is typical of Purkinje neurons. Kv3
channels, which open and close very quickly, contribute the dominant delayed rectifier current. The
rapid opening and closing kinetics of Kv3 channels allow for very high-frequency firing of action
potentials. Note that the action potential is so brief in panel B that Na® channels undergo little
or no inactivation. Recording by Andrew Swensen. (C) Action potentials in rat CA1 pyramidal
neuron recorded from a hippocampal brain slice (stimulated by 2 ms injection of current to reach
threshold). Kv1, Kv4 and possibly some Kv2 or Kv3 channels all contribute to action potential
repolarization. Recording by Alexia E. Metz. (D) Action potentials in mouse midbrain dopamine
neuron, recorded from a brain slice. This cell fired with a typical rhythmic pacemaking activity at
» 4 Hz. The K¢ channels responsible for repolarization have not yet been identified. Recording by
Michelino Puopolo. Fig. B-D was kindly provided by Bruce Bean and Marco Martina. Details can
be found in Martina et al. (1998), Mitterdorfer and Bean (2002), Martina et al. (2003), Puopolo
et al. (2005, and references within).
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(B)

Inside

Fig. 4.2 Basics of K¢ channel structure and states. (A) Cartoon of the fundamental K¢ channel
subunit. (B) Channels are formed from four subunits arranged symmetrically around a central core.
In this panel, two opposing subunits are shown; the front and rear subunits were omitted for illus-
tration clarity. The selectivity filter is formed between the S5—S6 pairs of transmembrane domains.
The locations of K¢ binding sites in the conduction pathway denoted by spheres. (C) Schematic
of two subunits of a Kv channel, showing N-terminal domain (ribbon) and C-terminal domain
(oblong blocks) underneath the pore. In some channels, the distal portion of the N-terminal do-
main contains a charged, yet hydrophobic peptide sequence (the inactivation particle N). Upon
depolarization, the charged peptide is driven into the pore with a delay, causing N-type inactivation
(see panel D). (D) Illustration of four channel states, closed (C), open (O), N-type inactivated (Iy),
and C-type inactivated (I¢).

and other channel states is currently unknown, and may in fact differ in different K©
channels). Upon depolarization, the cytoplasmic gate opens (panel 2). In channels
with an N inactivation ball, open channels quickly become blocked by the inactivation
ball (panel 3), creating a transient current. Almost all K¢ channels, whether they
have an N inactivation ball or not, undergo a second inactivation mechanism, which
apparently involves a constriction at or near the selectivity filter (panel D).

4.2 Functional Classification

There are over 150 K© channel species, which can be broadly characterized into
several main types: voltage-gated (Kv), Ca*® -dependent (Kc,), inward rectifier (Kir),
and tandem pore (2P). Fully functional channels, formed by primary (a) subunits, are
often associated with accessory (b) subunits. The b subunits also come in different
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flavors, some of which are apparently restricted to the cytoplasm (e.g., bl, b2,
KChIPs) and some of which are small membrane spanning subunits (MinK, MiRP).
b subunits, each of which can interact with a host of different a subunits, modify
a subunit characteristics such as ion selectivity, gating kinetics, surface expression,
and pharmacology. In addition, there are also silent a subunits, which do not form
functional channels by themselves. They can, however, combine with functional a
subunits to form heterotetramers with somewhat altered properties (Kramer et al.,
1998; Shepard and Rae, 1999; Ottschytsch et al., 2002; Kerschensteiner et al., 2003).
Relatively little is known about the role of these silent a subunits in cell physiology.

4.2.1 Voltage-Gated Channels

There are four major families of Kv channels, Kv1.x to Kv4.x, currently with 2—8
members in each family (Gutman et al., 2003). The first cloned potassium channel
was called Shaker, after the mutant fruit fly from which it was identified (Papazian
et al., 1987). This channel is equivalent in the Kv nomenclature to Kv1.0, and due
to its extensive study early on, retained its name and became the prototypical Kv
channel.

Kv channels are generally activated by depolarization, and primarily serve to
control the duration, shape and firing frequency of action potentials. Thus, rapidly
activating, slowly inactivating Kv channels keep action potentials brief (» 2 ms),
whereas slowly activating Kv channels allow for more prolonged action potentials,
(for example, cardiac myocytes have action potentials >200 ms in duration, partially
as aresult of a very slowly activating Kv channel). Whereas there is certainly overlap
of function, different voltage-gated channels are specialized for certain functions.
For example, in contrast to most other K¢ channels, current through the Kv2.1
channel increases as external K¢ concentration ([K© ) is elevated (Wood and Korn,
2000). This unusual feature apparently predisposes the Kv2.1 channel to be of spe-
cial importance during high-frequency firing (Du et al., 2000; Malin and Nerbonne,
2002), when external [K® ] tends to rise and other Kv channel currents diminish due
to the consequent reduction in electrochemical driving force. The HERG potassium
channel, which is also activated by depolarization, has the unusual property of inac-
tivating faster than it activates with strong depolarizations (such as produced by an
action potential). Upon membrane repolarization, channels exit from the inactivated
state more quickly than they close. Consequently, current through these channels re-
mains low until after repolarization begins. During repolarization, as current through
other open K€ channels diminishes, current through HERG channels increases, thus
adding to the speed of repolarization. The Kv3.x channels are generally localized
where information is encoded by the high-frequency firing of action potentials (Rudy
etal., 1999). These channels activate rapidly, which hastens repolarization and limits
Na® channel inactivation. They also deactivate extremely rapidly, which thus shuts
off hyperpolarizing current. These two properties keep action potentials brief and the
membrane poised to immediately fire a subsequent action potential. Finally, some
members of the Kv1, Kv3, and Kv4 channel families also have a rapid inactivation
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mechanism. Rapidly inactivating channels have several functions, which include
regulation of the frequency of rhythmic action potential firing (Connor and Stevens,
1971a,b) and integration of electrical activity in neuronal dendrites (see Part III).

4.2.2 Ca’" -Dependent Channels

In excitable cells, K¢, channels come in two varieties: large conductance (maxi-K or
BK) and small conductance (SK). BK channels are also activated by depolarization,
but channel activation is greatly facilitated by elevation of intracellular Ca®®, which
can result either from depolarization-evoked entry of Ca*“ through Ca’® -permeable
channels or from release of Ca® from intracellular stores. As a result of this Ca®
dependence, BK channels produce a long, post-action potential hyperpolarization,
which keeps the membrane potential away from firing threshold and thus delays the
membrane’s ability to undergo another action potential. In contrast, SK channels
are activated solely by elevation of intracellular Ca’® (Bond et al., 1999). The strict
dependence on intracellular Ca’® means that their influence increases as intracellular
Ca*® builds up, such as during high-frequency firing of action potentials. Thus, they
may serve primarily to terminate long bursts of action potentials (Swensen and Bean,
2003).

4.2.3 Inward Rectifier Channels

As a generalization, Kir channels help maintain the negative resting potential. They
are open at negative membrane potentials, and consequently oppose excitation by
small excitatory stimuli. Upon significant depolarization, they are blocked by intra-
cellular small molecules (Mg”® or polyamines) so as not to be a continuing factor
during the excitation event. Kir channels can be modulated by G-proteins as well as
other intracellular biochemicals, which demonstrates that modulation of their ability
to suppress cell excitation is an important functional feature of these channels. One
highly complex Kir channel, KATP, is sensitive not only to the intracellular molecules
and modulators that influence other Kir channels but also to intracellular ATP. El-
evation of intracellular ATP inhibits channel activity, which links the influence of
these channels to changes in cell activity and metabolism (cf. Tarasov et al., 2004).

4.2.4 2P Channels

Tandem pore (2P) K€ channels have two P-loop regions and come in two varieties:
one member isolated from yeast (TOK1) has eight transmembrane domains, whereas
all other known members have four (Goldstein et al., 2001; Kim, 2003; Buckingham
etal., 2005). The role of 2P channels, discovered fairly recently in the overall history
ofion channel research, is still unclear. Initially, they were thought to be constitutively
open (Goldstein etal., 1996) and thus came to be called, ingloriously, “leak” channels.
For decades, the basis of the resting membrane conductance to K¢ remained a
mystery. These channels appear to represent the solution to the mystery. In addition,
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recent work has shown that opening of 2P channels can be regulated by fatty acids,
temperature, intracellular pH and membrane stretch (Lopes et al., 2000; Kim, 2003;
Kang et al., 2005). Consequently, these channels may not only contribute to the
steady resting conductance, but may also turn out to be actively involved in cellular
function (cf. Richter et al., 2004).

4.3 Summary

There are more than 150 known potassium channel genes (Goldstein et al., 2001;
Gutman et al., 2003), and there can be many K¢ channel species in any given
cell membrane. The general role of each channel phenotype in membrane electro-
physiology is reasonably well understood. Consequently, much of the effort toward
understanding function is now focused on (1) the myriad biochemical mechanisms
by which each channel function is modulated and (2) how each of the many channels
in a particular cell type specifically influences cell function. In the last 15 years, the
maturation of molecular biological approaches has led to an extensive understanding
of'the structural basis of ion channel function. The structures underlying the voltage-
sensor and the fast inactivation gate were found (Aggarwal and MacKinnon, 1996;
Seoh et al., 1996; Aldrich, 2001), the structure underlying the selectivity filter was
found (Heginbotham et al., 1994; Doyle et al., 1998; Zhou et al., 2001b), and the
general mechanism of conduction through multi-ion pores has been reasonably well
described. The more recent ability to obtain structural information from X-ray crys-
tallography, and the use of NMR spectroscopy with knowledge of these structures,
has once again accelerated the pace of discovery. Knowledge of the structure itself
has constrained and suggested mechanism. With knowledge of the fundamental pore
structure, molecular studies of gating mechanisms and permeation properties can
now be designed and interpreted more astutely. Recently, description of the struc-
tures of voltage-gated and Ca’C -dependent channels has led to a more sophisticated
understanding of gating. Indeed, perhaps the most invigorating recent publication
in the field of ion channel biophysics was the crystallization of a voltage-sensitive
K€ channel (Jiang et al., 2003a,b). The proposed structure of the voltage sensor
was at odds with years of biophysical measurements, and the push to reconcile the
two led to the rapid design of critical experiments that greatly accelerated our un-
derstanding of gating mechanisms (Ahern and Horn, 2004). A more recent crystal
structure of another voltage-gated channel (Long et al., 2005a) presents a structural
picture that more closely matches results from biophysical experiments, yet incom-
patibilities between the structural and biophysical data remain. Resolution of these
incompatibilities will surely refine our understanding of the ion channel mecha-
nisms. Finally, it is clear that over the last 25 years, most biophysical measurements
have been made either on naked a subunits, in the absence of potential modulators,
or on a subunits that are complexed with unknown stoichiometry to unknown mod-
ulators. The advance of molecular and genetic technology has led to the discovery
of an enormous number of these modulators, and with continuing sophistication in
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molecular, structural, biophysical, and theoretical approaches, a new surge in mech-
anistic discovery is imminent.

Part II. K* Channel Operation
4.4 Control of Single-Channel Conductance

The primary function of an ion channel is to permit the rapid flux of ions across
a cell membrane. The potassium channel family displays a large range of single-
channel conductances, ranging from 2 to 240 pS. This range certainly reflects the
diversity of functions required of K¢ channels. How single-channel conductance is
varied so greatly among structurally similar channels is one of the great fundamental
questions remaining about ion channel function. Indeed, it is not known whether there
is a general structural basis for control of conductance or whether conductance is
limited at different locations in different channels.

4.4.1 Role of the Selectivity Filter

One school of thought has been that the selectivity filter would be rate limiting for
conductance. This possibility is derived from the fact that the filter is the narrowest,
and presumably the most electrically resistive, region of the pore. Furthermore, to
enable high selectivity for one ion over a very similar ion, one might infer that the
more permeant ion also has a relatively high affinity for the selectivity filter. There is
some evidence that subtle variations in the selectivity filter might influence single-
channel conductance. For example, mutations can be made to residues near or within
the selectivity filter that change single-channel conductance without destroying ion
selectivity (Zheng and Sigworth, 1997; Lu et al., 2001; So et al., 2001). However,
there are two compelling arguments against a primary role of the selectivity filter
in determining single-channel conductance. First, the structure of the K channel
selectivity filter is highly conserved among members of the K¢ channel family
that have widely varying single-channel conductances. This structural similarity
makes the selectivity filter an unlikely location for significant functional variation.
Second, it has been suggested, based on the structural data from the KcsA channel,
that the selectivity filter is always fully occupied by two K€ ions, and is designed
for very high throughput (Morais-Cabral et al., 2001; Zhou et al., 2001b; Zhou
and MacKinnon, 2003, 2004). Interestingly, the conductance of the KcsA channel
increases linearly up to very high [K® ], which suggests that the filter presents almost
no barrier to conduction at physiological [K®]. Theoretical simulations, based on
the structural data, suggest that ions in the selectivity filter of conducting channels
are in a stable equilibrium, with little energy needed to push ions through the filter
(Berneche and Roux, 2001; Chung et al., 2002). Whether this is true for all potassium
channels remains to be determined. For example, biophysical studies suggest that the
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selectivity filter in the Kv2.1 channel is not fully occupied in conducting channels
(Immke and Korn, 2000).

The interplay between experimental studies and sophisticated simulation mod-
els has already produced, and will continue to produce, a plethora of insight into ion
conductance through the selectivity filter. For example, in some channels, conduc-
tion of K¢ and the very similar Rb® can be markedly different. The ability to (1)
determine differences in occupancy of the selectivity filter by K¢ and Rb® (cf. Zhou
and MacKinnon, 2003), (2) manipulate the molecular structure of the selectivity
filter, and (3) make rigorously consistent models that account for both the structural
and biophysical data, will undoubtedly yield a greater understanding of how the
selectivity filter accommodates high flux while maintaining high selectivity, as well
as potentially explaining differences in conduction among different K¢ channels
(cf. Zhou and MacKinnon, 2004).

4.4.2 Role of the Inner Vestibule

Recently, experimental and theoretical studies have suggested that ion entry into the
inner vestibule may be a key determinant of conductance magnitude. The BK chan-
nel, so named because of its “big” conductance, has a ring of glutamates near the
inner entryway of the channel (Brelidze et al., 2003). Removal of these glutamates
significantly reduces single-channel conductance (Brelidze et al., 2003). Conversely,
insertion of glutamates into KcsA in this same region significantly increases con-
ductance, although not to the level observed for BK (Nimigean et al., 2003). These
studies suggest that the ring of negative charges lowers the energy barrier for ion
entry into the pore and thus facilitates conduction. Interestingly, studies of internal
quaternary ammonium (QA) block suggest that BK channels have a larger inner
vestibule than other K¢ channels (Li and Aldrich, 2004). This is consistent with
theoretical studies, which suggest that enlargement of the inner vestibule can dra-
matically increase single-channel conductance (Chung et al., 2002).

4.4.3 Role of the Outer Vestibule

In some channels, K¢ exit from the selectivity filter into the outer vestibule may
also be rate limiting for conductance. An early study demonstrated that a chimeric
channel, in which the outer vestibule region of the Kv2.1 channel was replaced by the
equivalent region of the Kv3.1 channel, displayed the conductance characteristics of
the channel that contributed the outer vestibule region (Hartmann et al., 1991). More
recently, it was shown that a positively charged lysine in the outer vestibule of Kv2.1
reduces single-channel conductance by interfering with K exit from the selectivity
filter (Consiglio et al., 2003; Trapani and Korn, 2003). Moreover, physiologically
relevant conformational changes in the outer vestibule, which reorients this lysine,
alters single-channel conductance (Trapani et al., 2006). Thus, it may be that there are
multiple locations used by different channels to limit single-channel conductance.
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4.5 Activation Gates

Permeation through ion channels is gated, and clearly, understanding the control of
current flow through a channel requires a comprehensive understanding of gating
mechanisms. At a minimum, there needs to be one gate that opens and closes on
command to start and stop flux through the pore. However, recent data suggest that
there may be a second activation gate.

4.5.1 The Cytoplasmic Gate

Upon depolarization of the membrane, the voltage sensor moves, the gate inside the
pore opens and current flows. In a series of papers published in the early 1970s,
Armstrong and Hille presented evidence which suggested that the activation gate
in the squid K¢ channel was located toward the intracellular end of the channel
entrance (Armstrong and Hille, 1972). Briefly, these studies showed that quaternary
ammonium (QA) ions in the intracellular solution gained access to their blocking
site after the channel opened, and that they appeared to be trapped within the channel
upon channel closing (Armstrong, 1971; Armstrong and Hille, 1972). Subsequent
molecular (Choi et al., 1993) and structural (Zhou et al., 2001a) studies demonstrated
that internal QA ions bind at the internal entrance to the selectivity filter, deep within
a large aqueous central cavity. Furthermore, cysteine accessibility studies demon-
strated that even small cations (e.g., Ag®) could not pass through the activation
gate and enter the central cavity region when channels were closed (del Camino and
Yellen, 2001; but see Soler-Llavina et al., 2003 for a quantitative description of how
closed a closed channel is). These studies confirmed Armstrong’s essential conclu-
sion that a voltage-sensitive gate formed a trap door at the intracellular entrance to
the pore.

The location of the cytoplasmic gate was refined by cysteine scanning studies
(Liu et al., 1997). Single-cysteine substitutions were made along the S6 domain
of the Shaker channel and a very simple question asked: which cysteines could
be modified by applied thiol-reactive chemicals when the channels were closed,
and which cysteines required the channel to be open? Using this approach, Liu
et al. (1997) demonstrated that several residues located toward the selectivity filter
were relatively inaccessible when channels were closed but became accessible upon
channel opening. In contrast, a cysteine located five residues closer to the cytoplasmic
entrance of the channel was exposed similarly in both closed and open channels.
These results placed the cytoplasmic gate at a defined region at the cytoplasmic
entrance to the pore. The gate prevented entry of both positively and negatively
charged cysteine modifying reagents, which indicated that gate closing was based
on steric, not electrostatic, occlusion (del Camino and Yellen, 2001). Subsequently,
a completely different approach, which evaluated mutation-induced disruption of
gating, also placed the intracellular gate at this same region of the pore (Hackos
et al., 2002).
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4.5.2 Coupling of the Voltage-Sensor to the Cytoplasmic Gate

It remains to be conclusively determined how the voltage-sensor is coupled to the
cytoplasmic gate, and how movement of the voltage-sensor causes the gate to open
and close. Some evidence, however, is beginning to emerge. Lu et al. (2001, 2002)
made chimeras between Shaker, a voltage-gated channel and KcsA, a non-voltage-
gated channel. Remarkably, concatenating the voltage-sensing domains from Shaker
to the two transmembrane domain channel, KcsA, provided the ability to gate KcsA
by voltage. Lu et al. (2002) found two regions near the cytoplasmic end of the chan-
nel that were essential for coupling of the voltage-sensor to the cytoplasmic gate:
the S4-S5 linker region and a critical sequence near the carboxy-terminal end of
S6. This latter region corresponds to the location of the cytoplasmic gate defined by
studies described above. Studies of this interaction in the HERG potassium chan-
nel and the HCN channel (a related, hyperpolarization-activated channel) suggested
that movement of the voltage-sensor disrupts a specific, perhaps electrostatic, in-
teraction between the S4-S5 linker and the C terminus near the carboxy-terminal
end of S6 (Tristani-Firouzi et al., 2002; Decher et al., 2004). A recently crystallized
voltage-sensitive channel provided new structural information regarding the phys-
ical association of the S4 domain with the pore (Long et al., 2005b). From these
structural data, the authors presented a model as to how movement of the voltage
sensor might perform mechanical work on the pore, via the S4-S5 linker, to open a
gate.

4.5.3 The Selectivity Filter may be an Activation Gate

Most potassium channels undergo a slow inactivation process, whereby current is
curtailed despite a stimulus for channels to be open. Extensive experimental inves-
tigation has demonstrated that slow inactivation involves a cut off of ion flux at
the selectivity filter (see below). It is thus widely accepted that the selectivity filter
can act as an inactivation gate. Although inactivation may be coupled to activation,
these two processes can be independently manipulated, and almost certainly repre-
sent two independent mechanisms. Whereas there is no direct evidence for a role of
the selectivity filter in channel activation in voltage-gated channels, a great deal of
circumstantial evidence suggests that it may indeed be an additional activation gate.

4.5.3.1 Voltage-Independent Gating Transitions

Most K€ channels display rapid close—open transitions, even when fully activated.
Bao et al. (1999) studied the kinetics of these transitions in a Kv channel (Shaker)
that had its voltage-sensor disabled. This channel, which was constitutively activated,
displayed rapid close—open transitions with essentially identical kinetics to that ob-
served in the open, wild-type, voltage-sensitive channel. These data were consistent
with the presence of a gate whose operation was unaffected when the pore was func-
tionally uncoupled from the voltage sensor. Although one could argue that this gate
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was the cytoplasmic gate, it seems unlikely that a single structural gate would flicker
identically whether coupled to a crippled S4 domain or a functional S4 domain in a
fully activated channel.

4.5.3.2 Mutagenesis Near the Selectivity Filter

Liu and Joho (1998) demonstrated that a mutation in the S6 transmembrane domain
of the Kv2.1 voltage-gated channel, near the selectivity filter, altered the voltage-
independent, rapid gating transitions. In addition, mutation of different amino acids
at this location altered single-channel conductance selectively for different ions.
These authors postulated that this mutation, located a significant distance from the
cytoplasmic gate, influenced the operation of a second gate, which they considered to
be the selectivity filter. Their two-gate hypothesis was strengthened by the subsequent
demonstration that a different mutation, thought to be within the conduction pathway,
influenced the voltage-dependent gating mechanism but not the voltage-independent
gating transitions observed with the first mutation (Espinosa et al., 2001).
Experiments that utilized mutagenesis within the selectivity filter of both in-
ward rectifier and Kv channels also supported a model of the selectivity filter as
an activation gate. Inward rectifier potassium channels are not gated by voltage but
rather, by a channel block mechanism (Lu, 2004). Thus, outward current is pre-
vented upon depolarization due to block by intracellular Mg or polyamines. In the
absence of blocker, however, single-channel records demonstrate clear open—close
transitions. Mutations in the selectivity filter of the Kir2.1 inward rectifier altered
the mean open time of the channel, as well as transitions between conductance states
(Lu et al., 2001; So et al., 2001). Similarly, in Shaker, mutation of the residue that
forms the innermost part of the selectivity filter increased channel open time even
when channels were fully activated by depolarization (Zheng and Sigworth, 1997).
Moreover, heteromeric channels, which contained different numbers of mutations
at this selectivity filter location, displayed different conductance sublevels and, at
each conductance level, different ion selectivity (Zheng and Sigworth, 1998). These
results suggested that the transitions among conductance sublevels in fully activated
channels were associated with the operation of the selectivity filter. However, other
than the vague postulate that conformational changes account for this flicker, a mech-
anistic description of how these gating events might occur at the selectivity filter has
remained elusive (but see Bernéche and Roux, 2005, for an interesting hypothesis).

4.5.3.3 Accessibility Studies

Proks et al. (2003) asked whether intracellular Ba*® block of the ATP-sensitive
inward rectifier, Kir6.2, was altered by closing of the activation gate. ATP binding
stabilizes Kir6.2 channels in the closed conformation via an allosteric mechanism.
Thus, in the presence of ATP, transitions of Kir6.2 into the closed state are more
frequent and prolonged. Ba2® block occurs at the inner end of the selectivity filter
(Neyton and Miller, 1988; Jiang and MacKinnon, 2000). Proks et al. (2003) predicted
that the rate and apparent affinity of internal Ba?>® block would be reduced in the

131



Stephen J. Korn and Josef G. Trapani

presence of ATP if the gate were closer to the cytoplasmic entrance of the pore than
the Ba®® blocking site. In contrast to this prediction, closing of the gate with ATP
slightly increased the rate of Ba%® block, and produced little or no change in apparent
Ba’® affinity (Proks et al., 2003). These results put the ATP-activated gate above the
Ba’C block site, and thus at the selectivity filter.

As described above, differences in cysteine accessibility in open and closed
channels can be used to define the location of a gate. This approach was also used to
search for the location of the gate in SK channels and cyclic nucleotide-gated (CNG)
channels. These two channel types contain six transmembrane domains, and are
structurally similar to Kv channels. However, neither is activated by a change in
membrane potential. SK channels are K© -selective channels activated by intracellu-
lar Ca*®, CNG channels are nonselective cation channels activated by intracellular
cyclic nucleotides. Bruening-Wright et al. (2002) demonstrated that the cysteine-
modifying reagent, MTSEA, had equal access to a cysteine in the inner vestibule of
open and closed SK channels. This residue is located between the presumed loca-
tion of the cytoplasmic gate and the selectivity filter. Similarly, Flynn and Zagotta
(2001) demonstrated that Ag® could access a cysteine at an approximately equivalent
location equally well in closed and open CNG channels. Based on the structural in-
formation that there isn’t a constriction in the pore between the location of a possible
cytoplasmic gate and the selectivity filter, these data suggested that the selectivity
filter was the activation gate in these two channels. Interestingly, the larger cysteine-
modifying reagent, MTSET, had differential access to this inner region of the pore in
open and closed channels (Flynn and Zagotta, 2001; Bruening-Wright et al., 2002).
The potential significance of this result will be discussed below.

4.5.4 Coupling Between the Cytoplasmic Gate and Selectivity
Filter Gate

If there are two activation gates, are they energetically (or mechanistically) coupled?
Several studies suggest that they are. First, the subconductance state experiments
by Zheng and Sigworth (1997), described above, suggested that the two activation
mechanisms were energetically coupled. Second, NMR studies of KcsA indicated
that during gating, both the cytoplasmic gate region and the region adjacent to
the selectivity filter change conformations (Perozo et al., 1999). Third, an extensive
mutant cycle analysis performed on the Shaker pore led to two findings: that residues
near the cytoplasmic gate and near the selectivity filter are coupled to activation and
that residues in these two regions are energetically coupled to each other (Yifrach
and MacKinnon, 2002).

The accessibility studies described above present an intriguing possibility about
coupling between the gates. In both SK and CNG channels, even though relatively
small cysteine-modifying reagents entered the pore equally in closed and open chan-
nels, the larger MTSET had differential access to the inner pore in closed and open
channels (Flynn and Zagotta, 2001; Bruening-Wright et al., 2002). These results
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demonstrated that, during activation, the region typically associated with the cy-
toplasmic gate still undergoes a conformational change, but that it doesn’t form
a barrier to ion conduction in the closed state. Thus, the conformational changes
associated with gating in channels that use either the cytoplasmic gate or the selec-
tivity filter gate may not be all that different. Indeed, it may be that in voltage-gated
channels, the cytoplasmic gate fully closes and the rapid conformational changes
at the selectivity filter, perhaps controlled, perhaps not, underlie the rapid, close—
open transitions. In contrast, channels that are gated by intracellular ligands (e.g.,
SK, CNG, KATP) may have an open cytoplasmic end of the pore at all membrane
potentials. However, ligand-induced conformational changes at the cytoplasmic end
of the pore (the location of the voltage-sensitive gate in Kv channels) may trigger
gating at the selectivity filter. Thus, the fundamental mechanism of gating may be
conserved among all of these different types of channels, and differences in gating
mechanisms may then be seen to reflect variations on the basic theme.

4.5.5 Why Have Two Gates in One Channel?

The magnitude of current flow through a single channel is determined by two fac-
tors: single-channel conductance and mean open time. With a single gate, current
magnitude in a fully activated channel will be determined by the single-channel con-
ductance alone. Adding a second gate provides yet additional diversity to channel
operation. Once the inner gate is open, the mean open time will be determined by
fast open—close transitions that apparently occur at the selectivity filter. Whereas
the cytoplasmic gate opening appears to respond primarily to voltage, gating at the
selectivity filter may provide a locus for voltage-independent modulation of gating.

4.6 Functions of the Outer Vestibule

The outer vestibule is relatively small compared to the rest of the potassium channel
(Doyleetal., 1998). Nonetheless, it is the site of many important channel functions. In
addition to its role in regulating conductance in at least one channel (described above),
it is the location for block by many naturally occurring toxins and the prototypical
small molecule open channel blocker, tetracthylammonium (TEA), and is involved
in the process of slow inactivation. Recent evidence suggests, however, that we may
understand less about these latter two events than we think.

4.6.1 The TEA Binding Site

TEA is a cationic K¢ channel pore blocker that acts at an internal binding site when
applied from the cytoplasm and at a separate, external binding site when applied
from the extracellular solution. It has been used for decades as a tool to investigate
K€ channel pharmacology, permeation, gating, structure, and dynamics of protein
movement. TEA inhibits most potassium channels. This lack of selectivity in the

133



Stephen J. Korn and Josef G. Trapani

outer vestibule has been advantageous, in that much has been learned about the
outer vestibule as a result of the variation in TEA potency, which ranges from low
mM to >100 mM, among K€ channels. Mutagenesis studies in the early 1990s
demonstrated that the amino acid residue at Shaker position 449, believed to be just
external to the selectivity filter, had a dramatic impact on TEA potency (MacK-
innon and Yellen, 1990; Heginbotham and MacKinnon, 1992). Indeed, channels
that are not blocked by TEA typically (but not always) have a positively charged
residue at the equivalent position and neutralization of this residue can restore TEA
block in an otherwise TEA-insensitive channel. The greatest TEA potency occurs in
channels with an aromatic residue at this position (Heginbotham and MacKinnon,
1992). Studies of heterotetramers demonstrated that all four position 449 residues
contributed approximately equally to TEA potency (Heginbotham and MacKinnon,
1992; Kavanaugh et al., 1992). These studies led to a model in which TEA was
coordinated by the side chains at position 449. Indeed, the position equivalent to 449
in Shaker became known as “the TEA binding site.”

Molecular dynamics studies that modeled TEA binding using the KcsA channel
structural information came to much the same conclusion (Crouzy et al., 2001). In
these models, the energy minimum for TEA in the outer vestibule was located
very near the equivalent of position 449 residues when aromatic residues (native to
KcsA) were placed at this site. With threonine (native to Shaker) at this site, the TEA
molecule was less dehydrated and located in a somewhat more external position.

4.6.2 Slow Inactivation

Fluorescence measurements demonstrated that a residue in the outermost region of
the outer vestibule moves during inactivation (Loots and Isacoff, 1998), and muta-
tion of this same externally located residue alters inactivation Kinetics (Jerng and
Gilly, 2002; Kehl et al., 2002). The volume of the inner vestibule, and thus inner
vestibule conformation, also appears to change during slow inactivation (Jiang et al.,
2003a), which suggests that inactivation involves a widespread structural reorien-
tation. Nonetheless, there is general agreement that closing of the inactivation gate
involves a constriction of the pore just external to, and possibly at, the selectivity
filter. This picture is derived in large part from four observations, primarily made
using the Shaker potassium channel as a model system. First, during slow inactiva-
tion in Shaker (which displays the prototypical slow inactivation mechanism called
“C-type” inactivation), the residues at position 449 move relative to their surround-
ings (Yellen et al., 1994). If cysteines are introduced into this position, the affinity of
Cd’C for these cysteines increases » 45,000-fold during inactivation (Yellen et al.,
1994). This observation led to a model which postulated that, as the constriction pro-
gressed during inactivation, the cysteine side chains at position 449 on each subunit
moved closer together, so that an increased number of side chains contributed to the
coordination of a single Cd*® (Yellen et al., 1994). Second, and perhaps most per-
suasive, cysteines at position 448, one residue deeper into the pore, crosslink during
inactivation (Liu et al., 1996). Thus, the cysteine side chains at position 448 must
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move closer together as channels inactivate. Third, occupancy of the selectivity filter
by K¢ slows classical C-type inactivation (Baukrowitz and Yellen, 1996; Kiss and
Korn, 1998), which suggests that the constriction could not occur with a K€ in the
selectivity filter. Finally, the ability to conduct the smaller Na® ion increases during
the inactivation process (Starkus et al., 1997; Kiss et al., 1999; Wang et al., 2000),
which is again consistent with the diameter of the selectivity filter decreasing during
inactivation.

4.6.3 Model of TEA Binding and Slow Inactivation

External TEA slows C-type inactivation, and presumably the underlying constriction
(Grissmer and Cahalan, 1989; Choi et al., 1991). The synthesis of results obtained
from experiments that examined the role of position 449 residues on TEA potency
and C-type inactivation led to a comprehensive and compelling model of TEA bind-
ing, and the mechanism underlying its influence on slow inactivation (Yellen, 1998).
In this model, TEA was coordinated by the position 449 residues. During C-type in-
activation, the position 449 residues moved closer together as a result of the constric-
tion. However, the constriction could not occur if a TEA molecule was coordinated
by these residues, and only resumed when TEA came off of its binding site. Thus,
TEA slowed inactivation by a “foot-in-the-door” mechanism. Once the inactivation
door was shut, external TEA could no longer bind to the channel.

4.6.4 Problems with the Model

Recent evidence, however, is incompatible with the accepted models of TEA binding
and slow inactivation. Compared with results obtained in the Shaker channel, TEA
potency in Kv2.1 is relatively little affected by mutations at the position equivalent
to 449 (position 380 in Kv2.1) (Andalib et al., 2004). Introduction of cysteines into
position 380 and 449 of Kv2.1 and Shaker, respectively, facilitated studies of the
role of these residues in TEA binding. Covalent modification of these cysteines by
the positively charged sulthydryl reagent, MTSET, was unaffected by the presence
of TEA in the outer vestibule (Andalib et al., 2004). These results clearly demon-
strated that TEA binding does not involve direct coordination by the position 380/449
residues. Additional cysteine protection experiments suggested that TEA may oc-
cupy a location at a somewhat more external location in the outer vestibule (Andalib
et al., 2004).

These cysteine protection experiments were also at odds with the proposed
mechanism of slow inactivation. In fully inactivated Shaker channels, where the po-
sition 449 cysteines were presumed to have moved centrally within the conduction
pathway, the presence of TEA in the outer vestibule did not prevent cysteine modifi-
cation by MTSET (Andalib et al., 2004). However, TEA did inhibit modification of
these cysteines by larger MTS reagents in fully inactivated channels, which demon-
strated that TEA does bind to inactivated channels. Thus, these results argue against
a model whereby the position 449 side chains move to a central location within the
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conduction pathway during inactivation. Although these data do not rule out the
possibility that TEA slows inactivation by a foot-in-the-door mechanism, they do
indicate that the position 449 residues are not the door.

The results described above indicate that TEA does not bind where and how
it had been thought to bind, and that the mechanism of C-type inactivation is not
entirely understood. Indeed, there are many other apparently conflicting findings
regarding slow inactivation. For example, whereas classical C-type inactivation,
as observed in Shaker and the Kv1.3 potassium channel, is slowed by external
TEA, slow inactivation in the Kv2.1 channel is virtually unaffected by external
TEA. And whereas elevation of external K¢ slows classical C-type inactivation
(Lopez-Barneo et al., 1993), it accelerates slow inactivation in Kv2.1 (Immke et al.,
1999). Interestingly, the silent a subunit, Kv9.3, has a dramatic influence on slow
inactivation in Kv2.1, apparently by subtly changing channel structure near the
cytoplasmic activation gate (Kerschensteiner et al., 2003). How this effect relates to
slow inactivation at the selectivity filter is unclear. However, slow inactivation appears
to proceed at different rates, and via different conformational routes, in closed and
open channels (Klemic et al., 1998, 2001). The Kv9.3 effect near the cytoplasmic
gate appears to shift the balance between these two routes (Kerschensteiner et al.,
2003). These data suggest that, similar to activation, the slow inactivation mechanism
at the selectivity filter may be energetically coupled to the cytoplasmic end of the
pore. [An alternative possibility is that, despite its similarities, slow inactivation in
Kv2 channels is mechanistically unrelated to C-type inactivation in Kv1 channels.
Indeed, it has been postulated that Kv4 channels, which display a slow inactivation
process that shares many similarities with Kv2, utilize a slow inactivation mechanism
distinct from that of Kv1 channels (see Jerng et al., 2004a).] In summary, whereas it
seems likely that slow inactivation involves some sort of constriction at or near the
selectivity filter, the precise set of structural events that constitute inactivation, and
whether inactivation results from just one or multiple mechanisms, remain unknown.

4.6.5 Occupancy of the Outer Vestibule by Cations

In order for K€ to enter the narrow selectivity filter, it must be almost completely de-
hydrated (similarly, K¢ exiting the selectivity filter must rehydrate). Crystallization
of KcsA in the presence of potassium revealed an outer vestibule K¢ binding site
that appears to be the location of K¢ dehydration/rehydration (Zhou et al., 2001b).
In fact, it appears that this site may consist of two outer vestibule positions, a more
external position where a more hydrated K€ resides, and a position closer to the
selectivity filter where a partially dehydrated K€ resides. Biophysical data demon-
strated that this site has important functional properties in at least one channel. In
Kv2.1, a lysine (which is positively charged) located in the external portion of the
outer vestibule interferes with the access of K€ to this site (Consiglio et al., 2003).
This interaction reduces single-channel conductance (Trapani and Korn, 2003), re-
duces K¢ permeability (Consiglio et al., 2003), and reduces the sensitivity of Kv2.1
currents to changes in external K¢ concentration (Andalib et al., 2002). Moreover,
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changes in outer vestibule conformation that accompany changes in external [K® ]
reorient this lysine, which consequently changes the magnitude of its influence on
channel conductance (Wood and Korn, 2000; Trapani et al., 2006). Interestingly, this
binding site appears to be selective for K¢ and Rb®; the interactions of Na® and
Cs© with the channel are unaffected by either the presence or movement of the outer
vestibule lysine (unpublished data).

The outer vestibule lysines also interfere with TEA binding, but do not inter-
fere with access of the positively charged MTSET to cysteines deep within the outer
vestibule. This suggests that the lysines don’t simply electrostatically repel TEA but
interfere specifically with the interaction of TEA with its binding site. However,
TEA and external K¢ do not compete at concentrations that produce a measurable
interaction of each with the outer vestibule (unpublished data). Whereas the simple
explanation is that K and TEA do not compete for the same cation binding site, this
leaves one with the uncomfortable conclusion that there are two completely isolated
cation binding sites in the outer vestibule. [Interestingly, external K and TEA do
not compete with each other in either Shaker or Kv2.1, but they do compete in Kv1.5
channels with the residue at position 480 (equivalent to Shaker 449) mutated to allow
for high-affinity TEA binding.] Additional complexity is added with the observa-
tion that an intermediately sized cation, tetramethylammonium (TMA), apparently
cannot occupy the outer vestibule in a functionally meaningful way (Andalib et al.,
2004).

So, where and how are these cations binding? The results described above
suggest that TEA binding does not involve direct coordination by position 380/449
residues in the outer vestibule. In addition, there are no other candidate residues to
perform this role. Together, these observations suggest that TEA is more indirectly
stabilized in the aqueous outer vestibule. This possibility is supported by molecular
dynamics simulations, which suggest that TEA tumbles while at its “binding site”
(Crouzy et al., 2001). However, this indirect stabilization mechanism must be selec-
tive for TEA; TMA is not similarly stabilized. Similarly, K must be stabilized in
the outer vestibule by a mechanism that apparently doesn’t influence Cs© and Na®.
What is the nature of a cation stabilization site that is selective for one monovalent
ion over another? Are TEA and K€ stabilized differently? A better understanding
of the outer vestibule would undoubtedly help toward the development of small
molecules that reversibly enhance or block K¢ current through specific K channels
via actions in the external mouth of the pore.

4.7 Functions of the N-Terminal Domain

4.7.1 Fast Inactivation

The N-terminal domain (N-terminus) is most notably involved in the process of fast,
or N-type, inactivation. The mechanism of N-type inactivation is well understood
(Aldrich, 2001; Zhou et al., 2001a), and represents a puzzle that was solved by a series
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of remarkably insightful investigations. Whereas many investigators contributed to
filling in the pieces over the last 55 years (see Aldrich, 2001), four seminal studies
provided the bulk of the information. Fast inactivation was initially postulated as an
unknown mechanism by which the squid giant axon Na® conductance turned off
during the action potential (Hodgkin and Katz, 1949). To explain their mathematical
model of the Na® conductance underlying the squid axon action potential, Hodgkin
and Huxley (1952) postulated the existence of “particles,” three of which moved to
initiate activation and one of which moved to produce inactivation. By combining
a variety of physiological evidence with remarkable interpretation, Armstrong and
Bezanilla (1977) proposed the “ball and chain” model of inactivation, whereby a
charged inactivation ball (or particle) was tethered to the cytoplasmic end of the
Na® channel by a polypeptide chain. Upon depolarization, the positively charged
inactivation ball entered into the conduction pathway and blocked the pore (see
Fig. 4.2). In the early 1990s, Aldrich and coworkers demonstrated the enormous
power of applying molecular techniques to the study of cloned ion channels when
they identified the inactivation ball and chain on the rapidly inactivating, Shaker
potassium channel (Hoshi et al., 1990; Zagotta et al., 1990). In a series of elegant
studies, these investigators demonstrated that, indeed, fast inactivation was mediated
by a charged yet hydrophobic polypeptide “ball” located on the distal portion of the
N-terminal domain of the channel. Finally, combined structural and biophysical
studies illustrated the mechanism by which the inactivation “ball” enters and docks
within the pore (Gulbis et al., 2000; Zhou et al., 2001a). Interestingly, fast, N-type
inactivation can be conferred in one of two ways. Some channels, like Shaker, have
the inactivation ball tethered directly to the N-terminus of the a subunit. Many K€
channels, however, lack an intrinsic N-type inactivation mechanism and obtain one
by associating with Kvb subunits (Rettig et al., 1994; Zhou et al., 2001a).

4.7.2 Other Functions

In six transmembrane domain K¢ channels, the N-terminus also contains a molecular
structure involved in channel assembly, called the T1 or tetramerization domain
(cf. Shen et al., 1993; Long et al., 2005a). This domain appears to prevent the
formation of heteromers among subunits derived from different K¢ channel families
(Li et al., 1992; Shen and Pfaffinger, 1995). In addition, although it is not required
for channel assembly (Kobertz and Miller, 1999), it does appear to facilitate channel
formation (Zerangue et al., 2000).

Subtle mutations presumed to be near the interface between the T1 domain and
the rest of the channel alter both activation voltage and deactivation rate (Cushman
et al., 2000; Minor et al., 2000). The buried location of residues that influence
gating suggests the possibility that, rather than being a modulatory domain, the T1
domain may be structurally close to the gating apparatus and mutations in the T1
domain alter gating for structural reasons. Some indirect evidence also supports the
possibility that interactions between the N-terminus and the gating apparatus may
be physiologically relevant. First, formation of heterotetramers between a silent a
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subunit, Kv2.3, and functional Kv2.1 subunits, alter Kv2.1 channel gating apparently
via a change in N-terminus properties (Chiara et al., 1999). Second, b subunits,
which can alter channel gating properties, bind to the N-terminus (Gulbis et al.,
2000; Long et al., 2005a). Nonetheless, other than its role in fast inactivation, the
role of the N-terminus in K channel physiology remains conjecture. For example,
removal of the entire N-terminus has little effect on K¢ channel function (Kobertz
and Miller, 1999). Moreover, mutagenesis and structural studies suggest that the N
and C termini directly interact (Schulteis et al., 1996; Ju et al., 2003; Kuo et al., 2003;
Sokolova et al., 2003), and it appears that binding of the b subunit to the N-terminus
alters the interaction of C-terminal domains with the channel (Sokolova et al., 2003).
Thus, experimental manipulations of the N-terminus may influence gating indirectly,
via changes in the interaction of C-terminal domains with the channel.

4.8 Modulation at the C-Terminal Domain

Until recently, relatively little attention had been paid to the C-terminal domain (C-
terminus) of the K¢ channel. Part of the reason for this probably relates to a lack
of understanding of the structural relationship of the C-terminus to the rest of the
channel. The recent determination of crystal structures for a Ca’C -dependent K¢
channel (Jiang et al., 2002) and inward rectifier channels (Nishida and MacKinnon,
2002; Kuo et al., 2003) demonstrated, however, that the C-terminal domain was
ordered, and formed a symmetrical tetrameric structure adjacent to the cytoplasmic
end of the pore. An electron microscopic, low-resolution 3D structure of Shaker
with and without a large portion of the C-terminal domain suggested that a compact
C-terminal domain is juxtaposed to, and surrounding, the T1 domain of the N-
terminus (Sokolova et al., 2003). This structural data has provided great insight
into previous and subsequent functional data, and has opened the door to detailed
mechanistic analysis of C-terminal function.

The length of the C-terminus varies greatly among K¢ channels, ranging from
< 100 amino acids to »450 amino acids in Kv channels. The C-terminus of the
Ca*“ -dependent, BK channel, which is critical to its function, is » 800 amino acids
long. This variation by itself suggested that this channel domain must have some
functional significance. Mutagenesis experiments on several K° channels have iden-
tified the C-terminus as the location of functionally relevant phosphorylation sites
(Holmes et al., 1996; Murakoshi et al., 1997; Zilberberg et al., 2000; Sergeant et al.,
2004). These studies suggested that, at the very least, the C-terminus is a conduit for
biochemical modulation of K¢ channel behavior. However, many studies, including
the few described below, suggest an even more central role of the C-terminus in K¢
channel function.

Specific point mutations in the C-terminus in Shaker, close to the S6 domain,
influence both gating and permeation properties of the channel (Ding and Horn,
2002, 2003). These dual influences suggested that this region is near the cytoplas-
mic entrance to the pore, and can affect the operation of the cytoplasmic gate.
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Mutation-induced shifts in voltage dependence further suggested that this region
is relevant to the coupling between the voltage sensor and the cytoplasmic gate
(Ding and Horn, 2003). This interpretation was supported by subsequent work on
the BK family of K¢ channels (see below; Ca’® -dependent K¢ channel structure
and function are described in detail in Chapter 6).

Several elegant studies of the mechanism of Ca>® dependence of the BK chan-
nel have provided great insight into the role of the C-terminus in regulation of channel
function. BK channels respond to Ca’ at concentrations that range over five orders
of magnitude (Xia et al., 2002). To achieve this range of sensitivity, BK channels
have at least two different Ca®® regulatory sites in the C-terminus (Xia et al., 2002)
and possibly one located elsewhere (Piskorowski and Aldrich, 2002). Remarkably,
the C-terminus appears to be a completely modular channel domain. The BK chan-
nel homolog, mSlo3, responds not to intracellular Ca’® but rather, to changes in
intracellular pH (Schreiber et al., 1998). Swapping the C-terminal domains between
BK and mSlo3 completely exchanged ligand sensitivity (Xia et al., 2004). Thus,
the C-terminus of mSlo3 conferred pH sensitivity (and lack of Ca’ sensitivity)
on BK and vice versa. These results suggest that the C-terminal domains from dif-
ferent channels, which respond to different modulatory ligands, are completely ex-
changeable. Interestingly, both channels contain an identical sequence that links the
C-terminus to the S6 domain. This linker region corresponds to the region in voltage-
gated K€ channels, studied by Ding and Horn (2003), that influences the coupling
between the voltage sensor and the cytoplasmic gate. Taken together, these results
suggested that changes in C-terminus conformation may influence gating via a direct
action on the cytoplasmic gate. Based on structural data, Jiang et al. (2002) suggested
a mechanism for this effect, whereby a Ca’® -induced change in conformation of the
C-terminus was mechanically coupled to opening of the cytoplasmic gate.

Tests of this hypothesis continued with a set of experiments by Niu et al. (2004),
who demonstrated that changes in the length of this linker altered the response of
BK channels to Ca%¢ . In the presence of Ca*“, shortening the linker increased, and
lengthening the linker decreased, the probability of channel opening in response to
voltage. Niu et al. (2004) proposed a model whereby the C-terminus was connected
to the cytoplasmic gate by a spring mechanism, and that changing linker (spring)
length, and therefore tension, changed the probability of channel opening at all
voltages.

In summary, current models suggest that the C-terminus is a modular chan-
nel domain, which exerts mechanical force on the S6 domain in the region of the
cytoplasmic gate. In some channels, alteration of this force is directly responsible
for opening the gate, whereas in others, it changes the probability of opening in re-
sponse to another, primary stimulus (e.g., voltage). This model also appears to hold
for channels that use the selectivity filter as a gate (described above). For example,
in CNG channels, interaction of cyclic nucleotides with the C-terminus produces a
conformational change in the region of the cytoplasmic gate, which is associated
with opening of the selectivity filter gate (Flynn and Zagotta, 2001; Johnson and
Zagotta, 2001). Conversely, interaction of ATP with the C-terminus of the KATP
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channel closes the selectivity filter gate (Proks et al., 2003). Thus, the great vari-
ety of C-terminal structures may largely reflect the need for channels to respond to
different ligands and/or modulators. Within this context, the C-terminus may play a
generally common role, and act by a fundamentally common mechanism, in many
channels.

4.9 The MinK/MiRP Family of Accessory Subunits

The functional properties of voltage-gated K¢ channels are altered by a wide vari-
ety of accessory proteins, broadly called b subunits. Co-assembly with b subunits
influences trafficking, cell surface expression, and physiological properties of a sub-
units. The Kvb class of subunits are cytoplasmic proteins that bind to the N-terminal
domains in a fourfold symmetric configuration (Zhou et al., 2001a), and will be dis-
cussed in Part ITI. Another class of b subunits, the MinK/MiRP peptides, are integral
membrane proteins with one membrane spanning region (Fig. 4.3A). In a variety
of cells, complexes composed of K¢ channel a subunits and MinK/MiRP peptides
create a specific endogenous K€ current. For example, the cardiac Ix, current is
derived from the KvLQT channel (the a subunit) and MinK peptide (Fig. 4.3A-C;
Barhanin et al., 1996; Sanguinetti et al., 1996). Similarly, a skeletal muscle K¢
channel is derived from co-assembled Kv3.4 subunits and MiRP2 peptides (Fig.
4.3D-G; Abbott et al., 2001). Moreover, a variety of serious, often fatal diseases
are associated with point mutations in one or another member of the MinK/MiRP
peptide family (cf. Goldstein et al., 2004). For example, several variants of cardiac
long Q-T syndrome, a cardiac arrhythmia that often leads to a fatal ventricular fib-
rillation, are associated with mutations to MinK/MiRP peptides (Abbott et al., 1999,
2001; Abbott and Goldstein, 2002; Goldstein et al., 2004). Mutations in one family
member, MiRP1, are responsible for a common form of drug-induced arrhythmia,
which often leads to sudden death (Abbott et al., 1999, Sesti et al., 2000).

Whereas their importance has led to extensive investigation, the mechanisms
by which they modify a subunits remain obscure. The complexity of this interac-
tion can be illustrated by just a few examples. Co-assembly of the MiRP2 peptide
with the Kv2.1 and Kv3.1 potassium channels reduces current density and slows
activation rate, but produces no change in voltage dependence of current activa-
tion (McCrossan et al., 2003). In contrast, co-assembly of MiRP2 with the Kv3.4
potassium channel shifts the voltage dependence of current activation in the negative
direction by almost 40 mV (Abbott et al., 2001). Yet another contrasting effect is
observed with the co-assembly of MiRP1 with the Kv4.2 channel. As with most
other MiRP—a subunit interactions, co-assembly of MiRP1 with Kv4.2 slows ac-
tivation (Zhang et al., 2001). However, MiRP1 also shifts the voltage dependence
of Kv4.2 activation in the positive direction by about 30 mV (Zhang et al., 2001).
Finally, many MinK/MiRP interactions with a subunits result in a substantial change
in inactivation rate. As discussed above, activation and inactivation mechanisms are
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Fig. 4.3 Changes in a channel properties by co-assembly with a MinK/MiRP accessory sub-
unit. (A) Schematic representation of a single transmembrane domain MinK/MiRP subunit and a
six transmembrane domain a subunit. (B—C) K€ currents through channels composed solely of
KVvLQT]1 channel subunits (B) or channels composed of co-assembled KvLQT1 + human MinK
subunits (C). Note the dramatic (18-fold) slowing of activation in the co-assembled channel.
Co-assembly with MinK also increases single-channel conductance » 4-fold, shifts the voltage
dependence of activation » 25 mV in the positive direction and slows channel closing rate by
» 3-fold (Sesti and Goldstein, 1998). (D-G) Currents through channels composed solely of Kv3.4
and through channels composed of co-assembled Kv3.4 plus MiRP2. Currents were recorded
with 100 mM internal and external K©. Co-assembly with MiRP2 produces a dramatic change in
slope of the activation curve (panel F), which results in the generation of large currents at very
negative potentials (panels D, E). The inward current in the co-assembled channels results from
the negative shift in the activation curve. Co-assembly with MiRP2 also produces a significant
increase in single-channel conductance (panel G). These two effects would not only enhance the
subthreshold current, but would tend to dramatically dampen excitation by producing a substan-
tial K¢ conductance at the resting membrane potential. Currents in panels B-C were recorded in
oocytes, currents in panel D were recorded in CHO cells. Figure kindly provided by Steve A. N.
Goldstein. Adapted from Sesti and Goldstein, 1998 (panels B—C) and Abbott et al., 2001 (panels
A, D-G).
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structurally distinct. In sum, these small peptides have multiple effects, and the same
peptide can have different effects on different channels.

Some headway has been made into understanding the structural interaction be-
tween the MinK/MiRP peptides and K¢ channel a subunits. It appears that two MinK
subunits co-assemble with the tetrameric KvLQT1 channel (Chen et al., 2003a),
although others have come to different conclusions (Tzounopoulos et al., 1995;
Wang et al., 1998). It also appears that MinK is exposed to both the internal and
external conduction pathway (Wang et al., 1996; Sesti and Goldstein, 1998; Tai and
Goldstein, 1998; Chen et al., 2003b). These observations raise two questions. First,
how do two MinK peptides fit within the conduction pathway of a symmetric chan-
nel composed of four a subunits, without disrupting the precisely tuned selectivity
mechanism? Second, how does a small peptide that is exposed to the conduction
pathway produce dramatic and widely differing effects on both activation and inac-
tivation in different channels? Indeed, the complex and contrasting effects of these
small peptides on a subunit function is currently perplexing. However, once the
structural interaction between the different subunits is understood, the complex ar-
ray of functional effects of these small peptides will undoubtedly provide new insight
into the gating mechanisms, and modulation of gating mechanisms, of K© channels.

Part III. Specific Properties of Voltage-Gated Channels
4.10 Diversity of Function

The complexity of the brain is derived from the integration of an enormous number of
intracellular and intercellular events, occurring both simultaneously and sequentially
on timescales of milliseconds to seconds. Individual neurons can have one or more
specific functions within a circuit, depending on environmental and/or circumstantial
events. To accomplish their different functions, a large number of ion channel species
is required within a cell, and different combinations of ion channel species are
required across different cell types. Some neurons are merely conduits for faithful
transmission of incoming information, and the type of information being transmitted
will dictate the need for specific channel types. Other neurons must integrate a variety
of inputs, inhibitory and excitatory, of large and small magnitude, occurring at
different locations on the cell at different times. This integration results in a constant
decision-making process by the neuron as to whether and how to respond to the
everchanging set of inputs. This within-neuron integration not only requires a large
cohort of channels, but also requires that they can be modulated by a diverse array
of second messengers and protein partners. The interaction of channels to form a
functional result is extraordinarily complex. Indeed, it would be foolishly simplistic
to assign a particular role to a particular channel in shaping neuronal excitation.
Nonetheless, phenotypic differences among channels can generally be associated
with one or more specific functional roles.
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The heart represents a system in which the precise contribution of a multitude
of channels to function is well understood (one can find many good, comprehen-
sive descriptions in textbooks and reviews). In contrast, we are only beginning to
understand how different K¢ channels coordinate and regulate neuronal behavior.
Historically, identification of individual channel roles was examined with pharmaco-
logical manipulations. Although this approach, which continues today, has generated
significant insight into how different channels shape intra- and intercellular func-
tion, an obvious shortcoming is the lack of specificity of available pharmacological
agents. Several recent advances, most of which revolve around molecular technol-
ogy, seem to be the final requirement for a comprehensive description and precise
understanding of the role of channel species in neuronal electrophysiology. For ex-
ample, the ability to generate knockout mice allows the study of circuitry in a system
devoid of a single-channel species or modulator. Conversely, knock-in technology
allows the expression of exogenously-provided channel species into a neuron. Even
more promising is the burgeoning ability to direct expression (or lack of expression)
to particular parts of a circuit, in vivo, using cell-specific promoters. This type of
approach will lead to a comprehensive understanding of the role of the particular
channel in cellular behavior. Moreover, it will ultimately reveal whether the influence
of a channel mutation in a particular circuit (or cell) was necessary and sufficient to
produce an entire disease, or one or more symptoms of a disease. The application
of this technology to circuitry, especially in vivo, is just beginning to occur. In the
following section, several examples are provided to illustrate how channel phenotype
influences the electrophysiological behavior of a neuron at a cellular level. It must
be stressed that these studies are also in an early stage, and even in these examples,
our understanding of cellular behavior is incomplete.

4.11 Kvl Channels

Kvl1 channels are widely distributed, and have different functions in different neu-
ronal circuits. Mutations to the Kv1.1 channel are most notably associated with
episodic ataxia, which in turn, is associated with many other symptoms (Browne
et al., 1994; Klein et al., 2004). To date, how a single mutation to a single channel
leads to a diverse set of disease symptoms, or whether, in fact, all of the symptoms
are associated with a single Kv1.1 mutation, are unknown.

Kv1.1,Kv1.2,Kv1.5, and Kv1.6, and/or heteromers derived from these channel
subunits, can all be present in an individual neuron, and can all regulate subthresh-
old excitability (a measure of the likelihood that a cell will fire an action potential
in response to a small, subthreshold stimulus). Indeed, when studied in isolation,
multiple channels may make indistinguishable contributions to membrane currents.
Upon closer scrutiny, however, one channel type may contribute to very different
aspects of membrane excitability. Specialized functions can be based on cell type,
membrane localization, stimulus characteristic, environment or physiological cir-
cumstance. Just a few examples will be given to provide a flavor for the association
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of phenotype with function. Below are two examples of Kv1.1 function, not associ-
ated with ataxia, and an example of Kv1.3 function in neuronal electrophysiology.

Auditory neurons of the medial nucleus of the trapezoid body (MNTB) are
involved in localizing sound from binaural intensity differences. To accomplish this
task, neurons must respond with high-fidelity to high-frequency stimulation. For
example, 20 stimuli generated at a very high frequency (hundreds of Hz) should
result in 20 action potentials fired with exquisite temporal accuracy relative to the
stimuli. MNTB neurons contain Kv1.1, Kv1.2, and Kv1.6 channels, most likely
in heteromeric configurations (Brew et al., 2003). Both homomers and heteromers
containing Kvl1.1 activate at very negative membrane potentials (and thus generate
a subthreshold current). Subthreshold currents have several functions. In MNTB
neurons, they rapidly terminate a depolarization associated with a synaptic event,
and thus limit the number of action potentials (hopefully to one) produced by the
individual synaptic stimulus (Brew et al., 2003). In other neurons, subthreshold K¢
currents effectively dampen excitability by opposing the firing of action potentials
by small stimuli (cf. McKay et al., 2005 and references within). Knock-out of Kv1.1
reduces subthreshold K€ current activated at very negative voltages, perhaps by two
mechanisms: by reduction of current and also by a positive shift in activation volt-
age for the current carried by other channel subunits that no longer form with Kv1.1
(cf. Brew et al., 2003). The reduction or loss of subthreshold current, in turn, leads to
the firing of multiple action potentials in response to individual stimuli. Thus, binau-
ral encoding of auditory information, which requires high-fidelity pairing of action
potentials to stimuli, is made possible by the Kv1.1 channel. However, this Kv1.1
function is not by itself sufficient to ensure temporal fidelity at high frequencies.
High-fidelity firing in auditory neurons also requires Kv3 channel function, which
will be discussed below.

A second example involves Kv1.1 with a completely different personality. In
MNTB cells, Kv1.1 produces a noninactivating outward current. However, Kv1.1
channels can couple to a b subunit, Kvb1.1, to produce a rapidly inactivating current
(Rettig et al., 1994; several Kv1 channels interact with one of three Kvb subunits).
This fast inactivation results from a standard ball and chain mechanism associated
with N-type inactivation. In this case, however, the Kvb subunit provides the inac-
tivation ball to an a subunit that doesn’t have one (cf. Zhou et al., 2001a). When
coupled, Kv1.1/Kvb1.1 channels activate at quite negative voltages (the Kv1.1 sup-
plied property) and inactivate rapidly (the Kvb1.1 property). Rapidly inactivating
K® currents have a variety of roles, some of which will be discussed further be-
low. But why create a new rapidly inactivating channel when several Kv1 and Kv4
channels have an intrinsic fast inactivation mechanism?

One electrophysiological event that involves rapidly inactivating K¢ channels
composed of Kv1.1/Kvb1.1 is spike broadening. If a rapidly inactivating K¢ channel
is involved in repolarization of the action potential, then with high-frequency stim-
ulation, successive action potentials will become longer in duration as K¢ channels
inactivate (cf. Giese et al., 1998). This would occur regardless of the channel species
utilized to produce the rapidly activating, rapidly inactivating current. However, the
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precise nature of the electrophysiological event will differ in important ways de-
pending on the channel species involved. For example, the fast inactivation process
resulting from Kv1.1/Kvb1.1 coupling will respond differently to high-frequency
firing than will a channel with an intrinsic N-type inactivation mechanism. As action
potentials broaden, Ca>® influx during the action potential will increase. As a result,
Ca’C -dependent K¢ currents, which mediate slow afterhyperpolarizations, will be
increased in magnitude and perhaps prolonged. This will reduce the likelihood of
firing and/or reduce firing frequency. In addition, increasing Ca’® influx will produce
larger CaC -dependent biochemical responses, and also, perhaps, increase the spread
of intracellular Ca®® . This will delocalize Ca“ -dependent events. If K¢ channel in-
activation increases further, perhaps via increased firing frequency, the magnitude of
Ca¢ influx would continue to increase. However, when the rapidly inactivating K¢

current is derived from the Kv1.1/Kvb1.1 complex, elevation of intracellular Ca%°

will inhibit the fast inactivation via a specific action on the N-terminal domain of
Kvb1.1 (Jow etal., 2004; see Fig. 4.9 for a similar effect involving a Kv4.2/frequenin
complex). This reduction in inactivation would then lead to shorter action potentials,
a reduction of Ca*“ influx and consequently a reduction in the magnitude or spread
of Ca® -dependent processes. Thus, because Kvb1.1 is Ca’® sensitive, utilizing the
Kv1.1/Kvb1.1 complex to produce fast inactivation creates a feedback loop that
can strike a balance between action potential broadening and shortening, and con-
sequently place a limit on Ca®° influx. In contrast, the inactivation rate of the Kv1.4
channel (which has an intrinsic ball and chain) is insensitive to Ca’® . Consequently,
if Kv1.4 were utilized as the rapidly inactivating channel, action potentials might
broaden, but this process would be insensitive to Ca*® influx and therefore not subject
to feedback inhibition or modulation (Jow et al., 2004).

Another example of specialized function in the Kv1 family involves the Kv1.3
channel. The Kv1.3 channel is best known for its role in T-lymphocyte function,
where it is involved in cytokine release. Indeed, this function of Kv1.3 is of clear
clinical importance, and makes Kv1.3 a potentially important target for immuno-
suppression therapy (Chandy et al., 2004; Damjanovich et al., 2004; Valverde et al.,
2005). But whereas Kv1.3 function is fairly straightforward in a lymphocyte, it can
be a nexus for great complexity in other systems. For example, the Kv1.3 channel
contributes significantly to the depolarization-activated K current in olfactory neu-
rons (Fadool and Levitan, 1998). Certainly, the simple activation of a large Kv1.3
current contributes significantly to the cell’s firing behavior. However, this channel
also appears to play a far more interesting and complex role in olfaction. Among the
several Kv channels present in olfactory neurons, Kv1.3 is the site of modulation
by multiple intracellular signals, many of which act via tyrosine kinases (Bowlby
et al., 1997; Fadool and Levitan, 1998). Thus, in addition to altering action poten-
tial characteristics, deletion of Kv1.3 channels from olfactory neurons eliminates
the ability of olfactory neurons to be modulated by biochemical signals that act via
tyrosine kinase (Fadool et al., 2004). Moreover, elimination of Kv1.3 also results
in an increased expression of several protein partners. Thus, not only have multi-
ple cellular modulation mechanisms that converge on one particular ion channel
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been eliminated, but it is likely that an untold number of previously unrelated events
are also indirectly influenced. For example, the elevation of expression of interact-
ing proteins, concomitant with elimination of the Kv1.3 target, would likely lead
to a greater interaction of these proteins with another target. Finally, knock-out of
Kv1.3 resulted in significant structural alterations in the olfactory bulb (Fadool et al.,
2004). In summary, Kv1.3 knockout changed action potential shape, duration and
firing frequency, changed the structure of the olfactory bulb, eliminated the ability
to modulate the olfactory neurons by a large number of modulators and changed
expression of a large number of proteins that interact with both Kv1.3 and other
effector proteins. Clearly, the Kv1.3 channel plays many roles in olfactory neurons.

A surprising consequence of these changes is that mice lacking Kv1.3 channels
were better at detecting and discriminating odors. The opportunities for understand-
ing channel function, and neuronal function, raised by this finding are many. One
would assume that better odor detection and discrimination are good things for a
mouse, yet elimination of a dominant channel in olfactory neurons apparently made
olfactory function better. One might argue, from an evolutionary point of view, that
the presence of Kv1.3 in the olfactory bulb, where it apparently reduces odor detec-
tion capabilities, provides an adaptive advantage. It remains to be determined what
advantage has been gained, how this single ion channel influences the tradeoff of
advantages and disadvantages, and indeed, how olfaction works!

4.12 Kv2 Channels

There are just two functional members of the Kv2 family, Kv2.1 and Kv2.2. To the
extent that they have been compared, these channels are quite similar in both sequence
and physiological characteristics. Kv2 channels have relatively long carboxy-termini
for Kv channels, which suggests one or more roles for this region in channel function.
These channels display differences in expression during development, apparently
due to differences in the carboxy-terminal sequence of the channel (Blaine et al.,
2004). Kv2.1 is present in many neuron types throughout the nervous system, as
well as many peripheral organs, such as heart and pancreas. Kv2.2 channels are
predominantly found in smooth muscle, but can also be found in a variety of neurons.
Finally, despite the similarity of function, these two channels seem to have somewhat
different roles in influencing cell excitability (cf. Malin and Nerbonne, 2002; Blaine
et al., 2004).

Kv2.1 channels activate more slowly than Kv1 channels, and display a slow
inactivation (Fig. 4.4). As with all other Kv channels, Kv2.1 serves a variety of
purposes, depending on its relative abundance, its cellular location and the comple-
ment of other channels in the particular neuron. One unique role of Kv2.1 has been
demonstrated in hippocampal neurons. The contribution of Kv2.1 channels to the
overall current in hippocampal neurons is quite small (Mitterdorfer and Bean, 2002).
Nonetheless, » 90% knock-down of Kv2.1 has a dramatic and somewhat surpris-
ing effect (Du et al., 2000). Consistent with its limited contribution to the total K©
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Fig. 4.4 Differences in activation and inactivation rates in Kvl.1 and Kv2.1. Kvl.1 activates
rapidly and, with prolonged activation, inactivates relatively little (panel A). In contrast, Kv2.1 ac-
tivates much more slowly and completely inactivates with prolonged activation (panel B). Record-
ings from HEK cells by Josef G. Trapani and Payam Andalib.

current, the duration of single action potentials is virtually unaffected by the absence
of Kv2.1. However, at slightly elevated extracellular [K€] (8.5 mM), which causes
hippocampal neurons to fire action potentials in bursts, action potential duration is
prolonged more than 10-fold in the absence of Kv2.1 channels (Fig. 4.5). Thus, it
appears that the primary role of Kv2.1 in hippocampal neurons is to maintain action
potential integrity when extracellular [K© ] is elevated.

Kv2.1 has an interesting and unique property that may underlie this physiolog-
ical role. Upon elevation of external [K® ], both current magnitude and activation
rate are increased (Fig. 4.6A; Wood and Korn, 2000; Consiglio and Korn, 2004).
The effect on current magnitude is opposite to that expected given the reduction
in electrochemical driving force, and opposite to that seen for most all other K¢
channels (Fig. 4.6B; the HERG K€ channel, which is most notable for its role in
heart physiology, also displays an anomalous increase in current upon [K] ele-
vation, which is produced by a different mechanism). Thus, under high-frequency
firing situations, when extracellular [K€ ] might rise, current through Kv2.1 appar-
ently increases while current through other channels decreases. This would serve
to maintain total cellular K¢ current density during an action potential, and thus
maintain action potential integrity.

The molecular mechanism that underlies this effect was described in a previous
section of this chapter. Briefly, Kv2.1 can open into one of two conformations. At
lower [K€ ], some channels open into a high-conductance state and some open into
a lower conductance state. The fraction of channels in each conformation depends
on the occupancy of a specific K binding site in the selectivity filter when the
channel opens, which in turn is dependent on the external [K¢] (Immke et al.,
1999; Immke and Korn, 2000). At higher [K©], a larger fraction of channels open
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Fig. 4.5 Role of Kv2.1 in high-frequency firing of action potentials. (A) Action potentials were
recorded from pyramidal cells in hippocampal slices at two external [K]. Slices were exposed
either to an antisense oligonucleotide to knock down Kv2.1 expression by » 90% or a missense
oligonucleotide, which did nothing to Kv2.1 expression. At normal physiological [K€] (3.5 mM),
knockdown of Kv2.1 expression had little or no effect on action potential duration. However, at
high external [K® ] (8.5 mM), which leads to bursts of action potentials, action potential duration
was greatly prolonged (note the time scale difference). (B) Intracellular Ca>® transients, evoked by
0.3 Hz or 1 Hz stimulation. With Kv2.1 present, Ca’ transients rise and fall with each stimulus,
regardless of frequency. At higher frequency, however, the absence of Kv2.1 leads to a steady
rise in [Ca®*] that is uncoupled from the stimulus. Figure kindly provided by Chris McBain, and
adapted from Du et al. (2000).
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Fig. 4.6 K€ -dependent potentiation of current through the Kv2.1 channel. Elevation of external
[K®] would be expected to reduce outward current magnitude due to the reduction in electro-
chemical driving force. Such an effect, which happens in virtually all K¢ channels, is illustrated
for Shaker in panel B. Interestingly, the magnitude of the reduction for a given change in driving
force differs in different channels. In Kv2.1, however, the net effect of increasing external [K€ ]
between 0 and 10 mM is an increase in outward current (panel A). This reflects two special char-
acteristics of Kv2.1. First, current through the channel responds very little to the change in driving
force (Andalib et al., 2002). Second, the outer vestibule of the channel can open into one of two
conformations, one of which has » 4-fold higher conductance than the other (Immke and Korn,
2000; Trapani et al., 2006). At higher [K® ], more channels open into the higher conductance con-
formation (Wood and Korn, 2000). Note also that elevation of external [K® ] speeds inactivation
in Kv2.1 and slows inactivation in Shaker. Currents were recorded in HEK cells.

into the higher conductance state, and consequently, total macroscopic K¢ current
through Kv2.1 channels is larger. Recent evidence indicates that the single-channel
conductance of the lower conductance state is » 1/4 that of the higher conductance
state (Trapani et al., 2006). In heterologous expression systems, only 10-20% of
channels are in the low-conductance state at physiological [K® ], but conversion of
these channels to the high-conductance state can have a significant impact on current
magnitude. This raises an interesting issue for the in situ situation. Hippocampal
neurons display a significant cell surface expression level of Kv2.1 (Misonou and
Trimmer, 2004), yet, as mentioned above, Kv2.1 generates little current when single
action potentials are evoked (Mitterdorfer and Bean, 2002). This may reflect two
Kv2.1 properties. First, they activate and deactivate relatively slowly. Consequently,
if action potentials fire more rapidly than channels deactivate, Kv2.1 current will
grow with each succeeding action potential. Second, the observed function of Kv2.1
raises the intriguing possibility that, at normal physiological [K® ], a large number of
Kv2.1 channels are in the low-conductance state. If so, the conformationally-based
difference in conductance must be regulated by factors other than [K®].

Kv2.1 channels have an additional pair of properties that appear to be linked:
they cluster on the membrane surface and they are constitutively phosphorylated
under resting conditions. Dephosphorylation results in a negative shift in the voltage
dependence of activation and a dispersion of Kv2.1 (Misonou et al., 2004). Both
dephosphorylation and dispersion are caused by glutamate exposure, which suggests
that excitation is the responsible stimulus (Misonou et al., 2004). The negative shift
in activation would tend to reduce membrane excitability. The role of clustering and
dispersion are unknown. It is interesting, however, that the Kv2.1 clusters tend to be
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located on membranes apposed to astrocytic processes (Du et al., 1998). Astrocytes
release glutamate in response to neuronal activity (cf. Araque et al., 2000), and
appear to be actively involved in shaping neuronal events (cf. Fellin et al., 2004).
Moreover, astrocytes have long been known to function as external [K® ] buffering
systems. This raises the intriguing possibility that a dynamic set of events occur
that involve high-frequency firing, external [K® ] buffering, and current magnitude
through [K€ J-sensitive Kv2.1 channels.

4.13 Kv3 Channels

There are four Kv3 channels, Kv3.1-Kv3.4. Two of these channels display fast
inactivation, two do not (Fig. 4.7). Kv3.1 and Kv3.2 channels have perhaps the
most well-defined role in neuronal physiology (the primary difference between
these two channels is their ability to be modulated by protein kinase C or A,
respectively). They are designed to allow action potentials to fire rapidly and with
high fidelity. As described earlier, this accurate high-frequency behavior requires
Kv1 channels, which produce subthreshold currents, limit action potential firing
in MNTB neurons to one per stimulus and lock action potential generation to the
synaptic stimulus (Kaczmarek et al., 2005). However, another K¢ channel function
is also required to ensure fidelity of rapidly firing action potentials: the channel
responsible for repolarization of the action potential must (1) activate rapidly, (2)
activate only at relatively positive membrane potentials, (3) carry a large current,
and (4) close very quickly upon hyperpolarization. This function is supplied by Kv3
channels. Because Kv3 channels only activate at positive membrane potentials, they
won’t activate until well above action potential threshold, and consequently, won’t
interfere with action potential generation. The lack of subthreshold activation,
combined with fast activation of a large current by strong depolarizations, permits
the rapid activation, followed by rapid termination of the action potential. These
biophysical properties keep action potentials very brief and associated temporally
with the stimulus (see Fig. 4.7). Fast deactivation (channel closing) is also required
because the succeeding action potential in a train would be delayed or inhibited by
any residual K¢ conductance. Clearly, one would not want a channel such as Kv2.1
to be present in neurons whose function is to rapidly fire a large number of action
potentials with a highly accurate temporal association with a stimulus. The slow
activation of Kv2.1 would result in a broader action potential and the slow closing
of Kv2.1 would prevent or delay the firing of the subsequent action potentials.

Kv3 channels are also substrates for a large number of modulators (see Rudy
and McBain, 2001). As an example, Kv3.1 is phosphorylated by protein kinase C
in MNTB neurons under resting conditions. Dephosphorylation can result in up to a
i 40 mV shift in the voltage dependence of activation, which would result in the ac-
tivation of a larger current with depolarization. Modulation of Kv3.1 current magni-
tude by channel phosphorylation has a significant impact on both firing rate (smaller
Kv3.1 currents decrease firing rate, as expected) and the fidelity with which action
potentials follow high-frequency stimuli (Kaczmarek et al., 2005). The elegance of
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Fig. 4.7 Properties of Kv3 channels. There are four members of the Kv3 channel family, all of
which open at relatively positive membrane potentials (71, D » C 10 mV). All channels activate
and close rapidly. Kv3.1 and Kv3.2 don’t inactivate, Kv3.3 inactivates relatively quickly and Kv3.4
inactivates even more quickly (panel A). In some neurons, Kv3.1 and Kv3.4 subunits co-assemble,
resulting in a potassium channel that produces a faster hyperpolarization, decreased action potential
duration and enhanced ability to fire with high frequency (Baranauskas et al., 2003). Indeed,
formation of heteromeric channels with different subunit stoichiometry may provide a means to
modify Kv3 channel function to optimally support action potential firing over a given frequency
range (Li et al., 2001; Baranauskas et al., 2003). Panel B illustrates the activation of Kv3.1b
currents by waveforms created to mimic the firing of a neocortical neuron. Note that the current
activates late during the action potential (due to the positive V,5) and closes extremely rapidly.
Figure kindly provided by Chris McBain, and adapted from Rudy and McBain (2001).

this modulation can be observed in the fine tuning of MNTB neuron physiology:
high-frequency auditory stimulation causes dephosphorylation of Kv3.1 in MNTB
neurons, which consequently increases Kv3.1 current magnitude and enhances the
ability of the neuron to fire at high frequencies (Song et al., 2005).
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The well-described roles of Kv1 and Kv3 channels in MNTB neurons provide
a good example of how each kinetic component of channel behavior, together with
selective modulation of a particular channel’s properties, can produce an optimum
result for a needed neuronal function. Additional examples of the fine-tuning of fast
spiking behavior by Kv3 channels are described in an excellent older review (Rudy
and McBain, 2001) and more recent papers (cf. Baranauskas et al., 2003; Lien and
Jonas, 2003; Goldberg et al., 2005).

4.14 Kv4 Channels

There are three members of the Kv4 family, Kv4.1-Kv4.3, which have similar bio-
physical properties and pharmacology (Jerng et al., 2004a). These channels, whose
hallmark is their rapid inactivation (Fig. 4.8A), are now believed to underlie the
classical, transient K current, I, first described in gastropod neurons over 30 years
ago (Connor and Stevens, 1971a). Whereas they were originally shown to play a
role in the timing of rhythmic firing behavior (Connor and Stevens, 1971b), they
have since been shown to play an important role in a variety of electrophysiological
events, including control of action potential duration, timing of responses to mul-
tiple synaptic inputs, and long-term potentiation (Schoppa and Westbrook, 1999;
Mitterdorfer and Bean, 2002; Watanabe et al., 2002; Jerng et al., 2004a).

4.14.1 Influence of Kv4.2 on Hippocampal Dendrite Physiology

One function that is uniquely provided by the properties of Kv4 channels is that of
regulating dendritic excitability in hippocampal pyramidal neurons. Kv4.2 is local-
ized in dendritic membranes, with an increasing gradient of current density from
proximal to distal segments (Hoffman et al., 1997). An apparently important con-
tributor to hippocampal neuron function is the backpropagation of action potentials
from the soma into the dendritic tree. The increasing gradient of Kv4.2 channels
from proximal to distal dendrites causes the amplitude and number of back propa-
gating action potentials to diminish with distance from the soma. The presence of
Kv4.2 channels in distal dendrites also reduces the amplitude of excitatory post-
synaptic potentials (epsps) originating from distal afferents (Hoffman et al., 1997).
Most importantly, because of the rapid inactivation of Kv4.2 channels, an initial
depolarization event can alter the membrane response to a second event that imme-
diately follows. Thus, with appropriate timing, subthreshold epsps can reduce I, and
consequently increase the amplitude of closely following epsps or action potentials
that are backpropagating into the distal dendrites (Johnston et al., 2000). Both epsp
potentiation and the latter process, called action potential “boosting,” may have a
profound role in learning and memory. Long-term potentiation (LTP), which has
long been studied as an electrophysiological mechanism of neuronal plasticity, is a
process wherein synaptic responses to moderate stimuli are enhanced for a prolonged
period by a single, preceding, powerful stimulus. Inhibition of I, in hippocampal

153



Stephen J. Korn and Josef G. Trapani

(A) (B)
Kv4.2
Kv1.5

| 5nA ‘\

| \\\~_~— _____________ i \“M)
+50 mV +60 mV

_|-100mv 1s |80 mv 1s
(C) (D)

Kv4.2 ) Kv4.2
| + KChIP3

50 ms

Kv4.2 Kv4.2
+ DPP10 + KChIP3
+ DPP10

50 ms 50 ms

Fig. 4.8 Fast inactivation in Kv4.2 channels, and modification of Kv4.2 channel currents by
KChIP3 and DPP10. (A) Illustration of a rapidly inactivating, Kv4.2 channel current. (B) Inacti-
vation in Kv4 channel currents is complicated, potentially being caused by three or more different
mechanisms. Elimination of the 40 terminal amino acids from the N-terminus of Kv4.2 slows
inactivation, but still leaves a channel with a relatively fast inactivation process (see Gebauer et al.,
2004; not shown). However, concatenation of the 40 N-terminal amino acids from Kv4.2 onto the
slowly inactivating Kv1.5 imparts a fast inactivation mechanism onto Kv1.5. This demonstrates
that the classical N-type ball and chain mechanism contributes to Kv4.2 channel inactivation.
(C-D) Co-assembly with KChIP3 markedly slows Kv4.2 channel inactivation. (E) Co-assembly
with DPP10 speeds Kv4.2 channel inactivation. (F) Co-assembly with both KChIP3 and DPP10
produces an intermediate inactivation rate. The rate of inactivation can be increased or decreased
by changing the stoichiometry of expression of KChIP3 and DPP10 (Jerng et al., 2005). Currents
in A-B were recorded in HEK cells, currents in C—F were recorded in CHO cells. Material for this
figure was kindly provided by Robert Bahring (panels A—B), and Henry Jerng (panels C-F), and
adapted from Gebauer et al., 2004 (panels A-B) and Jerng et al., 2005 (panels C-F).
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dendrites, which results in larger epsps and action potentials in distal dendrites,
reduces the threshold for LTP (Ramakers and Storm, 2002).

Reduction of Kv4.2 currents also occurs as a result of protein kinase-mediated
phosphorylation of sites on the C-terminus (Anderson et al., 2000; Yuan et al.,
2002). It appears that the channel is directly phosphorylated by MAP kinase, but
channels can also be influenced indirectly by protein kinase A and protein ki-
nase C, which activate MAP kinase (Yuan et al., 2002). Thus, there are many
neurotransmitter-mediated pathways that can produce a reduction in I5. As expected,
this biochemically-mediated reduction of Kv4.2 current also leads to an increase in
action potential amplitude in distal dendrites. Importantly, inhibition of MAP ki-
nase reduces action potential boosting, inhibits the formation of LTP, and impairs
learning (Watanabe et al., 2002; Morozov et al., 2003). Finally, Kv4.2 channels also
localize Ca® -dependent events. For example, glutamate receptor activation, which
would accompany excitatory synaptic input, triggers Ca’C -mediated plateau poten-
tials (Wei et al., 2001). The Ca*® influx associated with these potentials would serve
to activate myriad biochemical events, including second messenger cascades that
modulate synaptic plasticity. With intact Kv4.2 channel function, these potentials
are quickly terminated and therefore remain localized to the dendritic segment in
which they were triggered (Wei et al., 2001; Cai et al., 2004). However, when Kv4.2
currents are inhibited, Ca®® plateau potentials invade neighboring dendritic segments
(Cai et al., 2004). In summary, depending on the role of a neuron within a circuit,
dendritic membranes might contain members of the Kv1, Kv2, Kv3, Kv4, and/or K¢,
families (cf. Du et al., 1998; Mitterdorfer and Bean, 2002; Cai et al., 2004). Among
them, Kv4.2 channels appear to be key players in the control of synaptic plasticity,
and represent a common pathway by which either coincident electrophysiological
stimuli or neurotransmitter-mediated biochemical cascades influence and localize
events associated with neuronal plasticity and probably, learning and memory.

4.14.2 The Kv4 Channel Complex

Channels composed of just the Kv4 a subunit do not display biophysical properties
identical to I currents in neuronal membranes. Indeed, it appears that native Kv4
channels exist in a complex with members of at least two other protein families:
one called Kv channel-interacting proteins (KChIPs), a member of a larger, Ca’°
binding protein family, and one called dipeptidyl peptidase-like proteins (DPLs; An
et al., 2000; Nadal et al., 2003; Rhodes et al., 2004; Jerng et al., 2005). The KChilP
family of proteins are cytoplasmic, and bind to the N-terminus of the Kv4 channel
(cf. Scannevin et al., 2004). DPLs are integral membrane proteins that belong to
a serine protease family of proteins but are without catalytic activity (Qi et al.,
2003). Complexing with either KChIPs or DPLs increases Kv4 surface expression
(Shibata et al., 2003; Jerng et al., 2004b), but also produces important changes in
biophysical behavior. Typically, complexing with KChIPs slows inactivation (Fig.
4.8; Beck et al., 2002), but depending on KChIP and a subunit species, it can also
speed inactivation (Beck et al., 2002) or eliminate inactivation (Holmqvist et al.,
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Fig. 4.9 Modulation of Kv4.2 channel currents by frequenin. (A—B) Co-expression of Kv4.2
channel subunits with frequenin, a Ca*® binding protein similar to the KChIPs, increases channel
expression and slows inactivation. (C) Normalized currents illustrate the slowing of Kv4.2 inac-
tivation by co-assembly with frequenin. (D) With the Ca?® chelator, BAPTA, in the cytoplasm,
frequenin has little or no influence on Kv4.2 channel currents. This demonstrates that co-assembly
with Ca®® binding proteins can imparta Ca>® dependence to Kv4.2 channel function. Currents were
recorded from oocytes. Figure kindly provided by William A. Coetzee, adapted from Nakamura
et al. (2001).

2002). Complexing of Kv4.2 with DPP10 speeds inactivation (Fig. 4.8; Jerng et al.,
2005), and can also speed recovery from inactivation and the voltage dependence of
activation and inactivation (Nadal et al., 2003). It appears that the complex formed
by all three protein components represents the complete channel that underlies the
I current (Nadal et al., 2003; Jerng et al., 2005). Moreover, it appears that varying
the stoichiometry of the complex might be an approach used by cells to change I
kinetics (Jerng et al., 2005).

The KChIP family of proteins may have an additional regulatory action on
Kv4 channels. Frequenin is a member of the same Ca’® binding protein family
as the KChIPs. As with most other KChIP proteins, frequenin increases expres-
sion and slows inactivation of currents carried by Kv4.2 channels (Fig. 4.9A-B;
Nakamura et al., 2001). However, the influence of frequenin on Kv4.2 currents is
Ca’® -dependent. If the rise in intracellular Ca’C is prevented upon depolarization,
frequenin has no impact on inactivation rate of currents carried by Kv4.2 channels
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(Fig.4.7C-D; Nakamura etal., 2001). Due to a structural difference in the N-terminal
domain, frequenin influences only Kv4.2 and Kv4.3 channels; Kv4.1 channels are
essentially unaffected (Nakamura et al., 2001).

Inthis section we presented only a small sampling of a massive and as yet incom-
plete literature on the role and regulation of Kv4 channels. However, we attempted
in this sampling to provide insight into the enormous complexity of their involve-
ment in neuronal physiology. Whereas Kv3 channels appear to have a rather more
defined role in the accurate transmission of high-frequency input information into
output information, Kv4 channels appear to have a more integrative role. Whether or
not LTP, and perhaps learning and memory, occur depends on the readiness of Kv4
channels to respond to depolarization. Moreover, the size of Kv4 channel currents
determine not only how large a local postsynaptic response will be but also how far it
will spread down the dendrite. The sources of modulation of Kv4 current amplitude
are manifold and intertwined: current amplitude is modulated by electrical activity,
protein kinase activity, intracellular Ca’C levels, and association with different pro-
tein partners. As a result of the fast inactivation mechanism, and the voltage range
over which they are activated, Kv4 channel readiness can be modulated by changes
in voltage dependence of activation or inactivation, the rate of inactivation or the rate
of recovery from inactivation. Indeed, modulators not only influence one or more of
all of these biophysical properties, but a number of modulators also influence cell
surface expression levels. Thus, these modulators likely regulate long-term as well
as short-term changes in Kv4 current amplitude.
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5 BKc,;-Channel Structure and Function

Daniel H. Cox

5.1 Introduction

Among ion channels, the large-conductance Ca®*-activated K* channel (BK¢, chan-
nel) is in many ways unique. It has a very large single-channel conductance—ten
times that of most vertebrate K* channels—and yet it maintains strict K* selectivity.
It senses as little as 200 nM Ca?*, but it contains no consensus Ca**-binding motifs,
and it is the only channel to be activated by both intracellular Ca?* and membrane
voltage. In fact, there is a synergy between these stimuli such that the higher the
internal Ca>* concentration ([Ca®*]), the smaller the depolarization needed to ac-
tivate the channel. Furthermore, the BK, channel has its own brand of auxiliary
subunits that profoundly affect gating. In this chapter, I will discuss what is under-
stood about the origins of these properties in terms of allosteric models and channel
structure. At the outset, however, I should say that there is not yet a crystal structure
of the BK¢, channel or any of its components, so much of the current thinking about
BK,-channel structure relies on analogy to other channels.

5.2 BKc,-Channel Topology

BK, channels are formed by pore-forming « subunits and in some tissues auxiliary
B subunits. Both are integral membrane proteins. Four a subunits alone form a fully
functional channel (Adelman et al., 1992; Shen et al., 1994), while 3 subunits play
a modulatory role (McManus et al., 1995; Orio et al., 2002; Fig. 5.1A). cDNAs
encoding a BK¢,-channel a subunit were first identified as the drosophila mutant
slowpoke (slo) (Atkinson et al., 1991; Adelman et al., 1992). Taking advantage
of sequence homologies, s/lo cDNAs were then cloned from many species including
human (Butler et al., 1993; Knaus et al., 1994a; Pallanck and Ganetzky 1994; Tseng-
Crank et al., 1994; McCobb et al., 1995), and three slo-related genes were found.
None, however, encode for a Ca>*-activated channel—s/o2./ (Bhattacharjee et al.,
2003) and sl02.2 (Yuan et al., 2000) encode for Na-activated K* channels, and slo3
(Schreiber et al., 1998) encodes for a pH-sensitive K channel. Thus, the original slo
gene, now termed slol, KCNMAI, or K¢, 1.1, is the only BK¢,-channel gene, and
ignoring splice variation mammalian Slol proteins share greater than 95% amino
acid identity. This strikingly high degree of homology suggests that there has been
strong evolutionary pressure to maintain the functioning of these channels within
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Fig. 5.1 BKc, channels are composed of o and 3 subunits. (A) Schematic diagram of a BK¢,
channel viewed from the top down. The channel contains four « and four 8 subunits. (B) Putative
membrane topologies of the BK¢, a and B subunits.

narrow tolerances. Mammalian Slol channels are blocked by the classic BKc,-
channel blockers charybdotoxin, iberiotoxin, and tetracthylammonium (Butler et al.,
1993; Dworetzky et al., 1996).

Shown in Fig. 5.1B are the proposed membrane topologies of the BK¢, a and 3
subunits. The a subunit (~1200 amino acids) is arranged much like a purely voltage-
gated (Ky-type) K™ channel subunit, complete with an amphipathic S4 helix that
likely forms the channel’s voltage-sensor (Bezanilla, 2005), and a K*-channel pore
sequence (Heginbotham et al., 1992). Different from K, channel subunits, however,
the Slo1 subunit has an extra transmembrane segment at its N-terminus, termed SO0,
that places its N-terminus outside the cell. This was demonstrated by Meera et al.
(1997) who showed that an antibody applied extracellularly can bind to an epitope
placed at the N-terminus of human Slo1(hSlo1), even if cells transfected with hSlo1
are not permeabilized. The purpose of this BK,-specific adaptation is not known,
but a study of chimeric channels containing portions of drosophila Slo1 (dSlo1) and
mouse Slol (mSlo1) has implicated SO as the sight where « and 3 subunits interact
(Wallner et al., 1996). Perhaps allowing for this interaction is SO’s primary function.

The Slo1 subunit also contains a large (~800 amino acid) C-terminal extension
that constitutes two thirds of its sequence. This extension contains four somewhat hy-
drophobic segments that were originally thought to be membrane spanning; however,
immunohistochemical and in vitro translation experiments have shown them to be
intracellular (Meera et al., 1997). For the purposes of discussion Slo1’s cytoplasmic
domain may be divided into proximal and distal portions, with a region of low
conservation across species marking the division (Butler et al., 1993). It has been
argued that the proximal portion contains a domain found in bacterial K™ channels
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and transporters termed an RCK domain (Jiang et al., 2001). The distal portion,
also known as the “tail”, contains perhaps another RCK domain (Jiang et al., 2002)
and a domain that very likely forms a Ca®*-binding site termed the “Ca®* bowl”
(Schreiber and Salkoff, 1997; Bian et al., 2001; Bao et al., 2002, 2004; Niu et al.,
2002; Xia et al., 2002). I will discuss the RCK and Ca** bowl domains later, in the
context of Ca’*-sensing.

The Slo1 subunit also has a region that binds heme, and nanomolar heme dra-
matically inhibits channel opening (Tang et al., 2003). The physiological significance
of this interaction, however, has yet to be established. Nor in fact has the significance
of the observation that part of Slo1’s tail domain has homology to serine proteases
(Moss et al., 1996). Both of these regions are indicated in Fig. 1B.

BK¢, B subunits (there are now 4) are much smaller than the o subunit (191—
279 amino acids). They have two membrane-spanning domains, intracellular N and
C termini, and a fairly large extracellular loop (116—128 amino acids) (Knaus et al.,
1994a; Lu et al., 2006). This loop contains four cysteine residues that form two
disulfide bridges, the pairings of which are unclear (Hanner et al., 1998), and in 31
a lysine residue (K69) which crosslinks to the external pore-blocker charybdotoxin
(Manujos et al., 1995). Four B subunits can interact with a single BK¢, channel
(Wang et al., 2002). BK¢, B subunits will be discussed again later in the context of
their functional effects.

5.3 The Origin of the BK¢c, Channel’s Large Conductance

The most striking property of the BK¢, channel is its very large single-channel
conductance. In symmetrical 150 mM K™ the BK¢, channel has a conductance
of 290 pS (Cox et al., 1997a), while other vertebrate K* channels have conduc-
tances ranging from 2 to 50 pS (Hille, 1992). The prototypical Shaker K* channel,
for example, has a conductance of 25 pS under these conditions (Heginbotham
and MacKinnon, 1993), which means at +50 mV it passes 7.8 million ions
per second, while the BK¢, channel passes 11.6 times more, or 90 million ions
per second. Interestingly, however, the BK¢, channel is not less selective for
K™ than Shaker. For every 100 K* ions allowed to pass through either channel
fewer that 1 Na* ion is allowed to pass (Blatz and Magleby, 1984; Yellen, 1984;
Heginbotham and MacKinnon, 1993). How is it that the BK, channel can maintain
this high degree of selectivity and yet pass ions much more quickly that other K™
channels?

A priori one might suppose that it has to do with the structure of the se-
lectivity filter, the narrowest part of the pore, which interacts most closely with
the permeating K™ ions and therefore might reasonably be rate limiting. Crystal
structures, however, have been determined now for five Kt channels: KcsA (Doyle
et al., 1998), KvAP (Jiang et al., 2003), MthK (Jiang et al., 2002), KirBacl.1 (Kuo
et al., 2003), and Kv1.2 (Long et al., 2005), and despite varying conductances, the
selectivity filters of these channels are identical. Each spans about a third of the way
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Fig. 5.2 Rings of negative charge increase the BK(, channel’s conductance. (A) Pore sequences
of four K* channels. All four have the K™-channel signature sequence indicated in grey, and mSlo
and MthK have two acidic glutamates near the end of S6 shown also in grey. (B) Ribbon diagram
of the crystal structure of the pore region of MthK. Indicated in space fill are the glutamates
highlighted in 4. (C) Unitary currents from a wild-type mSlo1 channel and a mSlo1 channel that
contains the double mutation E321N/E324N. The size of the channel’s unitary current is reduced
by half by the mutations. The figures in 4, B, C, were adapted from Nimigean et al. (2003).

through the bilayer starting from the outside, and the same “‘signature sequence”
TVGYG (Heginbotham et al., 1992) provides carbonyl oxygens that form four K
binding sites (Fig. 5.2A and B). K* ions pass through this filter in single file sepa-
rated by water molecules (MacKinnon, 2003). The BK¢, channel also contains the
“TVGYG” signature sequence, and so does the Shaker channel, so it seems unlikely
that it is differences in this structure that account for the BK, channel’s unusually
large conductance. Similarly, all the crystallized KT channels have wide shallow
external mouths that one would suppose would provide good diffusional access to
ions entering from the outside (Fig. 5.2B). Indeed, both the BK, channel and the
Shaker channel (after a point mutation is made) can be blocked from the outside by
the pore-plugging toxin charybdotoxin (MacKinnon and Miller, 1988; MacKinnon
etal., 1990; Goldstein and Miller, 1992; Stocker and Miller, 1994), which makes spe-
cific contacts with the external mouth, so both channels must have similar external
architectures.

Given these observations it seems likely that the large conductance of the BK,
channel arises from modifications inside the channel, on the cytoplasmic side of
the selectivity filter. Recent experiments support this notion, and two mechanisms
appear to be at play. First, using the crystal structure of the open MthK channel
as a guide (Fig. 5.2B; Jiang et al., 2002), it appears that the BK¢, channel has
two rings of negatively charged glutamate residues on the inner pore-helix, just at
the internal entrance of the channel, and Nimigean et al. (2003) and Brelidze et al.
(2003) have shown that when these residues are neutralized to glutamine, the outward
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conductance of the BK, channel decreases by half (Fig. 5.2C). Thus, part of the
reason for the large conductance of the BK¢, channel is rings of negative charge at
the inner mouth of the channel. These rings attract K creating a ~3.3-fold increase
in the local [K™]—from 150 mM to 500 mM in the experiments of Brelidze et al.
(2003)—and this increases the rate at which K™ ions encounter the inner mouth of
the selectivity filter. In fact, at very high internal [K™] (over 1 M) neutralizing these
charges has no effect on the channel’s conductance (Brelidze et al., 2003) presumably
because the local [K™] is very high under this condition, even without the negatively
charged rings, and the rate of K™ diffusion to the inner entrance of the selectivity
filter is therefore no longer rate limiting (Brelidze et al., 2003).

These rings of negative charge, however, must not be the whole story, as their
neutralization only reduces the outward K flux by half (at 150 mM K™ on both
side of the membrane) (Brelidze et al., 2003; Nimigean et al., 2003), leaving a
channel with still a very large 150 pS conductance. Another mechanism must also
be involved, and it seems to be that the internal vestibule and internal mouth are
larger in the BK¢, channel than they are in other vertebrate K™ channels. This idea
rests on four observations. First, Li and Aldrich (2004) showed that large quaternary
ammonium compounds diffuse much more rapidly into the BK¢, channel from the
inside, on their way to blocking the channel, than they do into the Shaker channel
(Li and Aldrich, 2004). Second, once they are inside, the BK¢, channel can close
behind them, while the Shaker channel cannot (Li and Aldrich, 2004). Third, when
Brelidze and Magleby (2005) increased the concentration of sucrose on the internal
side of the channel to slow diffusion up to and through the inner vestibule, they found
that the BK¢, channel’s conductance was reduced in a manner that indicated that
the rate of motion of K* through the inner vestibule is an important determinant of
conductance. And four, based on the amount of sucrose needed to make K™ diffusion
from bulk solution to the internal mouth of the channel rate limiting, Brelidze and
Magleby (2005) estimated that the BK¢, channel’s internal mouth is twice as large
(20 A in diameter) as that of the Shaker channel (Webster et al., 2004; Brelidze
and Magleby, 2005) and similar in size to the large-conductance (~2004 pS) MthK
channel (Jiang et al., 2002) (Fig. 5.2B). Thus, controlling the size and shape of the
portion of the pore that is internal to the selectivity filter, and strategically placing
charges there to attract K ions, appears to be how nature has produced K+ channels
of differing conductances but common selectivities.

The large conductance of the BK¢, channel indicates that the K*-channel
selectivity filter is exquisitely designed for both selectivity and high throughput,
and it suggests that the selectivity filter is not working at maximum capacity in K™
channels with lower conductances. It is interesting to consider, however, whether as
the inner mouth and vestibule of a K* channel becomes larger, does more of the
membrane potential drop across the selectivity filter. And if so, does the increased
electric-field strength drive ions through the selectivity filter more quickly than they
can go through in smaller-conductance channels? Perhaps this is another reason for
the enhanced conductance of the BK, channel? As far as I am aware this remains
an open question?
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5.4 BKc,-Channel Gating, Studies Before Cloning

Because of their large conductance, with the advent of the patch-clamp technique
BK, channels were among the first channels to be studied at the single channel level,
and throughout the 1980s several rigorous studies of their gating behavior were per-
formed (Methfessel, and Boheim, 1982; Magleby and Pallotta, 1983; Moczydlowski,
and Latorre 1983; Pallotta, 1983; McManus and Magleby, 1988, 1991; Oberhauser
et al., 1988; Latorre et al., 1989; McManus, 1991; Markwardt and Isenberg, 1992).
In brief they lead to the following important observations: BK¢, channels can be
activated both by Ca?* and voltage, and they can be activated by voltage to high
open probabilities over a wide range of [Ca?*]. Hill coefficients for Ca’*-dependent
activation are usually observed to be greater than 1 and sometimes as high as 5
(Golowasch et al., 1986). More typically, however, they are between 1 and 4 sug-
gesting that at least four Ca>* ions bind to the channel and they act to some degree
cooperatively when influencing opening. Analysis of the dwell times of the chan-
nel in open and closed states indicates that the channel can occupy at least five
closed states and three open states, and that there are multiple paths between closed
and open. These observations lead McManus and Magleby in 1991 to propose the
following model of BK¢,-channel Ca?*-dependent gating at +30 mV.

Ca’ Ca’ Ca” ca’

C é‘A C C C L C vLA C
58 uM 580 uM 215 uM 64 uM
0306 9.14 7.68
+30mV Ca” Ca’
0 47 0 A7 0
0.072 uM 7.7 uM
Scheme 1

Here the channel binds four Ca* ions, and there is a single conformational change
between closed and open. Each Ca’>*-binding step has unique rate constants and
therefore also a unique affinity constant (as indicated). After binding the second
Ca* ion, the model channel is observed to open with a detectable frequency, but it
is the large difference in affinity between the open and closed conformations for the
third bound Ca?* that drives channel opening. As will be discussed below, although
the unique importance of the third binding event is no longer widely accepted, the idea
that the channel undergoes a single conformational change allosterically regulated
by multiple Ca>*-binding events remains an important part of all current models of
BK(,-channel gating.
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5.5 BKc,-Channel Gating, Macroscopic
Current Properties

The cloning of slol made it possible to express BK¢, channels at high density
in heterologous expression systems and to study their behavior as a population.
Shown in Fig. 5.3 A are mouse Slo/ (mSlo1) macroscopic currents recorded from an
excised inside-out patch from a Xenopus oocyte. The internal face of this patch was
exposed to 10 wM Ca?*, and the membrane potential was stepped from —80 mV,
where the channels were all closed, through a series of increasingly more positive
potentials, and then back again to —80 mV. From these data one can determine the

(A) 259
S 34 o
0.5nA| § 21
2 1
5 ms = 0 T T T 1
0 50 100 150
Test potential (mV)
(B) 7 51
z 47
2nA £ 31
2 1
£ 0-

; ~100 =50 0 50

Test potential (mV)

© 1.0
0.8+
0.6+
0.4 4
0.2 -
0.0 4

G/G pax

50 0 50 100 150
Test potential (mV)

Figure 5.3 mSlol macroscopic currents recorded from Xenopus oocyte, inside-out
macropatches. The internal face of each patch was exposed to 10 uM [Ca?*]. (A) (left) 20 ms pulses
from —80 mV to between —80 and +150 mV in 10 mV increments. (middle) The traces on the left
have been expanded and fitted with exponential functions. (right) Time constants of activation plot-
ted as a function of voltage. (B) (left) Tail currents recorded in response to repolarization to a series
of potentials after depolarization to +100 mV. (middle) The traces on the left have been expanded
and fitted with exponential functions. (right) Time constants of deactivation plotted as a func-
tion of voltage. (C) Normalized conductance vs. voltage curve (G—V curve) determined from the
data in 4. The data have been fitted with a Boltzmann function (G/Gay = 1/(1 + e#"172=7)/RT)
with V1, = 24.6, g = 1.54. Also indicated is the G-V curve of the mammalian Kv.1.1 channel
(Grissmer et al. (1994). This figure was adapted from figure 1 of Cui et al. (1997).
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conductance of the membrane as a function of voltage (Fig. 5.3C), and the time
course of channel activation (Fig. 5.3A). Similarly, by activating the channels with a
prepulse to 4100 mV and then stepping back to various potentials, the time course of
deactivation can be examined (Fig. 5.3B). Plotted in Fig. 5.3C is the conductance of
the mSlo1 channel, relative to its maximum (G / G ax), as a function of test potential.
As is evident the channel is significantly voltage dependent and exhibits an e-fold
change in conductance per 16.5 mV. This corresponds to an apparent gating charge
of ~1.54e, which is significant but substantially less than that of the prototypical
voltage-dependent K* channel, Shaker, or its mammalian homologue Kv1.1 (dashed
line).

In Fig. 5.3A (center) the traces from the left have been expanded and the
activation time courses fitted with single exponentials. The surprising result here
is that, over the entire voltage range, the traces appear well fitted by this simple
function. Furthermore, the time course of deactivation is also well fitted by a single
exponential at a series of potentials (Fig. 5.3B) (DiChiara and Reinhart, 1995; Cui
etal., 1997). Given the complex behavior observed at the single channel level, and the
eight states in Scheme I, this is a surprise, as in principle a kinetic scheme with eight
states will relax with a time course described by seven time constants. Some of these
could be small, and some could be similar to one another, so reasonably one might
expect to see fewer than seven, but more than one. Even more striking, however,
if one performs the same experiments at a variety of [Ca?*] (Fig. 5.4), increasing
[Ca’*] speeds activation (Fig. 5.4A) and slows deactivation (Fig. 5.4B), but single
exponential relaxations are still observed throughout. This result suggests that there
is a single rate-limiting conformational change that is influenced by voltage and
[Ca’*] and dominates the kinetics of channel gating over a wide range of conditions
(Cuietal., 1997). To be strictly correct, however, I should say that over a wide range
of conditions the kinetics of activation follow an exponential time course but for a
very brief delay, on the order of 200 s (Cuietal., 1997; Stefani etal., 1997; Horrigan
et al., 1999). The significance of this delay will be made more apparent below.

If one looks at the effect of [Ca?*] on the steady-state gating properties of
the mSlol channel, one sees that Ca>* shifts the mSlol G-V curve leftward along
the voltage axis, with for the most part little change in shape (Fig. 5.5A). This
effect is quite dramatic. The shift starts at ~100 nM [Ca’*] (Meera et al., 1996;
Cox and Aldrich, 2000) and continues at concentrations as high as 10 mM, having
shifted by this point over 200 mV ([Ca®*] up to only 1000 wM are shown). Thus, the
mSlol channel’s response to [Ca*] spans five orders of magnitude, and one might
reasonably ask how the channel is able to respond to such a wide range of [Ca®*]?
And what determines the magnitude of the channel’s G-V shift as a function of
[Ca?*]? The studies described below address these questions.

If one takes the steady-state data of Fig. 5.5A and turns it on its head, plotting
now G/ Gax as a function of [Ca?T] at several voltages (Fig. 5.5B), one sees that
the apparent affinity of the channel for Ca>* ranges from less than 1 uM to greater
than 300 wM and is steeply voltage dependent. Early single-channel work suggested
that this behavior arises from voltage-dependent Ca?* binding (Moczydlowski and
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Figure 5.4 Activation rates increase and deactivation rates decrease with increasing [Ca®*].
(A) Currents recorded after voltage steps to +70 mV were normalized to their maxima and
superimposed. Each curve is fitted with an exponential function, and 1/7 is plotted in the lower
panel as a function [Ca?*]. (B) Tail currents were recorded at —80 mV, after depolarizations to
4100 mV. These currents were then normalized to their minima and superimposed. Each curve is
fitted with an exponential function and 1/ is plotted as a function of [Ca>*] in the lower panel.
This figure was adapted from figure 6 of Cui et al.(1997).

Latorre, 1983), however, with the cloning of slo/ it became clear that the Slol
channel can be near maximally activated in the essential absence of Ca?* with very
strong depolarizations (> +300 mV) (Meera el al., 1996; Cui et al., 1997), and that
the rate of channel activation at very low [Ca?*] is too fast to be due to Ca>*-binding
with high affinity after the voltage step (Cui et al., 1997). Thus, the BK, channel is
a voltage-gated channel that is modulated by Ca>* binding.

5.6 A Simple Model of BKc,-Channel Gating

The properties discussed above—a tetrameric channel (Shen et al., 1994), multiple
Ca’* binding sites, a single rate-limiting conformational change between open and
closed influenced by both Ca’>* binding and membrane voltage—lead naturally too,
and can be accounted for in great part by a simple model of gating known as the
voltage-dependent Monaux Wyman Changeux model, or VD-MWC model (Cui
et al., 1997; Cox et al., 1997b). While better and more complex models of BK¢,-
channel gating exist and will be discussed below, the simplicity and mathematical
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Figure 5.5 Steady-state gating properties of mSlo1 macroscopic currents as a function of voltage
and [Ca®*]. (A) mSlol G-V relations determined at the [Ca>*] indicated. Each curve has been
fitted with a Boltzmann function. In the lower panel ¥}/, from the Boltzmann fits is plotted as a
function of log[Ca®*]. (B) Data like that in 4 were converted to Ca>* dose-response curves. The
curves displayed were determined at —50 to +90 mV, in 20 mV increments. Each curve has been
fitted with the Hill equation (Eq. 5.6), and the Kp-apparen is plotted as a function of voltage in the

lower panel. The figures in 4 and B, were adapted from Cui et al. (19

97).

tractability of the VD-MWC model make it a useful tool by which to gain and
intuitive understanding of the properties of an ion channel modulated by both
ligand binding and membrane voltage. The VD-MWC model is represented by

Scheme II below.
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5. BKca-Channel Structure and Function

Horizontal steps represent Ca’*-binding events, each with dissociation constant
K¢ in the closed conformation and K¢ in the open conformation. Vertical steps
represent the concerted conformational change by which the channel opens. The
equilibrium constant between open and closed in the absence of Ca?™ is referred
to as L. The MWC model without voltage dependence was first formulated to
describe four oxygen molecules binding to homotetrameric hemoglobin (Monod
et al., 1965). It is easily adapted to the homotetrameric BK¢, channel supposing
now four Ca’*-binding sites one in each subunit (Cui et al., 1997; Cox et al.,
1997b).

Important properties of the MWC model are as follows. In response to ligand-
binding individual subunits do not undergo conformational changes on their own,
but rather all subunits undergo a conformational change together that is coincident
with channel opening. All binding sites are assumed to be identical. The binding of
Ca’* at one site does not affect the affinities of neighboring sites except indirectly
via promoting opening. And, in order for ligand binding to promote opening the
open conformation of the channel must bind Ca?* more tightly than the closed
conformation. We may rely on the law of detailed balance (which does apply to the
BK¢, channel; McManus and Magleby, 1989) to see why this is so. This law states
that for any cyclic gating scheme the product of equilibrium constants on any path
between two given states must be equivalent. Considering then the paths between
states Cy and O in Scheme II, we may write

4[Ca] _  4[Ca]
Kc Ko

K
, which can be rearrangedto X = L K—C 5.1
o

where X is the equilibrium constant between C; and O;. Thus, in the MWC model
each ligand-binding event alters the equilibrium constant between closed and open
by a factor C = K¢/Ko , a situation with two interesting consequences. First, if
K¢ = Ko, Ca** binding will occur, but it will not produce opening, and second,
the effect that Ca?>* binding has on channel opening can be increased by either
decreasing K¢ , that is making the open channel bind Ca?* more tightly, or increasing
K¢, making the closed channel bind Ca** more weakly. The apparent affinity of the
channel, therefore, can increase as a result of a true decrease in binding affinity, a
result that demonstrates that even the simplest of ligand-dependent gating systems
can behave counter intuitively.

The behavior of the MWC model can be made more intuitive by considering the
effect of each binding event in energetic terms. Shown in Fig. 5.6 is the MWC model
plotted as an energy diagram, with energy on the vertical. Here K¢ was assumed
to be 10 uM and Ko 1 uM, and for simplicity L was assumed to be 1 such that
the energies of the closed and open conformations of the channel are equal in the
absence of bound Ca®*. Each Ca’"-binding event then reduces the energy of the
closed channel by AGc = RT In K¢, or —28.3 KJI mol~!, and it reduces the energy
of the open channel by AGo = RT In K¢, or —34.0 KJ mol~!, such that each Ca**-
binding event tips the energetic balance toward opening by —5.7 KJ mol~!. Thus,
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Figure 5.6 Energy diagram for the MWC model. As each Ca?* ion binds, the energy of the
open and closed conformations are lowered by differing amounts due to differences in binding
affinity. This lowers the energy of the open channel relative to the closed. For simplicity L has
been assumed here to equal 1 such that Cy and O, have the same energy. This is not the case for
the BKc, channel where L(0) is ~0.0006.

it is necessarily the difference between AGg and AGc, and therefore the ratio of
K¢ to Ko, that drives opening, not their absolute values, and the more Ca?*-binding
sites the channel has the stronger the effect.

In the VD-MWC model voltage dependence is added simply by supposing that
the central conformational change involves the movement of some gating charge QO
through the membrane’s electric field such that the equilibrium constant between
closed and open becomes voltage dependent. That is

[Oo] oFV
L(V)=—= = L(0)e /#, 5.2
V) [Col (0)e (5.2)
and with this stipulation the open probability of the model is given by
1
Popen = [Ca] 4 . (53)
K 1 —QFV
1 c /RT
* | [Cal 1(0)°
K,
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5. BKca-Channel Structure and Function

Even without fitting the data it is apparent by inspection that Eq. 5.3 will display
many properties of the BK ¢, channel. It allows the channel to be maximally activated
by voltage in the absence of Ca?", and it has the form

1

,QFV/RT ’

_ 54
1+ Ade (54)

P open —

which is a Boltzmann function, with the parameter 4 being related to the free energy
difference between open and closed in the absence of an applied voltage. For a given
0, this parameter determines the position of the G-V curve along the voltage axis,
while Q determines it steepness. In the VD-MWC model 4 is Ca>* dependent.

! [Ca] 7*
+K—C 1
A= . (5.5)
|
Ko

As [Ca®*]increases, 4 decreases, and the model’s G-V relation shifts leftward along
the voltage axis. Since Q is independent of [Ca?*], the model’s G-V relation will
not change shape as [Ca®>*] is varied—it will simply slide along the axis. While this
is not true for the BK, channel, it is true to a first approximation, particularly in the
middle [Ca®*] range (1 — 100 uM ).

In Fig. 5.7A, a series of mSlol G-V curves have been fitted simultaneously
with Eq. 5.3, and although the fit is not exceptional, as we expected, the model
does a reasonable job of capturing the Ca>*-dependent shifting of the mSlo1 chan-
nel’s G-V relation. The fit suggests that K¢ = 11 pM, Ko = 1.1 pM, L = 0.00061
and Q = 1.40e. Notice, however, that the model is unable to mimic the shifting
nature of the mSlol G-V curve at [Ca?*] greater than 100 wM (data and fits in
grey; Cox et al., 1997b). This is now understood to be due the existence of a
low-affinity set of Ca®*-binding sites that are separate from the channel’s higher
affinity sites and not included in the model (Shi and Cui, 2001; Zhang et al.,
2001).

In Fig. 5.8A and B is shown a series of Ca’>* dose—response curves determined
at different voltages for the mSlo1 channel (filled) and the VD-MWC model channel
(open). Each curve has been fitted with the Hill equation

G _ Amp (5.6)

Gmax KD H
t (m)

and the resulting parameters are plotted in Fig. 5.8C-E. As expected from Fig 5.7,
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Figure 5.7 The VD-MWC model mimics mSlol gating. (A) mSlol G-V relations fitted with
the VD-MWC model (solid lines). All curves were fit simultaneously. [Ca?*] are as indicated.
[Ca®*] above 124 WM are shown in grey and were not included in the fitting. (B) Current families
recorded at 0.84 uM, 10 uM, and 124 pM as indicated are shown on the left. VD-MWC-model
currents for the same [Ca’*] are shown on the right. For model parameters see text and Cox et al.
(1997b). This figure was adapted from Cox et al. (1997b).

here too the model in many ways recapitulates the data. First, in both the data and the
model the extent of activation by Ca®* is limited by voltage (Fig. 5.8C), second, the
Hill coefficient (H) is ~1.5 to 2 for both the model and the channel over a fairly wide
voltage range (Fig. 5.8D), and, three, although the fit is not good at low voltages,
the model does predict, as appears in the data, an increase in the channel’s apparent
Ca?* affinity (a decrease in Kp-apparent) as voltage is increased (Fig. 5.8E). Indeed,
this occurs even though neither of the model’s Ca?*-binding constants K¢ and Ko
are voltage dependent.

Why is the apparent Ca?* affinity of the VD-MWC model voltage-dependent
even though its binding constants are not? One way to get at this question is to plot
open probability (Popen) for the model versus the mean number of Ca’* ions bound
(Fig. 5.8F). Such a plot makes it clear that the model becomes more Ca?* sensitive
as voltage is increased, not because it binds Ca’* more tightly, but because the
mean number of bound Ca?* ions needed to activate the channel becomes smaller.
At +160 mV, for example, it takes only 1 bound Ca?* to activate the channel to a
Popen greater than 0.8, while at 0 mV, 4 bound Ca?* are required. This is a graphical
demonstration of the additive nature of the energies imparted to the closed-to-open
conformational change by Ca?* binding and membrane voltage. For the VD-MWC
model Pypey is related to the free energy difference between open and closed, AG,
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Figure 5.8 The VD-MWC model mimics the mSlol channel’s Ca?>* dose-response curves. (A)
Ca?* dose—response curves are plotted for seven different voltages ranging from —40 to +80 mV
in 20 mV steps (symbols). Each curve is and has been fitted with the Hill equation (Eq. 5.6) (solid
curves), and the parameters of these fits are plotted as a function of voltage in C—E. (B) Simulated
data from the VD-MWC model. The parameters used for these simulations are those listed in the
text. (C—E) Comparison of the fit parameters from the data (closed circles) and the model (open
circles). (F) Plots of open probability of the model channel as a function of the mean number of
Ca’* ions bound to the model channel at a series of voltages. This figure was adapted from those
in Cox et al. (1997b).
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by the following function

1 1
Popen - AG - AGintrinsic AGvoltage AGCa
(ﬁ) <RT TR +RT)
l1+e l+e

where
AGintrinsic = —RT]II(L(O)), (57)
AGvoltage = _QFV/RT’

14
AGca = —4RT In %

I+

K¢

Thus, as more energy is supplied for opening by voltage, less is required from Ca**-
binding to achieve a given Pypen. This is of course not just true for the VD-MWC
model but for a large class of models in which two stimuli are regulating a central
conformational change, and it is true for the more complex models to be discussed
below.

One might reasonably ask, however, just how far can this go? Can an ion channel
have an apparent affinity for its ligand that is higher that the true affinity of any of
its binding sites in either conformation? Remarkably, the answer to this question is
yes. This is illustrated in Fig. 5.9 where plotted for the model channel is Py, as
a function of [Ca?*] at different values of L(K¢c = 10, Ko = 1)(Fig. 5.9A). These
curves were then normalized to have the same maximum and minimum, so that
their shapes could be easily compared (Fig. 5.9B), and then the [Ca?*] at which the
normalized curves are at half of their maximum value is plotted as a function of L in
Fig. 5.9C. At L = 1 the model’s Kp-apparent is 0.37 puM while K¢ is 1 wM. Thus,
at even moderate values of L the apparent Kp of the model can be smaller than the
true Kp of the open channel. If one repeats this exercise, however, for a channel
with only one binding site, one finds that Kp-apparent cannot be less than K¢, and
it moves from K¢, when L is very small, to Ko, when L is very large. The peculiar
situation, then, where an MWC system displays an apparent affinity higher than any
of'is real affinities, results from the condition where significantly fewer ligands need
to bind to the channel to maximally activate it, than there are binding sites on the
channel. For the BK(, channel this situation would only pertain at voltages greater
than +100 mV and not under physiological conditions.

Another question one might ask about the BK ¢, channel is what governs its Hill
coefficient (H)? And how should this coefficient—which is a standard measure of
the cooperativity of an allosteric system—vary with voltage? The data in Fig. 5.8D
tell us that the channel’s Hill coefficient slowly increases with voltage from ~1.5
to ~ 3.0, and for the model channel it displays a fairly constant but wavy pattern
around the value 1.7. What determines this value? A well known result for the MWC
model is that H for ligand binding is strongly dependent on L (Segel, 1993), and

186



open

Q" 0.4 -

10

©

[N
S
|

o
a
1

n
o
1

-
o
1

10 — .

Apparent affinity (uM)

o fo..d.Piiile Ll lill K = variable
Ko=1uM

L= 0.001
T
2 4 6

1000

100

5. BKca-Channel Structure and Function

o o
B ()]
I I

Normalized Py,q,
°
n
1

>~ Hill plot
107"

3.5 1

3.0 7

2.5 1

2.0

1.5

-
o
m

10

Ky =10 uM

Ky=1uM

L =0.001 "
c=10

0.1
0.01
0.001
0.0001

0

Figure 5.9 Properties of the MWC model. (A) Simulated dose-response curves for and MWC
model where K¢ = 10, Ko = 1,n = 4, and L was varied as indicated. (B) The 0 [Ca?*] values
of each curve in 4 were subtracted from each curve, and then they were each normalized to their
maximum to yield the curves plotted B. (C) The [Ca>*] at which the curves in B are at half of their
maximum is plotted as a function of L. (D) Hill plots for the curves in B. The maximum slope
of these relations are defined as the Hill coefficient, which here does not change with L. (E) Hill
coefficient (H) plotted as a function of C, where C = K¢/Ko. (F) Hill coefficient (H) plotted as
a function of the number of binding sites n. Notice H increases with n and C.
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in the VD-MWC model it is therefore voltage dependent. Interestingly, however, if
instead of measuring Ca®* binding one measures channel opening, H for channel
opening is independent of L. This illustrated in Fig. 5.9D were a series simulated
Hill plots from an MWC model are displayed as a function of L. Each plot has the
same maximum slope and thus the same Hill coefficient. According to this model,
then, the BK, channel’s Hill coefficient should not vary with voltage, and indeed
this is true as well for more complex models, so long as voltage sensing and Ca’*
binding are acting independently on channel opening, and there is only one type of
Ca’*-binding site.

If this is the case, however, then why does the model’s Hill coefficient—and
indeed the real channel’s—vary in Fig. 5.8D. The answer, at least for the model,
is that when the simulated data were fit with the Hill equation, as the voltage was
varied, the data were spread over different parts of the Pyyen—V curve, and this
created and apparent change in H as different parts of the curve were emphasized in
the fitting. However, no real change is expected, and perhaps this technical problem
also contributes to the variation in H observed with fits to the real data. It is now
known, however —as will be discussed below—that the BK, channel has more
than one type of Ca®*-binding site, a circumstance that could also give rise to a Hill
coefficient that varies with voltage, if different binding sites becomes more or less
important for channel opening as the membrane voltage changes.

If L does not govern the cooperativity of the MWC model, when viewed in
terms of channel opening, what does? The answer is C and n, where n represents
the number of binding sites the system contains, and again C = K¢/Ko. Fig 5.9E
and F shows that H increases as C increases and as » increases, and that an H value
of ~2 for the mSlo1 channel could be explained by supposing that the channel has
four binding sites (n = 4) with a C value of ~10 (C = K¢/K(), as was done by
Cox et al. (1997b), or eight binding sites with a C value of ~3, which now appears
closer to the truth (Bao et al., 2002).

In addition to mimicking many aspects of mSlol steady-state gating, the VD-
MWC model can also approximate the Ca>* and voltage dependence of the kinetics
of channel activation and deactivation (Fig. 5.7B) (Cox et al., 1997b). That is, it can
be made to activate more quickly with increasing [Ca®*] and voltage and deactivate
more slowly. To do this rate constants must be supplied for all of the transitions in
Scheme II, and two things have been found to be required. (1) The rate constant
of channel opening must increase with each Ca’*-binding event, while the rate
constant for channel closing must decrease, and (2) the on rates and off rates for
Ca’* binding must be fast. In this limit the VD-MWC model approximates a two
state system whose open and closing rates are a weighted average of all the vertical
rate constant in Scheme II, each weighted by the percent of closed or open channels
that occupy the state that precedes each rate constant (Cox et al., 1997b). For the
model in Fig 5.7 the Ca’>* on rates were assumed to be 10° M~!s~! at the very
upper end of what is reasonable, and the off rates were then necessarily ~10*s~!
for the closed channel and ~103s™! for the open channel. These values produced
exponential kinetics under most conditions (Cox et al., 1997b). Thus, many of the

188



5. BKca-Channel Structure and Function

attributes of both the steady-state and kinetic properties of BKc,-channel gating can
be accounted for by the simple VD-MWC scheme, and what it seems to be telling us
is that, if there are four independent binding sites, then each has a K¢ of ~10 uM
and a Ko of ~1 wM, and the binding and unbinding of Ca?* must be fast.

5.7 Interpreting Mutations

A useful aspect of the VD-MWC model and something that is not the case for models
with more complicated voltage-sensing mechanisms is that is easy to write down the
equation that governs its G-V position as a function of [Ca?*]. Here in terms of the
voltage of half-maximal activation V7,

4RT [(1+[Cﬂ/Kb)} RT
V1/2 = In

OF (1% [Cal/Ko) + OF In[L(0)]. (5.8)
This equation states that V; » in 0 [Ca®*] depends on L and Q, and the extent to which
it moves with increasing [Ca®*] depends on K¢, Ko, and Q. An important result here
is that the steepness of the V;,, vs. [Ca?*] relation depends on the channel’s Ca?*
dissociation constants, as one might imagine, but also on Q. All other things being
equal the larger Q is, the smaller the shift. Thus, if one were to make a mutation that
affects the slope of the BK¢, channel’s V; 5 vs. [Ca?*] relation, the VD-MWC model
suggests that this could either be due to a change in voltage sensitivity or a change
in Ca** binding. We can determine which, however, by rearranging Eq. 5.8 to

(I 4+ [Ca]/Kc)

QFV[/2 =4RT In [m

]+erumn, (5.9)

(where —QF V1, is equal to the energy difference between open and closed) and
instead of plotting V;» vs. [Ca?"], plotting QF V1> vs. [Ca®*]. On such a plot the
position of the curve at 0 [Ca?*] is determined solely by L, while the shape of the
curve is determined by K¢ and Ko (Cox el al., 1997b; Cox and Aldrich, 2000; Cui
and Aldrich, 2000). The VD-MWC model, therefore, provides a straightforward
means by which to distinguish between mutations that effect voltage sensing (Q),
Ca* binding (K¢ or Ko), and the intrinsic energetics of channel opening (L(0)).

5.8 A Better Model of Voltage-Dependent Gating

Although the VD-MWC model provides a useful framework for thinking about a
channel regulated by voltage and ligand binding, there are aspects of the BK¢,
channel’s gating behavior that is fails to mimic. It does not predict the brief delay
(200 ws) in activation mentioned above. It does not mimic well the kinetic behavior of
the channel at far positive and far negative voltages, and it predicts that in the absence

189



Daniel H. Cox

Slo gating currents

(A) (B)
—17 mV

71 mV Y v ‘
137 mv A V 0 [Ca]

170 mV ~——k

50 pA|
e | 0.2ms

247 mV
C
S4
mslol NR/SWLGL[RFL[RAL[RL—-IQFSEILOFLNTITL
Shaker LA I L RIVIRLVERVF[R|IFEXKL- sRHES[EKGL 0QIL

(M m (1) m (0.5)

Figure 5.10 BKc,-channel gating currents are fast. (A) hSlol gating currents recorded with
pulses to the indicated potentials in the absence of [Ca®*]. (B) Gating current (/,) and the time
course of ionic current activation (/). Gating charge moves before the channels open. (C) Align-
ment of the S4 regions of the mSlo1 channel and the Shaker channel. 4 was adapted from Stefani
et al. (1997). B was adapted from Horrigan and Aldrich (1999).

of Ca**, single channel recordings should reveal only a single open state and a single
closed state, while the mSlo1 channel displays three closed and two open states under
this condition (Talukder and Aldrich, 2000). The most damming evidence against the
VD-MWC model, however, is the important observation—initially made by Stefani
et al. (1997) (see Fig. 5.10A), and then Horrigan and Aldrich (1999) (see Fig.
5.10B)— that BK¢,-channel gating currents are much faster than channel opening
and closing (Fig. 5.10B). The VD-MWC model predicts the two processes should
have the same time constant, as in the VD-MWC model voltage-sensor movement
is part of the central closed-to-open conformational change.

That this is not the case for the BK¢, channel, however, perhaps should not
be surprising as the Shaker channel’s gating currents also relax more quickly than
the channel opens, and this has been explained by supposing that voltage sensors
in each subunit move rapidly upon depolarization, and when all have moved to
their active conformation the channel undergoes an opening conformational change
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(which is also weakly voltage-dependent) (Bezanilla, 2005). Three things about the
BK¢, channel’s gating currents, however, are very different from those of Shaker.
BK,-channel gating currents are much smaller, they are much faster, and their off
gating currents are not slowed by channel opening (Stefani et al., 1997; Horrigan
and Aldrich, 1999). With Shaker the voltage sensors must wait for the channel to
close before they can return to their resting state, while this is not the case for mSlo1
(Zagotta et al., 1994; Bezanilla, 2005).

In 1999, based on an extensive series of both gating and ionic current exper-
iments with the mSlo1 channel, Horrigan, Cui, and Aldrich proposed a model of
BK,-channel voltage-dependent gating that does a remarkably good job of account-
ing quantitatively for almost all aspects of BK¢,-channel gating in the absence of
Ca?* (Horrigan et al., 1999; Horrigan and Aldrich, 1999). This model, termed here
the HCA model, is represented by Scheme III.

Co C, C, C; C,
Closed (3/2)Jc (2/3)JC
ose —> —>
Hﬂ Il II

b T e e

o BB B e e

(3/2)Jo Q@/3)Io (1/4)J
O, 0, 0, 0,
zyF(V=V},.) z;F(V=V,,)
Jo=¢ KT Jo=¢ KT

L)= LR p=O
Jc

Scheme II1

Notice it looks very much like the MWC model except here horizontal transitions
represent voltage-sensor activation, now one in each subunit, and the central closed-
to-open conformational change is also proposed to weakly voltage dependent. Thus,
the HCA model is an allosteric model of voltage-dependent gating, where instead
of voltage-sensor movement being required for channel opening, as is the case with
the VD-MWC model and models of Shaker gating, here the channel can open with
any number of voltage sensor’s active, but as each voltage sensor moves to its active
state, the open conformation of the channel becomes energetically more favored.
Also analogous to the MWC model, in the HCA model, in order for voltage-sensor
movement to promote channel opening it must lower the energy of the open state
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of the channel more than the energy of the closed state. Practically speaking, what
this means is the V', for voltage-senor movement must be more negative when the
channel is open than when it is closed. Analogous to the factor C in the MWC model,
Horrigan, Cui, and Aldrich defined D to represent the factor by which the movement
of a voltage senor in the HCA model increases the equilibrium constant between
open and closed. They estimated D to be 17 for the mSlo1 channel (Horrigan et al.,
1999; Horrigan and Aldrich, 1999).

There are five parameters that govern the equilibrium behavior of the HCA
model. L(0) the equilibrium constant between open and closed at 0 mV when no
voltage sensors are active, zq the gating charge associated with this equilibrium con-
stant, V. and V3, the half-activation voltages of voltage-sensor movement when the
channel is closed or open respectively, and z; the gating charge associated with each
voltage sensor’s movement. By measuring open probabilities at very low voltages,
Horrigan et al. (1999) and Horrigan and Aldrich (1999) were able to determine L(0)
to be ~2e—6 and z,, to be 0.4 e. By measuring gating currents and macroscopic ionic
currents over a wide range of voltages, they were able to estimate V. to be +155
mV, Vj, to be 24 mV and z; to be 0.55 e. With these parameters the HCA model
nicely mimics the mSlol channel’s Q—V and G-V curves in the absence of Ca’*.
Indeed a key feature of the data that is reproduced by the model is that at very low
open probabilities the mSlo1 log(Popen)-vs.-voltage relation reaches a limiting slope
that is less than the maximum slope of this relation and reflects just the voltage
dependence of the central conformational change (Horrigan et al., 1999).

Also, by studying the kinetics of gating and ionic currents Horrigan et al.
(1999) and Horrigan and Aldrich (1999) were able to specify all the rate constants
in Scheme III and then reproduce very well the kinetic behavior of both gating
and ionic currents. In qualitative terms what their work and that of Stefani et al.
(1997) suggests is that in response to changes in voltage the channel’s voltage sen-
sors move very rapidly and independently between an active and an inactive state,
with the process of channel opening and closing being much slower. Indeed, in
response to depolarization the voltage sensors of the closed channel reequilibrate
completely during the brief delay (~200 ws) that precedes macroscopic current acti-
vation (see Fig. 5.10B), and then, as the channels open, they equilibrate again among
open states. Upon repolarization the voltage sensors equilibrate very rapidly among
open states, before the channels close, and then they equilibrate again through the
closed states as the channels close. Combining these results, then, with observations
from VD-MWC modeling, it appears that the essentially monoexponential nature
of the BK¢, channels macroscopic currents arises from a channel whose closed-
to-open conformational change is rate limiting under nearly all conditions and is
allosterically regulated by the faster processes of Ca®* binding and voltage-sensor
movement.

Each voltage sensor in the HCA model carries a gating charge of 0.55e¢,
while each voltage sensor of the Shaker channel carries a gating charge of ~3.5¢
(Bezanilla, 2005). Thus the BK, channel’s voltage sensor appears to carry only 1/6
the gating charge of that of the Shaker channel. For the Shaker channel the gating
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charge has been shown to arise from the movement of 5 of 7 positively charges
residues in the S4 segment (Aggarwal and MacKinnon, 1996; seoh et al. 1996). An
alignment of the Shaker and mSlo1 S4 segments is shown in Fig 5.10C. The residues
that carry gating charge along with the approximate amount of charge they carry (ac-
cording to Agarwall and MacKinnon, 1996) are indicated in parentheses. The BK ¢,
channel shares the 2nd, 3rd, and 4th positive charges that in the Shaker channel con-
tribute 1 full charge each to the gating charge. Thus, it is surprising that the BK¢,
channel’s voltage sensor does not contain a larger amount of gating charge, and if
this is indeed the case, as it appears to be, then it suggests either that the movements
that this region undergoes during gating are not the same for the two channels, or
the electrical fields through which these movements occur are very different. Indeed,
one might question whether S4 is involved at all in the voltage sensing of the BK¢,
channel. Mutagenesis experiments, however, suggest that R213 and R210 carry a
small amount of gating charge (Diaz et al., 1998), so the S4 segment may form the
voltage sensor of both channels, but the reason why R207, R210, and R213 do not
contribute more gating charge to mSlo1 remains a mystery.

5.9 Combining HCA and MWC

Given the success of MWC-like models in describing Ca?* sensing, and the HCA
model in describing voltage sensing, it is natural to combine the two to produce a
model of BK¢,-channel gating-like that shown in Fig. 5.11A. Here the top tier of
states represents the closed conformation of the channel, and the bottom tier the open
conformation. The horizontal transitions along the long axis represent Ca’>* binding
and unbinding. The horizontal transitions along the short axis represent voltage-
sensor movement. There is one open state and one closed state for every possible
combination of 14 voltage sensors active and 1-4 Ca’>*-binding sites occupied, and
thus 25 closed and 25 open states, or 50 states in all. Rothberg and Magleby (2000)
where the first to propose that a model of this form could mimic the essential aspects
of the gating of the BK¢, channel based on their analysis of the mSlol channel’s
single-channel behavior over a wide range of conditions.

At first glance this 50-state model might seem hopelessly complex, but it is
based on simple ideas about Ca?* and voltage sensing. And although it has many
states, if voltage sensors and Ca>*-binding sites are considered identical and inde-
pendent, its open probability is determined by just seven parameters—the five HCA
parameters, L(0), z,, Vi, Vho, and z;, plus the MWC parameters K¢ an Ko—so
there is reason to hope that they could be well constrained by electrophysiological
data. Indeed, Cox and Aldrich (2000), using voltage-sensing parameters close to
those determined from HCA modeling (Horrigan and Aldrich, 1999), and Ca?* dis-
sociation constants close to those determined from VD-MWC modeling (Cox et al.,
1997b), were able to describe the shifting nature of the mSlol G-V relation between
0 and 100 wM [Ca?*] fairly well (Cox and Aldrich, 2000).
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SCHEME V (closed tier)

Figure 5.11 Allosteric models of BKc,-channel gating (A) 50-state model first proposed by
Rothberg and Magleby (2000). (B) The 35 states of one tier of the 70-state model of Horrigan
and Aldrich (2002). 4 was adapted from Cox and Aldrich (2000). B was adapted from Cox et al.
(1997b).
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One possibility that the 50-state model ignores, however, is that Ca?* binding
to its site in a given subunit may directly alter the equilibrium for voltage sensor
movement in that same subunit and vice versa. If one takes this possibility into
account then the 50-state model must be expanded to a 70-state scheme with now
35 closed and 35 open states (Cox et al., 1997b), and one more parameter £ must
be added (Horigan and Aldrich, 2002). Analogous to C and D, E is the intrasubunit
coupling factor between Ca®* binding and voltage sensing. The 35 closed states of
such a model are depicted graphically in Fig. 5.11B. One has to imagine each of
these closed states being connected through an opening conformational change to a
corresponding open state. The open probability of the resulting 70-state model, first
proposed by Horrigan and Aldrich (2002), is given by the following equation

L( + Ko + Jo + JoKoE)*
L(l + Ko + Jo + JoKoE)4 + (1 + Jc+ K¢ + JcKcE)4

Popen = (510)

where

2 F(V=, 2 F(V=Vje)

g FV o)
L=L0)eT; Jo=JoOe # ; Jo=Jc(Oe #
_[Ca o _[Ca]

Kc = ; = .
C Ke 0 %o

But are the 20 extra states needed? Does Ca?* binding in fact directly affect voltage
sensing? Is E different from 1? Experiments with mutations that alter voltage sensing
suggest it is not (Cui and Aldrich, 2000); however, Horrigan and Aldrich (2002)
addressed this issue directly by measuring mSlol gating currents in 0 and 70 uM
[Ca®*]. They made the following interesting observations. mSlo1 on gating currents
exhibit two exponential components, fast and slow. Q¢ can be assigned to the rapid
equilibration of voltage sensors in the closed channel before the channel opens,
and Qglow to the reequilibration of the voltage sensors among open-states after the
channels open. As this second component of charge movement is limited by the
speed of channel opening, it appears slow even though, once a channel is open, its
voltage sensors reequilibrate rapidly. The interesting result, however, is that, while
increasing [Ca?*] from 0 to 70 wM has a large effect on the Oy~ relation (fast +
slow)—it makes this curve much steeper and shifts it to the left (see Fig. 12D)—it
has very little effect on the Qy,g—V relation. It shifts it just —20 mV, and it does not
change its shape (Fig. 5.12C). Since this relation reflects the activation of voltage
sensors in the closed channel, the fact that it changes little when [Ca®*] is increased
indicates that indeed Ca®* binding does not have a large direct effect on voltage-
sensor movement. That is, £ is small. The —20 mV shift, however, does indicate that
it is not equal to 1. Horrigan and Aldrich estimated it to be 2.4.

If the Qg relation does not change much with increasing [Ca?*], then
why does the Qiya—V relation change so dramatically with increasing [Ca®']
(Fig. 5.12D)? It turns out this is not so strange, and it is predicted by the 70-state
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Figure5.12 mSlo gating and ionic currents can be well described by the HA model (Scheme V see
Fig. 5.11B). (A) G-V relations determined at the following [Ca®*], from right to left in wM: 0.27,
0.58,0.81,1.8,3.8,8.2, 19, 68,and 99. The curves were simultaneously fit with the HA model (con-
tinuous lines) with the following parameters: Kc = 11 uM, K, = 1.4 pM, V). = 150 mV, V,, =
0.7mV,z, =0.4,z, =0.55, L(0) =2 x 10°. (B) The HA model can also mimic the kinetic be-
havior of mSlo1 macroscopic currents. Plotted are macroscopic current relaxation time constants
as a function of membrane voltage. Continuous lines represent fits to Scheme V. Steady-state
parameters were the same as in 4. For kinetic parameters see Horrigan and Aldrich (2002, Table
III). (C) There is little change in the Qpgy—V relation of the mSlo1 channel when [Ca®*] is raised
from 0 to 70 wM. The small shift observed is —20 mV. (D) The HA model (continuous lines) can
also reproduce the changes observed in the relationship between the mSlol Qy,—V relation and
the Popen—V relation as [Ca®*] is increased. This change occurs because as [Ca’*] is increased
fewer voltage sensors need to move to open the channel. All panels were adapted from figures in
Horrigan and Aldrich (2002).

or HA model. For a detailed explanation I refer the reader to the original publica-
tion (Horrigan and Aldrich, 2002). In brief, however, the answer is that the Qoa1—V
relation of the HA model is a weighted average of the Q—V relations of the open
and closed channels—with midpoints V},. and V}, respectively—weighted by the
fraction of channels that are open and closed at a given voltage. These relations
have the same shape but lie ~140 mV apart on the voltage axis. The addition of
Ca’* makes the channels open at lower voltages and thereby puts greater weight on
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the Qopen—V relation than the Qcioseq—V relation. According to the HA model, it is
changes in the weighting of these two curves with increasing [Ca?*] that cause the
large change in shape and position of the Qy—V curve.

Notice also in Fig. 5.12D that at 0 [Ca®>*] the Qyw—V relation lies to the left
of the Pyyen—V relation, and it is more shallow, while at high [Ca’*], the Qota—
V' relation is very similar in shape and position to the Pypen—V curve. This makes
sense, as in 0 [Ca?*] on average three voltage sensors must become active before the
channel opens, while in 70 uM [Ca®*] just one is required (Horrigan and Aldrich,
2002).

Not only did Horrigan and Aldrich show that their model could explain the
behavior of the channel’s gating currents, they also found a set or parameters that
could fit the channel’s G-V relation with [Ca®*] between 0 and 70 wM (Horrigan and
Aldrich, 2002) (Fig. 5.12A). Their estimates of K¢ and Ko, assuming four Ca®*-
binding sites, were 11 uM and 1.4 puM, C = 8, similar to estimates from the VD-
MWC model. And they also found rate constants for the closed-to-open transitions
in the model that enabled it to reproduce the channel’s macroscopic-current kinetics
fairly well (Fig. 5.12B). To approximate exponential kinetics again Ca’>* binding was
assumed to be fast. Thus, the HA model reproduces BK¢,-channel behavior over an
impressively wide range of conditions, and it is the best explanation of BK,-channel
gating to date. Indeed, it also allows for variations in G-V steepness as a function of
[Ca®*], something else observed in the data and not accounted for by the VD-MWC
model.

5.10 The BKc, Channel Has Low-Affinity
Ca’t Binding Sites

What is wrong with the HA model? It has yet to be compared quantitatively to
single-channel data, and if it were to be, it is unlikely that it would reproduce the
rapid flickers observed in such recordings (McManus and Magleby, 1988; Cox et al.,
1997b; Rothberg and Magleby, 1999,2000). Its fits to macroscopic-current kinetics
in the middle [Ca®*] range (~ 10 wM) could be improved, but the major problem
with this model is that—like the VD-MWC model—it saturates at 100 wM [Ca®*],
and therefore it does not predict additional G-V shifts at [Ca>*] greater than this.
This drawback was acknowledged by Horrigan and Aldrich and attributed to the lack
in the model of the low-affinity Ca?*-binding sites described by the Cui and Lingle
groups (Shi and Cui, 2001; Zhang et al., 2001; Shi et al., 2002; Xia et al., 2002).
These binding sites were discovered by studying the effects of Mg?* on BK,-
channel gating. Both groups found that raising intracellular Mg?* from 0 to 100 mM
shifts the mSlo1 G-V curve leftward ~100 mV, and that this occurs in the presence or
absence of 100-300 wM Ca®*, as if Mg+ were acting at separate sites from the Ca?*
binding sites. Furthermore, high Mg?* prevents Ca** from causing leftward G-V
shifts at concentrations greater than 100 wM, and the mutation E399N (indicated in
Fig. 5.13A) eliminates responses to Ca’>* above 100 uM and Mg?* up to 10 mM.
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Thus, this mutation appears to eliminate a low-affinity Ca>*-binding site that is
responsible for the leftward G-V shifts cause by [Ca?*] above 100 uM and is also
the site of Mg?* action. Indeed when Zhang et al. (2001) added a low-affinity site to
the 50-state model discussed above, they found that the model could produce leftward
G-V shifts at high [Ca®*]. Thus, the BK¢, channel’s ability to respond to [Ca’*]
over five orders of magnitude is now understood to be due to the presence of both
low- and high-affinity Ca?*-binding sites. The low-affinity site has been estimated
to have the following dissociation constants for Ca** : K¢-c,2-3 mM (Zhang et al.,
2001), Ko-c20.6-0.9 mM (Zhang et al., 2001), and for Mg>* : Kc-Mg8-22 mM (Shi
and Cui, 2001; Zhang et al., 2001), Ko-mg2—6 mM (Shi and Cui 2001; Zhang et al.,
2001). Ca’*, therefore, binds weakly, but more tightly than Mg?*.

Under most physiological conditions, these low-affinity sites would not be
occupied by Ca®*; however, as [Ca’*] rises transiently into the tens of micromolar—
due to Ca®* entry through nearby Ca?* channels or release from intracellular stores—
Ca?* binding at these sites may have a small effect (~10 mV G-V shift). Similarly,
cytoplasmic [Mg?*] has been estimated to be ~0.5 to 1 mM (Zhang et al., 2001), a
concentration that by acting through these sites would also be expected to produce a
small G-V shift (10-25 mV). As yet, however, what role these low-affinity sites play
in the functioning of the BK(, channel in its native settings has yet to be explored.

5.11 The BK¢, Channel Has Two Types of High-Affinity
Ca’*t-Binding Sites

Another important insight that came in a part from mutagenesis work is that, rather
than having a single type of high-affinity Ca>*-binding site, as the HA and the VD-
MWC models assume, the BK¢, channel appears to have two structurally distinct,
and structurally novel types of high-affinity Ca’>*-binding sites.

The great majority of Ca>*-binding proteins thus far discovered (over 300 and
counting) contain Ca’*-binding sites of the EF-hand type—calmodulin, troponin
C, and parvalbumin for example. In these sites the Ca®* ion is coordinated in a
pentagonal-bipyramidal arrangement by oxygen atoms from side chains of amino

Figure 5.13 Mutations that affect BK,-channel Ca?* sensing. (A) Diagram of the Slo1 subunit
indicating the putative RCK1 and RCK2 domains, the Ca** bowl, and the positions of mutations
D367A, E399A, M5131, and D5NS. (B) Wild-tye mSlol G-V curves plotted for the following
[Ca®*] from right to left in wM: 0, 0.5, 1.4, 10.60, 100, 300, 1000, 2000, 5000, 10,000, 20,000,
50,000, 100,000. (C) G-V curves as in B for the Ca’>*-bowl mutation SD5N. (D) G-V curves as in
B for the RCK 1 mutation D362A/D367A.(E) G-V curves as in B for the double mutation SDSN+
D362A/D367A. On the right are shown V;,, vs. [Ca>] plots for the wildtype channel and the
various mutations. Notice that the double mutation in E eliminates Ca’* sensing below 1 mM, and
the sum of the V), vs. [Ca**] curves for the 5SD5N mutation and the D362A/D367A mutation is
very similar to the wild-type relation. This indicates that the two mutations are additive and likely
acting on separate Ca’*-binding sites in Panels B-E are from figure 2 of Xia et al. (2002).
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acids spaced approximately every other residue over a loop of 12 residues (Falke
etal., 1994). Typically EF-hands come in pairs with binding at one site allosterically
affecting binding at the other site. Some proteins have as many as six EF hands,
although two or four is more typical (Cox, 1996). The EF-hand consensus sequence
is as follows: DX(D/N)X(D/N)-GXXDXXE (Falke et al., 1994). The BK¢, channel
has no such sequence.

The other well established high-affinity Ca?*-binding motif is the C2 domain,
which is found in such proteins as protein kinase C, phospholipase A2, and synap-
totagmin. The C2 domain is composed of ~130 amino acids arranged in two four-
stranded B sheets (Nalefski and Falke, 1996). Ca?" ions, usually two or three, are
coordinated by acidic residues and backbone carbonyl groups in loops that lie above
the (3-stranded structure (Nalefski and Falke, 1996). The C2 domain also has a con-
sensus sequence that does not conform to any region in the Slo1 subunit. What can
be learned from these motifs, however, is that Ca?*-binding sites are likely to be
found in loop regions containing acidic residues, often spaced every other residue.

Although Slol does not have any canonical Ca’>*-binding motifs, there is a
region in the distal portion of Slol’s C-terminal domain that roughly conforms to
these criteria and has been strongly implicated as a Ca?* binding site. This region
contains 28 amino acids, 10 of which are acidic.

TELVNDTNVQFLDQDDD]|)DPDTELYLTQ

The Ca>" Bowl 900

It was given the name “the Ca>* bowl” (above) and proposed to be a Ca’>*-binding
site by Schreiber and Salkoff (1997) based on their observation that mutations in this
region cause rightward G-V shifts at moderate and high [Ca®*], but no shift in the
absence of Ca>* (Schreiber and Salkoff, 1997). Since then a number of observations
have supported this conclusion. Principally, when a portion of Slol that includes
the Ca>* bowl was transferred to the Ca>*-insensitve Slo3 subunit, Ca’*-sensitivity
was conferred upon the previously insensitive channel (Schreiber et al., 1999). And
peptides composed of portions of Slol that include the Ca?>* bowl bind Ca’* in
gel-overlay assays (Bian et al., 2001; Braun and Sy, 2001; Bao et al., 2004), and this
binding is inhibited by the mutation of Ca>*-bowl aspartic acids (Bian et al., 2001;
Bao et al., 2004).

Even large mutations in the Ca>* bowl, however, do not eliminate Ca>* sensing,
but rather they reduce the G-V shiftinduced by 100 uM Ca* by about half (Xiaetal.,
2002). Where is the remaining Ca’* sensitivity coming from? One idea proposed
by Schreiber and Salkoff (1997) is that in addition to the Ca’** bowl, the BKc,
channel has other high-affinity Ca?>* binding sites. In support of this possibility they
noted that Cd>* can activate the BK ¢, channel, and that Ca**-bowl mutations do not
affect Cd>* sensing as they do Ca?* sensing. They proposed that Cd*>* was binding
selectively to a second high-affinity Ca’*-binding site that is unrelated to the Ca?*
bowl.
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Also supporting this hypothesis came work from the Moczydlowski, Cox, and
Lingle groups who showed that large Ca’*-bowl mutants behave as if they have lost
half of their high-affinity Ca®*-binding sites (Bian et al., 2001; Bao et al., 2002;
Xia et al., 2002). And most importantly, mutations made far upstream of the Ca>*
bowl in the proximal part of the intracellular domain, M513I (Bao et al., 2002) and
D367A/D362A (Xia et al., 2002) (see Fig. 5.13A), also reduce the effectiveness of
[Ca’*] in shifting the mSlol G-V relation (see Fig. 5.13B-D). And when either
of these mutations is combined with a large Ca’*-bowl mutation, the channel’s
Ca* sensitivity is either severely impaired (Bao et al., 2002) or eliminated up
to 100 wM [Ca**] (Fig. 5.13E). In fact, the Lingle group found that when they
combined D367A/D362A with the Ca**-bowl mutation D857-901N (5D5N) and
the low-affinity-site mutation E399A, the channel’s Ca®* response was completely
eliminated up to 10 mM [Ca®*], and that D367A/D362A, unlike mutations made in
the Ca?* bowl, also eliminates Cd** sensing (Zeng et al., 2005)—consistent with
the proposal that Cd*>* binds only to the second site (Schreiber and Salkoff, 1997).
Together, then, these results argue that the BK¢, channel has three types of Ca’*-
binding sites, two of high affinity and one of low affinity, and the two of high affinity
are thought to lie within different subdomains (proximal vs. distal) of the channel’s
large intracellular domain.

There is some disagreement as to the affinities of the two types of high-affinity
sites. Bao et al. (2002) estimated the Ca?*-bowl-related site to have the following
affinity constants for Ca’>*: K¢ = 3.5 pMand Ko = 0.8 uM, while Xia et al. (2002)
made the following estimates K¢ = 4.5 uM and Ko = 2.0 wM. For the other site
Bao et al.’s estimates were K¢ = 3.8 uM and Ko = 0.9 uM, similar to the Ca®*-
bowl-related site, while the Xia et al.’s estimates (Bao et al., 2002) were considerably
higher K¢ = 17.2 pM and Ko = 4.6 pM. These groups, however, used different
mutations and different models to make their estimates, so some disagreement is not
surprising. Which are closer to the truth is as yet unclear.

When making the above estimates both groups relied on the assumption that
there are four of each kind of binding site, one in each subunit. While this seems
most reasonable, it is not necessarily the case. A lot depends on the symmetry of the
intracellular portion of the channel and whether binding sites are contained with in
subunits or formed at their interfaces. If each type of binding site is contained within
a subunit, and there are three types of binding sites, then the total is 12. If some of
the binding sites are formed by the interfaces between subunits, and the cytoplasmic
part of the channel is fourfold rotationally symmetric, then still there must be 12.
But if the cytoplasmic part of the channel is twofold rotationally symmetric—a
dimer of dimers, as is the case for the small conductance Ca’*-activated K+ channel
(Schumacher et al., 2001; Maylie et al., 2004)—then it could be that there are only
two of each type of site. And indeed there could be combinations of sites, some
at the interfaces and some within subunits, such that reasonably the channel could
contain 6, 8, 10, or 12 Ca’* binding sites. Which is actually the case has yet to be
definitively determined, however, it appears that there are four Ca’>*-bowl-related
sites, as when Niu and Magleby (2002) created hybrid channels that contained 1, 2,
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3, or 4 subunits mutated in the Ca>* bowl, they observed four phenotypes. Indeed,
this work also suggested that the binding of Ca?>* at one Ca>*-bowl does not greatly
affect binding at Ca?* bowls on other subunits, something that was assumed without
evidence in the modeling discussed above.

5.12 Is the BK¢, Channel Like the MthK Channel?

Another important question that has yet to be resolved is: how is the energy of Ca?*
binding is transduced into energy for opening? This question may be difficult to
answer without a crystal structure, but there is an interesting hypothesis from the
bacterial world. In 2002, a crystal structure of MthK, a bacterial Ca**-activated K*
channel, was solved by the MacKinnon group (Jiang et al., 2002). Although this
channel is very different from the BK¢, channel in many respects—it contains only
two membrane spanning helixes and is not voltage-dependent—still it was proposed
that the BK¢, channel’s Ca’* sensing mechanism may be much like that of the
MthK channel (Jiang et al., 2001, 2002). The MthK channel is a fourfold symmetric
tetramer with a classic K™ -channel pore sequence (TVGYG). Each monomer has an
intracellular C-terminal domain whose core is an RCK domain (Jiang et al., 2001)
(Fig. 5.14A). In the MthK structure eight RCK domains come together to form what
is called the channel’s “gating ring” (Fig. 5.14B)—four from the channel proper and
four more derived from a truncated piece of the channel generated off of a second
translation start site. Each RCK domain in the gating ring binds one Ca’*, and this—
it has been proposed—causes a shearing motion that leads to an expansion of the
ring and an opening of the channel’s gate (Jiang et al., 2002)(Fig. 5.14D).

Even though the homology between proteins is low (<20%), because of key
regions of conservation, and the mutagenesis experiments to be discussed below,
the MacKinnon group has proposed that the Slo1 subunit has an RCK domain that
forms the proximal part of its cytoplasmic domain (see Fig. 5.1B). Two lines of
evidence support this proposition. First, in the crystal structure of an E. coli RCK
domain—which takes the form of a Rossman fold—there is a salt bridge that is also
predicted to exist in the putative RCK domain of Slol. When Jiang et al. (2002)
mutated the residues in the mSlo1 channel that are predicted to form this salt bridge

Figure 5.14 The Ca’*-sensing mechanism of the MthK channel. (A) Two RCK domains of the
MthK channel. Spheres represent bound Ca?* ions. (B) The “gating ring” of the MthK channel.
This structure must be envisioned as hanging below the channel in the cytoplasm. It is compose of
eight RCK domains. This crystal structure is from the work of Jiang et al. (2002). (C) Homology
model of a portion of mSlol RCK1. Indicated are residues whose mutation disrupts low-affinity
Ca’* sensing and Mg+ sensing. (D) Jiang et al. have proposed that as Ca®* binds the gating ring
expands, due to a rearrangement of its RCK domains, that leads to stress on the linkers leading to
the pore helices, and this pulling action opens the channel. 4, B, D were adapted from Jiang et al.
(2002). C was adapted from Shi et al. (2002).
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Figure 5.15 An alanine scan of the Ca>*-bowl. (A) On the horizontal axis are listed the residues
of the Ca>* bowl. Each oxygen-containing side chain was mutated one at a time to alanine, and
the resulting effect on the influence that 10 wM[Ca®*] has on the free energy difference between
open and closed is plotted (Bao et al., 2004). These mutations were made in a M5131 background
to eliminate Ca®*-sensing through the RCK1-related high-affinity Ca?*-binding site (Bao et al.,
2004). (B) Model from Bao et al. (2004) of Ca?* binding to the Ca?* bowl, based on the mutagenesis
data in 4. This figure was adapted from those in Bao et al. (2004).

to reverse their charges, if either residue were mutated alone, the channel’s Ca?*
sensitivity was reduced; however, if both residues were mutated together, near wild-
type Ca>* sensitivity was restored. This result argues that a salt bridge was broken
by each single mutation and then reformed by the double mutation, and therefore
that the predicted salt bridge does exist in mSlo1. Second, the Cui group found that
if they supposed that the RCK domain existed in Slol in the position predicted by
Jiang et al., then mutations that they had identified as eliminating low-affinity Ca®*
sensing, E399N and D374A, nicely clustered around a site where Ca>* or Mg?*
could reasonably bind (Shi et al., 2002) (Fig. 5.14C). Thus, it seems likely that the
proximal portion of Slol’s intracellular domain does form an RCK domain now
referred to as RCK1.

The gating ring of the MthK channel is composed of eight RCK domains, while
if each Slo1 subunit were to have one RCK domain, then that would make only four.
The MacKinnon group however, has suggested that each Slo1 subunit has a second
RCK domain downstream of the first, and, although they did not specify where it is,
it is not difficult to identify a potential second RCK domain by homology to the first
(Roosild et al., 2004). So perhaps there are two per subunit that come together to
form an eight-membered gating ring like that of MthK. Indeed, consistent with this
hypothesis Niu et al. (2004) found that the length of the linker between S6 and RCK1
has a large effect on the intrinsic energetics of channel opening. Lengthening the
linker makes it harder to open the channel with depolarization, while shortening the
linker makes it easier. Furthermore, lengthening the linker decreases the effectiveness
of Ca* at opening the channel. Although not the only plausible explanation, this
is what might be expected if there is a gating ring that exerts an opening force on
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the pore’s S6 gate via these linkers, and this force increases as Ca’>* binds and the
gating ring expands.

Some data, however, suggest that the mechanism by which the BK¢, channel
senses Ca?t must be different from that of the MthK channel. First, the acidic
residues that bind Ca?>* in MthK’s RCK domain are not acidic in the Slol RCK
domains. Second, the Slol residues M513 and D367 do not have counterparts in
the MthK RCK domains. They lie in regions of sequence that are aligned as gaps
with the MthK RCK sequence (Jiang et al., 2001, 2002). And third, the Ca?* bowl
lies outside and downstream of both putative RCK domains of Slo1. Thus, the best
candidates for Ca®*-binding sites in Slo1 do not exist in MthK, and the Ca?>*-binding
sites of MthK do not exist in Slo1. It could be, however, that the gating-ring structure
is used by both channels, but the BK¢, channel has evolved a different mechanism
for linking Ca’* binding sites to it.

One such binding site is apparently the Ca?* bowl, and it will be very interesting
to see this domain’s structure, as it is likely to reveal a novel Ca®*-binding site. Indeed,
while no structure is yet available, Bao et al. (2004) mutated to alanine all of the
oxygen containing side chains in the Ca?* bowl, and they determined that mutations
at two positions eliminated Ca?* sensing via the Ca’"-bowl-related site, D898 and
D900, while mutations at all other residues had less or no effect (Fig. 5.15A). They
proposed that perhaps it is these residues and the backbone carbonyl oxygen of
proline 902 that form the binding site (Fig. 5.15B). For now, however, this remains
a working hypothesis.

5.13 The Discovery of 31

As discussed above, only a single BK,-channel gene has been identified (Atkinson
etal., 1991; Adelman et al., 1992; Butler et al., 1993; Pallanck and Genetzky, 1994).
Native BK¢, channels from various tissues, however, differ widely in their apparent
Ca’* sensitivities (Latorre et al., 1989; McManus, 1991). In neurons and skeletal
muscle, for example, the [Ca**] at which BK¢, channels are half activated ([Ca], /2)
is between 5 and 100 wM at 0 mV, whereas in smooth muscle it is usually between
0.1 and 1 pM, and in some secretory cells it even lower (McManus, 1991). Some
of this phenotypic diversity may arise from alternative RNA splicing, as nine splice
sites and many alternative exons have been identified in mammalian slo1 sequences
(Adelmanetal., 1992; Butler etal., 1993; Pallanck and Ganetzky, 1994; Tseng-Crank
et al., 1994; Ferrer et al., 1996; Saito et al., 1997; Xie and McCobb, 1998; Hanaoka
et al., 1999; Langer et al., 2003). However, it now appears that the most important
source of functional diversity is the regulated expression of BK¢, B subunits (Lu
et al., 2006).

Although four a subunits form a functional channel, when Slo1 was purified
from airway smooth muscle it was found to be associated with a smaller auxiliary
subunit now termed 31 (Garcia-Calvo et al., 1994; Knaus et al., 1994a,b). When 31
was expressed with «, it was found to cause large leftward shifts in the channel’s
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G-V relation (Fig. 5.16A and B) such that at almost all voltages the channel be-
comes more Ca>* sensitive (McManus et al., 1995). At 0 mV, for example, the B1
subunit enhances the apparent Ca’>* affinity of the mSlo channel by 10-fold (Bao
and Cox, 2005) (Fig. 5.16C). 1 also generally slows macroscopic relaxation kinet-
ics, particularly at hyperpolarized potentials (Dworetzky et al., 1996; Tseng-Crank
etal., 1996) (Fig. 5.16D), it prolongs single-channel burst durations (Nimigean et al.,
1999a,b), and it enhances the affinity of the channel for charybdotoxin (Hanner et al.,
1997).

A question of recent interest has been how, in terms of the HA model, does the
B1 subunit enhance the channel’s Ca?* sensitivity. While there is some controversy
in this area (Bao and Cox, 2005; Oria and Latorre, 2005), three observations appear
central. (1) B1 increases single-channel burst times even in the absence of Ca’*,
which indicates that 31 must be working, at least in part, on aspects of gating not
involving Ca>* binding (Nimigean et al., 1999b; Nimigean and Magleby, 2000); (2)
B1 does not change the critical [Ca®*] at which the BK¢, channel’s G-V relation
starts to shift leftward ~100 nM (Fig. 5.16E), which suggests that 31 does not greatly
alter the affinity of the channel for [Ca®*] when it is open K¢ (Cox and Aldrich, 2000);
and (3) gating current measurements reveal that 31 shifts the closed channel’s Qy,s—
V relation leftward along the voltage axis 71 mV (Bao and Cox 2005) (Fig. 5.16F).
This makes the channel’s voltage sensors activate at lower voltages, an effect that
lowers the free energy difference between open and closed at most voltages, and
thereby lowers the apparent affinity of the channel for Ca?* as well. Indeed, by
analyzing mSlo1 gating and ionic currents in terms an HA-like model with eight
rather than four Ca?* binding sites, Bao and Cox (2005), have suggested that B1%s
steady-state effects are due to a —71 mV shiftin V., a —61 mV shift in V},, and an
increase in K¢ from 3.7 uM to 4.7 wM. Thus, counter to what one might suppose,
the B1 subunit enhances the Ca>* sensitivity of the BK¢, channel by apparently
making the channel bind Ca** with lower affinity when it is closed, and making its
voltage-sensors activate more easily.

5.14 Four 3 Subunits Have Now Been Identified

Since the identification of 31, three 31 homologues have been identified 32—{34.
Their sequences are aligned with 31 in Fig. 5.17. Each has a unique tissue distribution
and unique effects on channel gating. 1 is primarily found in smooth muscle (Tseng-
Crank et al., 1996; Chang et al., 1997; Jiang et al., 1999), and 31’s ability to enhance
the BK¢, channel’s Ca’>* sensitivity has been shown to be critical for the proper
regulation of smooth muscle tone (Brenner et al., 2000a).

B2 is expressed at high levels in kidney, pancreas, ovary, and adrenal gland,
at moderate levels in heart and brain, and at low levels in a wide variety of tissues
(Wallner et al., 1999; Xia et al., 1999; Behrens et al., 2000; Uebele et al., 2000;
Brenner et al., 20006). It has effects similar to 31 but it also has a longer N-terminus
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Figure 5.16 1 effects on BK¢,-channel gating. G-V relations determined from excised mem-
brane patches expressing (A) the mSlo1,, channel (a subunit alone), or (B) mSlo1+f1 (bovine).
(C) Ca?"—dose response curves for mSlol, and mSlolyyp;. [Ca®t];), for mSlol, = 32.8 uM;
[Ca>*];; for mSlol, g = 3.4 .M at 0 mV. (D) Macroscopic currents recorded from Xenopus
oocyte macropatches expressing either mSlol, or mSlo,,g; Test potentials were between 0 and
200 mV. [Ca®>*] = 0.5 nM. Repolarizations were to —80 mV. V;oiq = —50 mV. (E) Plots of V; /2 VS.
[Ca?*] for the mSlol, and mSlol, g channels. Notice both channels start to respond to [Ca?*]
at ~100 nM. (F) Qpg vs. voltage curves for the mSlo1 channel with and without B1. Notice 31
shifts this relation 71 mV leftward without changing its slope. Panel £ was adapted from Cox and
Aldrich (2000). Panel F was adapted from Bao and Cox (2005).

207



Daniel H. Cox

L8t
L&
L0e
gal

ot
vt
sSel

- OE A
aEEHE

HEH SO
El

GGG

B X Ew
=
@ W
U U W

m

>4 >4

OZE M
awmo W

> EEH

S0 o= M

Mo W
< < um
= e oA

—

B
T aaa

s ¥ HIJDTHNA ODHODIIXAdAND

L H]|T AJd a4 dHONGA Hlmum I13a

X e | Ajd 3 s sSY s X S djd - 1 AH

1p|ilaz als 5 olu]o 3 s gdfi - - -|8

1o algals 1 a|mo s s alals - - -|9lo =
*

siofwoalvloox ajup a]aa

sooEalialonz ajvlp a1 mia

STXH RIS LIS 4L

anxfpe) -----ox1f@aod

oma %
B OE o

o X M

< omu o

wa o

=

@ X % O

A E D
CE N

ddvil
ASsssa

A AW
i S A
401

aauun

M| E
< wmZE M|

oKX
U ua
RN
Z B R

®OE QoA
< |ma =
B mao X
B ES
ERCEE ]
Zzomwm
a x o e
P Omo

HEHE
=X OO

-

AdHRAdDTA SSdSJIAH
¥YILTA3XTT4d4HN )

T o= B

d

=

‘Papeys pue paxoq dIe

Ayuepruais 9ouanbas Jo suoI3oy "¢ Yim pojedIpur ore sa31s UONRIASOIAIS pajul[-N "9}y Ul POJEIIPUI 9I SIUII)SAD PAAIISUO)) "SIBq JIBP UM PIUIISAO oI
SUOIFAI QUBIQUISWISURI], "UMOYS OS[B oI ¢¢ JO SUOISIdA 901[dS dATIeUIo)[E [eUTULId)-N QU] g ySnomy) g uewny jo juowudife souonbog £]°S aangig

AITADAA repqy
AWD AITY¥DD1T £epqy
AHY ATYADDY 2epqy
1 EBqy

wmoAa AU

repqy
geBqy
zepaqy
1 EBqY

@O K A

repqy
gerqy
zeprqy
L epqy

IBAdI S434dBH | egepqy
! Zepqy
L LePqy

208



5. BKca-Channel Structure and Function
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Figure 5.18 The BK¢, B2 subunit caused an N-type inactivation. (A and B) Current family
elicited with voltage steps from —100 mV to +140 mV from mSlol + B2 channels. Inactivation
occurs with a time constant of 20-35 ms. (B) When the N-terminal residues FIW are deleted
inactivation no longer occurs. (C) Sequence of the 32 N-terminus. Boxed are the residues deleted
in B. Panels 4 and B were adapted from Xia et al. (2003).

that causes rapid N-type inactivation (Wallner et al., 1999; Xia et al., 1999, 2003;
Brenner et al., 2000b) (Fig. 5.18A). Indeed, when the N-terminus of 32 is removed,
inactivation is eliminated (Wallner et al., 1999; Xia et al., 1999), and when it is
added back as a free peptide, inactivation is again observed as the peptide binds after
the channel opens (Wallner et al., 1999). Thus, a “ball and chain” mechanism does
seem to apply (Aldrich, 2001). Furthermore, Xia et al. (2003) found that residues
2—4 (FIW) are important determinates of inactivation rate and extent (Fig. 5.18B),
while the nature of the residues between this sequence and the first transmembrane
domain are not critical, so long as there are at least 12 of them. The 32 subunit is
thought to underlie the inactivation of the BK¢, channels of adrenal chromaftfin cells
(Wallner et al., 1999; Xia et al., 1999).

33 is expressed at low levels in a wide variety of tissues as well at high levels
in testis, pancreas, and heart (Behrens et al., 2000; Brenner et al., 2000b; Uebele
et al., 2000). It carries an unusually long C-terminus, and four splice variants of 33
(a—d) have been identified (Uebele et al., 2000) that differ from one another at their
N-termini (see Fig. 5.17). B3a—c cause rapid inactivation that is mediated in each
case by the subunit’s N-terminus (Uebele et al., 2000). The inactivation mediated by
B3a and B3c is less complete than that mediated by B2 (Uebele et al., 2000), while
33D causes a very rapid inactivation (Xia et al., 2000; Uebele et al., 2000), so fast that
it can only be observed as a decay in current at high voltages where activation is also
very fast. 33d has no obvious effects on BK¢,-channel activation or inactivation;
however, all 33 subunits cause a pronounced inward rectification that is mediated
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by the B3 extracellular loop (Zeng et al., 2003). This loop, it has been proposed,
reaches over the top of the channel to interact with ions as they pass through the
channel and toxins as they block the channel. Supporting this proposal, o + 33
single-channel recordings show a rapid, flickery gating pattern that is removed when
the cysteine residues of the external loop are reduced, and the disulfide bridges they
form disrupted (Zeng et al., 2003).

The B4 subunit is found almost exclusively in the brain (Behrens et al., 2000;
Brenner et al., 2000b; Weiger et al., 2000), and its main effect on the channel is to
slow its kinetics (Behrens et al., 2000; Brenner et al., 2000b; Weiger et al., 2000;
Ha et al., 2004). It also has small effects (compared to 31) on steady-state gating
causing rightward G-V shifts at low [Ca?*] and leftward G-V shifts at high [Ca®*]
(Behrens et al., 2000; Brenner et al., 2000b; Weiger et al., 2000; Ha et al., 2004). p4
knockout mice display prolonged action potentials in the dentate gyrus and seizures
focused in this area (Brenner et al., 2005). The B4 subunit also renders the BK¢,
channel insensitive to block by charybdotoxin (Meera et al., 2000). There is still a
great deal to be learned about how BK¢, B subunits produce their varied effects.

5.15 Conclusions

Over the last two decades a great deal has been learned about the genetics and
biophysics of the BK, channel. The Slo1 gene was cloned. Sophisticated gating
models have been produced. B subunits have been identified as an important source
of functional diversity, and some progress has been made in the characterization
of the channel’s Ca>*-sensing mechanism. In the coming decade the challenge will
be to determine the structure of this channel and how this structure leads to the
behaviors that have been so carefully documented and explained in energetic terms.
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