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Preface

Over the past decade, we have witnessed an explosive development of research dedicated to
intrinsically disordered proteins (IDPs), which are also known as natively unfolded proteins
among various other names. The existence of biologically active but extremely flexible
proteins is challenging the century-old structure-to-function paradigm according to which
a rigid well-folded 3D structure is required for protein function. Many structural biologists
now recognize that the functional diversity provided by disordered regions complements
the functional repertoire of ordered protein regions. The high abundance of IDPs in
various organisms, their unique structural features, numerous functions, and crucial asso-
ciations with different diseases show that there are enough grounds to conclude that these
proteins should be considered as a unique entity, an unfoldome.

In comparison with “normal” globular proteins, IDPs possess increased amounts of
disorder that can be detected by many physico-chemical methods that were originally
developed to characterize protein self-organization. On the other hand, due to the highly
dynamic nature of IDPs, new and existing experimental methods need to be developed and
extended, respectively, for the structural and functional analysis of these IDPs. These
methods represent an instrumental foundation for experimental unfoldomics.

Information based on modern protocols is provided herein on virtually every experi-
mental method used both to identify IDPs and to analyze their structural and functional
properties. Hence, this book will be of interest to all scientists and students studying IDPs,
whether the focus is on an IDP’s (lack of) structure or on its function.

The general audience for this book includes scientists working in the fields of biochem-
istry, biophysics, molecular medicine, biotechnology, pharmacology and drug discovery,
molecular and cellular biology; Students of Medical Schools, departments of Biochemistry,
Biophysics, Molecular Biology, Biotechnology, and Cell Biology, to name a few. We are
aware that many scientists have encountered IDPs in their research, but have shied away
from deeper studies due to the lack of knowledge of what to try next. By collecting the
current methods for the analysis of IDPs in one place, our goal is to help such scientists
further their investigations of these fascinating, dynamic molecules.

Tampa, FL, USA Vladimir N. Uversky, Ph.D.
Indianapolis, IN, USA A. Keith Dunker, Ph.D.
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Part I

Assessing IDPS in the Living Cell



Chapter 1

Determination of IUP Based on Susceptibility
for Degradation by Default

Peter Tsvetkov and Yosef Shaul

Abstract

Intrinsically unstructured proteins (IUPs) like the structured proteins are subjected to proteasomal
degradation. However, unlike the structured ones, there is no crucial need of protein unfolding step to
access the IUPs to the 20S catalytic subunit of the proteasome. This distinctive behavior set the stage for
operational definition of the IUPs based on their susceptibility to the 20S degradation in a cell free system.
Numerous studies revealed that this is the case in the cells as well, although no comprehensive analysis was
performed to date. IUPs are degraded by the 20S proteasome subunit by default, without being poly-
ubiquitinated or undergoing any other modifications. IUPs escape the process of degradation by default by
a number of mechanisms, of which a more general one is interaction with a partner named nanny. Based on
these attributes one can define IUP by conducting a set of cell free and cell culture experiments as outlined
in this chapter.

Key words: Protein degradation, 20S proteasome, In vitro proteasomal degradation, Degradation by
default, Nanny, Intrinsically unstructured proteins, Pulse-chase, Protein half-life

1. Introduction

Protein homeostasis dictates cell fate. It is therefore critical to
understand the molecular principles determining the steady state
levels of proteins. The topic of this chapter is identifying intrinsi-
cally unstructured proteins (IUPs) in cells by their mode of accu-
mulation. We describe a series of experiments that are important in
understanding whether and to what extent a protein is unstruc-
tured in cells.

There are few molecular principles that pave the way for our
experimental settings. It is long been believed that proteins are
inherently stable unless are actively destabilized. This is the case
with the ubiquitin proteasome system whereby a protein substrate
needs to be actively recognized by a specific E3 ligase that cova-
lently attaches the ubiquitin polychain, the protein death tag.

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
Volume 1, Methods and Experimental Tools, Methods in Molecular Biology, vol. 895,
DOI 10.1007/978-1-61779-927-3_1, # Springer Science+Business Media, LLC 2012
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The polyubiquitin chain is then recognized by the 26S proteasomes
(composed of the 19S and 20S particles) where the polyubiquitin
chain is first removed, the substrate is then unfolded to access the
20S proteolytic particle for degradation (1, 2). Lately a novel
proteasomal degradation pathway has been described that involves
the 20S proteasome but not the 19S particle. This degradation
pathway needs no prior modification and was therefore termed
degradation by default (3). IUPs are selectively susceptible to deg-
radation by the 20S proteasome due to their unstructureness (4).
This differential behavior set the possibility to operationally define
IUPs in cells (4).

The second principle is that the labile IUPs can be stabilized by
an interacting partner that we termed “nanny” (5). For example,
Hdmx, a p53 N-terminal binding protein, protects p53 from deg-
radation by default (6). There are additional examples in the litera-
ture whereby the co expression of IUPs with its interacting partner
results in the stabilization of the IUP. In many cases these attributes
were overlooked, as the underlying mechanisms remained obscure.
In fact this inherent feature of the IUPs can be utilized to identify
new IUP interacting candidates in cells.

Thus the two experimental approaches, namely, IUPs under-
going degradation by default and escaping this degradation by
binding partners (nannies), set the stage for experimental strategies
in characterizing or identifying IUPs in the cells. This sort of
experimental setting is challenging and might encompass difficul-
ties but is doable in a conventional cell biology laboratory.

The critical steps are as follows:

1. Examine whether your protein is a potential IUP by utilizing
protein structure prediction software.

2. Validate unstructureness by susceptibility to in vitro degrada-
tion by the 20S proteasome (Subheading 3.1).

3. Confirm in vivo degradation by default by demonstrating rapid
ubiquitin-independent proteasomal degradation in cells (Sub-
heading 3.2).

4. Demonstrate stabilization of the IUP candidate by an interact-
ing partner both in vitro and in the cells (Subheading 3.3).

2. Materials

2.1. In Vitro Degradation

by the 20S Proteasomes

2.1.1. 20S Proteasome

Preparation

1. Livers extracted from C57BL mice.

2. Ammonium sulfate.

3. Equipment: POLYTRON homogenizer, Teflon homogenizer,
Superpose 6 prep grade gel-filtration column (GE health care),
resource-Q ion-exchange column (GE health care), Amicon
Ultra centrifugal filter.

4 P. Tsvetkov and Y. Shaul



4. Buffer A: 20 mMTris–HCl pH 7.5, 1 mMDTT, 1 mMEDTA,
250 mM sucrose.

5. Buffer B: 20mMTris–HCl pH 7.5, 1mMDTT, 20 %Glycerol.

6. Buffer C: 50 mM Tris–HCl pH 7.5, 150 mM NaCl, 5 mM
MgCl, 1 mM DTT.

7. Glycerol gradient is made with Buffer C containing either 10 or
40 % glycerol.

2.1.2. Preparation of [35S]

Methionine Labeled IUPs

1. TNT Quick coupled transcription/translation system (Pro-
mega).

2. Plasmid containing the cDNA of the protein of interest under
T7 promoter.

3. [35S] methionine (10 mCi/ml; Amersham).

2.1.3. In Vitro Degradation

by the 20S Proteasome

1. Degradation (DEG) buffer: 100 mM Tris–HCI 7.5, 150 mM
NaCl, 5 mM MgCl2, 1 mM DTT.

2. Water bath set at 37�C.

3. Laemmli sample buffer X3 (SBX3): 180mMTris–HCI 6.8, 6 %
SDS, 30 % glycerol, 2.19 M b-mercaptoethanol, 0.01 % bro-
mophenol blue.

4. SDS PAGE was comprised of the lower gel: 10–15 % acrylam-
ide (depending on size of protein detected) 375 mMTris–HCI
8.8, 0.1 % SDS, 0.1 % APS, and 0.001 % TEMED. The upper
stacking gel: 4.5 % acrylamide, 0.13 M Tris–HCI 6.8, 0.1 %
SDS, 0.1 % APS, and 0.001 % TEMED.

2.2. Rapid Ubiquitin-

Independent

Proteasomal

Degradation of the IUP

Candidate in Cells

(Degradation by Default)

2.2.1. Protein Half-Life

Determination

1. Cell types—NIH3T3, A31N-ts20 mouse fibroblasts. Human
embryonic kidney (HEK) 293T cells.

2. Transfection reagents: for NIH3T3 cells JetPEI (PolyPlus
Transfection), A31N-ts20 were transfected with Lipofectamine
2000 (Invitrogen) and HEK293T cell by the method of cal-
cium phosphate.

3. Cycloheximide (CHX) stock solution of 100 mg/ml (Sigma).

4. Complete growth medium: Dulbecco’s modified Eagle’s
Medium (DMEM, Invitrogen, Carlsbad, CA) containing 8 %
fetal bovine serum.

5. Cold Sterile phosphate-buffered saline (PBS).

6. Trypsin solution (Biological industries).

7. Labeling medium (M�): Methionine free DMEM with dia-
lyzed serum (M�) (Biological industries) with the addition of
[35S] methionine (10 mCi/ml; Amersham) at the final concen-
tration of 0.2 mCi/ml.
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8. Chase medium (M+): Complete growth medium with the
addition of 1 mg/ml of L-Methionine (Sigma).

9. Flag/Ha beads (Sigma) or protein A/G beads preconjugated
to an antibody of interest (421 mouse anti p53 antibody).

10. RIPA buffer: 50 mM Tris–HCI 8, 150 mM NaCl, 1 % NP40,
0.5 % deoxicholate, 0.1 % SDS. Prior to lysis, 1 mM DTT,
1/100 cocktail of protease inhibitors (Sigma), and 25 mM
MG132 are added.

2.2.2. 26S Proteasome

Reduction by Knocking

Down Psmd1

1. Cell types: HEK 293T for virion production, MCF10A.

2. Plasmids: pTRIPZ Psmd1 shRNA (Open Biosystems), pCMV-
dR8.91, and VSV-G plasmids for lenti virion production.

3. Antibiotics: puromycin, doxycycline.

3. Methods

For the determination of an IUP the first and the easiest step is to
test the sequence of the protein of interest in silico. Numerous IUP
prediction software packages are available and simple to use in the
Web. The prediction methodologies are not described here, but the
different prediction tools have been previously reviewed and speci-
fied (7). Once a protein is predicted (preferably by several predic-
tion methods) to be an IUP it is suggested to move on to the next
step of validation of the protein unstructured features in cells by the
steps described below.

3.1. In Vitro Degradation

by the 20S Proteasomes

IUPs are susceptible to the 20S proteasome degradation in vitro,
whereas globular proteins are resistant (4). The rationale is that in
the absence of the 19S regulatory subunit the structured proteins
would not be unfolded and therefore inaccessible to the 20S pro-
teolytic activity. Thus, digestion of a protein by the 20S proteasome
in a cell free system provides the first evidence for it being an IUP.
Furthermore, to substantiate this evidence the nanny principle can
be employed. To this end, incubation with any interacting protein
(may also include a specific monoclonal antibody) should rescue
IUP from the 20S proteasomal degradation (Fig. 1).

3.1.1. 20S Proteasome

Purification from Mice Livers

Commercial 20S samples are available that can be used for the
experiments outlined below. Nevertheless, we describe our proto-
col of 20S proteasome preparation from mouse livers.

1. Mouse livers were homogenized in buffer A using POLY-
TRON homogenizer and then Teflon homogenizer.

2. The homogenate was centrifuged using a 45TI rotor at
125,000 � g for 1 h at 4�C and the supernatant was then
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subjected to the first precipitation with 40 % (w/v) saturated
ammonium sulfate followed by a second precipitation of the
resulting supernatant with 80 % (w/v) saturated ammonium
sulfate. The pellet that was obtained after centrifugation at
125,000 � g, using 45TI rotor for 1/2 an hour at 4�C was
resuspended in a minimal volume of buffer B and dialyzed
5–16 h against buffer B (to get rid of ammonium sulfate).

3. The resuspended pellet was then loaded on to a Superpose 6
prep grade gel-filtration column. Collected fractions were ana-
lyzed for the presence of 20S proteasomes by Western blot
analysis.

4. The fractions containing the proteasome were combined and
loaded on a resource-Q ion-exchange column. Proteins were
eluted with a gradient of NaCl and fractions were analyzed for
the presence of 20S proteasomes by Western blot.

C-P27P27-KID

+ +
−−

−
+

+ +
−−

−
+

+ +
−

−−
−
−

+

P27

Cdk2/cyclin A
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20S
Time(min)

---
60 20 40 60

+ + + −
60 20 40 60

+ + + −
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+ + +
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d e

20S − + − + − +

Tau(ng) 100 200 400

Mcl-1

p21

PCNA
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20S Deg

p21

PCNA

PCNA + +
Time (min) 0 60 0 60

Fig. 1. In vitro degradation assay. (a) In vitro translated [35S] methionine labeled proteins, Mcl-1 and p21 IUPs and PCNA a
structured protein, were incubated in the degradation reaction with 1 mg of purified 20S proteasomes for the indicated time
points. (b) the degradation of increasing concentrations of purified tau protein were examined following incubation with
1 mg of purified 20S proteasomes for 60 min at 37�C. (c) The full-length p27 (1–198), KID (1–98) and C terminus of p27
(98–198) were incubated in the presence of purified 20S proteasomes for the indicated times for up until an hour. (d) 1 mM
of purified full-length p27 (1–198) KID-p27 (1–98) and C terminus p27 (98–198) were incubated in the presence of 1 mg
purified 20S proteasomes for indicated time points. (e) p21 alone or in the presence of equal amount of PCNA were
incubated in the presence of purified 20S proteasomes for 1 h at 37�C. In vitro translated proteins (p21, PCNA, Mcl-1)
were detected by autography, tau by immunoblotting with mouse anti tau antibody and P27 truncations and wt were
detected by immunoblotting with anti His antibody. Cdk2/Cyclin A complex was detected by Ponceau staining.
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5. The fractions containing the proteasome were combined and
dialyzed overnight against buffer C.

6. The sample was first concentrated with Amicon Ultra centrifu-
gal filter and then loaded on an 11 ml linear 10–40 % glycerol
gradient and centrifuged using SW41 rotor at 100,000 � g for
16 h at 4�C. 500 ml fractions were collected and analyzed for
the presence of 20S proteasomes byWestern blot. The fractions
containing the proteasome were combined and dialyzed over-
night against buffer C.

7. The sample was concentrated with Amicon Ultra centrifugal
filter, divided into aliquots, frozen, and stored at �80�C.

3.1.2. Preparation of IUPs

for 20S Proteasomal

Degradation Assay

The IUP candidate is prepared for the 20S proteasomal degrada-
tion assay by two main methods. (a) Recombinant protein is
prepared from bacteria and purified by using conventional methods
(which we shall not describe here). (b) The IUP candidate is in vitro
translated and [35S] methionine labeled. Due to the simplicity of
the in vitro translation system it is particularly recommended when
examining many different protein substrates. We utilize the TNT
quick-coupled transcription/Translation system (Promega) that
utilizes the T7 RNA polymerase to translate proteins of interest.
For the in vitro reaction the plasmid of an IUP of interest needs to
be inserted into a plasmid containing the T7 promoter and then
translated according to the manufacturer’s instructions. If examin-
ing the property of a protein it is best to utilize a purified protein to
avoid adverse affects originated from the reticulocyte proteins.

3.1.3. In Vitro Degradation

of the IUP Candidate by

the 20S Proteasome

1. Add to each sample either 0.2–0.5 ml of the in vitro translated
[35S] methionine labeled protein mix or between 0.05 and 1 mg
of bacterially expressed and purified protein (see Note 2).

2. Add 1 mg of purified 20S proteasomes and incubate the samples
at 37�C. Different time points can be collected for the degrada-
tion experiment for up until 2 h (see Note 3 and Fig. 1).

3. The degradation reaction is performed in the final volume of
30 ml inDEGbuffer. The final volume and the amount of protein
can be proportionally increased if many time points are assayed.

4. Stop the reaction by the addition of 15 ml SBx3 and incubation
at 95�C for 5 min. The samples are kept on ice or at �20�C
until subjected to SDS-PAGE.

5. For detection the gels can be either dried under vacuum in gel
dryer apparatus for 2 h at 65�C or the proteins can be trans-
ferred to nitrocellulose membrane that enables not only the
identification of radiolabeled protein but also protein detection
by immunoblot analysis.

6. Levels of [35S] methionine labeled proteins are detected by
autography and quantified, whereas levels of purified proteins
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can be either detected by gel code staining or immunoblot
analysis with the appropriate antibodies.

7. Positive control such as known IUPs as p21 and negative
controls should be utilized in the experiments.

3.1.4. In Vitro Stabilization

Assay of the IUP Candidate

1. The experiment in Subheading 3.1.3 is repeated only this time
the known interacting partner (a nanny candidate) is added in
the same quantities and incubated for 5 min in room temp
before adding the 20S proteasome sample (see Note 4). In case
the in vitro translated protein is utilized for this assay it is
important to add an equal amount of reticulocyte extract and
a nonbinding protein to the IUP as controls.

2. The reactions in the presence or absence of the interacting
partner are then subjected to the 20S proteasomal degradation
assay by the addition of 1 mg of purified 20S proteasomes.

3. Samples are incubated at 37�C for different time points and the
reaction is stopped by the addition of SBx3 and incubation at
95�C for 5 min. Detection is done as described above.

3.2. Rapid Ubiquitin-

Independent

Proteasomal

Degradation of the

IUP Candidate in Cells

(Degradation by Default)

The protein candidate that proved IUP positive based on in vitro
(cell free system) analysis should be further validated in the cells.
IUPs are predicted to be susceptible for degradation by the 20S
proteasome in the cells as well, therefore shall exhibit ubiquitin-
independent (UI) proteasomal degradation. There are several
methodologies that can be utilized to demonstrate a UI process as
previously described (8). The basic strategy is to demonstrate that
IUPs undergo proteasomal degradation even when the ubiquitin
system is inactive. In other words a protein can be suspected as an
IUP in cells if inhibition of the ubiquitin-26S proteasomemachinery
does not compromise its instability. This is a crucial step for deter-
mining that it behaves indeed as an IUP in cells. The inactivation of
the ubiquitin-26S proteasome pathway can be achieved as follows:

1. Preventing the ubiquitination by eliminating all the lysine resi-
dues in the protein of interest by site directed mutagenesis to
substitute the amino acids lysines (K) to arginines (R) (K-less
mutant). The polyubiquitin chain is attached to lysine residues.
K-less mutant do not undergo polyubiquitination (except
some cases where a protein can be N-terminally ubiquitinated).
If the K-less mutant protein undergoes proteasomal degrada-
tion it is considered a ubiquitin independent process (9, 10)
(see Subheading 3.2.1).

2. Inactivation of the E1 ubiquitin ligase. Inactive E1 ligase will
result in the depletion of activated ubiquitin and therefore
the process of protein ubiquitination is essentially eliminated.
The inactivation of E1 can be achieved by utilization of specific
cell lines such as A31N-ts20 or tsBN75 cells harboring an E1
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temperature sensitive mutant. Under the restrictive tempera-
ture the ubiquitin system is inactivated, whereas the ubiquitin
independent proteasomal degradation should remain active.
For example under restrictive temperature (39�C) p53 under-
goes proteasomal degradation (ref. 6 and Fig. 2c), suggesting
that it undergoes UI degradation. This strategy was extensively
utilized to show that numerous proteins undergo UI degrada-
tion such as Mcl-1 (10), c-Fos (11), and some other published
proteins. Moreover, pharmacological inhibition (by com-
pounds as PYR-41) or specific knockdown of the E1 ubiquitin
ligase can be also utilized to achieve the results, although these
strategies are not elaborated here (see Subheading 3.2.2).

3. Reducing the levels of the 26S proteasome by specific knock-
down of crucial components in the 19S regulatory particle. As
the ubiquitin-mediated degradation is executed by the 26S
proteasome (and not the 20S), it is possible to block this
process by selectively reducing the 26S proteasome levels in
the cells. As there is no known specific inhibitor for the 26S
proteasome the reduction of the 26S proteasome can be
achieved by knockdown of one of the 19S complex subunits.
We have found that depletion of Psmd1, a 19S subunit elim-
inates 19S complex formation (6) (see Subheading 3.2.3).

3.2.1. Stability of IUP Is

Not Affected by Elimination

of Lysines

The first strategy is construction and employment of a K-less
mutant. If degradation is not much compromised under this con-
dition the substrate is likely to undergo UI degradation, provided
that the substrate does not undergo N-terminal ubiquitination (see
Note 5). To measure substrate stability in the cells one has to
determine its half-life. Therefore, we describe here two basic meth-
odologies either by inhibiting protein translation using CHX or
conducting pulse-chase experiments by radiolabeling the substrate
using [35S] methionine. These methodologies can be utilized for
overexpression experiments to analyze a substrate and its K-less
mutant half-life. Moreover these methodologies can be implemen-
ted in determining the rate of accumulation of endogenous and
ectopically expressed proteins of interest in general (see also Fig. 2).

Determination of the Protein

Half-Life by CHX

1. In the case of determination of endogenous protein half-life
seed cells (NIH3T3 or cells of interest) at the density of
100,000 cells/cm2. A plate for each time point is required.

2. 24 h after seeding treat cells with 100 mg/ml of CHX

3. Collect cells at different time points of both treated and
untreated plates. Protein detection and analysis is performed
as described below (Subheading 3.3.2)

4. For the determination of half-life of a transfected protein, also
see Subheading 3.3.2
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Fig. 2. (a) Pulse-chase experiment of endogenous p53 in NIH3T3 cells was performed at least three times for two different
pulses (5, 30 min). Each time point was averaged and plotted with the standard deviation. (b) Pulse-chase experiment was
conducted on wt p53 overexpressed in NIH3T3 cells in the presence or absence of Hdmx. (c) The half-life of p53 was
analyzed by CHX treatment in TS20 cells following 16 h at restrictive temperature (39�C) in the presence or absence of
Hdmx. (d) p21 was overexpressed in 293T cells in the presence or absence of PCNA. P21 protein levels were monitored
following treatment with CHX for the indicated time points. (e, f) MCF10A cells were infected with TRIPZ Lentiviral vector
with shRNAmir for the Psmd1 subunit of the 19S complex. 72 h after treatment with 1 mg/ml of doxycycline (to induce the
shRNA expression) the reduction in the 26S proteasomal complex levels and activity was observed by the nondenaturing
PAGE (e) structured protein such as PCNA accumulated whereas an IUP as p53 was not affected by the reduction in the 26S
proteasomal complex (f).
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Determination of

Endogenous Protein

Half-Life by Pulse-Chase

Experiments

Detection of endogenous proteins is not a trivial task while dealing
with labile proteins. Therefore, as a first step, one has to select the
appropriate cell line where the protein of interest is detectable.
Here we describe the conditions for NIH3T3 cells metabolic label-
ing with [35S] methionine. Most protocols recommendmethionine
starvation (its exclusion from the medium) before adding [35S]
methionine. This step is important to improve [35S] methionine
incorporation (up to tenfold). However, this step may introduce
perturbations in protein homeostasis. Our recommendation is to
avoid this step as long as the protein of interest is detectable
without methionine starvation. Under such conditions it is
expected that an IUP will exhibit rapid degradation and in some
cases such as p53 might exhibit biphasic degradation with the initial
phase being the 20S proteasomal degradation and the later the
ubiquitin mediated 26S proteasomal degradation (6).

Given the fact that newly synthesized IUPs are expected to
undergo very rapid degradation, it is important to detect the initial
rapid degradation phase. To this end, one needs to make sure that
the radiolabeling period (pulse time) of the cells is minimal and
significantly shorter than the half-life of the protein. Our pulse-
chase protocol has been modified to enable reproducible experi-
ment of very short pulses (as short as 1 min). Instead of labeling the
cells while attached to the plate, i.e., the conventional strategy, we
advise that the cells are first collected and transferred to Eppendorf
tubes where the pulse-chase experiment is conducted. The advan-
tage of such a protocol is to enable very rapid manipulation of cells
with minimal time errors as all the time points are labeled together
in one tube (instead of a plate per each time point) and then further
divided for the chase analysis. The only disadvantage of this method
is that it can only be utilized for proteins with short half-life (less
than an hour). Such a protocol has been successfully utilized by us
(6) and with some modifications by others to detect DRiPs (should
be discriminated from IUPs) (12, 13). This method can be further
calibrated by performing time course pulse experiments to find the
shortest pulse time where the IUP is detected.

1. Seed NIH3T3 cells at the concentration of 100,000 cells/cm2

in 10 cm plates. Enable the cells to reach confluence. 48 h after
seeding change growth medium and perform experiment 72 h
after seeding.

2. Collect the cells with trypsin and transfer to Eppendorf tube.
Prior to collecting the cells, starve them for methionine (see
Note 6)

3. Resuspend the cell pellet with labeling medium for differential
time points between (pulse) 1–30 min. Incubate at 37�C
during [35S] methionine labeling time (see Note 7).
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4. Centrifuge at 1,000 � g for 30 s, discard the labeling medium,
and wash once with chase medium (1 ul). Spin again at
1,000 � g for 30 s and discard the medium again.

5. Resuspend pellets in 900 ml chase buffer out of which take
100 ml and add to 500 ml chase buffer in Eppendorf prepared
in advance and incubated at 37�C.

6. Incubate at 37�C for different time points and collect time
points by pelleting the cells at 1,000 � g for 1 min at 4�C.
Discard the medium. Wash with 1 ml cold PBSx1 and pellet
again by centrifugation at 1,000 � g for 1 min at 4�C. Discard
supernatant and freeze cells in liquid nitrogen.

7. After all the time points are collected, the cells are extracted
with 400 ml RIPA extraction buffer. Protein extract is incubated
on ice for 5 min and cleared by centrifugation at 16,200 � g for
15 min at 4�C.

8. Protein extract is then subjected to immunoprecipitation (IP)
with protein A/G beads preincubated with antibody of inter-
est. The IP reaction is performed on a roller at 4�C between 1
and 12 h (based on antibody known qualities).

9. Following IP the beads are extensively washed (�5) with 400 ul
RIPA buffer and then 40 mL SBx2 is added to beads and
incubated 5 min at 95�C. Do spin down on the samples and
load sup on SDS-PAGE.

10. For detection the gels can be either dried under vacuum in gel
dryer apparatus for 2 h at 65�C or the proteins can be trans-
ferred to nitrocellulose membrane that can enable not only the
identification of radiolabeled protein but can allow immuno-
blot analysis as well.

11. The dried gel or nitrocellulose membrane is then covered with
plastic wrap and exposed on a phosphor imager screen for
1–24 h depending on the signal.

12. The screen is scanned by phosphor imager scanner and ana-
lyzed by appropriate software

13. Quantify the relative band intensity subtracting the general
background (should be the same for all points) utilizing the
phosphor imager scanner software.

3.2.2. Inhibiting Cellular

Ubiquitin System Does Not

Compromise IUP Instability

Examining the accumulation or the half-life of a protein while the
ubiquitin system is inactive can teach us if a protein has the IUP
attributes. One of the most extensively used strategies is inhibiting
the ubiquitin-activating enzyme E1, a crucial enzyme in the ubi-
quitination pathway. The A31N-ts20 cells contain a thermo sensi-
tive ubiquitin-activating enzyme E1 (14). At the permissive
temperature (32�C) the ubiquitin system is functional whereas at
the restrictive temperature (39�C) the E1 is unstable resulting in
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the accumulation of proteins that are normally degraded by the
ubiqutin-26S proteasomal pathway. Other strategies to inactive
the E1 ubiquitin activating enzyme can be utilized such as specific
knockdown or pharmacological inhibition by commercially avail-
able drugs (such as (PYR-41)).

1. Both the endogenous and the transfected protein of interest
can be examined in the ts20 cells. Grow the cells at the 32�C
permissive temperature. For transfection let the cells reach 80 %
confluence before transfecting with Lipofectamine 2000
according to the manufacturer’s protocol.

2. 12–24 h after transfection transfer the cells to grow under
39�C restrictive temperature for 5–16 h.

3. Examine the protein half-life by CHX or pulse-chase labeling
methods described above.

4. An IUP is expected to be degraded although the ubiquitin
system is inactive. It is highly important to use positive and
negative controls. P21, Mcl-1 p53 each can be used as a posi-
tive control (as protein degraded in a ubiquitin impendent
manner). As a negative control a structured protein that under-
goes ubiquitin dependent degradation PCNA and GFP (for
transfected experiments) can be utilized.

3.2.3. Measuring 20S

Proteasomal Degradation

in the Cells

A candidate IUP that so far proved positive next has to be
challenged by 20S proteasomal degradation. Currently there are
no specific inhibitors of the 26S proteasome that do not inhibit the
20S proteasome as well; therefore, the inhibition of the 26S protea-
some can be achieved by knockdown strategy. The basic idea is to
employ inducible knockdown of one of the subunits of the 19S
complex unique to the 26S proteasome by reducing the subunit
levels the whole complex is destabilized resulting in reduced levels
of intact 26S proteasomes in the cell. In our experience knocking
down the Psmd1 (Rpn2) subunit results in sharp reduction at the
level of 26S proteasomes.

IUP that is susceptible for 20S proteasomal degradation should
be refractory or poorly affected by this manipulation unlike the
structured proteins. Described below is the protocol for the condi-
tional knockdown of the Psmd1 subunit of the 19S complex that
results in the reduction of cellular 26S proteasomes (Fig. 2e, f).

1. We found that knockdown of the PSMD1 subunit is very
efficient to obtain efficient reduction at the level of the 26S
proteasome. To this end, we utilize Lentiviral vectors with
shRNAmir against 26S proteasome subunit Psmd1 and control
shRNAmir (Open Biosystems). The elimination of the 26S
proteasome by the Psmd1 knockdown can be lethal to the
cells; therefore, we utilize pTRIPZ lentivirus shRNAmir, a
tetracycline inducible knockdown vector. Transducing
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lentivirus particles were produced according to the manufac-
turer’s protocol.

2. Cells of interest are infected with the lentivirus particles (infec-
tions conditions vary between cell lines). Selection with puro-
mycin is employed for a week (the concentration has to be
determined based on the cell type).

3. To induce the knockdown the cells are treated with doxycycline
between 0.5 and 1.5 mg/ml. A reduction of the 26S proteaso-
mal complex should be observed after 48 h (see Fig. 2). The
efficiency of the reduction in the 26S proteasomal complex can
be analyzed by subjecting the cellular extract to nondenaturing
PAGE as previously described (15). This enables to visualize
the reduction in the 26S proteasomal complex and not only the
subunit (as examined by the SDS-PAGE).

4. Endogenous protein levels and the half-life are examined as
described above in the control (untreated) or knockdown
cells (treated with doxycycline).

5. In cases where overexpressed proteins are analyzed it is recom-
mended to transfect the protein before the induction of the
shRNAmir expression. Once the protein is introduced, the
protocol is the same as for endogenous proteins.

3.3. Stabilization of an

IUP by an Interacting

Protein (Nanny) in Cells

Another attribute of IUP in cells is the stabilization by an interact-
ing partner, the nanny principle (5). Similar to the in vitro assay in
the cells the nanny of the IUP should inhibit its ubiquitin-
independent 20S proteasomal degradation. The experiment is
relatively simple: overexpression of an IUP in the presence of its
interacting partner and the half-life determined either by inhibiting
protein translation by CHX or by pulse-chase methodology
(Fig. 2). In certain cases one has to uncouple between the
biological function of the interaction and the stabilizing effect.
One such example is p53 and Mdm2. Mdm2 is the E3 ligase of
p53 that can ubiquitinate p53 and target it for 26S proteasomal
degradation. However, Mdm2 also binds the unstructured N-
terminus of p53 preventing its degradation by the 20S proteasome
in vitro. The stabilizing effect of Mdm2 on p53 is overlooked while
overexpressing the two genes, since the E3 ligase activity of Mdm2
will be dominant over the nanny function. However, it is possible
to uncouple these two opposing roles by either mutating the E3
ligase domain of Mdm2 or by conducting the experiments under
conditions whereby the ubiquitination process is inactive (6).

3.3.1. IUP Stabilization

by a Binding Partner;

Analysis by Pulse-Chase

Experiments

1. As described above we utilize NIH3T3 cells but other cells can
be utilized for this purpose. Transfection is performed after
cells reach ~80 % confluence with JetPI reagent as described
in the manufacturer’s protocol. 9-cm plates are each transfected
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either with the IUP alone or in the presence of the interacting
partner (see Note 8)

2. 24 h after transfection the medium is changed and 48 h after
transfection perform pulse-chase experiment as described
above (Subheading 3.2.1).

3.3.2. IUP Stabilization by

a Binding Partner; Analysis

by CHX Experiments

1. To this end many different cell lines can be utilized. We chose
either HEK 293T cells or A31N-ts20 mouse fibroblasts.

2. HEK 293T cells are seeded at ~30 % confluence in 10-cm
(55 cm2) plates. 16 h after the seeding the transfection is
performed by the method of calcium phosphate.

3. 8 h after transfecting the medium is changed.

4. 24 h after transfection the cells are split into 6-well plates
(9.4 cm2) so that each well contains 1/18 of the original
10-cm plate. The number of plates seeded should be according
to number of time points to be analyzed (see Note 9).

5. 16–24 h after seeding 100 mg/ml of CHX is added to each well
and cells are collected at different time points (see Note 10).

6. In the case of A31N-ts20 cells and the determination of
ubiquitin-independent IUP half-life, the transfection is per-
formed at the permissive temperature (32�C) utilizing Lipofec-
tamine 2000 transfection reagent. 24 h after transfection the
cells are split as described for 293 cells and after 8 h after
seeding the cells are transferred to the restrictive temperature
(39�C) for 16 h.

7. Discard the medium and wash the cells once with 1 ml of cold
PBSx1.

8. Remove the cells by gentle scraping with rubber policeman.
The cells are then transferred to 1.5 ml Eppendorf tubes and
pelleted in a cooled table centrifuge (microfuge) at 3,500 � g
for 1 min at 4�C. The sup is discarded and the cells are imme-
diately frozen in liquid nitrogen.

9. Each cell pellet is lysed in 150 ml RIPA extraction buffer.

10. Protein extract is incubated on ice for 5 min and the cleared by
centrifugation at 16,200 � g for 15 min at 4�C.

11. The sup protein extract is transferred to new Eppendorfs
and protein concentration is detected by the Bradford
methodology (16).

12. Equal amounts of protein (in the range of 10–30 mg) (see Note
11) are taken for each time point and mixed with SBx3 and
incubated at 95�C for 5 min.

13. Samples are run on SDS-PAGE and then transferred to a
nitrocellulose membrane

14. The membranes are blocked for 1 h at room temp with 7 %milk
in PBS-T.
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15. Membranes are incubated with primary and secondary antibodies
according to the manufacturer’s guidelines.

16. The signals are detected by exposing the membrane to Ez-ECL
kit and then either exposure to X-ray films or detection by
ImageQuant RT ECL imager (GE) and analyzed by Image-
Quant TL (GE) or other suitable software.

4. Notes

1. A general note: Substrates to be used must be cautiously tagged
if at all. Although tagging is of much help in detecting the
substrate but at the same time it might affect the level of
unstructureness. Degradation of the most of the protein sub-
strates is directional and is initiated from either through the
N- or C-terminus. If tagging is necessary try not to tag
the initiating terminus. If no information is available on the
initiating end, prepare and separately test each of the two ends
possible tagged substrates.

2. The amount of protein taken should be the minimal needed for
detection.

3. An IUP is expected to be degraded within an hour. This is the
case with Mcl-1, p21 and tau shown in Fig. 1. Exceeding 2 h of
incubation in the degradation reaction can cause nonspecific
results.

4. The amount of interacting protein is largely dependent on the
stoichiometry and the affinity. In our experience it is best to
take in excess and start with at least �2 of the IUP amount.
Furthermore, the stabilizing effect depends on the binding
capacity; therefore, it is advised to optimize the binding reac-
tion prior to degradation assay.

5. It has been previously reported that some proteins can undergo
N-terminal ubiquitination (17). Therefore, when eliminating
all the lysines in a protein, it is still important to indeed validate
that the K-less mutant does not undergo ubiquitination.

6. Methionine starvation can increase the signal by up to tenfolds
but can also perturb normal cellular function. Therefore it is
recommended to avoid this step if the labeled substrate is
detectable without the methionine starvation.

7. The optimal pulse time is the shortest possible pulse that is
reproducible and enables the convenient detection of the
labeled protein. The length of pulse is advised to be signifi-
cantly shorter than the half-life of the protein.
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8. The amount of the transfected expression plasmid should be
minimal but enough for detection of the IUP and the interact-
ing protein (putative nanny) on the one hand, and on the other
hand enough DNA to achieve the interaction between the IUP
and the nanny is required (needs to be calibrated by coimmu-
noprecipitation experiments).

9. We find that the method by which the cells are first transfected
and then split to small wells is preferred over performing the
transfection on each separate well. This step reduces the variabil-
ity between the experiments that can arise from the transfection.

10. CHX treatment inhibits the cellular translation machinery. It is
therefore recommended to treat the cells for a shortest possible
period up to 4 h. The more the protein is stable the longer
treatment time is required. Overall if the desired half-life is not
observed after 4 h of treatment with CHX, pulse-chase experi-
ment is the preferred choice.

11. Minimal amount of protein is advised to be loaded on gel for
detection in the half-life determination experiments.

References

1. Coux O, Tanaka K, Goldberg AL (1996)
Structure and functions of the 20S and 26S
proteasomes. Annu Rev Biochem 65:801–847

2. Glickman MH, Ciechanover A (2002) The
ubiquitin-proteasome proteolytic pathway:
destruction for the sake of construction.
Physiol Rev 82:373–428

3. Asher G, Reuven N, Shaul Y (2006) 20S pro-
teasomes and protein degradation “by
default”. Bioessays 28:844–849

4. Tsvetkov P, Asher G, Paz A, Reuven N, Suss-
man JL, Silman I, Shaul Y (2008) Operational
definition of intrinsically unstructured protein
sequences based on susceptibility to the 20S
proteasome. Proteins 70:1357–1366

5. TsvetkovP,ReuvenN,ShaulY (2009)Thenanny
model for IDPs. Nat Chem Biol 5:778–781

6. Tsvetkov P, Reuven N, Prives C, Shaul Y
(2009) Susceptibility of p53 unstructured N
terminus to 20S proteasomal degradation pro-
grams the stress response. J Biol Chem
284:26234–26242

7. Dosztanyi Z, Tompa P (2008) Prediction of pro-
tein disorder. Methods Mol Biol 426:103–115

8. Jariel-Encontre I, Bossis G, Piechaczyk M
(2008) Ubiquitin-independent degradation of
proteins by the proteasome. Biochim Biophys
Acta 1786:153–177

9. Forsthoefel AM, PenaMM, Xing YY, Rafique Z,
Berger FG (2004) Structural determinants for
the intracellular degradation of human thymidy-
late synthase. Biochemistry 43:1972–1979

10. Stewart DP, Koss B, Bathina M, Perciavalle
RM, Bisanz K, Opferman JT (2010)
Ubiquitin-independent degradation of antia-
poptotic MCL-1. Mol Cell Biol 30:3099–3110

11. Bossis G, Ferrara P, Acquaviva C, Jariel-
Encontre I, Piechaczyk M (2003) c-Fos
proto-oncoprotein is degraded by the protea-
some independently of its own ubiquitinylation
in vivo. Mol Cell Biol 23:7425–7436

12. Qian SB, Princiotta MF, Bennink JR, Yewdell
JW (2006) Characterization of rapidly
degraded polypeptides in mammalian cells
reveals a novel layer of nascent protein quality
control. J Biol Chem 281:392–400

13. Schubert U, Anton LC, Gibbs J, Norbury CC,
Yewdell JW, Bennink JR (2000) Rapid degra-
dation of a large fraction of newly synthesized
proteins by proteasomes. Nature 404:770–774

14. Chowdary DR, Dermody JJ, Jha KK, Ozer HL
(1994) Accumulation of p53 in a mutant cell
line defective in the ubiquitin pathway. Mol
Cell Biol 14:1997–2003

15. Elsasser S, Schmidt M, Finley D (2005) Charac-
terizationof theproteasomeusingnative gel elec-
trophoresis. Methods Enzymol 398:353–363

16. Bradford MM (1976) A rapid and sensitive
method for the quantitation ofmicrogram quan-
tities of protein utilizing the principle of protein-
dye binding. Anal Biochem 72:248–254

17. Ciechanover A, Ben-Saadon R (2004) N-
terminal ubiquitination: more protein sub-
strates join in. Trends Cell Biol 14:103–106

18 P. Tsvetkov and Y. Shaul



Chapter 2

In-Cell NMR of Intrinsically Disordered Proteins
in Prokaryotic Cells

Yutaka Ito, Tsutomu Mikawa, and Brian O. Smith

Abstract

In-cell NMR, i.e., the acquisition of heteronuclear multidimensional NMR of biomacromolecules inside
living cells, is, to our knowledge, the only method for investigating the three-dimensional structure and
dynamics of proteins at atomic detail in the intracellular environment. Since the inception of the method,
intrinsically disordered proteins have been regarded as particular targets for in-cell NMR, due to their
expected sensitivity to the molecular crowding in the intracellular environment. While both prokaryotic and
eukaryotic cells can be used as host cells for in-cell NMR, prokaryotic in-cell NMR, particularly employing
commonly used protein overexpression systems in Escherichia coli cells, is the most accessible approach.
In this chapter we describe general procedures for obtaining in-cell NMR spectra in E. coli cells.

Key words: In-cell NMR, Escherichia coli, Heteronuclear multidimensional NMR, Rapid NMR
measurement, Protein structure, Protein dynamics

1. Introduction

Recent improvements in the measurement sensitivity of NMR
spectra as the result of developments in hardware, pulse sequences,
and stable isotope labeling techniques allow the observation of
high-resolution heteronuclear multidimensional NMR spectra
of proteins inside living cells (in-cell NMR) (1–8). Due to the
noninvasive character of NMR spectroscopy and its ability to pro-
vide data at atomic resolution, in-cell NMR is an excellent tool for
investigating protein behavior in detail inside living cells under
macromolecular crowding (9).

In order to observe in-cell NMR spectra, the proteins of interest
must be abundant and labeled selectively with NMR active stable
isotopes such as 13C and 15N. In-cell NMR experiments can be
performed both in prokaryotic and eukaryotic cells, although differ-
ent labeling procedures are required. For prokaryotic in-cell NMR
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studies (10–12) the proteins of interest are labeled by utilizing
protein expression systems in the host cells. The basic principle relies
on the fact that recombinant protein production driven by strong
promoters leads to the rapid intracellular accumulation of large
amounts of the expression system-encoded proteins to the almost
complete exclusion of new endogenous protein synthesis. Thus,
switching from unlabeled to isotope-labeled growth medium shortly
before recombinant protein induction results in the selective labeling
of the protein of interest. For eukaryotic in-cell NMR, labeled pro-
teins are first purified, and then incorporated into cells by microinjec-
tion (13–15), by combining with a cell-penetrating peptide (16), or
through resealable pores (17).

Prokaryotic, particularly Escherichia coli, in-cell NMR is the
easiest system, and thus has been used for the investigation of various
protein systems and biological events, such as protein–protein inter-
actions (4, 18), protein–DNA interactions (19), intracellular protein
dynamics (20), protein stability (21), and the screening of small
molecule interactor libraries (22). We have recently demonstrated
three-dimensional protein structure determination exclusively on
the basis of information obtained by in-cell NMR (23).

The behavior of intrinsically disordered proteins (IDPs) in cells
is also an important target for in-cell NMR. Recently, in-cell NMR
using Xenopus oocytes has been applied to the human amyloid
protein Tau, one of the largest known IDPs (15). Prokaryotic in-
cell NMR has also been used for the investigation of IDPs since the
inception of this method, and it has been demonstrated that the
bacterial protein FlgM is completely unfolded in vitro, but appears
partially folded when analyzed in the context of live bacteria (24).
With interest in the structure–function relationship of IDPs, par-
ticularly inside cells, growing and with the technique’s relative
experimental convenience, we anticipate the application of prokary-
otic in-cell NMR to various IDPs in the near future.

Thus, we describe here a general procedure for E. coli-based in-
cell NMR experiments, including sample preparation, rapid NMR
measurement, data processing, and analysis. Being critical for the
validation of in-cell NMR, procedures for checking the sample
condition and the viability of the cells are also described.

2. Materials

In this section, we list thematerials required in our typical procedure
for the preparation of 15N-labeled E. coli cell samples and in-cell
NMR measurement. The modifications required for other stable
isotope labeling patterns are described in Note 1. The details of
apparatus required for standard molecular biological and biochemi-
cal experiments, e.g., devices for aseptic techniques, incubators,
centrifuges, etc., are omitted.
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2.1. Large Scale E. coli

Culture and Stable

Isotope Labeling

1. Expression plasmid encoding the protein of interest (seeNote 2).

2. E. coli strains: e.g., JM109 (DE3) E. coli, BL21 (DE3) E. coli
(see Note 3).

3. LB medium: 10 g/l Bacto tryptone, 5 g/l Bacto Yeast Extract,
10 g/l NaCl. Sterilize by autoclaving.

4. MgSO4 stock solution: 1MMgSO4. Store at room temperature.

5. CaCl2 stock solution: 50mMCaCl2. Store at room temperature.

6. FeCl3 stock solution: 5 mM FeCl3�6H2O. Store at 4�C.

7. Metal mixture stock solution: 4 mM ZnSO4�7H2O, 1 mM
MnSO4�5H2O, 4.7 mM H3BO3, 0.7 mM CuSO4�5H2O.
Store at 4�C.

8. Thiamine stock solution: 0.3 M Thiamine hydrochloride. Store
at �20�C.

9. M9minimalmedium (unlabeled, 100ml): 1.2 gNa2HPO4, 0.6 g
KH2PO4, 0.1 g NH4Cl, 0.1 g NaCl, 0.2 g D-glucose, 200 ml
MgSO4 stock solution, 200 ml CaCl2 stock solution, 40 ml FeCl3
stock solution, 40 ml thiamine stock solution, 100 ml Metal
mixture stock solution. Prepare just before use. Filter-sterilized.

10. M9 minimal medium (15N-uniformly labeled, 100 ml): Same
as the composition of unlabeled M9 minimal medium with the
exception that unlabeled NH4Cl was replaced by the same
concentration of 15NH4Cl. Prepare just before use. Filter-
sterilized (see Note 1).

11. Reagent for induced expression of the target protein. For
example, isopropyl thio-b-D-thiogalactoside.

12. Antibiotics stock solution. For example, ampicillin stock solu-
tion: 50 mg/ml Ampicillin sodium. Store at �20�C.

2.2. NMR Measurement 1. NMR spectrometer (for specifications and pulse sequences see
Notes 4 and 5, respectively).

2. Linux computer system for data processing and analysis of
spectra (for specifications and installed software see Notes 6
and 7, respectively).

3. Methods

In this section, we focus on the methods required for typical in-cell
NMR experiments of proteins overexpressed in E. coli cells; thus,
standard procedures and troubleshooting for the construction of
protein expression systems in E. coli are omitted.
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3.1. Preparation of

Proteins Inside Living

E. coli Cells

1. Transform E. coli cells with the overexpression plasmid.

2. Grow the E. coli cells in 2 ml LB media at 37 �C with shaking to
a high OD600 of ~2.0 (see Note 2).

3. Subculture the E. coli cells (100 ml) in 100 ml unlabeled M9
media, and incubate the culture at 37 �C until the OD600

reaches 0.5–0.6.

4. Centrifuge the culture at ~800 � g for 20 min at room
temperature.

5. Decant the supernatant. Centrifuge the pellet again at
~800 � g for 5 min at room temperature.

6. Remove the supernatant by pipetting and resuspend the cells in
100 ml stable isotope-labeled M9 media (see Note 8).

7. Incubate the cells at 37 �C without shaking for 1 h.

8. Induce the production of the target protein (for example, by
adding isopropyl thio-b-D-thiogalactoside to a final concentra-
tion of 0.5 mM).

9. Continue protein expression with shaking at optimal tempera-
ture (for example, 3 h at 37 �C in our previous in-cell NMR
study of T. thermophilus HB8 TTHA1718 (23)).

10. Harvest the cells by centrifugation at ~400 � g for 30 min at
room temperature.

11. Remove the supernatant by aspiration and resuspend the cells
by adding small amounts of unlabeled M9 media (140–160 ml)
and carefully pipetting the solution up and down until the entire
cell pellet has been suspended. The cells are harvested by gentle
centrifugation and placed as a ~60 % slurry with M9 medium.

12. Add D2O (10 % of the final sample volume) to the bacterial
slurry, and transfer the sample into an NMR tube (see Note 9).

3.2. Checking the

Sample Conditions

for Sample Stability

and Viability of the

Cells During In-Cell

NMR Experiments

(see Note 10)

1. Insert the in-cell NMR sample into the magnet and tune the
probehead (see Note 11).

2. Perform a series of short, diagnostic NMR experiments (e.g.,
2D 1H-15N HSQC experiment with 20 min duration). The
appearance of significant changes in the spectra indicates the
limit of sample stability.

3. Between each NMR experiment, transfer 10 ml from the NMR
sample to a microfuge tube and centrifuge at high speed to
pellet the bacteria. Store the pellet and supernatant separately
for SDS-PAGE (see Note 12) to check the stability of the
expressed protein.

4. Check the viability of the cells during NMR experiments can be
investigated by a plating colony test. Spread a small volume of
the NMR sample (~10 ml) taken before and after the experi-
ments on LB plates containing the appropriate antibiotic.
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Incubate the plates overnight at 37 �C and count the colonies.
In our laboratories the acceptable percentage of viability limits
is set to be 80–85 %.

3.3. NMR

Measurements,

Data Processing,

and Analysis

1. Insert the in-cell NMR sample into the magnet and tune the
probehead.

2. Check the sample’s condition by measuring 1D 1H-NMR
spectra and 1D (or 2D) 1H-15N HSQC spectra.

3. Collect 2D/3DNMR spectra (see Notes 13 and 14). Figure 1a
shows the 2D 1H-15N HSQC spectrum of an IDP, the
C-terminal region of S. cerevisiae Mre11, in living E. coli cells,
in comparison with the spectrum from the purified sample
(Fig. 1b). Due to the higher viscosity inside cells (25), which
increases the rotational correlation time and apparent molecu-
lar mass of proteins, and the inhomogeneity of in-cell NMR
samples, the line shape for both 1H and 15N dimensions of
cross peaks are much broadened when compared to the in vitro
sample. The duration of the NMR experiments for an in-cell
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Fig. 1. 2D 1H-15N HSQC spectra of the C-terminal region of S. cerevisiae Mre11 in E. coli
cells (a) and in vitro (b). The spectra were acquired with eight transients and a total of
1,024 (t2,

1HN) � 64 (t1,
15N) complex points at a probe temperature of 37 �C. For in-cell

NMR measurement, E. coli strain BL21 (DE3) was used. Resolution enhancement for the t1
dimension was achieved by applying linear prediction prior to Fourier transform on Azara
v2.8 software.
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NMR sample must be set considering the life time of the E. coli
cells under the measurement conditions (see Note 15).

4. Proteins may leak from the cells, invalidating the measured
data, so to make sure that the measured NMR data are defi-
nitely from the protein molecules inside cells, remove the cells
from the sample after measurements by centrifugation (e.g.,
~16,000 � g for 5 min). Retain the supernatant of the
measured sample, make it up with unlabeled M9 medium to
the initial sample volume, and measure a 1H-15NHSQC exper-
iment of it. Check that no or only very weak cross peaks due to
the target protein is observed in the spectrum (see Note 16).

5. To make sure that the target protein is inside the cells, lyse the
harvested cells, fill up with unlabeled M9 medium to the initial
sample volume, and measure 1H-15N HSQC experiment of it.
Check that much sharper cross peaks are observed in the spec-
trum (see Note 16).

6. Process NMR spectra with appropriate procedure (e.g., maxi-
mum entropy reconstruction for nonlinearly sampled data) (see
Notes 5 and 7).

7. Analyze NMR spectra with interactive NMR spectrum analysis
software (see Note 7).

4. Notes

1. The choice of stable isotope labeling pattern depends on the
purpose of the experiments. For simple observation of or moni-
toring the behavior of proteins of interest insideE. coli cells by 2D
1H-15N correlation experiments, uniform 15N-labeling is suffi-
cient. On the other hand, when resonance assignments are
required from spectra acquired from in-cell NMR samples,
uniform 13C/15N-labeling is required and 13C/15N-labeled
M9 minimal medium is used for sample preparation, in which
unlabeled D-glucose in the 15N-labeled M9 medium is replaced
by the same concentrationof uniformly 13C-labeled glucose, e.g.,
U-13C-glucose.

Since IDPs tend to provide 1H-15N correlation spectra with
poorer peak separation than proteins with defined structures
(see Fig. 1a), selective labeling procedures may be very useful.
For selective 15N-labeling of amino acids which are end pro-
ducts of biosynthetic pathways in E. coli (e.g., lysine), addition
of a supply of the 15N-labeled amino acid(s) to the unlabeled
M9 minimal medium is sufficient (11, 26). Though we have
not tested them in our groups, auxotrophic E. coli strains lack-
ing some transaminase activity may be required for the cases
where isotope scrambling is expected during biosynthesis (27).
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Selective 13C-labeling at side-chain methyl groups is another
useful option. Serber et al. employed methyl 13C-labeling at
methionine residues as probes in in-cell NMR (28). In our
previous in-cell NMR study (23), aimed at observing NOEs
involving methyl groups, we employed selectively 1H/13C-
labeling at methyl groups of aliphatic amino acid residues by
using amino acid precursors (29). Typically, 10 mg of 13C- or
2H/13C-labeled amino acids or precursors, e.g., [3-13C] ala-
nine (ISOTEC), [u-13C, 3-2H] a-ketoisovalerate (Cambridge
Isotope Laboratories) for leucine and valine residues, and
[u-13C, 3,3-2H] a-ketobutyrate (Cambridge Isotope Labora-
tories) for isoleucine residues, are supplemented in 100 ml of
M9 minimal medium prepared using 100 % D2O.

In addition, 19F-labeling utilizing fluoro amino acids (30), as
well as site-specific incorporation of labeled nonnatural amino
acids (31), has been reported recently.

2. Higher expression level does not always promise good in-cell
NMR spectra. Despite high intracellular concentration, no, or
very weak cross peaks are sometimes observed from the target
protein in in-cell NMR spectra. Fig. 2a, b show 2D 1H-15N
HSQC spectra of Thermus thermophilus HB8 TTHA1718 and
TTHA1431 in E. coli cells, respectively. While both of these
proteins express very well inside E. coli cells, theTTHA1431
sample shows very poor spectra in which only background cross
peaks are observed, in contrast to TTHA1718. The reasons for
such results will be case-specific with motional restrictions due to
nonspecific interactions with other cellular components inside
E. coli cells being a possible explanation. Usually drastic improve-
ment cannot be guaranteed, but it is worth exploring alternative
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Fig. 2. 2D in-cell 1H-15N HSQC spectra of T. thermophilus HB8 TTHA1718 (a), TTHA1431 (b) and TTHA1912 (c) in E. coli
strain JM109 (DE3). The expression plasmids encoding TTHA1431, TTHA1718 and TTHA1912 (51) are purchased from
RIKEN BioResource Center (http://www.brc.riken.jp/lab/dna/en/thermus_en.html). The spectra were acquired with eight
transients and a total of 1,024 (t2,

1HN) � 64 (t1,
15N) complex points at a probe temperature of 37 �C.

2 In-Cell NMR of Intrinsically Disordered Proteins in Prokaryotic Cells 25



protein expression conditions, varying, e.g., E. coli host strains,
timing of induction, temperature, and incubation times.

3. We usually try at least two E. coli strains, e.g., JM109 (a K-12
strain) and BL21 (a B strain) when starting in-cell NMR experi-
ments with a new protein. In many cases, we obtain similar
results from both strains, but we have also experienced the
case that good 1H-15N HSQC spectra were observed when
using JM109, while broadened cross peaks were observed
when using BL21.

4. NMR spectrometers and probeheads must be equipped for
heteronuclear 1H-detection experiments or triple-resonance
(1H/13C/15N) experiments. Hardware enabling pulsed field
gradients is highly recommended, since efficient water suppres-
sion in in-cell NMR experiments is very difficult to achieve
without them. As sensitivity is one of the limiting factors of
in-cell NMR experiments, a cryogenic probehead and a mag-
netic field strength corresponding to a 1H frequency of at least
500 MHz are recommended.

5. A major hurdle for in-cell NMR experiments is the limited
lifetime of the cells inside the NMR sample tube. Standard
3D NMR experiments usually require 1–2 days of data collec-
tion, which is an unacceptably long time for live cells. NMR
techniques for rapid measurement of multidimensional experi-
ments are therefore very important. As was demonstrated in the
in-cell NMR study using human cultured cells (16), application
of SOFAST-HMQC and related techniques (32, 33) to 2D/
3D experiments will be advantageous. In addition, nonlinear
sampling (non uniform sampling) techniques for the indirectly
acquired dimensions (34–36) are also very helpful. Spectro-
meters should be prepared so as to run these new techniques
(they are starting to be usable as standard tools on very recent
NMR spectrometers). For nonlinear sampling, the pulse
sequences have to be prepared so as to control sampling points
according to sampling schedule lists as opposed to conventional
sampling of every point on a regularly spaced grid (26, 36).

6. Data processing and spectral analysis can in principle be run on
a computer with a single processor. In case the project includes
structure calculations, multicore PC systems or PC clusters are
preferable.

7. Software for data processingmust be installed. Particularly, when
employing nonlinear sampling schemes for obtaining multidi-
mensional NMR spectra, the software must be able to handle
sparsely sampled data. In our laboratories, the two-dimensional
maximum entropy method (2D MaxEnt) (37, 38) on AZARA
2.8 software (W. Boucher, http://www.bio.cam.ac.uk/azara) is
used. The Rowland NMR Toolkit (http://webmac.rowland.
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org/rnmrtk/) has also been used for this type of processing.
Note that, in addition to MaxEnt, other processing procedures,
such as multidimensional decomposition (39) and multidimen-
sional Fourier transform (40, 41), can also be used.

An interactive NMR spectrum analysis software is required.
In our laboratories, either anOpenGL versionofANSIG3.3 (42,
43) or CcpNmr Analysis (44) is used. Alternatively, programs
such as NMRView (One Moon Scientific, inc) (45, 46), Sparky
(http://www.cgl.ucsf.edu/home/sparky/), XEASY (47)
(http://www.mol.biol.ethz.ch/groups/wuthrich_group/soft-
ware), and CARA (http://www.nmr.ch/) can be used.

When the project includes structural analysis, software for
structure calculations has to be installed. In our laboratories,
CYANA 3.0 (http://www.cyana.org) (48) and ARIA 2.3
(http://aria.pasteur.fr) (49) are used for automated NOESY
assignment and structure calculation.

8. In order to produce a sample of E. coli cells in which only the
target protein is labeled with 13C and 15N, the cells harboring
the expression plasmid are first grown in unlabeled LBmedium,
and then transferred into M9 minimal medium containing
stable isotopes where protein expression is induced.

9. The concentration of the expressed protein in E. coli cells can be
estimated by comparing the density of the Coomassie-stained
bands in SDS-PAGE gels with those of proteins with similar
molecular size and known concentration.

10. To ensure that the observed in-cell NMR spectrum represents
intracellular protein and that the signals are not caused by
proteins released from the bacteria, the sample conditions and
the viability of the cells during the experiments has to be
checked before the “real” measurements.

11. Prior to the measurement of the in-cell NMR sample, shim the
magnetic field with a separate NMR sample containing unla-
beled M9 media (10 % D2O), which is prepared with the same
sample length as for the in-cell NMR sample.

12. Sometimes we experienced leakage of the target protein from
cells during NMR experiments. Figure 2c shows a typical in-cell
NMR spectrum when leakage has occurred. Sharp cross peaks
emerge and increase their intensity during the timecourse of
measurements. In another case, leakage was largely prevented
by reducing the temperature for protein expression and NMR
measurement.

Li et al. reported that encapsulation in alginate microcap-
sules stabilizes E. coli cells and prevents leakage (20).

13. It is highly recommended to estimate the allowable maximum
experimental duration under the measurement conditions.
In our previous in-cell NMR study of T. thermophilus HB8
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TTHA1718, the virtual identity of 1H-15N HSQC spectra
recorded immediately after sample preparation and after 6 h
in an NMR tube at 37 �C shows that TTHA1718 in-cell NMR
samples are stable for at least 6 h, which was also confirmed by
plating colony test (the viability of the bacteria in the in-cell
samples after 6 h of NMR measurements was 85 � 11 %) (23).

14. The present protocol does not require a specific set of NMR
spectra. If duration of experiments and sensitivity permit, any
of the common 2D and 3D experiments can be applied. In our
previous study of in-cell structure determination of T. thermo-
philus HB8 TTHA1718 (23, 26), we measured three 3D
NOESY-type experiments in addition to 2D 1H-15N and
1H-13C HSQC experiments. For application to IDPs, another
3D experiments which are widely used for backbone resonance
assignment of IDPs, such as HNN and HN(C)N (50), can be
considered, though we have not tested them on our in-cell
NMR samples yet.

15. We recommend repeatedly monitoring the stability of the
E. coli samples by 2D 1H-15N HSQC spectra followed by
plating colony tests, which allows for a comparison between
the initial and current health of the cells.

With the nonlinear sampling scheme the duration of each
3D experiment is reduced to 2–3 h. Repeat the measurement of
each 3D experiment several times interleaved with a short 2D
1H-15N HSQC experiment used to monitor the condition of
the sample. Combine these 3D data to generate a new data set
with improved signal-to-noise ratio up to the point that the 2D
spectra exhibit significant changes.

16. These results were corroborated by SDS-PAGE, demonstrating
that the contribution of extracellular protein to the observed
signals is negligible.
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Chapter 3

In-Cell NMR in Xenopus laevis Oocytes

Rossukon Thongwichian and Philipp Selenko

Abstract

For the purpose of studying IDPs inside cells of higher organisms, several eukaryotic in-cell NMR systems
have been developed over the past years. In this chapter we will focus on high-resolution in-cell NMR
applications in Xenopus laevis oocytes, the first eukaryotic cellular model system to be established.
In contrast to prokaryotic in-cell NMR samples, eukaryotic in-cell NMR specimens are prepared by
cytoplasmic delivery of an exogenously produced, isotope-labeled protein into the non-isotope-labeled
environment of the respective “host” cell. In-cell NMR applications inXenopus oocytes rely on intracellular
sample deposition by direct microinjection into the oocyte cytoplasm. Here, we describe the preparation of
oocyte in-cell NMR samples for IDP studies in this cellular model environment.

Key word: Xenopus laevis oocytes

1. Introduction

In-cell NMR applications in eukaryotic cells enable high-resolution
investigations of IDPs in cellular environments that exhibit many of
the biological activities typically encountered in higher organisms
(1). While NMR experiments that are typically employed to study
IDPs in vitro are essentially the same than for in-cell NMR studies,
Chapters 3–6 outline different protocols for protein delivery into
eukaryotic cells, rather than specific NMR methods. These can
roughly be divided into two parts: Protein delivery protocols
for large amphibian cells (this chapter) and protein transduction
methods for very much smaller, mammalian cells (Chapters 4–6).
Especially with regard to IDP studies addressing the structural
in vivo effects of posttranslational protein modifications (PTMs),
eukaryotic in-cell NMR methods offer unique advantages over
prokaryotic in-cell NMR measurements. Because the proteins to
be delivered into the eukaryotic cellular environment are
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recombinantly produced in bacteria, they effectively lack the PTMs
that are characteristic for many eukaryotic IDPs (2). Upon intracel-
lular sample deposition, endogenous cellular enzymes “realize” this
PTMdeficiency and actively establishmissingmodifications, guided
by the specific conditions of the respective cellular settings. In this
way, IDPs “receive” physiologically relevant sets of PTMs the estab-
lishments of which-, and their structural consequences-, are directly
observable by time-resolved in-cell NMR experiments (3).

Oocytes from the African clawed frog Xenopus laevis have long
served as a standard cellular model system in many areas of biology
(Fig. 1a) (4). Their large size (~1 mL cell volume) enables the direct
delivery of biological compounds such as RNA, DNA or proteins
by simple microinjection (Fig. 1b). Because isotope labeling occurs
in a different cellular environment than the actual in-cell NMR
measurements (i.e., E. coli versus X. laevis oocytes, respectively),
no background labeling artifacts are encountered. While Xenopus
oocytes may not represent a truly native cellular context for many
eukaryotic IDPs, their general physical properties in terms of mac-
romolecular crowding and cellular viscosity closely resemble most
other eukaryotic cells. In that sense, crowding induced changes in
IDP conformations for example, are likely to also occur in this
cellular setting (5). In addition, Xenopus oocytes are naturally
cell-cycle synchronized. In the ovary lobe of female frogs, oocytes
mature into stage VI cells and arrest at the G2/M boundary of the
first meiotic division. During oocyte to egg maturation, a hormonal
trigger activates the synchronized progression through both mei-
otic cycles, until all cells arrest in metaphase of meiosis II. Concom-
itant changes in cellular PTM activities are uniformly displayed in all
cells, which allows for “discrete” PTM studies even when multiple

Xenopus Oocyte Injection

a b

Animal Hemisphere

Vegetal Hemisphere

Fig. 1. (a) The African clawed frog Xenopus laevis and its oocyte cells. A thin-section, low-resolution microscopy image of a
single oocyte (HE stained) depicts the large degree of macromolecular crowding in the oocyte cytoplasm. The cell nucleus
occupies about 20 % of the total cell volume. The close-up view shows the nuclear envelope boundary that separates the
cell nucleus from the cytosol. (b) Schematic representation of the spherical structure of the Xenopus oocyte. The darkly
pigmented animal pole is clearly separated from the brightly colored vegetal hemisphere. Oocyte in-cell NMR samples are
prepared by microinjection of isotope-labeled proteins into the cellular cytoplasm.
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cells are used. Furthermore, concerted cell-cycle progression can be
activated in vitro by the addition of the hormone progesterone
(PG), which renders this system an important laboratory tool for
studying cell-cycle dependent signaling pathways and cellular
kinase activities (6). In-cell NMR studies of biomolecules in Xeno-
pus oocytes have been performed on folded (3, 7, 8) and natively
unfolded proteins (9), as well as on RNA and DNA (10). Detailed
descriptions of oocyte in-cell NMR sample preparations have been
reported in these papers and also in (11). The goal of this chapter is
to provide an updated manual that comprehensively integrates the
experimental advances made over the recent years in the prepara-
tion of in-cell NMR samples employing Xenopus laevis oocytes.

2. Materials

1. Equipment: The protocol assumes that access to Xenopus laevis
frogs is available and that proper animal care and safety proto-
cols are obeyed at all times. Institutional licenses for housing
and manipulating frogs must be in place. A standard laboratory
setup for surgically removing oocytes and for manipulating
oocytes by microinjection is needed. This includes a glass cap-
illary puller to prepare injection needles (or access to a com-
mercial vendor), a dissecting microscope with a built-in
micrometer scale, and a standard pneumatic oocyte injection
device (Harvard Instruments). Alternatively, large-scale oocyte
manipulations can be performed with fully automated injection
robots like the Roboinject™, or Robocyte™ (Multichannel
Systems). In addition, standard laboratory equipment for
recombinant protein production and purification, including a
fast protein liquid chromatography (FPLC) system, is needed.
Access to high-field (>500MHz) solution-state NMR spectro-
meters must be available.

2. Pregnant mare serum gonadotropin (PMSG, Sigma Aldrich,
USA).

3. Anesthetizing buffer, AB: 1 L of 0.25 mM Na2CO3 + 1 g of
Tricaine mesylate, TMS.

4. OR2 buffer 82.5 mM NaCl, 2.5 mM KCl, 1 mM MgCl2,
5 mM HEPES, pH 7.6.

5. ND96 buffer 96 mM NaCl, 2 mM KCl, 1.8 mM CaCl2 � 2
H2O, 1 mM MgCl2 � 6H2O, 5 mM HEPES, pH 7.6.

6. Collagenase (Sigma Aldrich, USA).
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3. Methods

3.1. Recombinant

Protein Expression

and Purification

1. Express the protein of interest recombinantly, incorporating
the NMR-active isotope label or labels. Commonly, the gene
encoding the protein of interest is inserted in a T7 inducible-
expression vector transformed into BL21 (DE3) E. coli cells.
Grow bacteria in labeled growth medium to an OD600 of 0.6
and induce expression with IPTG (see Note 1).

2. Purify the protein using standard protein chromatography
steps (see Note 2).

3. Concentrate the pure protein to ~1 mM using a centrifugal
filter unit, or any other appropriate device (see Note 3).

3.2. Oocyte Preparation 1. For microinjections, prime female frogs with 0.5 mL of
200 U/mL PMSG between 2 and 5 days prior to harvesting
the oocytes (see Note 4).

2. Anesthetize frogs by placing them in 1 L of AB for 20 min. All
subsequent steps of this section should be carried out at 18 �C.

3. Make a small incision through the abdominal tissue and remove
the ovary lobes with forceps.

4. Suture the incision closed and allow the frogs to recover in
isolation for 24 h before returning them to a communal tank
(see Note 5).

5. Place the freshly harvested ovaries in a glass Petri dish filled
with OR2 buffer.

6. To remove the vascular follicle layer that surrounds the oocytes
prior to injections, incubate ovaries in OR2 supplemented with
5 % Collagenase, 1 % Trypsin inhibitor and 1 % BSA for 2 h on a
rocking platform (see Note 6).

7. Decant collagenase solution and wash oocytes several times in
OR2 until the final solution is no longer turbid.

8. Wash twice with ND96.

9. Manually sort out healthy looking stage VI oocytes. Allow cells
to recover for 3–6 h in ND96 buffer prior to microinjection
(see Note 7).

3.3. Oocyte

Microinjection

1. Pull glass injection needles with apertures of 15 mm or greater
(see Note 8).

2. Centrifuge the concentrated protein sample for 10 min at
20,000 � g in a tabletop centrifuge at 4 �C to pellet any
particular matter or precipitate that might otherwise clog the
injection needle (see Note 9).
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3. Mount the glass needle on the pneumatic injection device and
calibrate by dispensing individual drops of protein sample in
mineral oil. Measure the drop diameter under a microscope
using the built-in micrometer scale. Choose injection-time and
-pressure settings that yield injection volumes of 50 nL, or less
(see Note 10).

4. For microinjections, seed prepared oocytes onto injection
grids. Align cells with identical orientations in order to allow
for rapid injections and comparable settings for needle pene-
tration and sample deposition. These manipulations are carried
out under a dissecting microscope.

5. Penetrate the immobilized oocytes at the equatorial plane
separating the animal and the vegetal hemisphere of the cell
with the injection needle. After sample deposition, withdraw
the needle with equal precision and care.

6. Upon completion of oocyte injections, inspect all manipulated
cells for the degree of incision and sort out any obviously
damaged cells. Allow cells to recover for a minimum of 3 h
(see Note 11).

7. Alternatively, oocyte manipulations can be carried with fully
automated injection devices (see Note 12).

8. Following injections, transfer the oocytes to a large glass Petri
dish. Wash cells thoroughly five times with excess volumes
of ND96 at 45 min intervals and allow them to recover for at
least 3 h.

3.4. Loading the

NMR Tube

1. Transfer the injected oocytes to ND96 buffer containing 10 %
D2O.

2. Fill a Shigemi™NMR tube with ND96/D2O buffer (see Note
13). Carefully collect the oocytes with a pipette and add them
individually to the tube, allowing them to sediment by gravity.
Occasionally swirl the tube to ensure optimal settling and
packing.

3. Count the number of oocytes per NMR sample and note the
resulting volume of the specimen, as this will enable the accu-
rate correlation of the effective NMR concentration (CNMR) to
the intracellular concentration (CCell) of the injected protein
(see Note 14).

4. Proceed to the NMR spectrometer for in-cell NMR recordings
(see Note 15).

5. Protein leakage from Xenopus oocytes should be assessed
before-, and after in-cell NMR experiments. Carefully decant
oocyte buffer and check for the presence of injected protein in
the supernatant by Western blotting (12).
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4. Notes

1. The concentration of IPTG, the induction temperature, and
the duration of the induction can all be varied to find optimal
conditions for maximal, soluble protein expression. The vol-
ume of cells required depends entirely on the protein yield; a
singleXenopus oocyte in-cell NMR sample will typically require
in excess of 2.5 � 10�8 mol of pure protein (~0.5–1 mM).
Detailed protocols for recombinant protein expression and
purification (13), as well as for stable-isotope labeling for
NMR purposes (14), are available elsewhere.

2. Large affinity or fluorescent tags, such as GST, MBP, or GFP,
are not recommended unless a specific protease cleavage site is
introduced enabling the subsequent removal of the tag. Com-
monly used proteases include Factor X and TEV. Small peptide
tags, especially hexahistidine, appear relatively innocuous in
Xenopus oocytes, but will yield NMR resonances similar to
those of IDPs and may obscure some chemical shifts of interest.
Choose the final protein buffer considering the physiology of
the oocytes and the need to keep the protein soluble. A good
starting point is 50 mM sucrose, 150 mM NaCl, 25 mM
HEPES, pH 7.5, 1 mM DTT.

3. Remember that subsequent injection steps will dilute the pure
protein by a factor of ~20 upon oocyte delivery. This number is
based on the notion that 50 nL of protein are injected into a cell
volume of ~1 mL. Thus, if ~50 mM are envisaged as an arbitrary
target for the effective concentration of the in-cell NMR sam-
ple (CNMR), the oocyte experiment will require a starting pro-
tein concentration of at least 1 mM.

4. Alternatively, oocytes can be obtained without hormone
priming. This is especially suitable during northern hemisphere
winter months (X. laevis is an amphibian from South Africa and
its intrinsic “seasonal” clock suggests a favorable summer cli-
mate when in fact winter prevails in the northern hemisphere).
Oocyte quality may vary greatly from frog to frog. It is therefore
suggested to hormone prime a couple of individuals in order to
only select the best oocytes. On average, the number of healthy
stage VI oocytes that can be obtained from a single frog, usually
several hundred, suffice for multiple in-cell NMR experiments.

5. Oocytes are essentially prepared as described in ref. 15. This
protocol represents the most up-to-date version of classical
oocyte preparation routines (4). Frogs can also be sacrificed
after oocyte removal, if laboratory regulations permit to do so.

6. Alternatively, the follicle layer can be removed by manually peel-
ing it off under a dissecting microscope (16). This procedure
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requires considerable practice and is quite time-consuming.
The advantages over treating with collagenase are that follicle
removal is complete, the oocytes are typically healthier, and com-
ponents of the extracellular membrane have not undergone as
harsh a treatment (which might not be critical for in-cell NMR
measurements of intracellular proteins).

7. Stage VI oocytes are easily identified as the largest oocytes in
the population, and they are typically healthy when the darkly
pigmented hemisphere (the animal pole) appears rich and uni-
formly colored. About 200 oocytes are needed for a single in-
cell NMR experiment. ND96 buffer can be substituted with
MBS buffer, without calcium (88 mMNaCl, 1 mMKCl, 1 mM
MgSO4, 2.5 mM NaHCO3, 5 mM HEPES, pH 7.55) at any
stage of the oocyte preparation.

8. Concentrated protein solutions are typically more viscous than
RNA that is most often injected into Xenopus oocytes. There-
fore, the aperture of the needle needs to be wide enough to
allow the protein solution to pass through while also small
enough to minimize the trauma inflicted upon the oocytes.
The aperture diameter should be determined empirically for
each protein. Alternatively, pre-pulled needles can be obtained
from commercial sources and have been found to consistently
yield highly reproducible results, especially when used in com-
bination with robotic injection devices (11, 17).

9. Some IDPs are aggregation prone and the highly concentrated
injection solution may result in the formation of insoluble
precipitates. Sedimentation of those species by an additional
centrifugation step alleviates clogging problems. This step is
particularly important when working with IDPs.

10. Most dissecting microscopes contain built in micrometer
scales, visible through the ocular, which are used to determine
the drop volume by employing the arithmetic diameter–vo-
lume relation assuming a perfect sphere shape (18).

11. Sakai et al. have reported the coinjection of an inert fluoro-
scopic dye in order to visually inspect for sample leakage (19).
Possible dye binding to the protein of interest should first be
ruled out by in vitro NMR measurements of a dye–protein
mixture.

12. These systems can be employed to perform large-scale manip-
ulation routines within a minimal amount of time (<2 min
per 96-well plate). Mount pre-pulled injection needles
(#38GC100TF-10, nozzle aperture ~15 mm, Multi Channel
Systems) on a “standard” pneumatic oocyte injection device for
sample loading through the needle tip and conventional drop-
volume calibration in mineral oil. We found that this approach
was superior to “back-loading” via the larger needle opening at
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the mounting end, as the formation of trapped air bubbles is
consistently avoided. Transfer the injection needle containing
the labeled protein sample onto the injection arm of the robotic
injection device and lock 96-well plates, containing one oocyte
cell per well, onto the injection platform. Align the injection
needle and 96-well plate manually according to the manufac-
turer’s instructions. Automated injection procedures are typi-
cally carried out with settings of 0.1 bar holding pressure,
0.7 bar injection pressure, 200 ms injection time, and
500 mm injection depth, which corresponds to calibrated sam-
ple volumes of 50 nL per oocyte/injection (STD �10 % or
�5 nL).

13. Bodart et al. have reported the usage of 20 % Ficoll in the final
in-cell NMR buffer (9). The higher overall density of this
solution significantly enhances the time span over which
oocytes maintain their intact morphology. This appears to be
due to reduced packing damage. Do not insert the Shigemi™
plunger, nor remove the excess buffer from the NMR tube for
the in-cell experiment.

14. The effective NMR concentration (CNMR) of the final in-cell
NMR sample will be determined by the intracellular concen-
tration of the “delivered” protein (CCell), the number of cells in
the NMR sample (NCell, typically 200), their cell volume (VCell,
1 mL on average), the final NMR sample volume (VNMR, typi-
cally 250 mL), and the corresponding volume dilution factor,
VDF (VNMR/VCell � NCell). For Xenopus oocytes the VDF is
usually 1.25. According to CNMR � VNMR ¼ CCell � (VCell �
NCell) the effective NMR concentration can be calculated as
CNMR ¼ CCell/VDF. For example, in order to obtain a spec-
trum with an effective NMR concentration (CNMR) of 10 mM
of isotope labeled protein in 250 mL of NMR sample volume
(VNMR), for 200 cells (NCell) with an average cell volume (VCell)
of 1 mL a total intracellular protein concentration (CCell) of
12.5 mM of isotope-labeled IDP must be reached. Given the
dilution factor upon oocyte injection (50 nL injection volume
into 1 mL of cell volume, i.e., ~20) the protein concentration in
the injection needle has to be 250 mM.

15. Oocyte in-cell NMR samples are inherently inhomogeneous.
For this reason, any attempts to shim the sample will be unsuc-
cessful and should be omitted altogether. NMR pulse calibra-
tions are best set up by fast one-dimensional heteronuclear
correlation experiments varying the individual pulse lengths
in small increments. Due to the high viscosity of the intracellu-
lar environment, pulses are typically longer than for pure
in vitro samples (although this increase in pulse lengths is
typically less drastic for IDPs with high internal mobility).
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Chapter 4

In-Cell NMR in Mammalian Cells: Part 1

Beata Bekei, Honor May Rose, Michaela Herzig, Alexander Dose,
Dirk Schwarzer, and Philipp Selenko

Abstract

Many mammalian IDPs exert important biological functions in key cellular processes and often in highly
specialized subsets of cells. For these reasons, tools to characterize the structural and functional character-
istics of IDPs inside mammalian cells are of particular interest. Moving from bacterial and amphibian in-cell
NMR experiments to mammalian systems offers the unique opportunity to advance our knowledge about
general IDP properties in native cellular environments. This is never more relevant than for IDPs that
exhibit pathological structural rearrangements under certain cellular conditions, as is the case for human
a-synuclein in dopaminergic neurons of the substantia nigra in the course of Parkinson’s disease, for
example. To efficiently deliver isotope-labeled IDPs into mammalian cells is one of the first challenges when
preparing a mammalian in-cell NMR sample. The method presented here provides a detailed protocol for
the transduction of isotope-labeled a-synuclein, as a model IDP, into cultured human HeLa cells. Cellular
IDP delivery is afforded by action of a cell-penetrating peptide (CPP) tag. In the protocol outlined below,
the CPP tag is “linked” to the IDP cargo moiety via an oxidative, disulfide-coupling reaction.

Key words: Cell-penetrating peptides, Disulfide coupling, Alpha-synuclein, HIV-Tat, HeLa cells

1. Introduction

Although isotope-labeled IDPs can in principle be microinjected
intomammalian cells, such procedures are hardly feasible in practice
because millions of cells would need to be individually manipulated
in order to produce a single in-cell NMR sample (mammalian cells
are typically several orders of magnitudes smaller than Xenopus
oocytes). For this reason, all mammalian in-cell NMR applications
today exploit protein delivery schemes that target many cells in
parallel, and in a batch-like manner. In essence, two different pro-
cedures for intracellular protein transduction have been described
for in-cell NMR applications in mammalian cells (1, 2). The first
takes advantage of the unique properties of cell-penetrating peptide
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(CPP) tags (1). The second exploits bacterial pore-forming toxins
that will be discussed in the next chapter (2).

CPPs come in many different flavors (3). They usually comprise
10–15 amino acid residues, are rich in basic amino acids, sometimes
occur in the form of an amphipathic alpha-helix (4), and have the
ability to translocate through biological membranes (5, 6). For
these reasons they are often employed as “carrier peptides” to
deliver biomolecules into live cells (Fig. 1a). A CPP–cargo con-
struct can be produced several ways. In the following sections, we
will describe the coupling of a synthetic CPP to a recombinantly
produced cargo IDP (specifically human a-synuclein). Coupling is
achieved via engineered cysteines in the CPP-, and cargo protein
moieties. As this method involves the separate production of the
CPP and the cargo protein, it offers several advantages for in-cell
NMR experiments. First, only the IDP portion can be prepared in
an isotope-labeled form and thus constitutes the only detectable
species in the in-cell NMR experiment (the CPP remains “invisi-
ble”). Second, because the CPP is coupled to the IDP in a separate
reaction, a number of different CPPs can be prepared in advance
and then coupled to the IDP cargo of interest to quickly assess
the best CPP–cargo combination for optimal protein delivery
(see below). Third, because the method described here involves
CPP production by chemical solid-phase peptide synthesis (SPPS),
additional chemical entities like a fluorescence label, a biotin tag, or
a sulfhydryl activating group, can easily be incorporated and
exploited to verify cellular uptake (see Chapter 6). Fourth, once
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Fig. 1. (a) Schematic representation of CPP-mediated protein delivery into mammalian cells. CPP–cargo transduction
mostly occurs via endosomal uptake routes. Once released into the reducing environment of the cytoplasm, the CPP–cargo
disulfide bond is broken. This leads to the accumulation of free cargo in the cytoplasm of the host cell. (b) Outline of
CPP–cargo constructs employed in this study. Cargo protein (a-synuclein) was produced with N- or C-terminal cysteines
that are used for disulfide coupling to the CPP. The inclusion of a fluorescence label enables assessment of CPP–cargo
coupling efficiency and intracellular protein uptake. (c) Structure of the HIV-Tat (CPP) construct described in this protocol
(MW 2.4 kDa). The peptide is modified to include a N-terminal S-3-nitro-2-pyridinesulphenyl (Npys) activated cysteine and
C-terminal Fluorescein (lExcitation 492 nm, lEmission 517 nm).
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the CPP–cargo has been successfully delivered into mammalian
cells, the reducing environment of the cytoplasm breaks the disul-
fide bond between the CPP and the cargo and thereby ensures
efficient cargo release. Alternative CPP “coupling” methods such
as the recombinant production of a single CPP–cargo fusion pro-
tein will not be discussed.

CPPs mediate cellular protein transduction by different
biological mechanisms and by different uptake routes (7–11).
Thus, for any given CPP–cargo–cell line combination, uptake effi-
ciencies may vary greatly (12). In most instances, the choice of
cargo protein and cell line to be targeted is given by the nature of
the research project. Therefore, the choice and design of the
CPP–cargo construct should be evaluated carefully. As the method
presented here may be applied to different CPPs and IDPs we have
chosen general terms throughout the protocol. In our case,
“cargo” refers to isotope-labeled human alpha-synuclein that has
been engineered to contain a N- or C-terminal cysteine residue to
which the CPP can be coupled (Fig. 1b). “CPP” refers to SPPS
synthesized HIV-Tat (aa 47–57) containing a fluorescein dye and a
S-3-nitro-2-pyridinesulphenyl (Npys) activating group to enhance
the coupling efficiency (Fig. 1c).

2. Materials

1. Equipment: The following protocol assumes that standard
laboratory equipment for recombinant protein production
and purification, including a fast protein liquid chromatogra-
phy (FPLC) system, is available. In addition, CPP synthesis
requires a SPPS setup including a reversed-phase high-pressure
liquid chromatography (HPLC) system, or access to a commer-
cial peptide production facility. Cell culture equipment for
maintaining and manipulating mammalian cells, including a
sterile workbench, a CO2 incubator and a basic tissue culture
microscope are needed. Access to high-field (>500 MHz)
solution-state NMR spectrometers must be available.

2. Cargo: Cargo proteins should contain single cysteines at either
the N- or the C-terminus. Cysteines that are part of the cargo
protein sequence may also be used for coupling. The cargo
protein should be available in an appropriately isotope-labeled
form for the envisaged in-cell NMR experiment. Detailed pro-
tocols for recombinant protein expression and purification (13),
as well as for stable-isotope labeling for NMR purposes (14) are
described elsewhere.

3. CPP: TheCPP to be coupled to the cargo proteinmust contain a
cysteine residue that is preferably S-3-nitro-2-pyridinesulphenyl
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(Npys) activated. An additional fluorescence dye can be
incorporated for convenient in-cell detection by microscopy
methods (see Chapter 6). Other chemical entities like a Biotin
tag for example, can also be added.

4. CPP coupling buffer (CB): 20 mM Phosphate or 50 mM
HEPES, 150 mM NaCl, pH 7.0.

5. Appropriate gel-filtration (size-exclusion) and ion-exchange
columns (GE Healthcare, USA).

6. SDS-PAGE equipment.

7. Coomassie Blue staining solution.

8. Immobilized-TCEP reducing column (Thermo scientific,
USA, Meridian Rd.).

9. Suitable cell culture medium for HeLa cells: Complete DMEM
(low Glucose, 5 mM Glutamine, 10 % Fetal Bovine Serum,
(FBS) (PAA Laboratories, Canada)).

10. Phosphate buffered saline (PBS), cell culture grade, without
Calcium/Magnesium (PAA Laboratories, Canada).

11. 6-Well cell culture plates/T175 cell culture flasks.

12. 0.25� Trypsin-EDTA (PAA Laboratories, Canada).

13. Low melting agarose (USB Affymetrix, USA, California).

14. In-cell NMR buffer: DMEM (serum-free), 5 mM HEPES, pH
7.2, 90 mM D-glucose, 5 % D2O, or DMEM (serum-free),
10 % D2O.

15. RIPA buffer (denaturing): Tris 50 mM, NaCl 150 mM, 0.1 %
SDS, 0.5 % Na-Deoxycholate, 1 % Triton X 100 or NP40,
protease inhibitors.

16. Hemocytometer.

3. Methods

3.1. CPP–Cargo

Coupling
1. Before starting the procedure, carefully assess the required num-

ber of mammalian cells to prepare the in-cell NMR sample (see
Note 1), the target volume of the final in-cell NMR sample
(see Note 2) and the target concentration of the isotope-labeled
protein inside the cells (see Note 3).

2. Produce the CPP by SPPS. Extend the CPP sequence by a N-
or C-terminal S-3-nitro-2-pyridinesulphenyl (Npys) activated
cysteine. Reversed-phase HPLC purify the CPP. 10–40 mg of
lyophilized CPP is needed as a starting material for a single
in-cell NMR sample (see Note 4).
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3. Produce NMR isotope-labeled, recombinant cargo protein.
The cargo protein must contain at least one cysteine residue
for CPP coupling. This can also be engineered by mutagenesis
(preferable at theN- or C-terminus of the protein). The cysteine
residue must be in a reduced state (i.e., as sulfhydryl) prior
to coupling. The required concentration of cargo protein before
coupling is ~2 mM in a total volume of 2 mL CB (see Note 5).

4. Initially test CPP–cargo coupling efficiencies in small-scale
experiments. Non-isotope-labeled cargo proteins may be used
at this point. For small-scale coupling trials, reduce all volumes
indicated below by a factor of 10.

5. Dissolve CPP to a final concentration of 4 mM in 2 mL of CB,
adjust pH to 7.0 (see Note 6).

6. Mix 2 mL CPP and 2 mL cargo stock solution (2 mM). The
CPP will be in ~4-fold molar excess over the cargo protein (see
Note 7).

7. Incubate the coupling reaction at room temperature (RT) for
10–60 min. Note that steps 5–7 will require optimization to
ensure preferential formation of the desired CPP–cargo prod-
uct (see Note 8).

8. Determine coupling efficiency by running a nonreducing SDS-
PAGE (Fig. 2) (see Note 9).

9. Optimize coupling conditions accordingly and proceed to large
scale coupling reaction (step 5).

10. After coupling, concentrate CPP–cargo mixture to a final vol-
ume of 2 mL using a centrifugal filter unit, or any other
appropriate device.

11. Apply and separate by size-exclusion chromatography (see
Note 10).

12. Collect fractions containing the desired CPP–cargo and further
purify by ion-exchange chromatography (see Note 11).

13. Concentrate CPP–cargo to 1 mM (~2 mL) (see Note 12).

3.2. Cellular CPP–Cargo

Delivery

1. To determine the efficiency of cellular CPP–cargo delivery, small-
scale trials are carried out first. Seed 2.5–3 � 105 cells per well in
a 6-well plate (surface area 9.6 cm2/well) (see Note 13).

2. Incubate cells for 24 h in complete DMEM at 37 �C in a CO2

incubator. Cells should be ~80 % confluent at the beginning of
the experiment (~5–6 � 105 cells) (see Note 14).

3. Optional Remove culture medium and wash twice with PBS
(3 mL/well). Add 0.5 mL/well of 50–250 mM Pyrenebutyrate
(PA) in PBS. Incubate for 3–10 min at 37 �C (see Note 15).

4. Add 0.5mL/well of serial CPP–cargo dilutions (0.05–0.5mM)
in prewarmed PBS to test for optimal uptake concentrations.
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5. Incubate cells with CPP–cargo mixtures for 10–60 min at
37 �C in a CO2 incubator (see Note 16).

6. Optional Cellular CPP–cargo incubations can be repeated mul-
tiple times for enhanced protein uptake. If this option is cho-
sen, allow cells to recover for 1 h in complete DMEM at 37 �C
in between the individual incubation steps (see Note 17).

7. Remove and collect CPP–cargo solution and wash cells twice
with prewarmed PBS. Add fresh complete DMEM and allow
cells to recover for 1 h at 37 �C in aCO2 incubator (seeNote 18).

8. Determine cellular CPP–cargo uptake by semiquantitative
Western blotting of lysates prepared from manipulated cells,
or by suitable alternative methods (see Note 19).

3.3. In-Cell NMR

Sample Preparation

1. Once optimal delivery conditions have been found, the protein
transduction procedure is scaled up for in-cell NMR sample
preparation. To this end, seed 4–5 � 106 cells in one T175 cell
culture flask. (It should be noted that a fluorescent tag is not
necessarily desired on the CPP–cargo construct used for the
final in-cell NMR sample preparation).
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Fig. 2. Assessment of CPP–cargo coupling efficiencies by nonreducing SDS-PAGE. Top
panel: Coomassie stained PAGE of C-, or N-terminal cysteine a-synuclein (AS)/CPP
coupling reactions. Lanes 1 are AS input samples. Differences in AS/CPP coupling
efficiencies and levels of CPP–CPP dimers are readily discerned for coupling reactions at
37 �C with incubation times of 10 min (lane 2 ), 30 min (lane 3 ) ,and 1 h (lane 4 ). Reactions
at 4 �C, ranging from 10 min (lanes 6 and 7 ) to 1 h (lane 5 ) display similar differences in
coupling efficiencies. The control lane at the far right (ctrl) indicates the extent of CPP–CPP
dimer formation in the absence of AS (37 �C for 1 h). The bottom panel shows the same
PAGE under UV illumination. The CPP moiety contains the fluorescein label (CPP*).
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2. Incubate cells for 24 h in complete DMEM at 37 �C in a CO2

incubator. Cells should be ~80 % confluent at the beginning of
the experiment (~0.8–1 � 107 cells).

3. Replace medium with 4 mL/flask prewarmed PBS, containing
CPP–cargo at the concentration that was determined to yield
the best protein uptake results.

4. Incubate cells with CPP–cargo under optimized conditions
(see Note 20).

5. Remove and collect CPP–cargo solution and wash cells twice
with prewarmed PBS. Add fresh complete DMEM and allow
cells to recover for 1 h at 37 �C in a CO2 incubator.

6. In order to transfer the manipulated cells to the NMR tube,
they first have to be detached from the cell culture flask. Wash
once with prewarmed PBS to remove FBS.

7. Incubate with 4 mL (minimal surface volume) 0.25 % Trypsin/
EDTA in prewarmed PBS for 3 min (see Note 21).

8. Detach cells by tapping the side of the cell culture flask.

9. Add 20 mL (5� volume) prewarmed complete DMEM to
inactivate Trypsin.

10. Transfer the cell suspension to a 50 mL centrifugation tube.
Remove a 20 mL aliquot and sediment by low-speed centrifu-
gation (~400 � g).

11. Resuspend the pellet in 20 mL PBS and add 20 ml 0.4 % Trypan
Blue in PBS.

12. Mix cells carefully and remove 10 mL for a Trypan Blue cell
viability test using a hemocytometer (see Note 22).

13. Sediment the remaining ~24 mL of the original cell suspension
(step 10) by low-speed centrifugation (~400 � g).

14. Wash cell slurry twice in thefinal in-cellNMRbuffer (seeNote23)

15. Resuspend cells in 500 mL (or 300 mL, depending on the size of
the NMR tube) in-cell NMR buffer (see Note 24).

16. Transfer cells to the NMR tube and proceed to in-cell NMR
experiments.

17. Optional Test for protein leakage and cell viability before and
after in-cell NMR measurements as outlined in Chapter 6.

4. Notes

1. On average, 1–3 � 107 cells are needed for a single in-cell
NMR sample. This number depends on the kind of cells that
are used and on their individual cell volumes, i.e., ~2 pL for
human HeLa cells (15).
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2. The final volume of the in-cell NMR sample is determined by
the kind of NMR tube that is to be used. On narrow-bore
NMR probes, standard 5 mm (~500 mL), or Shigemi™ NMR
tubes (~300 mL) may be employed. Their difference in volume
will require different numbers of cells.

3. The effective NMR concentration (CNMR) of the final in-cell
NMR sample will be determined by the intracellular concentra-
tion of the “delivered” protein (CCell), the number of cells in the
NMR sample (NCell), their individual cell volume (VCell), the final
NMR sample volume (VNMR) and the corresponding volume
dilution factor, VDF (VNMR/VCell � NCell). According to CNMR

� VNMR ¼ CCell � (VCell � NCell) the effective NMR concen-
tration can be calculated asCNMR ¼ CCell/VDF. For example, in
order to obtain a spectrum with an effective NMR concentration
(CNMR) of 10 mM of isotope labeled protein in 300 mL of
NMR sample volume (VNMR), for 1 � 107 cells (NCell) with an
average cell volume (VCell) of 2 pL (i.e., 2 � 10�6 mL) a total
intracellular protein concentration (CCell) of 150 mM of isotope-
labeled IDP must be reached (VDF in this case is 15). It is
therefore suggested to first determine the minimum protein con-
centration that is required for suitable in vitro NMR results (i.e.,
the lower limit ofCNMR). This will define the benchmark intracel-
lular protein concentration (CCell) that has to be reached in a
defined number of cells (NCell) of volume (VCell), for satisfactory
in-cell NMR results.

4. The indicated amount of CPP starting material is based on
average yields of CPP-coupled cargos that can be obtained
with the outlined protocol. Individual coupling efficiencies,
losses during CPP–cargo purification steps and overall yields
may therefore vary for different CPP–cargo combinations.
Additional chemical entities like a fluorescence label for in-cell
detection by microscopy methods, or a biotin-tag for affinity
pull-down experiments, may be incorporated at this point.

5. The required amount of isotope-labeled cargo protein is based
on average coupling yields (>60 %). Efficient reduction of
cysteine residues is achieved by running the cargo through a
Tris(2-carboxyethyl)phosphine (TCEP) column prior to the
coupling reaction. No other reducing agents must be present
at this point.

6. Some CPPs may not be sufficiently soluble in aqueous solutions
to achieve the suggested concentration of the stock solution.
In such instances, test different pH ranges for solubilizing and
coupling.

7. A molar excess of CPP generally ensures that the desired
species, i.e., CPP–cargo is preferably formed. Ratios from 1:1
to 4:1 (CPP–cargo) are good starting points. One drawback of
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using large excess of CPP is the generation of CPP–CPP
disulfide dimers that constitute unwanted side-products and
have to be removed in turn (see below).

8. The following parameters have been shown to greatly influence
coupling efficiencies: incubation time, i.e., minutes to hours,
incubation temperature, i.e., 4–37�C, and CPP to cargo molar
ratio. These parameters should be optimized in parallel for best
coupling results.

9. To determine overall coupling efficiencies, small aliquots of the
coupling reaction are removed at different time-points and run
on a SDS-PAGE that is then stained with Coomassie Blue.
Successful coupling is assessed by the appearance of the desired
CPP–cargo protein band. Whenever the CPP contains a fluo-
rescence dye, coupling efficiency can also be determined by UV
illumination. In most instances, two protein populations will be
present: High molecular weight (MW) components, i.e.,
CPP–cargo, cargo–cargo, and uncoupled cargo and low MW
species, i.e., free CPP and CPP–CPP dimers.

10. To initially separate high-, from low-MW components (see
above) a gel filtration chromatography (GF) step is employed.
Some FLPC systems allow for detection of the emission wave-
length of the CPP fluorophore, which may assist in the identi-
fication of the CPP–cargo product. After the GF run, the high
MW fractions containing the desired CPP–cargo, as well as free
cargo molecules are pooled. Fractions containing the low MW
species, i.e., CPP and CPP–CPP dimers can be discarded.

11. In order to purify the CPP–cargo from the pool of nonreacted
cargo molecules an additional chromatography step is
employed. The positive charge of the CPP usually alters the
pI of the CPP–cargo product in a manner that is sufficient to
separate it from free cargo molecules by ion exchange chroma-
tography. The optimal loading pH and slope of the salt gradient
to elute the desired species must be experimentally determined
for best separation results. If the final eluate contains a salt
concentration above 150 mM, dialysis of the CPP–cargo solu-
tion is suggested.

12. When measuring final CPP–cargo concentrations, beware that
the presence of a fluorescence label on the CPP will necessitate
a correction factor for accurately determining the precise
amount of product by UV/VIS spectrophotometry.

13. Seeding density will vary depending on the cell line used. The
number given here is based on the average cell size of human
HeLa cells. It is generally recommended to employ cells with a
low passage number.

14. HeLa cells have an average doubling time of 24 h. Therefore,
this incubation time will vary depending on the cell line used.
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15. Incubation of cells with pyrenbutyrate (PA) has been shown to
enhance CPP–cargo uptake (16). It is recommended to per-
form initial PA toxicity tests to determine suitable PA concen-
trations and incubation times for a given cell line. The initial
PBS wash is required to remove FBS, as it will diminish PA
activity. If PA is applied, a cell recovery step (30–60 min) in
DMEM (serum-free) is suggested (1). The CPP–cargo incuba-
tion solution that is then added must also contain PA.

16. Cellular CPP–cargo uptake will vary depending the CPP–cargo
concentrations and chosen incubation times. It is therefore
advisable to optimize these parameters accordingly. In our
experience, incubation with 300 mM CPP–cargo results in
10–20 % uptake efficiency. Thus, a single incubation step yields
an intracellular CPP–cargo concentration of 30–60 mM and a
resulting effective NMR concentration (CNMR) of 4–8 mM, in a
300 mL in-cell NMR sample volume (VNMR) with 1 � 107

HeLa cells (NCell).

17. Inomata et al. have reported four rounds of CPP–cargo incuba-
tions for their mammalian in-cell NMR samples (1). They
achieved an effective NMR concentration (CNMR) of 30 mM in
200mL of NMR sample volume (VNMR). With a total number of
1 � 107 cells (NCell) this equates to an intracellular protein con-
centration (CCell) of approximately 150 mM, according to the
equationoutlined above.Assuming equal amounts of intracellular
protein deposition for every round of incubation, this relates to a
protein uptake efficiency of 15 % in each incubation step.

18. CPP–cargo solutions can be recycled for additional incubation
steps. As only 10–20 % of CPP–cargo is taken up per round of
incubation, substantial amounts of noninternalized CPP–cargo
remain present in the supernatant. This portion ofCPP–cargo can
easily be repurified by conventional chromatography methods
and reused at later points in time.

19. To prepare cell lysates for Western-blotting, add RIPA buffer
directly to the cells and detach them from the culture dish.
Separate proteins by SDS-PAGE and performWestern-blotting
according to standard protocols (17) with antibodies against
the cargo protein. Determine cellular protein uptake by com-
paring cargo signal intensities to a series of known cargo con-
centrations run on the same gel. Quantification is afforded by
commercial imaging readout software packages. Additional
methods for the quantification of CPP–cargo uptake are out-
lined in Chapter 6.

20. At this point, optimal conditions for efficient cellular
CPP–cargo uptake should be known. If PA treatment, and
multiple rounds of CPP–cargo incubations, were advantageous
for cellular protein uptake in small-scale experiments, they
should also be used here.
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21. Trypsin incubation times may vary for different cell lines. Cell
morphology/viability should be assessed at this point by bright
field microscopy. Another beneficial aspect of the Trypsin treat-
ment is the proteolytic degradation of membrane-attached, but
not internalized CPP–cargo molecules that might compromise
the in-cell NMR readout.

22. This cell count assay is used to determine overall cell viability
after CPP–cargo delivery (18). On average, more than 80 % of
the cells should score as viable (i.e., nonblue) in the Trypan
Blue assay.

23. Inomata et al. use 5 mM HEPES (pH 7.2) with 90 mM D-
glucose (supplemented with 5 % D2O) as the final in-cell NMR
buffer (1). In our hands, serum-free DMEM (10 %D2O) works
equally well.

24. Alternatively, cells can be embedded in a solid support matrix to
avoid sedimentation during the in-cell NMR experiment. This
often yields better overall in-cell NMR results. We sometimes
employ low-melting agarose as a biologically and spectroscopi-
cally inert embedding material. The low-speed centrifugation
cell pellet obtained in step 13 is resuspended in half of the final
in-cell NMR sample buffer (i.e., 250 mL or 150 mL, depending
on the size of the NMR tube). An equal volume of a 0.4 % low-
melting agarose in PBS (20 % D2O) solution (37 �C) is added.
After careful mixing of the two suspensions, the sample is trans-
ferred to the NMR tube and solidified by briefly placing it at
4 �C. The resulting 0.2 % agarosemixture is sufficient to prevent
sedimentaion of 1 � 107 HeLa cells for up to 24 h.
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Chapter 5

In-Cell NMR in Mammalian Cells: Part 2

Beata Bekei, Honor May Rose, Michaela Herzig, and Philipp Selenko

Abstract

Delivery of isotope-labeled IDPs into mammalian cells for the purpose of generating suitable in-cell NMR
samples can also be facilitated by action of pore-forming bacterial toxins. In the course of this procedure,
mammalian cell membranes are permeated for short periods of time in order to enable the influx of
exogenous proteins via a concentration gradient between the outside and the inside of the targeted
“host” cells. In contrast to CPP-mediated IDP uptake, toxins offer the advantage that cellular protein
transduction does not rely on active biological processes like endocytosis, but on simple passive diffusion.
Therefore, proteins that are to be delivered into mammalian cells are not required to contain additional
“targeting” sequences, and can be employed in their native contexts. The protocol outlined here employs
isotope-labeled human a-synuclein, adherent human HeLa cells, and the Streptococcus pyogenes endotoxin
Streptolysin O (SLO).

Key words: Pore-forming toxins, Streptolysin O, a-Synuclein, HeLa cells

1. Introduction

In the previous chapter we outlined a protocol for cellular IDP
transduction via the HIV-derived cell penetrating peptide, Tat.
Here, we present an alternative method for IDP delivery that
exploits the cell permeating properties of the pore-forming toxin
Streptolysin O (SLO). Cellular uptake of exogenous protein mate-
rial by action pore-forming toxins offers the possibility to deliver
isotope-labeled purified IDPs into the cytoplasm of live cells with-
out the need to first couple the protein to a carrier molecule (i.e., a
cell penetrating peptide).

Streptolysin O is a bacterial endotoxin produced by Streptococcus
pyogenes. The biological function of this and other toxins is to perfo-
rate mammalian cell membranes in the course of the bacterial
infection cycle and to thereby destabilize host cell integrity (1).
Pore-forming toxins can be categorized according to the tertiary
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protein structures into which they fold upon plasma membrane
insertion, and based on their different membrane binding character-
istics (2, 3). SLO is a member of the cholesterol-dependent cytolysin
(CDC), b-pore forming toxin family (4). It is secreted in a mono-
meric form and assembles into barrel-like structures upon contact
with cholesterol-containing membranes (5). The resulting homooli-
gomeric, amphipathic pores extend well into the host membrane and
lead to severe cellular leakage (6). In essence, these toxin pores
produce an open passage between the intracellular and extracellular
compartment, through which molecules may move in a concentra-
tion gradient-dependent manner (Fig. 1a) (7). At high concentra-
tions, pore-forming toxins cause irreversible membrane damage and
cell death by lysis. When applied at subcytolytic concentrations, cells
are typically able to recover from such injuries through a series of
homeostatic responses that quickly reseal the perforated membranes
(8). Upon mild SLO exposure for example, cellular recovery is
accomplished in less than 1 h and via mechanisms that also involve
cell-surface patching with membranes from intracellular organelles
such as lysosomes, endosomes, and in some instances the Golgi
apparatus (9). It is therefore the sizes of the pores formed by SLO
(diameters between 25 and 30 nm) and the ability to promote
membrane recovery through the re-establishment of cellular calcium
homeostasis that enables this toxin to be exploited for the delivery
of different biological macromolecules (10–14). The treatment of
mammalian cells with even small amounts of a pore-forming toxin
like SLO does, however, bear some risks. For the purpose of
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Fig. 1. (a) Schematic representation of Streptolysin O (SLO)-mediated protein delivery into mammalian cells. SLO forms
homooligomeric, amphipathic pores in mammalian plasma cell membranes, through which proteins can enter into the
cytoplasm along a concentration gradient. After protein delivery, cell membranes are resealed with Ca2+-containing buffer
solutions. (b) Assessment of cellular a-synuclein (AS) uptake and overall cell viability for the SLO-mediated protein delivery
protocol by Flow Cytometry (FCM) (left image). Scatter plot analysis of untreated HeLa cells (black) and of 50 ng/mL SLO-,
200 mM AS- (Atto647-labeled) treated HeLa cells (gray). 78 % of the cells contain AS and are viable (lower right quadrant,
boxed). 18 % of the cells contain AS but are not viable (upper right quadrant). 3 % of viable cells (lower left quadrant) and
0.2 % of dead cells (upper left quadrant) do not contain AS. The overlay of transmission and fluorescence live cell
microscopy images of HeLa cells treated with 50 ng/mL SLO and 200 mM AS (Atto647-labeled, bright white color) is shown
on the right.
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generating a suitable mammalian in-cell NMR specimen, a fine
balance between efficient protein transduction and cellular toxicity
has to be found (Fig. 1b). Additionally, aberrant activation events of
intracellular signaling pathways, as well as changes in epigenetic
modification states, have to be considered. Both types of unwanted
“side-effects” have been reported for SLO treated cells (15–18).
Therefore, the SLO delivery method described here may be less
suitable for in-cell NMR analyses of biological events that require
more unperturbed cellular settings. While this protocol focuses on
SLO-mediated protein delivery, a range of other bacterial pore-
forming toxins have been employed for controlled cell permeabili-
zation (2, 19, 20). We detail the delivery of a-synuclein into
adherent human HeLa cells, but as this method can be adapted to
transduce different IDPs to adherent or suspension cells, we have
first specified a set of useful experiments (suitable for either cell
type) that help to optimize the overall efficiency of protein uptake.

2. Materials

1. Equipment: The following protocol assumes that standard lab-
oratory equipment for recombinant protein production and
purification, including a fast protein liquid chromatography
(FPLC) system, is available. In addition, cell culture equipment
for maintaining and manipulating mammalian cells, including a
sterile workbench, a CO2 incubator, and a basic tissue culture
microscope are needed. For optimizing SLO-mediated uptake
efficiencies and to determine cell viability and SLO toxicity, a
Flow Cytometer (FCM) and a confocal fluorescence micro-
scope are required. Access to high-field (>500 MHz)
solution-state NMR spectrometers must be available.

2. The protein to be delivered should be available in an appropri-
ately isotope-labeled form for the envisaged in-cell NMR
experiments. Detailed protocols for recombinant protein
expression and purification, as well as for stable-isotope labeling
for NMR purposes, are described elsewhere (21, 22).

3. Streptolysin O from S. pyogenes (Sigma Aldrich, USA).

4. Suitable cell culture medium for HeLa cells: Complete DMEM
(low Glucose, 5 mM Glutamine, 10 % Fetal Bovine Serum,
(FBS) (PAA Laboratories, Canada)).

5. Phosphate buffered saline (PBS), cell culture grade, without
Calcium/Magnesium (PAA Laboratories, Canada).

6. 6-Well cell culture plates/T175 cell culture flasks.

7. 0.25� Trypsin-EDTA (PAA Laboratories, Canada).
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8. 20 mM Phosphate buffer pH 7.4.

9. HBSS buffer: 137 mM NaCl, 5.4 mM KCl, 0.25 mM
Na2HPO4, 0.44 mM KH2PO4, 4.2 mM NaHCO3, 0.1 %
(w/v) D-glucose, 30 mM HEPES, pH 7.2.

10. Membrane resealing buffer: HBSS + 2 mM CaCl2.

11. N-Hydroxysuccinimide fluorescence dye (i.e., Atto647 NHS
succinimide ester, Sigma Aldrich, USA).

12. Sephadex G-25 column (GE Healthcare, USA).

13. Trypan Blue 0.4 % (Sigma Aldrich, USA).

14. Lactate dehydrogenase (LDH) Assay Kit (Abcam, USA).

15. Optional. Low melting agarose (USB Affymetrix, USA).

16. Redigrad™ solution (GE Healthcare, USA).

17. In-cell NMR buffer: Suspension cell growth medium contain-
ing 20 % D2O and 30 % Redigrad™ or serum free DMEM,
10 % D2O.

3. Methods

3.1. IDP and SLO

Stock Solutions

1. Before starting the procedure, carefully assess the required
number of mammalian cells to prepare the in-cell NMR sample
(see Note 1), the target volume of the final in-cell NMR
sample (see Note 2) and the target concentration of the
isotope-labeled protein inside the cells (see Note 3).

2. Produce isotope-labeled IDP stock solution in 20 mM Phos-
phate, 150 mM NaCl buffer (pH 7.4) at a concentration of
~1 mM in 1 mL (see Note 4).

3. Optional For optimization trials, the IDP to be delivered into
cells may be labeled with a fluorescence dye for direct intracel-
lular detection by fluorescence microscopy or Flow Cytometry
(see Note 5). The protein of interest should be purified in the
appropriate buffer for the dye-coupling reaction. Below, we
describe labeling of human a-synuclein with a lysine-
conjugated dye. Whenever fluorescence labeling is not desired
proceed to step 9.

4. Prepare 100–200 mL of 2 mg/mL of the desired dye in DMSO
(see Note 6).

5. Adjust pH with fresh NaHCO3 (1 M) according to the manu-
facturers’ instructions for optimal coupling efficiency (for most
dyes this is pH 7.8).

6. Mix 2–5 mg of the protein in 500 mL of 20 mM Phosphate
buffer, pH 7.8 with a two-fold molar excess of the dye.

7. Incubate at room temperature for 1–2 h on a shaker plate.
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8. Separate the labeled product from nonreacted dye using a
Sephadex G-25 column and measure the protein concentration
of the fluorescent product by UV/VIS spectrophotometry (see
Note 7).

9. Dissolve lyophilized SLO powder in a suitable protein buffer
(0.2–1 mg/mL) (see Note 8). This stock is further diluted to
20–50 ng/mL in HBSS buffer. 50 mL aliquots are frozen and
stored at �20 �C (avoid repeated freeze–thaw cycles). These
aliquots constitute 1,000� stocks for the recommended con-
centrations to be directly added to mammalian cells (i.e.,
20–50 ng/mL) (see Note 9).

3.2. Protein Delivery

into Adherent Cells

The goal of this section is to determine the concentrations of SLO,
and of SLO–protein mixtures that can safely be applied to mamma-
lian cells for efficient protein delivery and without adverse effects on
cell viability (see Note 10). In a first step, the maximum tolerable
SLO concentration is determined.

1. Seed 2.5–3 � 105 cells/well in a 6-well plate to test multiple
SLO concentrations in parallel.

2. Incubate the cells for 24 h in complete DMEM at 37 �C in a
CO2 incubator. The cells should be ~80 % confluent at the
beginning of the experiment (~5–6 � 105 cells).

3. Wash the cells twice with 3 mL/well of prewarmed PBS
to remove FBS (which contains Ca2+ and inhibits SLO pore
formation).

4. Wash the cells twice with 3 mL/well of ice-cold HBSS (see
Note 11).

5. Add SLO concentrations ranging from ~20 to 50 ng/mL in
500 mL/well of HBSS to the cells and incubate for 30 min at
4 �C (see Note 12).

6. Remove non-incorporated, excess SLO by washing the cells
twice with 3 mL/well of ice-cold HBSS.

7. Add 500 mL/well of fresh HBSS and incubate the cells for
30 min at 37 �C in a CO2 incubator. Once, the optimal SLO
concentration has been determined (step 5) the protein of
interest to be delivered into the cells is added to the HBSS
solution at this point (see Note 13).

8. Check for successful SLO pore-formation. This is best done
with a lactate dehydrogenase (LDH) assay, which, similar to the
Trypan Blue staining procedure described in the previous chap-
ter, is a simple test for cell membrane integrity. Specifically, this
assay is used to “quantify” successful membrane perforation by
measuring the amount of intracellular LDH that is released into
the culture medium following SLO treatment (see Note 14).
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This step can be omitted once a suitable SLO concentration has
been found.

9. Wash the cells once with 3 mL/well of ice-cold HBSS.

10. Add ice-cold membrane resealing buffer (HBSS/Ca2+,
500 mL/well), incubate for 30 min at 4 �C (see Note 15).

11. Remove HBSS/Ca2+, wash the cells twice with 3 mL/well of
prewarmed PBS.

12. At this point, check for overall cell viability. This can be done by
a second LDH assay (see above), Trypan Blue staining, or by
alternative means (see Note 16). Cell viability may also be
tested after the following recovery step (see Note 17). Once
the above routines are executed with the target IDP in place
(added in step 7) it is suggested to additionally verify cellular
protein uptake by fluorescence microscopy, Flow Cytometry, or
other appropriate methods (see Note 18).

13. Add 2 mL/well of complete DMEM and incubate at 37 �C for
1 h in a CO2 incubator.

14. Choose optimal SLO concentrations and repeat steps 7–13
including the protein to be delivered. Evaluate protein uptake
efficiency and changes in cell viability parameters (see Note 19).

3.3. Protein Delivery

into Suspension Cells

As the only other published SLO/in-cell NMR application
describes the manipulation of non-adherent mammalian cells
(human embryonal 293F kidney cells) (14), we also outline a
tailored protocol for SLO-mediated protein delivery into suspen-
sion cells. Many of the required routines are similar to the ones
outlined for adherent cells (see above).

1. To determine tolerable SLO concentrations, collect
~1.0 � 106 cells for every SLO concentration to be tested
and sediment cells by centrifugation (~400 � g).

2. Discard supernatant and transfer cell slurry to 2 mL Eppendorf
tubes.

3. Perform optimization steps as outlined in Subheading 3.2,
reducing the indicated volumes to 100–200 mL for each incu-
bation and wash step (see Note 20).

3.4. In-Cell NMR

Sample Preparation

Using Adherent Cells

1. For adherent (i.e., HeLa) cells, seed 4–5 � 106 cells in a T175
cell culture flask.

2. Incubate in complete DMEM for 24 h at 37 �C in a CO2

incubator, until the cells are 80 % confluent
(0.8–1 � 107 cells/T175 flask).

3. Wash the cells twice with 15 mL prewarmed PBS to remove
FBS (see Note 21).

4. Wash the cells twice with 15 mL ice-cold HBSS.
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5. Add determined concentration of SLO in 4 mL HBSS and
incubate the cells for 30 min at 4 �C.

6. Remove non-incorporated, excess SLO by washing the cells
twice with 15 mL ice-cold HBSS.

7. Add 4 mL of fresh HBSS containing the amount of IDP that
has been shown to yield the best protein uptake results
(300–600 mM on average (see Note 22)). (It should be noted
that a fluorescent tag is not necessarily desired on the IDP used
for the final in-cell NMR sample preparation).

8. Incubate the cells for 30 min at 37 �C in a CO2 incubator.

9. Wash the cells once with 15 mL ice-cold HBSS.

10. Add ice-cold membrane resealing buffer (HBSS/Ca2+, 4 mL)
and incubate for 30 min at 4 �C.

11. Remove HBSS/Ca2+, wash the cells twice with 15 mL pre-
warmed PBS.

12. Optional Add 30mL fresh complete DMEM and allow the cells
to recover for 1 h at 37 �C in a CO2 incubator.

13. In order to transfer the manipulated adherent cells to the NMR
sample tube, incubate the cells with 4 mL (minimal surface
volume) 0.25 % Trypsin/EDTA in prewarmed PBS for 3 min.
If a recovery step was performed, wash once with 15 mL pre-
warmed PBS to remove FBS.

14. Add 20 mL prewarmed complete DMEM to inactivate Trypsin
and transfer cell suspension to a 50 mL centrifugation tube.

15. If testing for cell viability is desired, remove a 20 mL aliquot and
proceed with Trypan Blue staining protocol (for details see
Chapter 6).

16. Sediment cell suspension by centrifugation (~400 � g). Wash
cell slurry twice in the final in-cell NMR buffer.

17. Resuspend in 500 mL (or 300 mL, depending on the size of the
NMR tube) in-cell NMR buffer.

18. Transfer the cells to the NMR tube and proceed to perform the
in-cell NMR experiment.

3.5. In-Cell NMR

Sample Preparation

Using Suspension Cells

1. Prepare 2 � 107 suspension cells in suitable suspension culture
flasks.

2. Collect the cells in 50 mL centrifugation tube and sediment at
~400 � g.

3. Wash cell slurry twice with 2 mL prewarmed PBS to remove
FBS (which contains Ca2+ and inhibits SLO pore formation).

4. Wash the cells once with 2 mL ice-cold HBSS.
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5. Discard supernatant and resuspend cell slurry in 1–2 mLHBBS
containing the optimized concentration of SLO (~20–40 ng/
mL) (see Note 23).

6. Incubate the cells according to optimized conditions on a roller
platform to avoid cell settling.

7. Remove nonincorporated, excess SLO by two centrifugation/
wash steps with 2 mL ice-cold HBSS.

8. Add 2 mL HBSS containing the amount of IDP that has been
shown to yield the best protein uptake results (300–600 mMon
average) (see Note 24). (It should be noted that a fluorescent
tag is not necessarily desired on the IDP used for the final in-
cell NMR sample preparation).

9. Incubate the cells for 30 min at 37 �C in a CO2 incubator on a
roller platform.

10. Wash the cells twice with 2 mL ice-cold HBSS.

11. Add ice-cold membrane resealing buffer (HBSS/Ca2+, 2 mL),
incubate for 30 min at 4 �C on a roller platform.

12. Remove HBSS/Ca2+, wash the cells twice with 2 mL pre-
warmed PBS.

13. Resuspend cell suspension in appropriate cell culture medium
and transfer to suitable cell culture flasks. Allow the cells to
recover for 1 h at 37 �C in a CO2 incubator.

14. Transfer cell suspension to a 50 mL centrifugation tube.
Remove a 20 mL aliquot for Trypan Blue staining.

15. Sediment remaining suspension by centrifugation (~400 � g).

16. Resuspend in 500 mL (or 300 mL, depending on the size of the
NMR tube) in-cell NMR buffer (see Note 25).

17. Transfer the cells to the NMR tube and proceed to in-cell
NMR experiments.

4. Notes

1. On average, 1–3 � 107 cells are needed for a single in-cell
NMR sample. This number depends on the kind of cells that
are used and on their individual cell volumes, i.e., 2 pL for
human HeLa cells (23).

2. The final volume of the in-cell NMR sample is determined by
the kind of NMR tube that is to be used. On narrow-bore
NMR probes, standard 5 mm (~500 mL), or Shigemi™ NMR
tubes (~300 mL) may be employed. Their difference in volume
will require different numbers of cells.
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3. The effective NMR concentration (CNMR) of the final in-cell
NMR sample will be determined by the intracellular concentra-
tion of the “delivered” protein (CCell), the number of cells in
the NMR sample (NCell), their individual cell volume (VCell),
the final NMR sample volume (VNMR), and the corresponding
volume dilution factor, VDF (VNMR/VCell � NCell). According
to CNMR � VNMR ¼ CCell � (VCell � NCell) the effective
NMR concentration can be calculated as CNMR ¼ CCell/
VDF. For example, in order to obtain a spectrum with an
effective NMR concentration (CNMR) of 10 mM of isotope-
labeled protein in 300 mL of NMR sample volume (VNMR),
for 1 � 107 cells (NCell) with an average cell volume (VCell) of
2 pL (i.e., 2 � 10�6 mL) a total intracellular protein concentra-
tion (CCell) of 150 mM of isotope-labeled IDP must be reached
(VDF in this case is 15). It is therefore suggested to first
determine the minimum protein concentration that is required
for suitable in vitro NMR results (i.e., the lower limit ofCNMR).
This will define the benchmark intracellular protein concentra-
tion (CCell) that has to be reached in a defined number of cells
(NCell) of volume (VCell), for satisfactory in-cell NMR results.

4. Initial optimization trials may also be performed with non-
isotope-labeled IDPs.

5. For direct live cell imaging or Flow Cytometry, fluorescence
dyes must be coupled to the IDP. We routinely use Atto647 or
Atto488, which are conjugated to recombinant proteins via
lysine or cysteine residues. Dyes should be chosen based on
desired detection wavelengths and available functional groups
for coupling. For details see Chapter 6.

6. Many fluorescence dyes are light sensitive and must be stored
protected from light.

7. A correction factor for the specific absorbance of the fluoro-
phore must be applied when the concentration of the conju-
gated product is determined by UV/VIS spectrophotometry.

8. SLO is usually obtained as a lyophilized powder, prepared from
10 mM Tris, 3 mM Na-azide, 5 mM, EDTA, 1 mM PMSF
solutions. In such instances, the SLO stock is prepared by directly
resuspending the SLO powder in distilled H2O, or in distilled
H2O containing 2–5 mM DTT. DTT has been reported to
further “activate” the toxin by reducing its single cysteine (10,
24, 25). However, addition of reducing agents does not seem to
be strictly required for SLO activity (11, 12, 14).

9. Many vendors refer to SLO’s “activity” in terms of enzymatic
units (U). Ogino et al. employ 40–80 U/mL SLO in 300 mL to
perforate 293F cells (14). Concentrations employed in this
protocol correspond to 30–70 U/mL SLO for adherent
HeLa cells.
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10. As different cell lines possess different tolerance levels for
bacterial toxins, suitable SLO concentrations need to be deter-
mined first. The aim is to perforate 70–90 % of the cultured
cells while maintaining maximum cell viability.

11. Ice-cold HBSS is used to adjust cells to the following SLO
incubation at 4 �C (see step 5 and below).

12. Incubation at 4 �C promotes accumulation of SLO on cell
membranes and subsequently pore-formation (26). Alterna-
tively, cells can also be treated with SLO at 37 �C, as less robust
cells might not tolerate low temperature incubation (12, 24,
25). Choosing this option may improve overall cell viability,
but result in less efficient pore formation.

13. During this incubation step, “functional” SLO pores form in
the plasma membrane and cellular protein uptake eventually
occurs.

14. Several LDH-based toxicity kits are commercially available.
They comprise a colorimetric assay for dead or plasma
membrane-leaked cells. LDH present in the culture superna-
tant (due to SLO pore formation) participates in a coupled
reaction that converts a yellow tetrazolium salt into a red
formazan-class dye, which is measured by absorbance at
492 nm. The amount of formazan is directly proportional to
the amount of LDH in the culture, which is in turn directly
proportional to the number of SLO pores (and/or dead cells).

15. Alternatively, complete DMEM may be added at this point.
FBS contains sufficient amounts of Ca2+ to ensure membrane
resealing. For less robust mammalian cells, this option is sug-
gested (10, 12, 25).

16. A range of other (commercial) cell viability assays may be
employed at this point (see also Chapter 6).

17. For many cell lines, overall viability and resealing efficiency may
increase with the following recovery step in complete DMEM.
For less robust mammalian cells in particular, this option is
suggested.

18. A detailed description of quality control methods to determine
cellular protein uptake is provided in Chapter 6.

19. The intracellular accumulation of the delivered IDP is likely to
affect overall cell viability (in a concentration-dependent man-
ner). Therefore, it is advisable to carefully adjust SLO- and
target protein concentrations for most satisfactory results. In
many instances, a compromise between highest tolerable SLO-
and highest-possible IDP concentrations will have to be found
for the preparation of suitable in-cell NMR samples.

20. The smaller incubation volumes afforded by suspension cells
and the concomitant requirements of reduced amounts of IDPs
and SLO offer some advantages over adherent cell protocols.
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21. Protein delivery into adherent cells can also be conducted
under suspension conditions. While this bears several advan-
tages (see previous note), it may not be suitable for all cell
types. In addition, problems arise regarding the separation of
nonviable from viable cells. When working with adherent cells,
this is conveniently achieved in the course of the repeated
washing steps. To manipulate adherent cells under suspension
conditions, incubate cells from step 3 with 4 mL 0.25 % Tryp-
sin/EDTA in prewarmed PBS for 3 min. Inactivate Trypsin
with 20 mL complete DMEM. Continue with IDP delivery
protocol steps 2–16 of Subheading 3.5, which is customized
for suspension cells.

22. Assuming an average protein uptake efficiency of 2–5 % (14),
incubation with 300–600 mM IDP yields intracellular concen-
trations in the range of 6–30 mM.

23. This concentration resulted in a 50 % pore forming-, and
70–80 % membrane resealing efficiency in 293F suspension
cells (14).

24. Ogino et al., incubated cells with 1 mM thymosin b4 to achieve
a reported intracellular protein concentration (CCell) of 50 mM.
Approximately a 5 % protein uptake efficiency (14).

25. Ogino et al. resuspended human embryonal 293F kidney cells
in cell culture medium containing 20 % D2O and 30 %
RediGrad. RediGrad is a nontoxic medium, composed of col-
loidal silica particles, which is covalently coated with silan.
This commercially available product is used for density gradient
centrifugation. It is also suitable to reduce cell sedimentation
in the NMR tube during the NMR experiment (14). An
alternative method to avoid cell sedimentation is to use a
0.2 % low melting agarose NMR buffer solution, as described
in Chapter 4.
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Chapter 6

In-Cell NMR in Mammalian Cells: Part 3

Beata Bekei, Honor May Rose, Michaela Herzig,
Heike Stephanowitz, Eberhard Krause, and Philipp Selenko

Abstract

Irrespective of how isotope-labeled proteins are delivered into mammalian cells, laboratory routines are
needed to assess the quality of the resulting in-cell NMR samples. These include methods to evaluate overall
cell viability, protein transduction efficiency, intracellular protein concentration, localization, and stability.
In addition, quality control experiments to assess protein leakage from manipulated cells are of particular
importance for in-cell NMR experiments. The purpose of this chapter is to outline qualitative and
quantitative methods to determine general biological properties of in-cell NMR samples in order to ensure
the highest possible standards for in-cell NMR studies.

Key words: Trypan blue, Flow cytometry (FCM), Fluorescence live cell imaging, Immunofluores-
cence microscopy, Western blotting, Quantitative mass spectrometry, Quality control

1. Introduction

In the previous chapters we have outlined a collection of methods
to deliver isotope-labeled IDPs into amphibian-, and cultured
mammalian cells. While different protocols can be employed to
prepare in-cell NMR samples, generic quality control experiments
to verify the overall fitness of the obtained in-cell NMR specimens
are of general importance. Questions concerning cell viability, pro-
tein delivery efficiency, as well as intracellular protein localization
and stability need to be addressed in order to critically assess the
biological relevance of in-cell NMR results. In the following, we
will outline a compendium of stringent quality control experiments
that should additionally be performed on every in-cell NMR sam-
ple. Most of the suggested experiments follow standard laboratory
routines in cell biology. Therefore, we will only focus on those
aspects of the protocols that are of particular importance for in-
cell NMR experiments.

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
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First and foremost, methods to determine overall cell viability at
any stage of the delivery routines-, and without having to sacrifice
the sample under investigation-, are especially useful. Here, conven-
tional phase-contrast light microscopy offers many advantages.
Cytopathological changes in cell morphology, such as swelling,
blebbing, or fraying of cell membranes, are readily observed and
provide clear indications of imminent cell death (1). Thus, counting
the fraction ofmorphologically intact, or compromised cells under a
light microscope provides a simple means to quickly assess overall
cell viability. More than 80 % of cells should score as “viable” at any
point of the individual manipulation schemes, as well as before and
after the in-cell NMR experiment. More specialized assays such as
the Trypan blue cell staining protocol (see below) and lactate dehy-
drogenase (LDH)-based cytotoxicity tests should be employed at
specified stages of the delivery protocols (see Chapters 4 and 5).
Flow Cytometry (FCM) offers the additional advantage to test cell
viability and protein uptake in parallel. Because bothmammalian cell
delivery protocols outlined in this volume entailed fluorescence-
labeling schemes for either the CPPmoiety-, or the delivered target
protein-, FCM control experiments are suitable means to assess
these two important parameters. In addition, the availability of
fluorescence labels enables straightforward intracellular protein
localization studies by live cell fluorescence microscopy imaging,
which is also described in this chapter. This technique can addition-
ally provide invaluable insights into aberrant cellular distributions of
exogenously delivered proteins, which are essential for properly
interpreting in-cell NMR results. While fluorescence microscopy
can verify cellular protein uptake and assess cellular protein localiza-
tion, it is not suited to determine intracellular protein concentra-
tions. However, quantitative knowledge about cellular levels of
delivered proteins is indispensable for evaluating protein uptake
efficiencies, for optimizing individual steps in protein delivery
protocols, and for ultimately determining in-cell NMR sample
concentrations. Therefore, reliable methods for quantitative and
semi-quantitative measurements of “delivered” protein concentra-
tions are essential. In this chapter, we describe how specifically
tailored Western-blotting routines, quantitative mass spectrometry
(MS) and in-cell NMR measurements themselves can be employed
to assess of the quality of mammalian in-cell NMR samples.

2. Materials

1. Equipment: Standard gel electrophoresis and Western blotting
equipment, Phase contrast microscope, hemocytometer, sterile
collagen-coated round 22 mm glass coverslips, 6-well cell cul-
ture plate, fluoresence confocal microscope, microscope

68 B. Bekei et al.



chamber for live cell imaging, FCM equipment, sonicator,
tandem electro-spray mass spectrometer (MS), NMR spec-
trometer.

2. Appropriate cell culture media: For HeLa cells, complete
DMEM (low Glucose, 5 mM Glutamine, 10 % Fetal Bovine
Serum, (FBS), PAA Laboratories, Canada).

3. Phosphate buffered saline (PBS), cell culture grade, without
Calcium/Magnesium (PAA Laboratories, Canada).

4. 0.25% Trypsin-EDTA solution in PBS (PAA Laboratories,
Canada).

5. Standard SDS-PAGE solutions and buffers, Western blot incu-
bation buffers and loading controls.

6. Denaturing lysis buffer, i.e., RIPA: Tris 50mM,NaCl 150mM,
SDS 0.1 %, Na-Deoxycholate 0.5 %, Triton X 100 or NP40 1 %,
(Protease inhibitors should be freshly added.).

7. Native phosphate lysis buffer: 20 mM Potassium phosphate,
150 mM NaCl, pH 7.5.

8. Propidium Iodide (PI) staining solution: 10 mg/mL in PBS
(Sigma Aldrich, USA).

9. 7-AAD staining solution: 1 mg/mL in PBS (Sigma Aldrich,
USA).

10. 0.4 % Trypan blue staining solution (Sigma Aldrich, USA).

11. Primary antibody against IDP to be delivered.

12. Appropriate secondary HRP-conjugated antibody for
enhanced chemoluminescence (ECL) detection.

13. Appropriate secondary antibody, fluorescence dye conjugated.

3. Methods

3.1. Trypan Blue

Staining

This section outlines a mammalian cell viability assay that can be
employed in combination with cell morphology investigations
using a conventional bright field light microscope. The advantage
of this method is that it can easily be performed at various stages of
the in-cell NMR sample preparation routines, whenever manipu-
lated cells are in suspension. Each Trypan blue assay requires
~1 � 104 cells.

1. To suspend adherent cells: Wash cells once with pre-warmed
PBS and incubate with minimum surface volume of 0.25 %
Trypsin/EDTA in prewarmed PBS until all cells detach from
the culture dish/flask (typically 2–4 min). Add 5� volume of
prewarmed complete DMEM and collect cell suspension.
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2. Remove a 20 mL aliquot, transfer to a 1.5 mL centrifugation
tube and sediment cells at ~400 � g for 5 min.

3. Discard supernatant and resuspend cell pellet in 20 mL PBS.

4. Add equal volume (20 mL) 0.4 % Trypan blue staining solution
and mix thoroughly.

5. Place a cover slip onto a hemocytometer and dispense
10–20 mL of the cell suspension into each counting chamber.

6. Count the number of viable (non-blue) and non viable (blue)
cells, within 5 min of staining (over time even viable cells will
begin to take up Trypan blue). The cell dilution should be
adjusted to minimum cell number of ~200 on the hemocytom-
eter grid.

7. Calculate the proportion of viable cells, adjusting for the
2� dilution factor of the Trypan blue solution in your sample.

3.2. Flow Cytometry The Trypan blue staining procedure outlined above provides infor-
mation about overall cell viability only. For in-cell NMR applica-
tions it is especially useful to correlate intracellular protein uptake
to changes in cell viability. Certain protein delivery schemes may
retain large numbers of healthy cells at the expense of intracellular
protein uptake. In turn, high levels of protein delivery may be
contrasted with deleterious effects on cell viability. In that sense,
mammalian in-cell NMR sample preparation schemes need to strike
a balance between levels of exogenous protein uptake-, and corre-
spondingly intracellular protein concentration-, and overall cell
viability. One way to simultaneously assess cell viability and protein
uptake is flow cytometry (FCM). For FCM applications, the
protein to be delivered into mammalian cells has to be labeled
with a suitable fluorescent dye. Dual-channel cell sorting is
achieved by the different fluorescence properties of the protein-,
and cell viability dye.

1. Choose protein cargo labeling dye according to the type of
FCM experiment that is to be performed (see Note 1).

2. Couple fluorescence dye to the protein to be delivered into
mammalian cells (see Note 2).

3. Purify dye-coupled protein (i.e., remove nonincorporated dye)
according to manufacturer’s instructions and execute the cel-
lular protein delivery protocol of choice.

4. Perform FCM measurements at desired stages of the delivery
schemes and according to standard FCM protocols (2).

5. Interpret FCM results with respect to whether adherent or
suspension cells were assayed (see Note 3).
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6. Determine whether cells that score positive for exogenous
protein uptake contain internalized protein, or whether unspe-
cific membrane binding skews the FCM readout (see Note 4).

7. Check for changes in FCM scores upon delivery of different
concentrations of exogenous protein (see Note 5)

8. Optimize individual steps of the chosen delivery protocol
accordingly.

3.3. Live-Cell

Fluorescence Imaging

The fluorescently labeled versions of target proteins produced for
FCMmeasurements can also be detected inside live cells by micros-
copy techniques. These methods afford the possibility to qualita-
tively assess cellular protein uptake, as well as to determine
intracellular protein localization. For the outlined protein delivery
schemes, both properties are of fundamental importance. Many of
the CPP-mediated protein delivery processes for example, involve
endocytotic uptake routes (3). Therefore, CPP-cargo proteins are
often trapped inside endosomal vesicles and inefficiently “released”
into the cytoplasm (4). Similarly, toxin-mediated protein transduc-
tion procedures often result in lysosomal protein deposition, as a
result of cell toxicity. Both scenarios are detrimental for in-cell
NMR analyses and to know about their occurrence is important
for optimizing cell delivery protocols and for assessing overall in-
cell NMR sample quality.

1. Perform live cell fluorescence microscopy imaging experiments
according to standard protocols (5).

2. Correlate experimentally determined intracellular localization
properties to known cellular distributions of the delivered pro-
tein (see Note 6)

3. Inspect microscopy images for unusual localization properties,
in particular punctuated, or speckled intracellular distributions
that might indicate organelle co-localization, or membrane
attachment (Fig. 1) (see Note 7).

4. Choose alternative fluorescence dyes when in doubt about the
possible effects of dye properties on intracellular protein locali-
zation behaviors (see Note 8).

5. Consider co-staining with known organelle markers such as 6-
diamidino-2-phenylindole (DAPI), Hoechst 43332, or Mito-
Tracker™, LysoTracker™ to determine the possible biological
nature of non-physiological localization behaviors (see Note 9).

6. Perform time-course experiments to determine cellular protein
stability and turnover rates, as well as time-dependent changes
in intracellular localization (see Note 10).

7. Interpret changes in cellular localization properties with regard
to expected durations of in-cell NMRexperiments (seeNote 11).
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8. Determine intracellular protein localization and overall
changes in cell viability upon different sample embedding pro-
cedures (see Note 12).

3.4. Fixed-Cell

Fluorescence Imaging

Whenever fluorescence labeled proteins are not available, or when
conjugatingproteins to fluorescence dyes results in non-physiological
intracellular protein distributions (see above), cellular protein
uptake and localization can also be verified by fixed-cell, immuno-
fluorescence (IF) microscopy using antibodies against the delivered
protein. This procedure requires cells to be “fixed,” which denotes a
process that involves immobilizing the antigen (i.e., the protein of
interest) inside the cell and to permeabilize the plasmamembrane so
that the antibody can enter the cytoplasm and bind to the antigen.
Therefore, fixed-cell microscopy employs specimens that are no
longer viable. In addition, it has been demonstrated that different
fixation protocols can lead to drastic differences in observed intra-
cellular localization properties of CPP-delivered proteins, for exam-
ple (6, 7).

1. Carefully choose a suitable fixation protocol for the envisaged
IF microscopy experiment (see Note 13).

2. Perform fixed-cell IF experiment according to standard proto-
cols (5).

3. Correlate experimentally determined intracellular localization
properties to known cellular distribution characteristics of

Fig. 1. (a) Live-cell fluorescence microscopy image of SLO transduced human a-synuclein (AS) in cultured HeLa cells.
The Atto647 fluorescence dye was conjugated to recombinant AS via a lysine side-chain coupling reaction. 200 mM of
exogenous AS was employed in the protein delivery protocol. A strongly punctuated, cytoplasmic staining is observed.
(b) Live-cell fluorescence microscopy image of SLO transduced Atto488 conjugated human AS in cultured HeLa cells. The
same lysine side-chain coupling procedure and protein concentration in the “delivery” solution was employed. This time, a
uniform cytoplasmic distribution, as well as nuclear staining is detected. (c) Fixed-cell immunofluorescence (IF) microscopy
analysis of SLO transduced, unmodified AS (200 mM) in HeLa cells. Primary antibodies against human AS and fluorescence
labeled secondary antibodies were employed. IF-microscopy indicates a uniform cytoplasmic distribution and no nuclear
localization of the protein. All microscopy images were recorded with same apertures and gain settings.
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the delivered protein and to the live-cell imaging results (see
Note 14).

4. Determine the effect of different fixation protocols on
intracellular protein localization (see Note 15).

5. Check for changes in intracellular protein localization at differ-
ent intracellular concentrations of delivered protein and during
time-course experiments (see Note 16).

3.5. Semi-quantitative

Western Blotting

Cellular protein detection by Western blotting provides a simple
routine to qualitatively and semi-quantitatively assess intracellular
protein concentrations, as well as address potential protein leakage
problems (8, 9). Antibodies against targeted proteins need to be
available in order to perform such experiments. The main purpose
of this section, is to provide a general protocol to accurately deter-
mine the amount of successfully delivered protein in mammalian
cells. In the following section, we demonstrate how Western-blot
signals, obtained with lysates of protein-transduced mammalian
cells, can be employed to semi-quantitatively determine intracellular
concentrations of successfully delivered proteins.

1. Choose an appropriate lysis buffer for cell extract preparation
(see Note 17).

2. Prepare ~2 � 106 protein-transduced cells. If adherent cells are
to be analyzed, this number corresponds to two 9.6 cm2 cell
culture dishes, 80 % cell density, cell volume 1–4 pL.

3. Detach cells by Trypsin treatment, sediment by centrifugation
(~400 � g) and wash cell pellet twice with PBS.

4. Resuspend cells in 500 mL PBS (1 � 106 cells/mL), and
transfer 20 mL to a hemocytometer to count cell numbers
(see Note 18).

5. Collect 1 � 106 cells accordingly, sediment, and discard
supernatant.

6. Resuspend cell pellet in 100 mL lysis buffer (see Note 19).

7. Lyse cells by brief sonication or repeated freeze–thaw cycles
(see Note 20).

8. Centrifuge extract at 16,000 � g for 10–20 min at 4 �C and
collect supernatant (i.e., the final cell lysate).

9. Determine the total protein concentration by a Bradford assay,
or other appropriate techniques (see Note 21).

10. Load ~4 mL (per slot) of cell lysate (with appropriate sample
buffer) onto a SDS-PAGE (~20 mg total protein/lane). Add a
reference concentration series of known amounts of input pro-
tein (10–300 ng) on the same gel.

11. Run gel electrophoresis, transfer proteins onto an appropriate
membrane (i.e., Nitrocellulose, or PVDF). Perform Western-
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blotting routines by standard protocols (10) using primary
antibodies against the protein of interest and relevant HRP-
conjugated secondary antibodies.

12. Quantify Western signal intensities by densitometry, or by
commercial software packages when using digital chemolumi-
nescence detection setups.

13. The intracellular protein concentration is determined based on
the calibration curve given by the input reference samples. For
a detailed outline of the individual calculation steps, refer to the
indicated note (see Note 22).

14. Optimize delivery protocols accordingly.

3.6. Quantitative Mass

Spectrometry

Given that 13C and 15N labeled proteins possess similar physical and
chemical properties as their unlabeled counterparts, stable isotope
labeling in combination with mass spectrometry (MS) has been
widely used for relative quantifications of proteins (11). Absolute
quantification methodologies based on isotope dilution strategies
allow the determination of protein concentrations in biological
samples (12, 13). Intracellular concentrations of proteins can also
be accurately determined by MS using labeled peptides as internal
standards (14, 15). In fact, MS turns out to be especially useful for
assessing intracellular protein concentrations of in-cell NMR sam-
ples, because levels of isotope-labeled proteins can be correlated to
known quantities of non-isotope-labeled internal standard proteins.
To this end, cell lysates prepared from in-cell NMR samples are
“spiked” with defined amounts of unlabeled protein and jointly
analyzed by MS after proteolytic digestion with Trypsin (or an
alternative enzyme such as chymotrypsin, Lys-C, Asp-N, or others).
Within a certain dynamic range, the mass spectrometer can recog-
nize both the labeled and unlabeled forms of tryptic peptides and
relative quantification can be achieved by comparing their respective
signal intensities. If so, the mean ratio of all quantified peptides
accurately reflects the heavy/light ratio of a protein species, which
can be used to calculate in-cell NMR sample concentrations.

1. For a given protein to be delivered into mammalian cells,
defined mixtures of unlabeled (UL) and stable-isotope labeled
(SIL) forms of the protein are prepared first. Concentration
ratios may range from 0.001 to 100 (UL/SIL). Absolute con-
centrations are less critical since MS is highly sensitive and
detection limits are not usually a problem. 25–100 ng is a
good starting point (see Note 23).

2. Separate mixtures by SDS-PAGE, Coomassie stain and excise
the corresponding protein band (see Note 24).

3. Digest proteins in-gel with appropriate enzyme(s) (seeNote 25).
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4. Analyze peptide mixtures by nanoLC tandem MS (preferably
nanoLC coupled with an ESI-QTOF or ESI-LTQ-Orbitrap
instrument) and select suitable proteolytic (tryptic) peptides
to confirm peptide sequences by MS/MS fragmentation(s)
(Fig. 2) (see Note 26).

5. Analyze MS spectra of selected peptides (see Note 27).

6. Integrate MS signals from unlabeled and the corresponding
labeled species (see Note 28).

7. Inspect the quality of the fit of experimentally obtained-, versus
calculated concentration ratios. Choose a suitable dynamic
range for all subsequent steps. In most instances, ratios
between 0.1 and 10 (UL/SIL) yield good correlations and
produce the most accurate results (Fig. 2).
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Fig. 2. Quantification of stable-isotope labeled protein concentrations by quantitative mass spectrometry (MS). NanoLC
tandem MS run of an in-gel Trypsin digested mixture (equimolar) of 15N-labeled and non-labeled (14N) a-synuclein (AS)
(upper panel ). Several tryptic AS peptides and their corresponding masses are detected. The lower panel depicts the MS/
MS fragmentation run and isotope-resolved distribution pattern of the 739.9 Da peptide species (corresponding to aa
81–96 of human AS). Clear separation of stable isotope-labeled (15N) and non-isotope-labeled (14N) signals enables
accurate concentration measurements over a dynamic range spanning two orders of magnitude (inset ).
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8. For in-cell NMR sample analysis, prepare a cell lysate from a
defined number of stable-isotope labeled, protein transduced cells.

9. Measure the total protein concentration of the cell lysate and
add defined amounts (~25–100 ng) of unlabeled target pro-
tein. An estimate for the intracellular protein concentration of
the labeled component may already be available at this point
(from Western-blot analyses, for example). This will help to
determine the most suitable concentration of unlabeled protein
to be added for optimal correlation results (however, this is not
strictly required) (see Note 29).

10. Separate protein lysate by SDS-PAGE, Coomassie stain and
excise gel band at the expected molecular weight of the deliv-
ered protein (see Note 30).

11. Digest proteins in-gel with appropriate enzyme(s), extract
isotope-labeled and non-isotope-labeled peptide fragments,
and analyze peptide mixture by nanoLC tandem MS as indi-
cated above (steps 3–5).

12. Integrate MS signals and calculate heavy/light ratios as indi-
cated above. Determine lysate concentration of isotope-labeled
protein using the mean value of all quantified peptides. Refer to
Subheading 3.5 for calculating the effective intracellular pro-
tein concentration of the delivered substrate based on the
number of cells initially used to prepare the lysate.

3.7. In-Cell NMR

Spectroscopy

In the previous Subheadings 3.5 and 3.6 we outlined methods to
experimentally determine solid estimates for intracellular protein
concentrations (CCell) of successfully delivered substrates in mam-
malian in-cell NMR samples. By using the equation provided in
Chapters 4 and 5, Subheading 3.1 Note 3, we can now calculate the
effective NMR concentrations (CNMR) that the different in-cell
NMR samples should have. In order to assess whether expected-,
and experimentally observed in-cell NMR signal intensities match,
simple 1D in-cell NMR experiments provide a good starting point
(see below). Why are those correlations important? Above all,
because expected and experimentally determined in-cell NMR sig-
nal intensities will only match when most of the delivered protein is
“tumbling freely” in the cytoplasm of the targeted cells. Protein
interactions with cellular components like membranes, or other
large macromolecular biomolecules (such as cytoskeletal proteins
or DNA, for example) will result in severe NMR line broadening
(16) so that NMR signal intensities will be greatly diminished. In-
cell NMR measurements themselves can thereby identify possible
biological interactions of intracellular proteins and provide impor-
tant clues towards the qualitative nature of the environment that
the delivered protein experiences.
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1. Based on the methods outlined above, determine the intracel-
lular protein concentration (CCell) of the in-cell NMR sample
and correspondingly the expected, effective NMR concentra-
tion (CNMR).

2. Prepare a “mock” in vitro in-cell NMR sample to which the
isotope-labeled protein sample is directly added at the effective
NMR concentration (CNMR see Note 31).

3. Run 1D hetero-nuclear NMR experiments with settings that
will also be applicable and used for the true in-cell NMR
specimen (see Note 32).

4. Determine experimentally obtained NMR signal intensities as
reference for the in-cell NMR sample.

5. Run mammalian in-cell NMR sample with identical settings as
previously employed for the reference sample.

6. Compare NMR signal intensities and interpret accordingly (see
Note 33).

7. Proceed to multi-dimensional NMR experiments when results
are satisfying.

8. Consider re-running intermittent 1D NMR quality tests to
evaluate changes in NMR signal intensities over time and inter-
pret accordingly (see Note 34).

4. Notes

1. The choice of fluorescence dye is determined by the desired cell
viability assay that the FCM experiment is supposed to report.
Because dual-channel FCM measurements will be employed,
the spectroscopic properties of the two different fluorescence
dyes (i.e., absorbance and emission wavelengths) must be suffi-
ciently set apart in order to enable their simultaneous readouts.
Standard cell viability dyes for FCM analyses include 7-AAD, or
propidium iodide (PI) (17).

2. Different fluorescence dyes require different reactive groups for
coupling (i.e., lysine or cysteine side-chains, for example).
Therefore, check for the availability of these residues in the
protein of interest. Note that certain residues might be impor-
tant for protein function and/or localization. Nuclear localiza-
tion sequences (NLS), for example, are rich in lysines and
arginines. To modify their chemical properties will impair
nuclear import of the target protein and should therefore be
avoided. Note that certain buffers are not compatible with these
coupling reactions, for example Tris (TBS), glycine and ammo-
nium salt buffers contain free amide groups, that greatly affect
coupling efficiencies.
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3. For protein delivery into adherent mammalian cells, keep in
mind that non-viable cells typically detach from cell culture
dishes/flasks and are conveniently removed by the individual
wash steps of the respective protocols. For suspension cells, this
is not the case. Therefore, adherent cell viability counts are
usually larger than for suspension cells, although this does not
necessarily reflect the true situation of the manipulated system.

4. An important point to consider is that fluorescence protein
signals detected by FCM measurements may originate from
molecules inside the manipulated cells, as well as from mole-
cules stuck to the extracellular cell membrane, thereby scoring
as protein uptake positive cells without containing properly
internalized protein. This problem may become particularly
evident for cellular protein transduction schemes that involve
membrane interactions (i.e., CPP-mediated protein delivery).
A way to test whether FCM results are skewed by unspecific
protein/membrane binding events is to employ a Trypsin treat-
ment step. Trypsin proteolytically degrades cell-surface-bound
proteins, but does not affect successfully delivered, intracellular
proteins (18). A direct comparison of Trypsin-treated versus
non-reacted cells provides an accurate measure for intracellular
protein uptake, and the degree of unspecific membrane bind-
ing. (This step is more important for suspension cell lines, as
adherent cells will be treated with Trypsin to detach them from
the culture dishes prior to FCM measurements.)

5. Increasing the intracellular concentration of a delivered protein
eventually leads to toxicity problems. As the range of intracel-
lular protein concentrations for in-cell NMR samples is typically
high (up to hundreds of mM) different proteins may lead to
cytotoxicity problems at different intracellular protein concen-
trations. It is therefore necessary to carefully assess maximally
tolerable protein levels for every protein that is delivered and
for every cell line that is targeted.

6. Most proteins to be studied by in-cell NMR spectroscopy have
been characterized by other biological methods, including cell
microscopy. To assess the physiological relevance of cellular
distribution patterns of exogenously delivered proteins, it is
important to know beforehand where the protein of interest
localizes to in its native setting (also in respect to the cell type to
be targeted). Note that for CPP-mediated protein delivery
protocols for example, the fluorescence dye is part of the CPP
moiety and not of the cargo protein. Intracellular release of the
CPP from the cargo, by nature of the reducing environment of
the mammalian cytoplasm and reduction of the disulfide bond
in between the CPP and the protein, means that the observed
fluorescence signal most likely originates from free cytosolic
CPP. The distribution of the fluorescence signal and its cellular
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lifetime will therefore reflect properties of the CPP, rather than
those of the delivered protein. In order to overcome this prob-
lem, the cargo protein may be directly detected by immunoflu-
orescence microscopy, see Subheading 3.4.

7. As stated before, whenever a delivered protein displays intracel-
lular localization characteristics that are not in line with its
known physiological properties, it should be a matter of con-
cern. Unusually high intracellular protein concentrations-, as
required for in-cell NMR measurements-, may lead to non-
physiological protein distributions. A notion that is also well
known in transient protein overexpression studies in cell biol-
ogy. In that sense, irregular protein localization may result as a
consequence of intracellular protein levels. In a few instances,
aberrant intracellular protein targeting may also be artificially
introduced by the chemical nature of the fluorescence dye that
is used to visualize the delivered protein. In one such example,
we found that a-synuclein (AS), lysine-coupled to Atto488, or
to Atto647 displayed vastly different localization properties
in human HeLa cells. Depending on which fluorescent dye
was used, AS strongly colocalized with lysosomal vesicles, i.e.,
Atto647 (Fig. 1a), or displayed a uniform distribution in
the cytosol and cell nucleus, i.e., Atto488 (Fig. 1b). By con-
trast, immunofluorescence microscopy detection of the non-
modified protein using AS-specific-antibodies and fixed HeLa
cells revealed a homogenous cytoplasmic staining with no
nuclear localization (Fig. 1c).

8. Whenever experimental evidence suggests that the chemical
properties of a fluorescence dye might influence the intracellu-
lar localization behavior of a delivered protein, alternative dyes
may be chosen for microscopy analyses. It is important to
emphasize, however, that intracellular localization properties
may be different for non-fluorescence dye coupled proteins.
As the actual in-cell NMR experiment will not be performed
with dye-coupled-, but rather with non-modified protein,
localization studies need to be considered as indicative of pos-
sible intracellular localizations only.

9. Several dyes are commercially available to quickly identify cellular
structures/organelles by co-staining procedures. This is espe-
cially helpful for identifying potential causes for non-physiologi-
cal protein localizations. In many instances, such analyses will
reveal protein co-localizationwith lysosomes, vesicular organelles
that function as cellular “trash-bins” processing “superfluous”
biomolecular materials. This may indicate rapid cellular clearance
of the delivered protein, which is detrimental for in-cell NMR
analyses.
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10. Time-dependent evolution of changes in intracellular localiza-
tion behaviors are of particular importance for in-cell NMR
studies as samples are typically analyzed over extended periods
of time (up to several hours). Therefore, it is advisable to
perform live cell imaging analyses at time intervals that corre-
spond to expected experimental NMR settings. In this regard,
it is also suggested to analyze samples under “mock” in-cell
NMR conditions, i.e., after incubating the manipulated cells in
NMR sample tubes to mimic the effects of limited aeration and
nutrient supply.

11. Most cytotoxic effects accumulate over time and consequently
lead to increased problems in intracellular protein stability. It is
important to assess beforehand the level of in-cell NMR sample
deterioration that is expected for an envisaged in-cell NMR
experiment.

12. As both mammalian in-cell NMR sample preparation protocols
contain optional steps for embedding manipulated cells in
high-density support matrices (i.e., low-melting agarose, or
Redigrade™) check how these procedures affect intracellular
protein localization and cell viability. Manipulated cells can be
mock treated with embedding material on microscopy cover
slips and similarly analyzed by fluorescence imaging. For this,
apply the staining procedure with organelle-specific dye (e.g.,
DAPI, Hoechst 43332, LysoTracker™), then harvest cells and
prepare solid support matrix.

13. Fixation methods commonly utilize a combination of organic
solvents and cross-linking reagents. Many different combina-
tions are available which can be applied to best suit the target
antigen.

14. Similar to live cell fluorescence imaging experiments outlined
above, intracellular protein distribution must be assessed
against the known localization properties of the delivered pro-
tein. Comparing live-cell and fixed-cell imaging results may
help to identify problems in fixation procedures, as well as
possible sources for imaging artifacts.

15. As different fixation procedure can lead to different localization
properties, it is advisable to test several routines in parallel.

16. Similar to live-cell imaging experiments, localization analyses
by IF microscopy should also be performed with samples con-
taining different intracellular concentrations of delivered pro-
tein and at different time intervals (see above).

17. There are essentially two options: Manipulated cells can
be lysed with either a denaturing (i.e., RIPA) or a non-
denaturing buffer. Denaturing buffers will solubilize all pro-
teins, while non-denaturing buffers will only yield the soluble
fraction of cytoplasmic proteins (i.e., no membrane-, or
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membrane-attached, or vesicular proteins). For determination
of the total intracellular protein concentration of a delivered
substrate, a denaturing buffer should be employed. If an
estimate for the fraction of soluble delivered protein is to be
obtained, a non-denaturing buffer may be chosen instead, or
in addition. Note that proteins observable by in-cell NMR
spectroscopy should largely be contained in the soluble pro-
tein fraction, but may not necessarily do so. It is therefore
advised to comparatively analyze manipulated cells by prepar-
ing extracts with both types of buffer.

18. It is important to precisely determine the number of cells used
to prepare the extract. This number will be used to finally
calculate the molar concentration of delivered protein substrate
per cell. Cell counting is performed in a Neubauer hemocy-
tometer (a cell counting chamber) under a light microscope
according to the manufacturer’s instructions.

19. Protease/phosphatase inhibitors should be added freshly. Note
that detergents such as TX-100, NP40, Tween20 and SDSmay
not be suitable for lysate protein concentration measurements
by Bradford-type assays (see below).

20. When non-denaturing buffer conditions are used, complete
cell lysis should be confirmed by light microscopy.

21. The total protein concentration of the cell lysate will be ~5 mg/
mL at this point. The linear range for Bradford assays is typically
0.1–1 mg/mL. Dilute an aliquot of the cell lysate accordingly
andmeasure total protein concentration of the resulting extract.

22. If, for example, 40 ngof delivered protein in 4 mLof cell lysate has
been determined in this way, the effective lysate concentration is
0.01 mg/mL. Since 1 � 106 cells (~2 pL individual cell volume,
2 mL total cell volume) were initially employed to prepare the
extract (in 100 mL) a ~50-fold dilution factor going from cell
volume to extract volume has to be taken into account.Doing so,
we obtain a total protein concentration of 0.5 mg in 1 � 106 cells
(or 0.5 mg/mL). On a single cell basis, this equates to 1 pg of
protein/cell (2 pL cell volume). Assuming a protein molecular
weight (MW)of 14,500Da for example, we reach an intracellular
protein concentration (CCell) of 35 mM.

23. These mixtures should contain different ratios of concentra-
tions in order to initially determine the dynamic range over
which MS produces accurate quantification results.

24. For a mixture of pure proteins, there should only be one
protein band on the gel.

25. Use Trypsin wherever applicable and follow standard labora-
tory routines for MS-based protein identification and quantifi-
cation used in proteomic studies (19–21).
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26. Multiple proteolytic peptide species should be sequenced and
selected for most accurate quantification results.

27. MS spectra display characteristic isotopic patterns ofMS signals.
These reflect natural abundance isotope distributions (mainly
C12/C13), as well as different ionization species. Because
recombinantly produced proteins are never 100 % isotope-
labeled, this results in an additional mass distribution of the
“heavy” peptide species (Fig. 2).

28. For accurate results integrate and sum up all signals of the
isotopic pattern of the individual species and calculate heavy/
light ratios for each of the selected peptide using at least three
proteolytic peptides.

29. This corresponds to the expected range of concentrations of
successfully delivered proteins in in-cell NMR sample lysates
(with ~20 mg of total protein). Note that the targeted cell line
may already contain endogenous amounts of non-isotope-
labeled protein. In such instances, first determine the concen-
tration of the endogenous protein by spiking untreated cell
extracts with defined amounts of isotope-labeled protein (i.e.,
the reverse reaction). Analyze endogenous protein levels
accordingly and subtract from in-cell NMR sample calculations.

30. Whenever target proteins are posttranslationally modified by
cellular enzymes, their SDS-PAGE migration behaviors-, as
well as their individual molecular masses-, will change in unpre-
dictable manners and complicate MS analyses. Check for PTM
events by appropriate alternative means.

31. It is important to mimic in-cell NMR sample conditions as
closely as possible. If, for example, cells are embedded in low-
melting agarose or resuspended in Redigrade™, then the
corresponding “mock” sample should also contain these com-
ponents. This will also enable to determine the NMR behavior
of leaked protein molecules in the true in-cell NMR sample.

32. Employ settings (especially temperature and pH conditions)
that will be used for and experienced by the final in-cell NMR
sample. It is essential to avoid differences in chemical exchange
behavior in these analyses, as these will affect NMR signal
intensities and compromise quantitative comparison.

33. Note that some differences in signal intensities are to be
expected. These result from sample and magnetic field inho-
mogeneities, as well as from differences in intracellular viscosity
and macromolecular crowding that are unavoidable in in-cell
NMR samples. These differences should, however, be within an
expected range of effects and not orders of magnitude off the
anticipated results.
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34. As sample aging is clearly observed in many in-cell NMR studies,
it is advisable to repeat the outlined 1D experiments at different
time points of in-cell NMRmeasurements. An overall decrease in
experimentally obtained signal intensities with timewill be appar-
ent and conversely reflect changes in overall cell viability para-
meters. Based on these observations, suitable time frames for
in-cell NMRmeasurements in mammalian cells should be chosen.
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Chapter 7

Fourier Transform Infrared Microspectroscopy of Complex
Biological Systems: From Intact Cells to Whole Organisms

Diletta Ami, Antonino Natalello, and Silvia Maria Doglia

Abstract

Fourier transform infrared (FTIR) microspectroscopy is a powerful tool for the study of complex biological
systems. Indeed, it is employed to characterize intact cells, tissues, and whole model organisms such as
nematodes, since it allows to obtain a chemical fingerprint of the sample under investigation, giving
information on the molecular composition and structures. The successful application of this technique
for the in situ study of biological processes requires specific sample preparations, in order to obtain reliable
and reproducible results. In the present work, we illustrate the optimized procedures to prepare biological
samples for IR measurements and the method to collect and analyze their FTIR spectra. In particular, we
describe here the investigations on bacterial cells, intact eukaryotic cells, and whole intact nematode
specimens.

Key words: Amyloid aggregation, Caenorhabditis elegans, Embryonic stem cell differentiation, FTIR
microspectroscopy, Inclusion bodies, Protein aggregation, Recombinant protein expression

1. Introduction

In the last few years, FTIR microspectroscopy (1) has been found
to be a powerful tool for the characterization of complex biological
systems (2, 3) such as intact cells, tissues, and whole model organ-
isms (4–8). In particular, this noninvasive and label-free technique
allows to obtain, within a single experiment, a unique molecular
fingerprint that provides information on the composition and
structure of the main cellular biomolecules—such as proteins,
nucleic acids, lipids, and carbohydrates (see Fig. 1). In this way,
FTIR microspectroscopy provides an invaluable tool to tackle the
study—in situ—of biological processes that take place simulta-
neously within biological systems. For instance, the potential of
this spectroscopic approach has been widely exploited to monitor in
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situ protein aggregation (9–12), cell differentiation (5, 13), and
cancerogenesis (14, 15).

In particular, protein aggregation is a central issue in several
fields, with important biomedical and biotechnological implica-
tions. This process is involved, indeed, in the so-called “amyloid
diseases,” such as Alzheimer, Parkinson, and prion diseases (16).
With regard to this point, we should underline that in the last
decade transgenic invertebrate models, such as the nematode Cae-
norhabditis elegans and the fruit fly Drosophila melanogaster, have
been developed for the in vivo study of amyloid diseases (17–20).

In addition, protein aggregation in form of inclusion bodies
(IBs) is involved in the setup of microbial factories for the produc-
tion of recombinant proteins (21). Moreover, IBs have been also
found to share common features with amyloid aggregates, offering
an interesting model system for the in vivo study of protein
aggregation-based diseases (22). Interestingly, IBs enriched in the
Ab peptides—the well-known disordered peptides responsible of
the Alzheimer’s disease—have been recently characterized by
Dasari and colleagues (23), highlighting the possibility to study
amyloids in a cellular environment. Indeed, FTIR (micro)spectros-
copy has been successfully applied in this field, since it provides not
only information on the protein secondary structures but also on
protein aggregates, thanks to a specific marker band falling between
1,630 and 1,620 cm�1, due to the formation of intermolecular
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Fig. 1. FTIR absorption spectrum of intact murine embryonic stem cells. The measured
absorption spectrum taken from a cell pellet (less than 102 cells) is reported without
any corrections. Cells—deposited on a BaF2 window—were measured in transmission
by the IR microscope UMA 500 coupled to the FTIR spectrometer FTS-40A (both from
Digilab), at a resolution of 2 cm�1. The main absorption regions of cell biomolecules
are indicated.
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b-sheet structures (24–26). Interestingly, the possibility to follow
protein aggregation has been proven not only in vitro but also in
situ, enabling the study of the aggregation process in intact cells,
tissues, and also in nematodes (9–12, 27, 28).

Another promising application of FTIR (micro)spectroscopy in
cell biology is the study of cell differentiation (5, 6, 13, 29).
In particular, this technique allows to study, in a noninvasive way, the
main physiological processes that take place—simultaneously—within
intact cells. Indeed, changes in the protein secondary structures, lipid
and carbohydrate composition, and nucleic acid conformations can be
monitored within a single measurement from a limited number of
cells, even at the single cell level.

Considering the increasing interest in the application of stem
cells in regenerative medicine, FTIR (micro)spectroscopy appears
as a powerful new tool to provide unique stemness markers,
enabling first to discriminate between undifferentiated and differ-
entiated cells (5, 6, 13, 29). Moreover, the possibility to obtain
information on the main cell biomolecule content could make it
possible to disclose the cell fate, identifying the spectral features
typical of the new incoming phenotype (5, 30).

In the present work, first, we illustrate the use of FTIR micro-
spectroscopy to monitor the formation of IBs within intact Escher-
ichia coli cells. We, then, report in details the in situ study of the
Ab peptide expression within single C. elegans specimens.

Finally, to describe the procedure that we employed for the IR
study of intact mammalian cells, we report and discuss the protocol
optimized to characterize the IR response ofmurine embryonic stem
cells, at different stages of their spontaneous differentiation process.

2. Materials

2.1. FTIR

Instrumentation

and Accessories

The FTIR absorption spectra of the different biological systems
illustrated in this work were collected—from 4,000 to
800 cm�1—using the UMA 500 infrared microscope equipped
with a nitrogen cooled MCT detector (narrow band, 250 mm),
coupled to a FTS-40A spectrometer (both from Bio-Rad, Digilab
Division, MA, USA), under accurate dry-air purging (1).

For IR microscope analyses, samples were deposited onto IR
transparent ZnSe or BaF2 windows—depending on the samples—of
13 mm diameter and 2 mm thickness (Korth Kristalle GmbH,
Germany).

2.2. Software TheWin-IR software (Bio-Rad,MA,USA)was employed for spectral
collection. Spectral analysis, including water vapor subtraction and
second derivative calculation, was performed by the GRAMS/32
software (Galactic industries corporation, Salem, NH, USA).
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2.3. E. coli Recombinant

Strains

We studied the infrared absorption of the following E. coli strains:

NP 366: recombinant strain expressing the human interferon
alpha-2b (hIFN-alpha-2b); NP 406: recombinant strain
expressing the hIFN-alpha-2b at three- to fivefold higher level
than NP 366; NP 260: control strain not expressing the hIFN-
alpha-2b (27, 31).

2.4. C. elegans Strains To explore the IR response of intact nematode specimens, we
measured four well-characterized taxa, among which a wild type
C. elegans strain (8).

For the IR study of the Ab peptide expression, we measured
the temperature-inducible C. elegans transgenic strain (CL4176)
expressing the muscle-specific Ab1–42 and the control strain
(CL802), not expressing the peptide (see, for details, ref. 9).

2.5. Murine Embryonic

Stem Cells

Murine embryonic stem cells were isolated from the inner cell mass
of the blastocyst and spontaneously differentiated up to 14 days
(for details, see ref. 5).

3. Methods

3.1. FTIR

Microspectroscopy

of Recombinant

E. coli Cells

To illustrate the FTIR method to monitor the expression of
heterologous proteins in form of inclusion bodies (IBs) within
intact bacterial cells, we describe here the procedure that we fol-
lowed to characterize the production of hIFN-alpha2b in E. coli
cells. In particular, we examined the IR absorption of two strains
producing respectively a low (NP366) and a high (NP406) level of
IFN-alpha 2b and of the control strain NP 260, not expressing the
recombinant protein (27, 31, 32).

3.1.1. Protocol 1. Recover bacterial cells by centrifugation from stirred-flask
fermentations and normalize to the same cell density.

2. Resuspend each cell pellet in distilled water and deposit about
15 ml of the resulting suspension (containing approximately
106 cells) onto an infrared transparent window (ZnSe, BaF2,
etc.), in a spot of about 1 mm. In order to remove the excess
water, let the samples dry at room temperature for at least
30 min, in a protected environment, such as a laminar flow
hood (see Note 1).

3. For FTIR microscope measurements in transmission mode, set
the microscope diaphragm aperture to the size of the sample
that you would like to measure. Choose the instrument para-
meters: 25 kHz scan speed for MCT detector, a resolution of
2 or 4 cm�1 is recommended, and—to obtain spectra with
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excellent signal to noise ratio—at least 512 scan coadditions.
Triangular apodization function is preferred to truncate the
interferogram.

4. Place the sample window on the microscope stage. Pull down
the plastic cylinder around the objective to protect the sample
from external water vapor, and—after having focused the
beam on the sample—center an empty area of the window,
keeping the fixed diaphragm aperture. Optimize, then, the IR
beam focus by adjusting the Cassegrain condenser and the
spectrometer sensitivity, and, at this point, collect the back-
ground spectrum (the number of scan coadditions should be
the same or higher than the sample spectrum). To obtain a
good baseline, collect the background just before each sample
measurement.

5. Select an area (of the same size of the background spectrum)
within the sample and collect the sample absorption spectrum
(see Note 2).

6. To collect thewater vapor spectrumon the same sample window,
first choose an empty area, collect a background spectrum, then
pull up the plastic cylinder to obtain a high vapor signal, and—on
the same background area—collect an absorption spectrum.
The same instrument parameters used for the sample should be
used for the vapor spectrum. A vapor spectrum should be col-
lected after each set of FTIR experiments.

7. Analyze the measured spectra, first correcting them—when
necessary—for water vapor absorption (see Note 3).

8. To perform the second derivative analysis, in order to enhance
the apparent spectral resolution, first the raw measured spectra
should be smoothed (see Note 4). Then, calculate the second
derivative spectrum, where the band components of the
measured spectrum appear as negative peaks at the same
wavenumbers (see Note 5). To monitor the IB formation in
intact cells, concentrate your attention on the Amide I region,
between 1,700 and 1,600 cm�1, and in particular on the
appearance of a spectral component around 1,630–1,
620 cm�1, due to intermolecular b-sheet formation (24–26).

9. In the case of low expression levels, it could be useful to
subtract from the producer strain absorption spectrum that of
the control strain (not expressing the recombinant protein), to
better evaluate the response due to IB formation (see Note 6).
Then, the resulting spectrum could be analyzed as explained at
steps 7 and 8.

In Fig. 2 we reported the FTIR characterization of the recom-
binant hIFN-alpha-2b overexpressed in E. coli (27, 31, 32). The
second derivative spectrum of the intact control cells (not producer
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strain) is characterized by two main components at ~1,658 cm�1

and at ~1,638 cm�1, respectively due to the a-helix and intramo-
lecular b-sheet structures (24–26) of the whole protein content of
the cells. The derivative spectrum of the producer strain (NP 406)
displays again the a-helix component at ~1,658 cm�1, even if at
lower intensity than the control strain, while the intramolecular
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Fig. 2. FTIR analysis of human rIFN-alpha-2b overexpression in Escherichia coli. The
second derivative of the FTIR absorption spectrum of intact E. coli cells overexpressing
rIFN-alpha-2b is compared to that of the nonexpressing control strain. The rising of the
band around 1,628 cm�1, due to intermolecular b-sheets in aggregates, allows to study
the kinetics of IB formation within intact cells. The second derivative spectrum of extracted
IBs reveals the presence of intermolecular b-sheet structures (1,628 cm�1) and of residual
native-like structure (1,657 cm�1). The second derivative spectrum of native IFN-alpha-2b
in solution is also reported for comparison. Intact cells and extracted IBs (deposited on
ZnSe windows) were measured in transmission by the IR microscope UMA 500 coupled to
the FTIR spectrometer FTS-40A (both from Digilab), at a resolution of 2 cm�1. The native
protein was measured at a concentration of 10 mg/ml (resolution 2 cm�1) using a
temperature-controlled transmission cell, at room temperature.
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b-sheet component at ~1,638 cm�1 disappeared and a new peak
at ~1,628 cm�1, due to intermolecular b-sheets of protein aggre-
gates, arises indicating the formation of hIFN-alpha-2b IBs.
To obtain detailed structural information, IBs were then extracted
and measured, following the same procedure used for the intact cell
measurements and analysis, as described in steps 2–6. Unexpect-
edly, their second derivative spectrum (Fig. 2) is also characterized
by the a-helix component at ~1,657 cm�1 and by a peak at
~1,627 cm�1, assigned to protein aggregates, accordingly to what
found in intact cells. Interestingly, the a-helix component
represents the residual native-like structures of the polypeptides
embedded within IBs, as confirmed by the comparison with the
native recombinant hIFN-alpha-2b spectrum (see Fig. 2) (31, 32).

3.2. FTIR

Microspectroscopy

of Single C. elegans

Specimens

To illustrate the FTIR microspectroscopy approach for the analysis
of intact nematode specimens, we report the procedure that we
first set up to characterize the IR absorption of different
nematode species (8) and that we later applied to the study of
the temperature-induced expression of Ab peptide (Ab1–42) in
C. elegans (9).

3.2.1. Protocol 1. Pick single nematode specimens from the agar plate and place
them into a water drop. To remove any agar trace, wash exten-
sively single specimens by transferring them to several water
drops.

2. Transfer single specimens on BaF2 windows within a water
drop of a few microliters and, as discussed for bacterial cells,
let the samples dry at room temperature for at least 30 min (see
step 2, Subheading 3.1 and Note 1).

3. For FTIR microscope measurements, set the microscope dia-
phragm aperture in order to select the area of the nematode
body that you want to measure (this will depend on the body
length) (see Fig. 3a). Set the instrument parameters: 25 kHz
scan speed for MCT detector, a resolution of 4 cm�1 may be
preferable in this case (see Note 7), and at least 512 scan
coadditions are suggested.

4. Optimize the infrared signal and collect the background spec-
trum (see step 4, Subheading 3.1 for details).

5. Center the microscope diaphragm aperture on the selected
body region (pharynx, intestine, or tail; see Fig. 3a) and collect
the absorption spectrum.

6. Collect the water vapor spectrum on the same sample window
(see step 6, Subheading 3.1).

7. Correct the absorption spectra for water vapor absorption,
when necessary (see Note 3).
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8. To perform the second derivative analysis, after the proper
smoothing of the raw spectra, follow the procedure illustrated
in step 8, Subheading 3.1.

In Fig. 3b we report the absorption spectra collected from the
pharynx, intestine and tail within an intact C. elegans specimen.
As shown in the figure, the absorption spectra of the three body
parts are different, as expected. In particular, a higher reproducibil-
ity was found for the pharynx region, whose spectral response
reflected the main molecular components of the cuticle and mus-
cles. Interestingly, the IR absorption of the pharynx region enabled
us to discriminate among different nematode species (8).
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Fig. 3. FTIR microspectroscopy of Caenorhabditis elegans. (a) Optical image of an intact C. elegans specimen. The regions
selected by the infrared microscope diaphragm aperture are indicated by the rectangular frames. (b) Raw FTIR absorption
spectra of pharynx, intestine, and tail body regions, measured within an intact specimen, deposited on ZnSe windows.
(c) Second derivatives spectra of a temperature-induced C. elegans transgenic strain expressing the Ab peptide1–42,
measured before (time 0) and 48 h after the temperature induction. All the spectra were collected from the pharynx region
within intact specimens (deposited on BaF2 windows). Spectra were normalized to the tyrosine band around 1,515 cm

�1 to
compensate for the total protein content. The arrow points to increasing aggregate component (at about 1,623 cm�1). FTIR
measurements were performed in transmission using the UMA 500 IR microscope coupled to the FTIR spectrometer
FTS-40A (both from Digilab), at resolution of 4 cm�1.
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The same procedure was then applied to study the aggregation
kinetics of a C. elegans strain expressing the Ab1–42, involved in the
Alzheimer’s disease (9). In particular, we collected the IR spectrum
from the pharynx region of single intact specimens—where the
highest peptide expression was expected to occur—at different
times after the peptide thermal induction. We measured also, as a
control, the nonexpressing strain.

The second derivative analysis of the expressing strain in the
Amide I region enabled us to follow the aggregation process through
the monitoring of the intermolecular b-sheet spectral component
around 1,623 cm�1—absent in the control strain—whose intensity
was observed to increase at longer time after induction (see Fig. 3c).

Interestingly, we studied also the in situ effects of tetracyclines—
compounds that inhibit protein aggregations—on the secondary
structures of the Ab peptide. To this aim, we collected the IR absorp-
tion spectrum from the pharynx of intact nematode specimens
expressing the Ab1–42, fed with tetracycline. Noteworthy, in this
case the aggregate spectral component was significantly reduced
with respect to that of the untreated expressing strain (9).We believe
that the results obtained in this work highlight the potential of FTIR
microspectroscopy to better understand the aggregationmechanisms
of the amyloid proteins in vivo, in the presence of the physiological
factors able to modulate their aggregation, such as the intracellular
crowding and the cellular systems that assist folding and/or protein
degradation. Furthermore, the possibility to study the effects of
antiamyloidogenic compounds in vivo would allow a better compre-
hension not only of their mechanisms of actions but also of their
possible toxic effects.

3.3. FTIR

Microspectroscopy

of Murine Embryonic

Stem Cells

To illustrate the procedure followed to measure intact eukaryotic
cells, we describe the FTIR study of murine embryonic stem cells at
different times of spontaneous differentiation (5, 33).

3.3.1. Protocol 1. Recover the cells from flasks by centrifugation (1,000 � g, for
10 min at 4 �C) and wash them extensively, at least three times,
with NaCl 0.9 % by centrifugation (at 1,000 � g for 5 min at
4 �C). Resuspend the cell pellet in NaCl 0.9 %, in order to have
a number of cells of about 103–104.

2. Deposit onto a BaF2 window about 10–15 ml of cell suspension
in drops of 2–3 ml. Let the samples dry at room temperature for
at least 30 min (see Note 1).

3. For FTIR microscope measurements, follow the procedure
illustrated at steps 3–5 of Subheading 3.1 (see Note 8).

4. Analyze the second derivative spectra (see steps 7 and 8 of
Subheading 3.1. and Notes 5, 9, and 10).
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Following the approach illustrated above, we studied the spon-
taneous differentiation of murine embryonic stem cells. Important
changes in the main cell biomolecules were observed during the
differentiation process. In particular, by analyzing the nucleic acid
spectral response between 1,000 and 800 cm�1, reported in Fig. 4,
we monitored the formation of the DNA–RNA hybrid, detected by
the simultaneous presence of the ribose ring at about 914 cm�1 and
of the deoxyribose ring at 899 cm�1, occurring after 4–7 days of
differentiation. In this way, we were able to identify the differentia-
tion time in which the switch of the new phenotype took place.
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Fig. 4. FTIR microspectroscopy of undifferentiated and differentiating murine ES cells.
Second derivatives of the FTIR absorption spectra of murine ES cells undifferentiated and
at different stages of spontaneous differentiation are reported in the Amide I region and in
the nucleic absorption between 1,000 and 860 cm�1. Spectra were normalized at the
tyrosine band around 1,515 cm�1. The intensity of the spectra in the nucleic acid
absorption regions was magnified by a factor three. Absorption spectra were collected
by the IR microscope UMA 500 coupled to the FTIR spectrometer FTS-40A (both from
Digilab), at resolution of 2 cm�1 (BaF2 windows were employed).
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Moreover, the rising of the new phenotype was characterized by
important changes in the whole lipid and protein content (5, 33).

Concerning proteins, between 4 and 7 days of differentiation,
the analysis of the Amide I band clearly showed an increase of the
a helix component around 1,658 cm�1 and the appearance of b
turn structures, around 1,682 cm�1 (see Fig. 4). These results,
together with the increased intensity—upon differentiation—of
four glycogen marker bands between 1,160 and 1,020 cm�1,
allowed to identify the new phenotype, namely, cardiomyocyte
precursors, as then confirmed by the PAS (periodic acid-Schiff)
reaction analysis (5, 33). Concerning the nucleic acid response,
we should add that, in agreement with previous spectroscopic
studies (34, 35), a strong reduction of the RNA content, moni-
tored by the intensity of the bands at 994 cm�1 (ribose phosphate
main chain) and at 914 cm�1 (ribose ring mode), was found to
occur during the differentiation process, reflecting its involvement
in protein synthesis. Indeed, the RNA decrease—likely messenger
RNA—could be taken as an important marker of ES cell differenti-
ation process (34, 35).

3.4. Multivariate

Statistical Analysis

A final remark should be added about the multivariate statistical
analysis (36), an essential tool that allows to tackle the FTIR
analysis of complex systems, usually dependent by more than one
statistical variable. In particular, the multivariate method is crucial
to validate and better comprehend the spectroscopic data.

Different approaches can be employed, depending on the aim
of the analysis (37). For instance, to verify the reproducibility of the
spectral data, the cluster analysis—a statistical method used to
segregate the data into groups (clusters) on the basis of their
similarity—could be a valid choice (38).

However, for the study of the temporal evolution of complex
cellular processes, such as cell differentiation, it could be useful to
disclose the spectral features that contain the most significant infor-
mation on themolecular events simultaneously occurringwithin the
system. To this aim, we suggest to employ the combined principal
component–linear discriminant analysis (PCA-LDA) (5, 37, 39),
which allows to discriminate among the different sample classes
(i.e., differentiation times), identifying the most relevant wavenum-
bers that contribute to the inter-spectral variance (5, 33, 37).

4. Notes

1. It is necessary to evaluate the time required to dry the samples
in a reproducible way. To this aim, it is possible to measure in a
control experiment the FTIR absorption spectrum of the sam-
ple at different times of dehydration, until no more changes in
the Amide I region (1,700–1,600 cm�1) are observed.
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Concerning this point, we should add that, recently, it has
been demonstrated that a rapid desiccation of cells doesn’t
affect their spectroscopic response (40), confirming that the
dry-fixing provides a suitable method for the study of intact
cells by FTIR microspectroscopy.

We should also underline that to obtain a good spectrum, it
would be useful to measure a homogeneous “film” of cells—a
homogeneous monolayer for superior eukaryotes—in order to
reduce light scattering artifacts.

2. In order to explore the possible heterogeneity of the sample
and to verify the reproducibility of the IR response, it is recom-
mended to repeat several measurements on different areas
within the same drop and on the different sample drops. More-
over, at least three independent experiments (i.e., three inde-
pendent sample preparations) should be performed.

3. When performing the water vapor subtraction, check its absorp-
tion in the Amide I region, enlarging the spectrum between
1,700 and 1,600 cm�1. Concentrate your attention in particular
on the intensity of the vapor peak around 1,653 cm�1: subtract
vapor spectrum until you obtain a smooth spectrum around this
peak. As a control, check for the absence of the vapor signal in
a spectral range free from sample absorption (for example,
between 1,850 and 1,800 cm�1) (41).

4. To smooth the raw measured spectra, we usually employ the
binomial function, applying 9–13 smoothing points, or more,
depending on the quality of the measured spectrum. We sug-
gest to choose the opportune number of smoothing points by
checking the noise level in a spectral range free from absorption
(i.e., between 1,850 and 1,800 cm�1).

5. To calculate second derivative spectra, several functions can be
employed; usually we apply the Savitzky–Golay method (42).
To choose the number of smoothing points, you should check
the noise level in an area free from absorption (see Note 4).
In the interpretation of second derivative spectra, it is important
to keep in mind that the spectrum resolution is increased, since
the band half width is reduced of about a factor 2.7. Further-
more—being the peak height proportional to the original
height, but inversely proportional to the square of the original
half width—sharp peaks, as those due to water vapor, noise, and
interference fringes, are particularly enhanced with respect to
the spectral components. For this reason, an accurate purging of
the instrument and high signal-to-noise ratio are crucial to
obtain spectra that can be then processed by second derivative
analysis. It is recommended to apply the same parameters
for raw spectra smoothing and second derivative calculation
when comparing different spectral data. To compare second
derivative spectra (for instance, from different samples),
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we usually normalize them at the tyrosine peak around
1,515 cm�1, usually well resolved, to compensate for the pro-
tein content (31). It is also possible to normalize the measured
spectra at the Amide I band area.

6. When performing the spectral subtraction, it is necessary to
take care of the subtraction factor of the control strain spec-
trum, in order to compensate for the difference in optical path
of the absorption measurements. This can be expected consid-
ering that the thickness of the cell layer cannot be accurately
controlled. In particular, you should choose the subtraction
factor checking that no negative absorption results in the sub-
tracted spectrum.

7. We first employed a resolution of 2 cm�1, but—likely due to the
high complexity of the sample and to light scattering—it was
then very difficult to analyze their second derivative spectra.
For this reason, we decided to use a resolution of 4 cm�1,
however very satisfactory (9). Recently, the development of
an algorithm for Mie scattering correction could allow to obtain
high quality spectra from highly scattering biological samples
(43), therefore enabling to increase the spectral resolution.

8. We should highlight that, in the case of cell differentiation
studies, it is better to employ a spectral resolution of at least
2 cm�1, since this allows to better resolve the overlapping
spectral components due to the different biomolecules.

9. In the case of cellular studies involving several complex proces-
ses—such as cell differentiation—it is strongly suggested to
analyze the spectral response of all the main cell biomolecules
(proteins, nucleic acids, lipids, etc.). In this way, it could be
possible to better characterize and comprehend the different
processes that simultaneously take place within differentiating
cells. To do this, it could be useful to explore the cell IR
response over a wide range of frequencies, where changes in
the biomolecule composition and conformations could be
detected. In this way, it would be hopefully possible to disclose
the marker bands of the process under investigation, which will
depend on the cell system you are investigating.

10. We reported, in the following, a brief description of the most
studied spectral ranges useful to analyze complex biological
systems.

In particular, the lipid absorption falls mainly in the
3,050–2,800 cm�1 and 1,480–1,330 cm�1 spectral ranges,
dominated by the absorption of the acyl (4, 44). Moreover,
the spectral features between 1,750 and 1,700 cm�1, mainly
due to the C¼O stretching of esters (4, 44), also give informa-
tion on the sample lipid content.

As already discussed, protein analysis is mainly performed in
the Amide I region, between 1,700 and 1,600 cm�1, due to the
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C¼O stretching vibration of the peptide bond. Since this band
is particularly sensitive to the protein secondary structures, it is
very useful to get information on possible changes in the
protein conformation and/or aggregation, even within com-
plex systems.

The IR response of carbohydrates occurs mainly between
1,200 and 800 cm�1, with absorption bands whose positions
and intensities are specific for every polysaccharide (45). We
should underline that the infrared response of glycogen, of
interest for tissue and cell studies, is characterized by specific
spectral features, with marker bands around 1,154 cm�1 (C–O
stretching), 1,081 cm�1 (C–C stretching), 1,032 and
1,022 cm�1 (C–O–H bending) (5, 29, 33, 46, 47).

Concerning nucleic acids, we should consider that their
complex IR absorption covers a wide range of frequencies
(48–50). Among the most studied spectral region, of particular
interest for cell biology is that between 1,250 and 1,000 cm�1,
characterized by absorption bands sensitive to nucleic acid
backbone conformations. These spectral components arise
mainly by vibrations along the sugar–phosphate chain, making
it possible to findmarker bands of the differentDNA conforma-
tions (A, B, and Z). We should, however, note that this spectral
range is particularly crowded, since different biomolecules
absorb. For this reason, to characterize the nucleic acid response
it could be useful to explore also the 1,000–800 cm�1 spectral
region, which gives information mainly on nucleic acid sugar
conformations. In particular, bands due to the different sugar
puckering modes (S-N types)—varying depending on DNA
cytosine methylation—could give information on this epige-
netic modification, relevant in cell biology (51). Furthermore,
spectral features typical of the different DNA conformations are
also found in this region, in particular between 970 and
920 cm�1, mainly due to the CC stretching of the backbone
(5, 33, 48).
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Chapter 8

Studying IDP Stability and Dynamics
by Fast Relaxation Imaging in Living Cells

Apratim Dhar, Maxim Prigozhin, Hannah Gelman, and Martin Gruebele

Abstract

Fast relaxation imaging (FReI) temperature-tunes living cells and applies small temperature jumps to them,
to monitor biomolecular stability and kinetics in vivo. The folding or aggregation state of a target protein is
monitored by Förster resonance energy transfer (FRET). Intrinsically disordered proteins near the struc-
tured–unstructured boundary are particularly sensitive to their environment. We describe, using the IDP a-
synuclein as an example, how FReI can be used to measure IDP stability and folding inside the cell.

Key words: Temperature jump, Fluorescence, In vivo, Intrinsically disordered protein, Thermal
denaturation, Folding kinetics, Folding thermodynamics

1. Introduction

The free energy differences between folded, unfolded, and transi-
tion states on a protein’s folding landscape are very small compared
to those of covalent bond-forming reactions. Hence, proteins are
particularly sensitive to their environment. There is growing evi-
dence that the natural folding environment of a protein inside the
living cell shifts and modulates protein kinetics and thermodynam-
ics compared to in vitro measurements. Experimental (1–10) and
theoretical (3, 9, 11–17) investigations suggest that the discrepancy
arises from a combination of chemical environment and macromo-
lecular crowding. Crowding in particular reduces the entropy of
extended, denatured, or disordered protein states.

Intrinsically disordered proteins (IDPs) present a particularly
interesting subject for live-cell experiments because the crowded
cellular environment can increase their propensity for folding (18)
by lowering the entropy of the disordered state. IDPs that lie close
to the borderline on the charge–hydropathy plot (19, 20) are an
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especially promising subgroup for such experiments. Even a slight
perturbation of their energy landscape by macromolecular crowd-
ing could tip themover the folded–unfolded boundary, forcing such
proteins to assume a biologically functional conformation that is
difficult to access in vitro. For such proteins, test tube results could
be misleading, accentuating the need for developing experimental
methods suitable for the interrogation of protein folding, misfolod-
ing, and aggregation in its native environment—the living cell.

Fast Relaxation Imaging (FReI) is a new method that makes
movies of fast protein dynamics inside living cells (21). FReI is a
synergy of two techniques: Förster Resonance Energy Transfer
(FRET) imaging of biomolecules, and temperature jump relaxation-
induced biomolecular kinetics. Figure 1 shows the layout of our FReI
microscope. For folding studies, a FReI sample consists of live cells
expressing a recombinant protein of interest, sandwiched between
two fluorescent proteins that comprise a FRET pair. For aggregation
studies, the FReI sample consists of cells transfectedwith twoproteins,
each singly labeled (one by a donor and the other by an acceptor).
The technique operates on the assumption that the average distance

Fig. 1. A schematic diagramof the FReImicroscope, showing various components and how two-color fluorescence images of live
cells are obtained. Cells are transfectedwith a plasmid carrying the gene fora-synuclein FRET-labeledwith AcGFP1 (FRET donor)
and mCherry (FRET acceptor). A shaped pulse from an IR laser causes a rapid increase in temperature of the cells, causing the
protein to unfold, and thereby triggering a change in the amounts of green and red fluorescence. This change is captured as a
movie on the CCD camera and analyzed to extract thermodynamic and kinetics information about protein folding in live cells.
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between FRET pairs will change upon (un)folding or aggregation.
Protein dynamics are measured by suddenly jumping the temperature
of the cell by a few degrees with an infrared laser, and thenmonitoring
FRET by imaging fluorescence in the donor (green) and acceptor
(red) detection channels on a CCD camera.

Here, we describe experimental protocols specifically for using
FReI to study the in-cell dynamics of a-synuclein, an IDP
of tremendous clinical significance due to its role in the formation
of insoluble fibrils that cause Parkinson’s disease (22, 23). These
protocols are also applicable to other IDPs. Details on how to set
up FReI on an existing fluorescence microscope are given in refs.
(21) and (24), which should be consulted before the protocols
summarized below are implemented. Figure 1 illustrates the impor-
tant additions to a conventional inverted fluorescence microscope:
a temperature-controlled stage (custom-built or commercial), an
infrared diode laser so the sample can be temperature jumped from
above, and an external CCD camera with beam splitters, to record
the donor and acceptor images of the cell separately for transfer to a
computer and subsequent image processing. The filter box and
dichroic mirrors that separate excitation light from fluorescence
and the blue light source that excites the donor fluorescence are
available as standard components for fluorescence microscopes.

2. Materials

The subsections have the same number as “Methods” subsections
where the materials will be used.

2.1. Plasmid Assembly 1. pDream 2.1 vector (GenScript).

2. pAcGFP1 vector (Clontech).

3. pmCherry vector (Clontech).

4. Gene for a-synuclein (can be synthesized by several companies,
such as GenScript).

2.2. Protein Expression

and Purification

1. BL21 CodonPlus (DE3)-RIPL cells (Stratagene).

2. pDream2.1vector (GenScript)withFRET-labeledalpha-synuclein.

3. Lysogeny broth (LB) medium (Fisher Scientific).

4. Isopropyl b-D-1-thiogalactopyranoside (IPTG) (Inalco).

5. Ni-NTA column (Qiagen).

6. Phenylmethylsulfonyl fluoride (PMSF, Sigma) may be stored
for 1 week at 100mMdissolved in ethanol or isopropyl alcohol.

7. DNase I (RNase-free), 2,000units/mL(NewEnglandBioLabs).
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8. Buffer A: 50 mM Na2HPO4, 300 mM NaCl, and 10 mM
imidazole, pH 8.0.

9. Buffer B: 50 mM Na2HPO4, 300 mM NaCl, and 500 mM
imidazole, pH 8.0.

2.3. Cell Culture

and Transfection

1. Human osteosarcoma (U2OS) cells (ATCC). Other cell lines
may be substituted.

2. DMEM media (HyClone).

3. OptiMEM media (Gibco).

4. Fetal Bovine Serum (FBS, Gibco).

5. Penicillin–streptomycin (PS, Invitrogen).

6. Lipofectamine 2000 (Invitrogen).

7. 35 mm Petri dishes (Corning).

8. Coverslips (Corning).

2.4. FReI Experiments 1. Coverslip (with cells expressing FRET-labeled alpha-synuclein
adhered, see Subheading 3.3, step 7).

2. Microscope slide (Fisher).

3. Liebovitz L-15 media (Gibco).

4. FBS.

5. 100 mm spacer (Grace Bio Labs).

6. FReI microscope (based on an inverted fluorescence micro-
scope, see refs. 21 and 24) with FCS2 chamber (Bioptechs).

2.5. Image and Data

Analysis

7. LabVIEW (National Instruments).

8. MATLAB (MathWorks).

3. Methods

Unless otherwise specified, the procedures described below should
be carried out at room temperature. The conversion of an inverted
fluorescence microscope is not described in detail here; consult the
references listed in Subheading 2.4, item 6 for details.

3.1. Design

of a-Synuclein

Protein Vectors

1. Assemble the gene for FRET-labeled a-synuclein by ligating
the genes for AcGFP1 and mCherry to the 50 and 30 ends of the
a-synuclein gene. A 6�His-tag should be added to the 50 end
of AcGFP1 to enable purification using a Ni-NTA column.
This allows for comparison of in vivo results with in vivo results.

2. Clone this gene into the pDream 2.1 vector. This is a shuttle
vector, meaning that the construct can be expressed in both
mammalian cells (via theCMVpromoter) as well as inEscherichia
coli (via the T7 promoter) for in vitro studies. Companies such as
GenScript offer services for the procedures listed in steps 1 and 2.
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3.2. Protein Expression

and Purification for

In Vitro Comparison

1. TransformBL21CodonPlus (DE3)-RIPL cells with the plasmid,
as per the manufacturer’s instructions. Plate the cells onto an
agar plate containing LB and ampicillin and place the plate in an
incubator at 37 �C for >12 h.

2. Pick a single colony from the agar plate using a sterile pipette tip
and grow it in 20 mL of LB at 37 �C until the culture becomes
cloudy. This generally takes 5–6 h.

3. Transfer the small culture to large flasks with LB media and
grow the cells at 37 �C to an optical density at 600 nm of 0.8.

4. Add IPTG to the cells (1 mM final concentration) to induce
protein expression and continue growing at 23 �C for 12 h.

5. Collect the cells by centrifugation 8,600 � g for 10 min at 4 �C
and discard the supernatant.

6. Resuspend the cells in Buffer A and add PMSF (1 mM final
concentration) and DNase (20 mL/liter culture expressed). Let
sit for 20 min in ice and then lyse the cells using a sonicator.

7. Centrifuge the cell lysate at 20,000 � g for 25 min at 4 �C and
collect the supernatant.

8. Filter the supernatant through a .22micron syringe filter. Pass the
supernatant over an Ni-NTA column charged according to the
manufacturer’s protocol and equilibrated with Buffer A.

9. Wash the column with 3 column volumes each of 20, 50, 100,
150, 200, 300, and 500mM imidazole.Mix Buffer A andB in the
appropriate ratios to achieve thedesired imidazole concentrations.

10. Collect eluted buffer in fraction volumes equal to the column
volume (or smaller).

11. Analyze all fractions by sodium dodecyl sulfate polyacrylamide
gel electrophoresis (SDS-PAGE).

12. Combine the fractions containing FRET-labeled a-synuclein
and dialyze overnight at 4 �C to remove remaining impurities.

13. Check final protein purity by electrospray ionization mass spec-
trometry (ESI-MS) and SDS-PAGE.

3.3. Transfection

of Mammalian Cells

for FReI Experiments

1. Grow U2OS cells (or another desired cell line) in 35 mm Petri
dishes in DMEM containing 1 % PS and 10 % FBS to >70 %
confluency.

2. 30 min before transfection, change the media in the Petri
dishes to DMEM media supplemented only with 10 % FBS
(i.e., containing no PS).

3. Prepare the following solutions (it is critical to maintain a ratio of
1:2.5 for theDNAmass toLipofectamine volumeconcentration):

(a) Tube A: 250 mL of Optimem I media + 2 mg plasmid DNA

(b) Tube B: 250 mL ofOptimem Imedia + 5 mLLipofectamine

8 Studying IDP Stability and Dynamics by Fast Relaxation Imaging in Living Cells 105



4. Tap gently to mix the contents of the two tubes and incubate
for 5–20 min at room temperature.

5. Pipette the contents of tube B into A, mix by tapping gently,
and incubate for 20–30 min at room temperature.

6. Pipette the contents drop-wise onto the cells.

7. After 5–6 h, aspirate the media in the petri dish and replace
with fresh DMEMmedia (supplemented with 1 % PS and 10 %
FBS). At this point, the cells can be split and plated onto
coverslips for subsequent imaging experiments. Experiments
can be performed 24–72 h posttransfection.

3.4. FReI Measurements

in Cells and in In Vitro

1. Assemble the FCS2 chamber with the coverslip carrying
the cells expressing FRET-labeled alpha-synuclein and fill the
chamber with Liebovitz L-15 media supplemented with 30%
FBS. Alternatively, a custom-built temperature-controlled stage
may be used (see Notes 1 and 2).

2. Mount the FCS2 chamber (or custom stage) on the micro-
scope stage.

3. Turn on the blue light source (e.g., LED in Fig. 1) for excita-
tion of the donor FRET label.

4. Focus on a cell through the eyepiece and then direct the green
and red fluorescence to the CCD by pulling the slider on the
microscope. Visualize the cell on the computer monitor via
camera software. CCD optics assembly is described in ref. (24).

5. Set the base temperature for the T-jump experiment by using
the FCS2 temperature controller or a custom heating plate (i.e.,
to do a T-jump from35 to 39 �C, set the heating plate to 35 �C).

6. Acquire a video of protein fluorescence from the cell imaged
onto the CCD camera and transfer to a computer using soft-
ware provided by the CCD manufacturer or custom-written
imaging software (e.g., written in LabVIEW).

7. During video acquisition, measure a constant temperature sig-
nal for a few seconds, and then activate the shaped IR pulse to
initiate a T-jump (Fig. 1 and ref. 24). The constant temperature
measurement monitors thermal equilibrium, while the change
in the green donor intensityD and red acceptor intensityA after
the jump monitors the a-synuclein conformational dynamics.

8. Repeat steps 5–7 to obtain data at 10–12 different tempera-
tures so that a full set of thermodynamic and kinetic parameters
can be reliably determined during data analysis.

9. For in vitro measurements, prepare a slide by adding ~500 mL
of the purified and 0.2 mm filtered protein (concentration of
~5 mM) to the FCS2 imaging chamber. Alternatively, use an
imaging chamber (described in Note 2, below), filled with
~150 mL of the purified protein. The protein concentration
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should be chosen such that the in vitro fluorescence intensity is
similar to that collected from cells.

10. Follow steps 2–8 above to obtain in vitro thermodynamics and
kinetics analogous to the in cell data.

11. For in vitro analysis, it may also be useful to collect biophysical
data as a function of temperature, such as CD spectra of FRET-
labeled a-synuclein (see Fig. 2). Such in vitro data can be
correlated with both in vivo and in vitro FRET data.

3.5. Image and Data

Analysis

1. Open the acquired video using LabVIEWor other image proces-
sing software. The output from the CCD consists of two images
of the cell in every frame, corresponding to the green and red
fluorescence images (Fig. 1). The images may differ slightly in
orientation and magnification, and require correction.

2. Select the green and red channel images in the two-color
fluorescence image.

3. Align the two images by computing the cross-correlation func-
tion between the two selections, and rotate, scale, and translate
one selection to maximize the cross-correlation (see Note 3).

4. Save the position of every pixel, its intensity D in the green
donor channel, and its intensity A in the red acceptor channel,

Fig. 2. Circular dichroism spectra (mean residue ellipticity ¼ MRE) of FRET-labeled
a-synuclein. In water (blue squares), the construct only shows the b-sheet signature
contributed by the FRET labels. In 75 mM SDS (red circles), the construct has a much
larger CD spectrum. The difference spectrum (black line) reveals that FRET-labeled
a-synuclein contains coil and a-helical regions when bound to SDS, similar to unlabeled
a-synuclein in SDS (black triangles).
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for every time frame in the acquired video in a text file (see
Note 4).

5. For in vitro data analysis, save an area similar to that of a cell in
the green and red channels and proceed in the same manner as
for in-cell data.

6. Cell-averaged analysis: Sum up the intensities of the green
channel to get an overall D value for every frame. Sum up the
intensities for the same pixels in the red channel to get an
overall A value. This can be done in MATLAB or similar
software.

7. Cell-averaged thermodynamic analysis

(a) Compute theD/A ratio from the overallD andA values for
all frames collected before each T-jump (Fig. 3). Average
the values before each T-jump together to improve signal-
to-noise ratio. If n T-jumps were measured starting at dif-
ferent temperatures, this yields n values ofD/A at different
temperatures. Normalize all D/A values by the value of
D/A obtained at the lowest temperature. The result is a
plot ofD/A as a function of temperature, which starts with
D/A ¼ 1 at the lowest temperature (see Note 5).

Fig. 3. Typical analysis output images of a cell with FRET-labeled a-synuclein at two
different temperatures. At 22.3 �C (redder image), D/A is on average lower than at 49 �C
(greener image), which suggests that the conformation of a-synuclein within the cell
changes and FRET labels spatially separate as the temperature increases. By averaging
the D/A (green/red) fluorescence intensity ratio over the cell, a cell-averaged FRET ratio
can be obtained and plotted as a function of temperature. The red and green rims at the
edge of the cell are due to temperature-dependent fluorescence interference because the
slide, cell, and media differ in refractive index (25).
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(b) Determine the melting temperature Tm and the coopera-
tivity of the unfolding transition DGð1Þ by fitting the nor-
malized D/A ratio to a sigmoid with the following
functional form:

D=A ¼ ð1� SFÞ þ ðSF � SUÞFU

SF � ðSF � SUÞFU
DGðT Þ ¼ DGð1ÞðT � TmÞ; FU ¼ 1

1þ e�DGðT Þ=RT

Linear baselines SF ¼ 0:5þ bðT � TminÞ; SU ¼ aþ bðT � TminÞ
for the folded and denatured states, commonly assumed in
fitting protein denaturation data, can also be used here as a
good approximation. Tmin is the lowest temperature in the
titration. FU is the fraction of unfolded protein, and is
given by the free energy difference DG between the folded
and denatured states.

8. Cell-averaged kinetic analysis

(a) Determine x ¼ D/A, where D and A are the unnorma-
lized average donor and acceptor intensities before the T
jump, as determined at the beginning of step 7(a).

(b) Use the cell averaged D and A values from step 6 above.
Plot the difference D � xA for each time point after the
T-jump versus time to obtain a trace of a-synuclein kinetics
averaged over the entire cell (see Note 6).

(c) Fit the pre-jump D � xA values to a linear function to
correct for any differential photobleaching effects in
the two channels. Subtract this linear function from the
D � xA values to obtain the final, processed data to be
fitted (see Note 6).

(d) Fit the data to the desired kinetic model. For example, fit to
a stretched exponential:

y ¼ y0 þAð1� e�ðt=tÞbÞ;
where t is the time constant and b is the stretching factor.

4. Notes

1. If using the commercial FCS2 chamber, add a drop of 1MHCl
to the center of the microaqueduct slide to dissolve the ther-
mally conducting ITO (indium tin oxide) coating, so that the
IR T-jump beam can be transmitted from above through the
slide to the cells on the coverslip.

2. If using a custom-built stage (24), appropriate imaging cham-
bers can be assembled by putting a 100 mm adhesive spacer
(Grace Bio Labs) on a microscope slide, filling it with 150 mL of
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L-15 media (supplemented with 30 % FBS), and then sealing
the chamber by sticking the coverslip with cells onto the spacer.

3. Such alignment is provided by many image processing
programs. The goal is to make sure that each pixel in the
green image can be matched to a corresponding pixel in
the red image for further analysis.

4. The text file can be read into MATLAB or similar software for
future thermodynamic and kinetic analysis with pixel resolu-
tion. Here, we describe only an average analysis for the whole
cell, where D and A are obtained by summing green or red
channel intensities over all pixels of the cell.

5. This curve is the equivalent of thermal protein denaturation
curves obtained in vitro. For example, if the protein is unfold-
ing at higher temperature, one expects D/A to vary slowly at
low T, suddenly increase as the protein unfolds and the
green–red label distance increases, and then level off again.

6. For the most accurate thermodynamic and kinetic analysis, A
(T) (or A(t) before and after the T-jump) should be scaled by
the temperature-dependent quantum efficiency of the acceptor
dye. This can be measured by exciting the acceptor directly
with a light source at the peak donor emission wavelength, and
measuring its fluorescence intensity A0(T) as a function of
temperature. In practice, we find that A0(T) varies sufficiently
slowly with temperature for mCherry that omitting this step
does not introduce a significant error (< 0.5 �C) in Tm or in the
kinetic analysis.
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Part II

NMR-Based Techniques



Chapter 9

Measurement and Analysis of NMR Residual
Dipolar Couplings for the Study of Intrinsically
Disordered Proteins

Loı̈c Salmon, Malene Ringkjøbing Jensen,
Pau Bernadó, and Martin Blackledge

Abstract

Intrinsically disordered proteins (IDPs) are predicted to represent a significant fraction of all functional
proteins. Their inherent plasticity allows them to sample more efficiently their surroundings and thereby
increase the probability of interaction with one or several different biological partners. Due to their high
flexibility, IDPs cannot be represented by a single, three-dimensional structure; rather, an ensemble
description can be invoked, where the protein is assumed to interconvert between different conformations.
This chapter focuses on the use of NMR spectroscopy to characterize the dynamic behavior of IDPs, in
particular residual dipolar couplings, that provide highly sensitive tools for the study of intrinsic structural
propensity and conformational transitions accompanying protein function.

Key words: Nuclear magnetic resonance, Intrinsically disordered protein, Residual dipolar coupling,
Statistical coil, Unfolded protein

1. Introduction

Intrinsically disordered proteins (IDPs) are now recognized to
represent a significant fraction of all functional proteins. Even
though this fraction is limited to a few percent in prokaryotic
organisms, it is estimated to reach more than 30 % for eukaryotic
systems and even 40 % of the human proteome (1–3). The
biological functions exerted by IDPs are very broad including cell
cycle regulation, signaling, translation, and transcription and play
key roles in neurodegenerative diseases and cancer (4).

The inherent plasticity of IDPs allows them to sample more
efficiently their surroundings and thereby increase the probability
of interaction with one or several different biological partners.

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
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They often fold upon binding, although high flexibility can remain
in the formed complexes (5). IDPs have large interaction surfaces,
without requiring excessively high molecular weights, and can be
efficiently regulated via high turnover rates. Due to their highly
flexible nature, these proteins have until now escaped detailed bio-
physical characterization and it has become clear that the very exis-
tence of this class of proteins necessitates a reassessmentof the classical
structure–functionparadigm. IDPs cannot be representedby a single,
three-dimensional structure. Therefore, their biophysical properties
have to be described using tools allowing for such flexible behavior.
Anensembledescriptioncanbe invoked,where theprotein is assumed
to interconvert betweenmore or less equiprobable conformations. In
general, descriptions based on probabilistic formalisms are expected
tobemore suitable for describing the properties of IDPs compared to
standard structural approaches (6, 7).

Considering IDPs as completely unfolded systems (i.e., as
random-coil states) is an oversimplification as many IDPs contain
significant amounts of residual structure. This residual structure has
been shown to be essential for controlling early molecular recogni-
tion events in IDPs undergoing disorder-to-order transitions upon
binding to physiological partners (8). Therefore, many recent IDP
developments have focused on characterizing such residual struc-
ture at atomic resolution.

The present chapter focuses on the use of nuclear magnetic
resonance (NMR) spectroscopy to characterize the dynamical
behavior of IDPs and other unfolded states (9). In particular we
will discuss residual dipolar couplings, and emphasis will be put on
their interpretation using a recently developed ensemble descrip-
tion of the disordered state, the so-called Flexible-Meccano.

Residual dipolar couplings (RDCs) are sensitive probes of
biomolecular structure and dynamics. In principle this information
exists both in folded and unfolded systems as long as RDCs can be
measured (10–12).

The dipolar or dipole–dipole interaction results from the
coupling of a given magnetic moment with any other magnetic
moment in its surroundings, and this coupling is given by:

DIS ¼ � gI gSm0h
16p3r3IS

P2 cos yISð Þh i (1)

where g is the gyromagnetic ratio for the two spins I and S, rIS is the
distance between the spins, m0 is the permeability of free space, and
h is Planck’s constant. Two cases can be envisaged: the isotropic
case, such as that found in the liquid state, where interactions sample
all orientations in free solutionwith equal probability. Themeasured
value is then averaged to zero. The opposite occurs for the solid state
case, where the absence of macroscopic motion leaves the dipolar
interaction undiminished. The idea of using a mesomorphic or
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liquid crystalline phase is to find a regime between these two
extremes, where one can retain the essential geometric information
content in a residual dipolar coupling that can be measured using
the simplicity of liquid state NMR (13).

Residual dipolar couplings are therefore measured by dissolving
the protein in a dilute liquid crystalline mixture. The diversity of
dilute liquid crystals proposed to align biological samples is nowadays
quite vast, but the proposed alignment systems behave principally as
nematic or smectic phases (14). Schematically, nematic phases, named
from the Greek word for thread, are rod shaped and usually exhibit
ordered behavior in a single direction, and smectic phase, from the
Greek word soap, are more ordered than the nematic as they present
layered structures. Most of the alignment media make lyotrophic
phases diagram is mainly dependent on two parameters, the tempera-
ture (as for thermotrophic ones) and the concentration of the che-
micals that will build the structure into the solvent.

1.1. Alignment Media The first dilute liquid crystal used for aligning proteins was made of
a mixture of two phospholipids: one long the DMPC (dimyristoyl-
phosphatidylcholine) and one short the DHPC (dihexanoyl-phos-
phatidylcholine) which form disks with diameters around 400 Å
(15). They are called bicelles, and their surface is constituted mainly
from the long alkyl chain phospholipid and the border mainly from
the short chains. Charged groups point into the water, whereas the
aliphatic chains constitute the bulk of the bicelle. The alignment,
which occurs at a temperature around 35 �C or above, is induced by
the diamagnetic susceptibility of the bicelles, and their director is
orthogonal to the magnetic field (13, 16). They mainly interact
with the solute through steric interactions (17). Different compo-
sitions have now been proposed to extend the use of bicelles over a
wider range of pH, temperature or to increase their time stability.

Bicelles can also be electrostatically charged using CTAB
(hexadecyltrimethylammonium bromide) or SDS (sodium dodecyl
sulfate) in order to switch to positive or negative electrostatic
interaction with the solute (18, 19) or doped with lanthanides
that will flip the director parallel to the magnetic field (20).

Another common alignment medium is filamentous bacterio-
phage such as fd and tobacco mosaic virus (TMV) (21) or more
often the Pf1 (22) that presents an elongated rod shape of 20,000 Å
long with a diameter of 60 Å. They are made of DNA encapsulated
by negatively charged a-helical proteins and align through their
intrinsic magnetic susceptibility apparently due to a repetitive dis-
tribution of planar peptide bonds in the shell protein. The interac-
tion with a solute will be mainly due to negatively charged
electrostatic interaction. The electrostatic interaction can be
reduced by increasing the ionic strength of the solution, thereby
avoiding attractive interaction, and binding, with positively charged
solutes (23).
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The mixture of {n}-alkyl-poly(ethylene glycol) (PEG) and
{n}-hexanol provides another source of alignment forming lyotro-
pic lamellar phases (24). Layers are organized with a hydrophobic
interior, and PEG polar head-group in contact with water. They
align parallel to the magnetic field and the spacing between layers
can be tuned from several hundred to a few nanometers by increas-
ing the concentration (16). Variations using different alkyl chains or
by substituting the PEG with cetylpyridinium chloride or bromide
have been proposed (25, 26). PEG–hexanol mixtures are cheap,
while the large accessible range of pH and temperature makes
them particularly attractive for studying a broad range of proteins.

Other liquid crystal based alignment media have been pro-
posed, such as negatively charged purple membrane fragments
containing bacteriorhodopsin (27, 28), cellulose microcrystallites
that form rods of approximately 2000 Å, long with a diameter of
100 Å, that align orthogonally to the magnetic field (29) or stacked
columns of d(GpG) (20-deoxyguanylyl-(30,50)-20-deoxyguanosine)
which are compatible with detergents (30), and collagen (31).

A common form of alignment medium that is used for biomo-
lecular systems results from mechanically straining polyacrylamide
gels. They are obtained by compressing or stretching polyacryl-
amide gels and they can be obtained for example by compressing
a gel in a Shigemi tube by pressure of the plunger or by reswelling
dried gel in an NMR tube whose diameter is smaller than the one
where the gel was polymerized (32, 33). This mechanical strain
creates anisotropic cavities in the gel. The alignment is transferred
to the solute through orientational restriction: if the molecule has
for example an ellipsoidal shape, the main axis will have a higher
probability to lie along the longest direction of the cavity than the
shortest one.

Gels can be charged during polymerization by including posi-
tively or negatively charged or zwitterionic monomer instead of
neutral ones (34). This will modify the alignment properties of the
medium by introducing electrostatic interactions. Gels can also be
polymerized in the presence of phages or purple membranes, for
example in order to give composite alignment media (35, 36).

For completely unfolded proteins, the existence of nonzero
RDCs was not immediately intuitive, as the flexibility of the peptide
chain was thought to potentially average the angular dependence of
the RDCs to zero. However, it has become clear that RDCs in
unfolded systems adopt bell-shaped curves with vanishing values at
the extremities and nonzero mean values in the center of the chain
(37). This can be rationalized for a steric alignment medium by
considering an internuclear vector, e.g., an NH bond, in the center
of the chain and one at the extremity. The alignment can be
estimated by finding all possible bond vector orientations in the
presence of the alignment medium and compare it to those in
the absence of the medium (this is the principle underlying the
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PALES approach). In the absence of the medium the internal and
external bond vectors have the same accessible space. Therefore,
the vector with the most restricted available space when the
medium is introduced will be more aligned and will exhibit larger
RDCs values. The probability to find a conformation where the
external amide NH vector is close to the alignment medium ele-
ments (e.g., a bicelle) is much higher than for the internal vector
and thus the central part of the chain should exhibit larger RDCs.

This qualitative reasoning has been more precisely studied by
using a random walk model where the peptide chain is modeled as
rigid segments (37). This approach has provided an analytical
expression of the bell-shaped curve that gives reasonable agreement
with experimental data (38). A major drawback of this approach is
that each amino acid is treated in the same way and therefore does
not allow different conformational propensities for each amino
acid. In order to obtain a quantitative description of the unfolded
state, it is essential to take into account amino-acid specific confor-
mational propensities.

The deviation from the completely unfolded state can be
monitored as modulations of this bell-shaped curve. For example,
studies of the denatured states of apomyoglobin and acyl-CoA
binding protein reveal deviations of the NH couplings from their
negative bell-shaped profile (39). In some cases the NH values even
become positive showing that the proteins contain significant
amounts of residual structure in the denatured state. The observed
change in sign can be explained because the mathematical function
shown in Eq. 1 changes sign when the average orientation changes
by 90�, as one would expect when comparing NH bond vectors
that are perpendicular (extended) or parallel (a-helical) to the
direction of the chain (Fig. 1).

It is worth noting that RDCs for unfolded proteins are often
measured in steric alignment media because tensor estimation is
relatively simple in these cases, relying on the overall shape of the
molecule. Tensor estimation is more complicated in electrostatic
alignment media as the distribution of charges in the protein has to
be taken into account. Furthermore, as IDPs often exhibit a high
proportion of charged residues, strong interactions with electro-
static alignment media may be more difficult to avoid.

2. Materials

In this section the experimental protocols for preparing two
different alignment media are presented: PEG–hexanol mixture
and bicelles. The volumes of the samples in both protocols are
250 mL that corresponds to the standard volume for
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measurements in Shigemi tubes. The amount of reactants can be
increased or decreased to modulate the level of alignment. The
quantities given here are standard for aligning small to medium
sized proteins.

2.1. PEG–Hexanol 1. Solution of the protein and corresponding buffer.

2. D2O.

3. PEG: n-alkyl-poly(ethylene glycol) (pentaethyleneglycol
monododecyl ether).

4. Hexanol.

2.2. Bicelles 1. Solution of the protein and corresponding buffer.

2. 10mM Sodium phosphate buffer.

3. D2O.

4. Detergent: dihexyl-PC (1,2-di-O-hexyl-sn-glycero-3-phos-
phocholine).

5. Lipid: ditetradecyl-PC (1,2-di-O-tetradecyl-sn-glycero-3-
phosphocholine).

6. CTAB (hexadecyltrimethylammonium bromide) or SDS
(sodium dodecyl-sulfate) for doping.

2.3. Flexible-Meccano The program can be downloaded at the following site: http://www.
ibs.fr/science-213/scientific-output/software/flexible-meccano/.

Fig. 1. NH RDCs become positive when the average orientation of the bond vector is parallel to the direction of the chain
(when the residual structure is preferentially a-helical) and negative when the NH bond vectors are preferentially
perpendicular to the direction of the chain (when there is no residual structure).
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3. Methods

3.1. PEG–Hexanol In a microcentrifuge tube, prepare a sample of 236 mL containing
the protein in the appropriate concentration (typically 0.2–1 mM)
and 20 mL of D2O.

1. Add 14 mL of PEG (see Note 1).

2. Add step by step the hexanol. As this step is the most critical for
obtaining a good alignment, it is recommended to add the
hexanol in steps of 0.5 mL. After each addition, vortex vigor-
ously the sample (see Note 2).

3. Introduce the sample in the NMR tube (see Notes 3–5).

4. The level of alignment can be monitored by measuring the
deuterium quadrupolar splitting. For a PEG–hexanol mixture
the expected splitting is between 15 and 25 Hz (see Note 6).

3.2. Bicelles 1. Prepare a buffer solution of 5 mM sodium phosphate
(NaH2PO4/Na2HPO4) at pH 6.0.

2. Prepare a stock solution of 15 % (mass/volume) of bicelles.
The bicelles are made of lipid and detergent in a molar ratio of
3 to 1. As both lipid and detergent are solid, this solution can
be prepared by dissolving 500 mg of lipid and 109.1 mg of
detergent in 4.06 mL of buffer (see Notes 7–10).

3. Prepare in a microcentrifuge tube a solution of 166 mL contain-
ing the protein in the proper concentration and 20 mL of D2O.

4. Add 84 mL of the bicelle solution to reach a final 5 % (mass/
volume) of bicelles. Due to the viscosity of the bicelle stock
solution, vortex the sample to properly mix the two fluids.

5. Introduce the sample in the NMR tube as described for the
PEG–hexanol aligned sample.

6. The sample needs some time to equilibrate and the expected
D2O splitting is around 20 Hz.

3.3. Flexible-Meccano Flexible-Meccano is an ensemble-based description of the unfolded
state that consists of generating a large ensemble of structures
whose average properties represent the unfolded state (40).

1. The backbone f/c angles are selected in a database that is
assumed to describe the unfolded state. This database is amino-
acid specific, with some additional special cases such as amino-
acids preceding prolines that are treated as specific amino-acids
due to their restricted sampling. This database is an important
feature of the model, and the first database was constructed by
including all f/c combinations adopted by residues in loop
regions of 500 high resolution (<1.8 Å) X-ray structures (41).

9 Measurement and Analysis of NMR Residual Dipolar Couplings for the Study. . . 121



2. A conformation, i.e., a f/c combination, can be selected only
if it does not generate steric clashes between spheres centered
on the Cb atoms.

3. For each conformer the desired quantities, e.g., RDCs, are
calculated and averaged over all the members of the ensemble.
RDCs are estimated using a static description, with the con-
formational disorder of the unfolded protein represented by
the ensemble of states, and the tensor properties are deter-
mined using PALES (42). When dipolar couplings are aver-
aged over a sufficient number of conformers (dependent on
the nature/sequence of the peptide chain under consideration,
this can range from many hundreds to many tens of
thousands), they are assumed to fully sample the available
conformational space, and the average is calculated. It has
been demonstrated that convergence of RDCs towards experi-
mental data improves when the protein is divided into small,
uncoupled segments, but this does not allow the chain to be
considered as an entire molecule (43).

A random coil description of intrinsically disordered or
unfolded proteins as presented above provides a tool for calculating
expected sterically induced RDC. This assumes that the protein is
accurately described as a random coil, obeying local structural
propensities and devoid of persistent local or long-range structure.
Establishment of these approaches is essential for the identification
of specific local or long-range conformational behavior. Significant
efforts have been made in this direction, resulting in a quantitative
description of conformational detail in regions of IDPs that exhibit
local structure (44, 45). The Flexible-Meccano approach has indeed
been successfully applied to various systems. The first application
was the nucleocapsid-binding domain of Sendai virus phosphopro-
tein (PX) (40). Its biological partner Ntail, the C-terminal domain
of the Sendai virus nucleoprotein, has also been investigated using
Flexible-Meccano-based approaches (46–48).

The protein a-synuclein, was also investigated, where long-
range contacts were necessary to reproduce experimental RDCs
(49, 50), and during the study of the Tau protein, the combina-
tion of Flexible-Meccano and molecular dynamics simulations
allowed the identification of b-turns in the vicinity of the func-
tionally important microtubule binding, and aggregation nucle-
ation sites (51). It was also applied to urea-denatured ubiquitin,
where multiple RDCs measured for each peptide unit clearly
indicated that the statistical coil model of the unfolded state
needed to be refined to take into account the more extended
nature of backbone conformational sampling in the presence of
urea (52, 53).
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4. Notes

1. As PEG tend to solidify at low temperature, it may be necessary
to warm it up, for example in a water bath, to obtain a clear,
transparent solution that will be easier to manipulate. After
adding PEG the sample must be limpid.

2. When adding hexanol to PEG: During the addition the visual
aspect of the sample will clearly change. After a few additions
the sample becomes turbid and adding further hexanol will give
a crystal clear solution. This solution corresponds to the desired
lyotropic lamellar phase.

3. As the PEG–hexanol mixtures are relatively viscous, a centrifu-
gation of the tube might be needed to get the entire sample to
the bottom of the tube.

4. If you are using a Shigemi NMR tube for PEG–hexanol mix-
tures, introduce the plunger and try to avoid the formation of
bubbles that will decrease the homogeneity of the sample and
fix the plunger with parafilm.

5. If you are using a standard 5 mm NMR tube for PEG–hexanol
mixtures, it is recommended to prepare a sample of around
450 mL.

6. The PEG–hexanol mixtures needs some time to get stable
alignment in the magnetic field (typically 1 h).

7. To improve homogeneity of bicelle preparations: the solution
has to be heated, vortexed, and cooled down several times.

8. The stock solution can be stored for several months at 4 �C.

9. In order to provide electrostatic alignment, the bicelles can be
doped using CTAB to obtain positively charged bicelles.
The protocol is identical, but the stock solution has to be
prepared in a lipid-detergent-CTAB ratio of 30:10:1.

10. In order to provide negatively charged electrostatic alignment,
the bicelles can be doped using SDS. The protocol is identical,
but the stock solution has to be prepared in lipid–detergent–SDS
ratio of 30:10:1.
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Chapter 10

Distance Information for Disordered Proteins from NMR
and ESR Measurements Using Paramagnetic Spin Labels

David Eliezer

Abstract

The growing recognition of the many roles that disordered protein states play in biology places an
increasing importance on developing approaches to characterize the structural properties of this class of
proteins and to clarify the links between these properties and the associated biological functions. Disor-
dered proteins, when isolated in solution, do not adopt a fixed structure, but can and often do contain
detectable and significant residual or transient structure, including both secondary and long-range struc-
ture. Such residual structure can play a role in nucleating local structural transitions as well as modulating
intramolecular or intermolecular tertiary interactions, including those involved in ordered protein aggre-
gation. An increasing array of tools has been recruited to help characterize the structural properties of
disordered proteins. While a number of methods can report on residual secondary structure, detecting and
quantifying transient long-range structure has proven to be more difficult. This chapter describes the use of
paramagnetic spin labeling in combination with paramagnetic relaxation enhancement (PRE) in NMR
spectroscopy and pulsed dipolar ESR spectroscopy (PDS) for this purpose.

Key words: Intrinsically unstructured, Natively unfolded, Unfolded state, Denatured state, Random
coil, NMR, ESR, Paramagnetic relaxation enhancement, Pulsed dipolar spectroscopy

1. Introduction

The use of paramagnetic spin labels for the study of protein struc-
ture has experienced a dramatic resurgence over the past decade.
PRE experiments are now performed routinely to assist with high-
resolution structure determination for both isolated proteins and
proteins in larger complexes. ESR distance measurements are also
playing an increasing role in structural studies, especially of larger
complexes where long-range constraints are difficult to obtain.
In addition to the application of these methods to well-ordered
systems, they have found increasing use in studies of more dynamic
systems, including studies focused on protein–protein interactions
that occur prior to the formation of stable complexes (1) and, of
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particular interest for the subject of this monograph, studies
focused on disordered protein states. Early applications included
studies of unfolded forms of proteins that can fold into native
structures (2–4), but more recent efforts have focused on intrinsi-
cally disordered proteins.

Both PRE and PDS measurements rely on the interaction
between magnetic dipoles, with PRE detecting the interaction of
nuclear magnetic moments with those of unpaired electrons, and
PDS detecting interactions between pairs of unpaired electron
spins. PDS experiments measure the magnitude of the dipolar
coupling, allowing for the dipole–dipole interaction to be consid-
ered as a perturbation to the energy levels engendered by the
Zeeman interactions of the individual spins with the external
magnetic field and for nonsecular terms to be ignored. PRE
experiments measure the effect of the dipolar interaction on the
relaxation properties of the transverse component of the proton
magnetic moment, necessitating the consideration of nonsecular
“spin flip” terms. In both cases, a point dipole approximation is
used for each spin. The relevant equations governing the interpre-
tation of the observed data in terms of interdipole distances are
not reproduced here but are easily found in the literature (5, 6).

The experiments required for the application of thesemethods to
disordered proteins are not particularly different from experiments
used in the study of more ordered systems and are fairly standard for
practitioners ofNMRorESR spectroscopy. The purpose of this work,
therefore, is not to describe their implementation. Rather, this chap-
ter is intended to illustrate, to those without previous experience in
this area, the basic requirements for preparation of samples suitable
for measurements, and for the analysis and interpretation of the data
obtained, which on a qualitative level is typically straightforward, but
for whichquantitative analysis ismore complex and remains an area of
active research and development.

2. Materials

Protocols for spin labeling of protons involve standard buffers
and reagents, with the exception of nitroxide spin labels such as
MTSL (S-(2,2,5,5-tetramethyl-2,5-dihydro-1 H-pyrrol-3-yl)methyl
methanesulfonothioate) or metal chelating groups such as N-[S-
(2-pyridylthio)cysteaminyl]EDTA. Concentrated stock solutions
of MTSL can be prepared in organic solvents such as dimethyl
sulfoxide (DMSO) while N-[S-(2-pyridylthio)cysteaminyl]EDTA
stock solutions can be prepared in either organic solvents or aqueous
solutions.
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3. Methods

Both PRE and PDS methods require the introduction of unpaired
electrons into the proteins of interest. This is most commonly
achieved through the conjugation of either a radical group spin
label, or a transition-metal containing paramagnetic tag to the
protein. While many possibilities exist for conjugation methods,
in practice the most popular and easily achievable approach, often
referred to as site-directed spin labeling (7) involves the introduc-
tion of cysteine residues at the desired labeling sites (and removal of
endogenous cysteines, if any, at other sites) using site-directed
mutagenesis, followed by the conjugation of the spin label or
paramagnetic tag using one of several cysteine-modifying chemis-
tries, the most popular being alkylthiosulfonate-mediated disulfide
bond formation. The most common spin labels contain nitroxide
radicals, with the most popular of these being MTSL, although
similar reagents with a relatively reduced degree of side chain
mobility are also being used (8, 9). Paramagnetic metal tags are
typically introduced by conjugating a chelating group to the desired
cysteine residue followed by loading with the paramagnetic ion of
choice. The most commonly used reagent is N-[S-(2-pyridylthio)
cysteaminyl]EDTA.

Both PRE and PDS experiments require the use of control
samples. In the case of PRE experiments, the control sample pro-
vides a measure of the proton transverse relaxation rate (R2) in the
absence of the paramagnetic reagent. In the case of PDS, the
control samples provide a means of testing for intermolecular con-
tributions to the measured distances.

3.1. Preparation

of Paramagnetic

Samples

1. Mix an excess (5- to 30-fold is typical) of spin label or metal
chelator with the protein (see Note 1).

2. Incubate (as short as 30 min at room temperature can suffice,
although many protocols call for overnight incubation at 4 �C).

3. Remove excess label subsequent to the labeling reaction
through buffer exchange (see Notes 2 and 3).

4. If a chelating group is used, load the desired paramagnetic ion
by adding at slightly superstoichiometric concentrations.

5. Remove excess ions, which can bind nonspecifically to protein
sites, through thorough buffer exchange.

6. Samples prepared for PDS measurements must be frozen prior
to data acquisition (see Note 4).

3.2. Preparation

of Control (Diamagnetic)

Samples

An ideal PRE control experiment should involve a sample that is
identical to the spin-labeled sample, but in which the paramagnetic
effect is eliminated.
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1. PRE control for nitroxide spin labels: The control is typically
produced by reducing the nitroxide radical to its hydroxyl-
amine using a reducing agent such as ascorbic acid. This
produces a sample that is chemically nearly identical, but dia-
magnetic. Such a control can be produced by directly reducing
the actual sample used for the PRE measurement. Alternately,
an originally prepared sample can be split in two, one of the
samples reduced via addition of ascorbic acid, and an equivalent
volume added to the other to maintain matched protein con-
centrations. This allows for preservation of the paramagnetic
sample for future experiments. An alternative to reduction by
ascorbic acid is to separate the control prior to spin labeling and
conjugate to it a diamagnetic analogue of the spin label to be
used (such as N-acylated MTSL). However, this may result in
an imperfect match in protein concentration, since manipula-
tions to remove excess spin label or diamagnetic analogue may
result in irreproducible losses. If single time point PRE mea-
surements are used (see below), closely matched protein con-
centrations are desirable (see Note 5).

2. PRE control for chelating reagents: The control sample is
prepared identically to the paramagnetic sample except that
the chelating group is loaded with a diamagnetic metal ion.
Samples precisely matched in protein-concentration may be
difficult to obtain, and two time point PRE measurements
(see below) are recommended.

3. PDS controls: Controls are used primarily to separate intermo-
lecular from intramolecular distances. For this purpose, two
primary strategies are employed. First, the effects of magnetic
dilution of the sample with unlabeled protein on the measured
distances can be determined. Contributions from intermolecu-
lar distances should decrease with magnetic dilution and can be
thereby identified. A second method that can be used is to
prepare controls samples using singly labeled proteins. In this
case, any detectable dipolar coupling must necessarily reflect
intermolecular distances.

3.3. PRE Experiments PRE results from the interaction of the unpaired electron with
nuclear spins, leading to an increase in the transverse relaxation
rate (R2) of the nuclear spins, an effect that can be measurable at
distances up to ~30 Å. The PRE contribution to the nuclear R2,
typically referred to as G2, is simply the difference between the
intrinsic R2, measured using a control sample, and the R2
measured for the paramagnetically labeled sample.

1. Single time point measurements: Since NMR line widths, and
therefore signal intensities, are directly related to R2, a popular
approach is to determine the amid proton G2 using the ratio of
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the NMR signal intensities in matched 2D proton–nitrogen
correlation (HSQC) spectra collected from the paramagnetic
and diamagnetic samples (5). This approach, however, suffers
from the unequal longitudinal relaxation rates of nuclear spins
in the paramagnetic and controls samples, which can lead to
significant errors, especially when metal ions are used (10).

2. Two time point measurements: An improved approach involves
direct measurement of the amide proton R2 values (11). Tradi-
tionally, such measurements involve multiple experiments at
different relaxation times in order to determine the exponential
transverse relaxation rate constant, requiring a greatly increased
data acquisition time compared to a single intensity measure-
ment. However, in principle two measurements spaced suitable
apart can suffice to accurately determine the rate constant, and
this two time point approach provides greater accuracy without
a dramatic increase in the required data acquisition time (10).

3.4. PDS Experiments PDS distance measurements rely on the dipolar interaction
between two unpaired electrons, which results in a splitting of the
spectrum of each individual electron spin and can be detected at
distances of up to 90 Å (12). Notably, the contributions of dipolar
coupling to line broadening in continuous wave ESR spectra can
also be measured and used to extract interspin distances, but typi-
cally the presence of substantial inhomogeneous broadening in
CW-ESR spectra limits the utility of CW measurements to the
characterization of shorter distances of up to ~20 Å. In PDS
measurements, the generation of spin echoes removes inhomoge-
neous broadening, allowing more precise determination of contri-
butions from dipolar coupling (6).

1. DEER: The most common experiment used to extract inter-
spin distances is the double electron–electron resonance
(DEER) pulse sequence, also known as PELDOR (pulsed elec-
tron double resonance). In this experiment, the intensity of a
standard spin echo signal is modulated by recoupling the dipo-
lar interaction (using frequency selective pulses) for variable
times, resulting in a frequency modulation of the observed
signal intensity. DEER pulse sequences are usually arranged in
a constant-time fashion (the overall length of the pulse
sequence is constant) in order to minimize the contributions
from relaxation. The most commonly employed sequence is
the so-called four-pulse DEER experiment, which improves
upon the original three-pulse experiment by using a primary
echo to generate the initial signal that is subsequently refocused
in a second echo, thereby avoiding the need for simultaneous
pulses during short evolution times.
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2. DQC: A more recently developed class of PDS experiments
employ hard (frequency nonselective) pulses and double quan-
tum coherence (DQC) filters to remove signals that are not
modulated by the interspin coupling, resulting in a decreased
background (13). DQC experiments provide an advantage
over DEER for short (<20 Å) distances and at lower protein
concentrations (6). At present, PDS experiments are per-
formed most commonly at Ku-band (17.3 GHz).

3.5. PRE Data Analysis Analysis of PRE data begins with calculation of either the ratio of
peak intensities in the control and diamagnetic spectra (single time
point data) or with the fitting of the intensities or peak volumes from
spectra at each time point to an exponential to extract the apparent
R2, followed by the calculation of G2 as the difference between R2s
from the control and paramagnetic spectra (two time point data).
At this point, a qualitative interpretation of the data can be easily
made by plotting either the intensity ratio or G2 versus residue
number and establishing whether any PRE effect is observable at
sites outside the window of residues that are covalently restricted to
be in the proximity of the paramagnetic label, and therefore always
experience PRE. For disordered proteins, the size and shape of this
window can be estimated by employing one of several ideal poly-
peptide random coil models to calculate the average distance for a
given residue from the labeling site, and using the appropriate form
of the Solomon-Bloembergen equation (5) to calculate a predicted
value for G2, and in the case of single point measurements, to then
calculate the predicted peak intensity ratio (4, 14).

3.6. PRE Data

Interpretation

Qualitative interpretation of PRE data can provide general insights
into long-range interactions in disordered proteins, and how these
may be affected by sequence variations or environmental condi-
tions, with perhaps the best example being that of the Parkinson’s
disease associated protein alpha-synuclein (Fig. 1). Quantitative
interpretation of PRE data is complicated for disordered proteins
by the fact that the protein and the paramagnetic label are con-
stantly in motion with respect to one another. Several groups have
employed a strategy of converting measured PREs to distances,
which are then used to restrain simulations, from which protein
conformational ensembles are derived (15–17). An alternative
approach involves the generation of an unrestricted ensemble for
a given disordered protein, calculation of the PRE effect for each
member of the ensemble based on the distance between each
nucleus and the spin label, and selection of a subensemble for
which the appropriately averaged PRE effect is consistent with
experiment. Here it is important to note that the Solomon Bloem-
bergen equation, which links G2 to the dipolar coupling and thence
to the interspin distance, is derived assuming a fixed distance
between the spins. A model free approach to including the effects
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Fig. 1. PRE data from wild type (WT) alpha-synuclein (aS), family variants beta-synuclein (bS) and gamma-synuclein (gS),
the Parkinson’s disease associated E46K mutation, and the low pH form of the protein, illustrating that the effects of
sequence variations and environment on long-range structure can be evaluated qualitatively (14, 26, 27). Solid red lines
represent the expected PRE effect based on a Gaussian chain model of the protein. Solid green lines in the E46K and pH3
plots are smoothed data from the wild type protein labeled at the same position (110) at neutral pH and are shown for ease
of comparison. In this case, there is a correlation with a decrease (bS and gS) or increase (E46K and low pH) in long-range
interactions and a concordant decrease (bS and gS) or increase (E46K and low pH) in aggregation propensity.
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of local motions of the spin label side chain on the measured
G2 values has been developed in the context of an otherwise well
defined protein structure (18). The motions present in disordered
proteins are far more complex than side chain motions and cannot
easily be accounted for using this approach alone, but this method
can be used to account for spin label mobility when performing
distance calculations in the ensemble selection method (19).

3.7. PDS Data Analysis To obtain structural information using PDS, time domain data
need to be transformed into an average distance or a distance
distribution. Weak intermolecular background contributions are
typically removed by subtracting a linear or polynomial fit to the
latter part of the time domain signal. Subsequently, the most
straightforward approach is simple Fourier transformation into
frequency space, followed by conversion of the observed fre-
quency, which is a measure of the dipolar coupling, to an average
distance. In well-ordered systems, this approach can yield dis-
tances that are accurate to within the variability introduced by
the flexibility of the spin label side chain. In disordered systems,
however, the distance is typically not well defined, and recovering
a distance distribution is necessary. The observed time domain
signal can be modeled as an integral of the probability-weighted
contribution from each individual interspin distance, and inver-
sion of the observed signal can be performed to recover the P(r),
or distance distribution, function. The problem, however, as is
often the case for inverse problems, is not well posed and requires
the application of a regularization method. Tikhanov regulariza-
tion and/or maximum entropy methods are typically employed
and require the careful choice of a regularization parameter, for
which further algorithms exist (6).

3.8. PDS Data

Interpretation

Interpretation of PDS data is in some ways simpler than for PRE
data in that the ensemble of conformations being observed is invari-
ant in time. Thus, each individual interspin distance in the ensemble
is relatively well defined and does not experiencemotional averaging
due to polypeptide disorder, although some degree of side chain
motions can be retained even in frozen samples. Consequently, each
individual interspin distance appears in the final distance distribu-
tion that is derived from the data. Not surprisingly, the large confor-
mational ensemble sampled by disordered proteins invariably leads
to very broad distance distributions. Such distributions are in many
ways similar to those obtained from FRET or SAXS measurements
(20, 21), and computational approaches have been combined with
suchmeasurements in order to determine or evaluate representative
ensembles (22, 23). In contrast to PRE methods, PDS measure-
ments only reflect distances between the two specifically labeled sites.
Thus, information regarding potential long-range interactions
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involving other sites is not readily extractable. However, information
on the presence of subpopulations with distinct distance distributions
can be revealed (Fig. 2), whereas such subpopulations may be invisi-
ble to, or difficult to detect by, PRE methods.

4. Notes

1. Depending on the conditions used to purify and store the
protein prior to spin labeling, reduction of the cysteine groups
prior to labeling may be advisable and can be achieved using
standard reducing agents such as dithiothreitol or TCEP (tris
(2-carboxyethyl)phosphine), which should be removed through
a rapid buffer exchange prior to addition of the label.

Fig. 2. PDS-derived distance distribution for WT alpha-synuclein and three Parkinson’s linked mutants, A30P, E46K, and
A53T, doubly spin-labeled at positions 24 and 72, illustrating the presence of two subensembles, one more compact with
an average distance around 3.7 nm and one more extended with an average distance of around 5.7 nm (12). The
distributions could be reasonably fit as a pair of Gaussians (dashed red lines), allowing for an estimate of their relative
populations. While compact conformations can be directly inferred from PRE data such as those in Fig. 1, extended
conformations are difficult to detect using PRE approaches.
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2. When introducing a single label into the protein, as is typically
done for PRE experiments, a very low level of intermolecular
disulfide-bond formation can be expected. Dimeric material
can be removed using chromatography if desired.

3. When producing doubly labeled proteins, required for intramo-
lecular PDS distance measurements, the potential for intra-
molecular disulfide bond formation is greater due to the
increased effective local concentration of sulfhydryl groups
and a greater excess of the conjugating reagent is recommended
to maximize labeling efficiency. While any cross-linked multi-
meric species can be separated chromatographically, intramo-
lecularly cross-linked molecules may be more difficult to
remove. In the case of PDS, suchmolecules will be spectroscop-
ically silent, but may affect the apparent protein concentration,
and may also influence the behavior of the properly labeled
protein molecules (for instance, by causing aggregation).

4. To minimize damage to or aggregation in protein samples,
some form of cryoprotectant typically needs to be added to
the samples. Glycerol is often used at around 30 % w/v, but
sucrose can also be employed. Potential effects of the presence
of cryoprotectants on the behavior of the protein sample are
typically minimal, but should be investigated. Freezing is typi-
cally accomplished by immersing samples in liquid nitrogen,
which leads to freezing times on the order of seconds for typical
sample volumes (~50 ml). Faster freezing times can be obtained
using cryogens with higher heat capacities and heat transfer
rates. The influence of freezing rate on the resulting conforma-
tional ensemble remains to be more fully investigated.

5. A shortcoming of the methods described above for production
of PRE control samples can result from a significant affinity of
typical nitroxide spin label reagents to aromatic groups in
proteins, which can lead to nonspecific binding of unconju-
gated spin label (5, 24, 25). In cases where such nonspecifically
bound spin-label is not efficiently removed during the final
removal of excess spin label from the sample, nonspecific PRE
effects will be present in the paramagnetic sample, but not in
the corresponding control sample. An alternative approach to
eliminate this problem involves deconjugation of the spin label
from the protein in the control sample through reduction of
the disulfide bond linkage. In this case, nonspecifically bound
spin labels will be present in both the paramagnetic and the
control samples, and their PRE effects will be normalized out.
However, this approach results in chemically distinct species in
the paramagnetic and control samples, which can lead to chem-
ical shift differences. These are usually confined to sites near the
location of the spin label, which typically experience strong
PRE effects and are therefore not of particular interest.
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Chapter 11

Using Chemical Shifts to Assess Transient Secondary
Structure and Generate Ensemble Structures
of Intrinsically Disordered Proteins

Stepan Kashtanov, Wade Borcherds, Hongwei Wu,
Gary W. Daughdrill, and F. Marty Ytreberg

Abstract

The chemical shifts of backbone atoms in polypeptides are sensitive to the dihedral angles phi and psi and
can be used to estimate transient secondary structure and to generate structural ensembles of intrinsically
disordered proteins (IDPs). In this chapter, several of the random coil reference databases used to estimate
transient secondary structure are described, and the procedure is outlined for using these databases to
estimate transient secondary structure. A new protocol is also presented for generating a diverse ensemble
of structures for an IDP and reweighting these structures to optimize the fit between simulated and
experimental chemical shift values.

Key words: Ensemble structure, Random coil, Secondary chemical shift, Intrinsically disordered
proteins, Nuclear magnetic resonance spectroscopy

1. Introduction

1.1. Chemical Shifts Chemical shifts, determined using nuclear magnetic resonance
(NMR) spectroscopy, provide valuable information about local
atomic structure. In particular, the chemical shifts for the backbone
atoms in polypeptides are sensitive to the dihedral angles, phi and
psi. These dihedral angles can be reliably estimated from the back-
bone chemical shifts of ordered proteins. Using chemical shifts to
estimate the backbone dihedral angles for IDPs is more challenging
because the chemical shift represents a population weighted average
of the local conformational preferences. For ordered proteins it is
expected that there are no large fluctuations in the local conforma-
tional preferences for backbone atoms but the case is much different
for IDPs. IDPs possess little or no tertiary or secondary structure
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and they experience large-scale conformational fluctuations on
multiple timescales (1–9). Because of the possible range of unique
conformations that IDPs can sample, rigorously identifying
the underlying distribution of structures that are responsible for
the population weighted average chemical shifts represents a major
challenge in structural biology. The approach that we present below
depends on a broad sampling of conformational space to generate a
large, diverse ensemble of structures. These structures are then
subjected to a reweighting scheme that selects a subset of structures
that are best able to reproduce the experimental measurement, in
this case chemical shifts. While the approach does generate confor-
mational ensembles that provide superior fits to the experimental
data it is important to consider these ensembles as one of many
possible representations of reality.

1.2. Using Chemical

Shifts to Estimate

Transient Secondary

Structure

Secondary chemical shifts (Dd) are a convenient and accurate way to
determine the secondary structure of a polypeptide (10–13). They
are a measure of how far a specific residue’s chemical shifts have
deviated from some random coil reference state. The random coil
state can be defined as the state where the phi and psi dihedral
angles populate a Boltzmann distribution, sampling three-
dimensional conformational space freely (14). So the secondary
chemical shift of the alpha carbon for a specific residue would be
equal to its chemical shift minus the random coil reference for that
amino acid. While structured polypeptides may show shifts as high
as +3.1 ppm for the alpha carbon indicating a stable alpha helix, the
secondary chemical shifts for IDPs are generally smaller. This is due
to their ability to sample three-dimensional space more freely, and
we are measuring the weighted average of a diverse population.
These small deviations are indications of the residues overall bias
toward any secondary structure, be it helical or extended (15).
Though these shifts are smaller, they can still be used to calculate
the percentage of the ensemble population that is displaying sec-
ondary structural characteristics (14). As an example, if a residue
has an alpha carbon shift of +0.7 ppm, it could indicate 0.7/3.1 or
22.6 % helical structure, though the reader should note that it is the
trends that should be focused on, not individual residues.

The ensemble-averaged Dd values for IDPs can be below or
very near the digital resolution of the experiment. It is therefore
paramount that the random coil values be as accurate as possible.
One method of increasing the applicability of a reference library is
to account for any inherent effects that neighboring residues might
possess. These sequence corrections are often small, and would
have little impact on the Dd values of a structured protein, except
perhaps those of proline, but these small corrections can have a
large impact on the Dd values of an IDP.

The estimate transient secondary structure for IDPs three ran-
dom coil chemical shift libraries developed byMulder, Wishart, and
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Schwarzinger, as well as a protein specific random coil library
developed by assigning our test protein in 8 M urea, are used
(15–17). As shown below, different random coil chemical shift
libraries result in different Dd values for IDPs, further complicating
the reliable assignment of secondary structure based on chemical
shift data.

1.3. Random Coil

Reference Libraries

The three random coil chemical shift libraries described below were
compiled using different strategies (see Table 1) (15–17). The
Wishart library was determined using a set of 40 protected linear

Table 1
Random coil chemical shifts for backbone atoms

Residue

Wishart Schwarzinger Mulder

CA CO NH N CA CO NH N CA CO NH N

A 52.5 177.8 8.24 123.8 52.8 178.5 8.35 125.0 52.6 178.4 8.16 123.9

B 55.4 174.6 8.43 118.6 55.6 175.5 8.54 118.7 N/A N/A N/A N/A

C 58.2 174.6 8.32 118.8 58.6 175.3 8.44 118.8 58.3 174.9 8.41 119.1

D 54.2 176.3 8.34 120.4 53.0 175.9 8.56 119.1 54.3 177.0 8.22 120.2

E 56.6 176.6 8.42 120.2 56.1 176.8 8.40 120.2 56.7 177.1 8.30 120.8

F 57.7 175.8 8.30 120.3 58.1 176.6 8.31 120.7 57.9 176.4 8.11 120.1

G 45.1 175.9 8.33 108.8 45.4 174.9 8.41 107.5 45.2 174.6 8.31 108.8

H 55.0 174.1 8.42 118.2 55.4 175.1 8.56 118.1 56.0 175.3 8.31 118.9

I 61.1 176.4 8.00 119.9 61.6 177.1 8.17 120.4 61.2 176.9 7.96 120.5

K 56.2 176.6 8.29 120.4 56.7 177.4 8.36 121.6 56.4 177.2 8.22 121.4

L 55.1 177.6 8.16 121.8 55.5 178.2 8.28 122.4 55.3 178.0 8.09 121.9

M 55.4 176.3 8.28 119.6 55.8 177.1 8.42 120.3 55.6 177.0 8.21 120.0

N 53.1 175.2 8.40 118.7 53.3 176.1 8.51 119.0 53.2 175.8 8.37 118.7

P 63.3 177.3 N/A N/A 63.7 177.8 N/A N/A 63.2 177.5 N/A N/A

Q 55.7 176.0 8.32 119.8 56.2 176.8 8.44 120.5 55.8 176.5 8.26 120.2

R 56.0 176.3 8.23 120.5 56.5 177.1 8.39 121.2 56.1 176.8 8.23 121.3

S 58.3 174.6 8.31 115.7 58.7 175.4 8.43 115.5 58.4 175.2 8.22 115.9

T 61.8 174.7 8.15 113.6 62.0 175.6 8.25 112.0 61.9 175.1 8.05 114.0

V 62.2 176.3 8.03 119.2 62.6 177.0 8.16 119.3 62.3 176.8 8.04 120.4

W 57.5 176.1 8.25 121.3 57.6 177.1 8.22 122.1 57.5 174.5 7.73 120.7

Y 57.9 175.9 8.12 120.3 58.3 176.7 8.26 120.9 57.8 176.3 8.03 120.2
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hexapeptides with the general sequences of Gly-Gly-X-Ala-Gly-Gly,
or Gly-Gly-X-Pro-Gly-Gly, where X refers to each of the 20 com-
mon amino acids. The measurements were made in the presence of
1 M urea in an effort to eliminate any possible structural propen-
sities of the short peptides. Gly was chosen to be the flanking
residues due to its inherent flexibility. Alanine was placed in the
i + 1 position for its low steric hindrance and its inherent similarity
to most of the amino acids. They also measured the values of each
of the common amino acids with Proline in the i + 1 position
because it has a large, systematic effect on the chemical shift residue
X. This is the only other near-neighbor effect accounted for in the
Wishart library (16).

The Schwarzinger library was developed accounting for the near-
neighbor effects of each of the 20 common amino acids within two of
residue i. To accomplish this they created 20 protected linear penta-
peptides with the sequence Gly-Gly-X-Gly-Gly, where X once again
represents each of the 20 common amino acids in turn. They
measured the chemical shifts in 8 M urea at a pH of 2.3 to ensure
that the peptides would be as close to their random coil shifts as
possible. In addition to analyzing the chemical shift of amino acid
X, Schwarzinger et al. determined the effects residue X had on the
chemical shifts of each of the glycines, which permitted the genera-
tion of local sequence-corrected random coil shifts (17). When using
this library, care needs to be takenwhen considering the residues with
acidic side chains because at pH 2.3 these residues are protonated,
which could influence their random coil chemical shifts.

The most recent random coil chemical shift library was devel-
oped by Mulder and is called the neighbor-corrected Intrinsically
Disordered Protein database (ncIDP) (18). This database was gen-
erated using single value decomposition (SVD) to analyze the
chemical shifts and the nearest neighbor effects of 14 confirmed
IDPs. This analysis comprised 6,903 measured chemical shifts and
results in lower root-mean-square-deviations from experimentally
determined values than previous libraries, possibly due to confor-
mational propensities of Alanine in the Wishart set, and due to the
low pH and high urea used in the Schwarzinger set (15). However,
due to the nature of IDPs there is a low sample size for residues that
occur infrequently in IDPs (i.e., Tryptophan).

Finally analysis of Dd based on a protein specific random coil
library is presented. To develop this library, backbone resonance
assignments are performed on an IDP dissolved in a high concen-
tration of urea (8M). This should eliminate all secondary structure,
forcing the IDP into a “random coil” state.

1.4. Model System The model system chosen to illustrate the differences and effective-
ness of the various libraries is the N-terminal transactivation
domain of the tumor suppressor protein p53 (p53TAD). It is a
useful model to test these random coil libraries as it has been shown
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experimentally to be disordered, and has also been demonstrated to
have transient helical characteristics in a binding domain, which
forms a stable alpha helix when bound by its ligand MDM2 (19).
We utilize a human construct with residues 1–73 and the dog
orthologue with residues 1–77. These two domains share 55.4 %
identity for the entire sequence but increases to 90.9 % identity in
the MDM2-binding site (residues 17–26 for human) and the flank-
ing regions (Fig. 1).

2. Methodology
for Using Chemical
Shifts to Assess
Transient
Secondary
Structure in IDPs

The protocol described below assumes the user has access to the
spreadsheet program Excel and that the backbone chemical shifts
have already been assigned.

1. Use the following procedure to prepare a spreadsheet that
associates the residue-specific random coil chemical shift with
each amino acid in the protein sequence:

(a) Create two columns containing the amino acid sequence
and the random coil chemical shifts of choice (i.e., Wishart,
Schwarzinger, or Mulder), associating the single-letter
code for each amino acid with its corresponding random
coil value. Create another column with the protein
sequence using the single-letter code.

(b) In a new column, use the VLOOKUP (in Microsoft Excel)
function to associate the residue-specific random coil
chemical shift with each amino acid in the protein sequence
and transcribe it into a new cell. This function allows one to
reference a table and transcribe values that have been asso-
ciated with certain input criteria. The format for the
VLOOKUP function is as follows: [¼VLOOKUP(B2,$D
$2:$E$22,2,FALSE)], where B2 refers to the first cell
containing the amino acid sequence of the protein in ques-
tion, the expression $D$2:$E$22 defines the cells that
contain the residue-specific random coil chemical shift
values, the 2 corresponds to the column in this range
where the value is located. This is the value that will

Fig. 1. Alignment of human p53TAD (residues 1–73) and dog p53TAD (residue 1–77), showing 55.4 % identity for the entire
sequence, and 90.9 % identity in the MDM2 binding region.
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ultimately appear in the new cell, and FALSE is a logical
function that forces VLOOKUP to select only very close or
exact matches. For this example if cell B2 contains anM for
methionine, then the VLOOKUP will look for only an M
in the range of cells that contain the amino acids, which
should be the first column, then it will retrieve the random
coil chemical shift value for M from the second column and
transcribe it into the new cell. After this formula is entered
for the first residue in the protein, the fill down command
can be used to apply the VLOOKUP function to the
remaining residues.

2. If you are using the Schwarzinger library use the following
procedure to prepare an additional spreadsheet that corrects
the residue-specific random coil chemical shifts to account for
effects due to the residue type(s) of the nearest neighbors.

(a) This spreadsheet will contain two tables. In column 1 of
Table 1 insert the protein sequence. In column 2, insert the
protein sequence so that amino acid 1 in column 1 is
aligned in the same row as amino acid three in column 2.
This column represents the i + 2 sequence correction. In
column 3, insert the protein sequence so that amino acid 1
in column 1 is aligned in the same row as amino acid 2 in
column 3. This column represents the i + 1 sequence cor-
rection. Use the same logic to create two additional col-
umns that represent the i � 1 and i � 2 sequence
correction. The second table should contain five columns.
The first column should contain the single-letter code for
the 20 common amino acids. Columns 2–5 should contain
the corrections to the random coil chemical shifts due to
nearest neighbor effects. These columns should be
organized in the same order as columns 2–5 of the first
table but should not have any offset.

(b) To reference these values it is necessary to use the
VLOOKUP function again. Make sure that the formula
accounts for the fact that you have five columns.

(c) The near-neighbor effects must then be summed up and
added to the uncorrected random coil chemical shift value
retrieved in Subheading 2 step 1(b). This will yield the
sequence-corrected random coil values for the protein.
The list of sequence-corrected random coil values is then
subtracted from experimentally determined chemical
shifts, to yield Dd.

(d) These values can be plotted against the sequence or residue
number for visual inspection of any patterns. Positive Dd
values are observed for Ca and CO nuclei in helical struc-
tures and negative values are observed for beta sheet and
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other extended structures. A detailed description of the
relationship between Dd and the type of secondary struc-
ture can be found in Case and Wishart (20).

3. It is recommended to make Dd plots using all three random coil
libraries. The different random coil libraries will give you dif-
ferent results as seen in Figs. 2 and 3. When interpreting the Dd
plots it is important to look for general agreement between the
different random coil libraries and for trends of positive or
negative Dd values that are observed for both Ca and CO nuclei
and that extend over several residues. One will often observe
one or two residues with positive or negative Dd values. While it
is formally possible for a single residue to have a preference for
helical phi and psi dihedral angles, this is probably not an
indication of a transiently forming helix.

Fig. 2. The Ca Dd values for human p53TAD determined using the random coil libraries developed by (a) Wishart,
(b) Schwarzinger (Glu and Asp residues marked with asterisk), and (c) Mulder.
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4. There are instances where it is justifiable to mix the residue-
specific random coil chemical shifts from multiple libraries. For
instance, the random coil values from Schwarzinger were
measured at pH 2.3. At this pH, Asp and Glu residues are
protonated. This induces a systematic negative chemical shift
for the Ca and CO nuclei which will result in a more positive Dd
value (see Dd values with asterisk in Figs. 2b and 3b). In this
case one could use the random coil chemical shifts for Asp and
Glu from the Wishart or Mulder library.

5. One final recommendation is to develop a protein-specific
random coil chemical shift standard. This involves making the
resonance assignment for backbone nuclei in a denaturing
solution. This is not that difficult for IDPs that are less than
100 residues. As shown in Fig. 4, this internally consistent
standard appears to provide the most uniform patterns of Dd
values for an IDP.
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Fig. 3. The Ca Dd values for dog p53TAD determined using the random coil libraries developed by (a) Wishart,
(b) Schwarzinger (Glu and Asp residues marked with asterisk), and (c) Mulder.
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3. Methodology
for Determining
Structural
Ensembles of IDPs
from Chemical
Shifts

The broad ensemble generator with re-weighting (BEGR)
approach combines the use of experimental and computational
techniques to generate realistic structural ensembles for IDPs
(25). Below we describe the BEGR method on human and dog
p53TAD using chemical shift data. Note that other experimental
data such as residual dipolar coupling or small-angle x-ray scatter-
ing can be used in a similar fashion.

1. Generate diverse pool of candidate structures for IDP.

(a) Generate side chain coordinates (i.e., bond distances, bond
angles, and torsion angles) for all amino acid types in
p53TAD. For the results shown here we generated and
used optimized geometries obtained via quantum mechan-
ical calculation (26). Alternatively one could use the side
chain coordinates provided with the Ribosome software
package developed by Raj Srinivasen and George Rose
(http://roselab.jhu.edu/~raj/Manuals/ribosome.html).

(b) Starting from the N-terminus of the protein (in this case
human and dog p53TAD) join the first two amino acids
together using randomly generated F,C backbone torsion
angles. Check for a steric clash, i.e., determine if there are
overlapping atoms. If there is a steric clash then join these
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Fig. 4. The (a) Ca and (b) CO Dd values for Dog p53TAD determined using the urea-denatured resonance assignments as
the random coil reference.
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two amino acids together with a different set of random
backbone torsions. Continue this process until a two amino
acid structure is obtained with no steric clashes.

(c) Repeat Subheading 3 step 1(b) for each amino acid in the
sequence until the C-terminal residue is reached but with
the following modification: For a given amino acid (n)
generate random values for the F,C torsion angles ten
times. If a steric-free structure is not found in ten attempts,
generate new coordinates for amino acid n � 1 and then
attempt to generate coordinates for amino acid n. Repeat
this step ten times to try and identify a steric-free structure
for amino acid n. If a steric-free structure is not identified
then go back to amino acid n � 2, and as necessary amino
acid n � 3 and n � 4, and so on.

(d) Repeat Subheading 3 step 1(b,c) to generate a pool of N
candidate structures for the IDP. For the examples shown
here 100,000 structures were generated for human and
dog p53TAD.

(e) Relax each structure generated in Subheading 3 step 1
(d) to eliminate unphysical interactions using molecular
dynamics simulation. Implicit solvent and low simulation
temperatures should be used since the purpose of these
simulations is to relax the structure, not to sample confor-
mational space. For the examples shown here each structure
was first minimized for 1000 steps and then equilibrated for
1.0 ps at 100 K. Generalized Born surface area implicit
solvent was used for both minimization and equilibration,
and cutoffs for electrostatics and van der Waals interactions
were set to 1.0 nm. A 1.0 fs timestep and Langevin dynam-
ics was used for the equilibration simulations.

(f) Convert the coordinates of the candidate structures into
standard protein data bank (PDB) format (21). Note that
because the backbone torsions are random and only steric
interactions are considered, the conformations generated
by this procedure do not utilize any information from
folded proteins. This distinguishes the approach described
above from other established structure-generatingmethods
such as ROSETTA (22) and RANCH (23).

2. Calculate the backbone chemical shifts for each candidate
structure.

(a) Download and install the shiftx software package (24). This
softwarewas developed to run on theLinux operating system.

(b) Process each structure generated in Subheading 3 step 1
above using shiftx with the default options, e.g., enter
“/path/shiftx in.pdb out.file” where in.pdb is the name
of the input structure in PDB format and out.file is the
desired name of the output file. The output file will contain
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chemical shift values for H-alpha (HA), C-alpha (CA),
C-beta (CB), carbonyl or C0 (CO), N-amide (N), H-amide
(HN), and side chain hydrogen atoms (H). For the results
shown here we used the alpha-carbon chemical shift values,
but themethod can be used for any backbone chemical shift.

3. Reweight the candidate structures usingmetropolisMonteCarlo.

(a) Assign an equal weight ðwiÞ to each structure so thatPN
i¼1 wi ¼ 1:0.

(b) Calculate the fit between the simulated and experimental
chemical shift

w ¼
XK

j¼1
I simj � I

exp
j

� �2
;

I simj ¼
XN

i¼1
wi � I simi;j ;

where K is the number of data points (i.e, the number of
residues in the IDP), I expj are the experimental chemical
shifts, and I simj are the weighted, average simulated chemi-
cal shifts. For the example presented here K ¼ 73 and
N ¼ 100; 000.

(c) Choose a single structure, k, at random from the pool and
change its weight to a trial value wtrial

k ¼ wk þ Dw where
Dw ¼ �0:01=N , and the positive and negative values are
chosen at random in equal amounts.

(d) Renormalize the set of trial weights via wtrial
i ¼ wtrial

i =
PN

i¼1 w
trial
i .

(e) Compute the fit between the simulated and experimental
chemical shifts, w2trial using the same relationship as in Sub-
heading 3 step 3(b), but where I simj ¼ PN

i¼1 w
trial
i � I simi;j .

(f) If w2trial<w2 then the trial weights are accepted and the old
weights are overwritten with the new trial weights, i.e.,

w2 ¼ w2trial and wi ¼ wtrial
i for all structures i.

(g) Ifw2trial � w2 thenpick a randomnumber,R, between0 and1.
IfR> exp w2 � w2trial

� �
=t

� �
then the trialweights are accepted,

i.e., w2 ¼ w2trial and wi ¼ wtrial
i for all structures i. If

R � exp w2 � w2trial
� �

=t
� �

then the trial weights are rejected.

The value of t is discussed in Subheading 3 step 3(h).

(h) Repeat the Metropolis Monte Carlo (MMC) in Subhead-
ing 3 step 3(c–g) until the fit to the experimental data stops
improving. The value of t is chosen to be large for the first
MMC step and is reduced during the simulation setting
t ¼ at for each subsequent MMC step and choosing
0<a<1. Reducing t in this way is analogous to simulated
annealing where the temperature is initially high to permit
good sampling, and then is gradually reduced to allow the
system to find the minimum. When the value of t is large
there is a higher probability that a trial weight will be
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accepted when w2trial � w2. For the results shown here the
initial value of t was 105 and the final value was 10�5. This
required 7 � 107 MMC steps, which means that

a ¼ exp ln tend
tbegin

� �
=NMMC

h i
� 0:99999967, where NMMC

is equal to the number of MMC steps.

4. After the MMC procedure has converged the BEGR procedure
is complete and the resulting weights can be thought of as the
relative importance of each structure to fitting the experimental
chemical shift data, i.e., the highest-weight structures are the
most important to fitting the experimental chemical shift data.
The “BEGR ensemble” is defined as the collection of structures
with nonzero weights. Figure 5 shows the correlations between
the experimental and simulated Dd values for human and dog
p53TAD. Figure 5a, c show the correlation between the exper-
imental and simulated Dd values calculated using all 100,000
structures in the initial pool. Figure 5b, d show the correlation

Fig. 5. Correlation plots for the experimental and calculated Ca Dd values for human (a, b) and Dog (c, d) p53TAD, showing
that the re-weighting used in the BEGR method significantly improves the fit between the simulation results and the
experimental data. Ca Dd values were calculated using the full ensemble for (a) and (c) and the BEGR ensemble for (b) and
(d). For clarity, the chemical shift values for the G59 at 45 ppm is not shown.
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between the experimental and simulated Dd values calculated
using the structures in the BEGR ensemble. There are a total of
73 structures in the BEGR ensemble for human p53TAD and
77 structures for dog p53TAD. Figure 6 shows the ten highest
weight structures in the BEGR ensemble for human (a) and
dog (b) p53TAD.

5. It is important to recognize that the BEGR ensemble is not
unique and repeating the procedure will result in a new collec-
tion of structures that will equally fit the data. We are currently
determining how robust the approach is at identifying unique
features in the ensemble. These findings will be presented in
future manuscripts. Please stay tuned.

6. All of the steps above are implemented by the BEGR software.
Free, open-source code can be found at http://begr.uidaho.edu.
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Chapter 12

Magic Angle Spinning Solid-State NMR Experiments
for Structural Characterization of Proteins

Lichi Shi and Vladimir Ladizhansky

Abstract

Solid-state nuclear magnetic resonance (SSNMR) has become a prominent method in biology and is
suitable for the characterization of insoluble proteins and protein aggregates such as amyloid fibrils,
membrane–lipid complexes, and precipitated proteins. Often, the initial and the most critical step is to
obtain spectroscopic assignments, that is, to determine chemical shifts of individual atoms. The procedures
for SSNMR spectroscopic assignments are now well established for small microcrystalline proteins, where
high signal-to-noise can be obtained. The sensitivity of the experiments and spectral resolution decrease
with the increasing molecular weight, which makes setting SSNMR experiments in large proteins a much
more challenging and demanding procedure. Here, we describe the protocol for the most common set of
3D magic angle spinning (MAS) SSNMR experiments. While the procedures described in the text are well
known to SSNMR practitioners, we hope they will be of interest to scientists interested in extending their
repertoire of biophysical techniques.

Key words: Solid-state NMR, Magic angle spinning, Protein structure, Spectroscopic assignments,
Membrane proteins, Disordered proteins

1. Introduction

Magic angle spinning (MAS) solid-state nuclear magnetic reso-
nance (SSNMR) is making a large impact in the field of biology.
Its main areas of application are studies of insoluble proteins,
protein aggregates, and large protein complexes, such as
membrane-associated systems, amyloid fibrils, etc. (1–3). While
initial applications of MAS SSNMR were on biomolecules with
site-specifically introduced 13C and/or 15N labels, the focus
recently started to shift towards proteins with uniform incorpora-
tion of isotopic labels (4, 5). The key advantage of such an approach
is that a protein can be studied in a single sample, providing site-
specific information on the whole molecule. On the other hand, the

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
Volume 1, Methods and Experimental Tools, Methods in Molecular Biology, vol. 895,
DOI 10.1007/978-1-61779-927-3_12, # Springer Science+Business Media, LLC 2012
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complexity of experimental approaches and their analysis increases
manyfold, while the sensitivity of already intrinsically insensitive
technique decreases.

The presence of many magnetically active nuclei in a single
sample results in heavily overlapped NMR spectra. For any site-
specific studies of amolecule, it is imperative to obtain spectroscopic
assignments, i.e., to map resonance positions onto a primary
sequence of a protein, which is achieved using multidimensional
NMR. To date, many of the available assignments were obtained
using 2DNMR spectroscopy (6–8), but generally low resolution of
such spectra limits the size of the proteins that can be studied. In this
respect, 3D spectroscopy is much more powerful and can resolve
most resonances (9–13).

The assignment strategies shown in Fig. 1 are based on a mini-
mal set of three 3D experiments, which establish connectivities
between chemical shifts of three or more nuclei. CANCO (or
CONCA) correlates shifts of three backbone atoms: CA[i], N[i],
and CO[i–1]. The NCACX experiment establishes an intraresidue
backbone-side chain correlation between N[i], CA[i], and CX[i]
atoms (CX ¼ CO, CA, CB, CG, etc.), whereas NCOCX relates the
backbone shift of N[i] to the carbon shifts of the preceding residue,
CO[i–1], CX[i-1]. The triplets of shifts recorded in each experiment
can be related to each other by matching at least two values:
CANCO shares N and CO values with the NCOCX experiment,
and N and CA values with the NCACX correlation. If a unique
match is established, then one can build an extended spin system

Fig. 1. (a) Solid-state NMR assignment strategies are based on three types of experiments that correlate chemical shifts of
nitrogen and carbon atoms. The top NCOCX experiment correlates chemical shifts of nitrogen N[i] and backbone and side
chain carbons of the preceding residue, CO[i–1], CX[i-1]. The bottom NCACX experiment correlates N[i], with CA[i] and
CX[i]. CANCO experiment shown in the middle panel correlates backbone CA[i], N[i] and CO[i–1] shifts. (b) Two extended
spin systems can be combined into a contiguous fragment by matching shifts of backbone and side chain atoms shown in
dashed boxes.

154 L. Shi and V. Ladizhansky



containing the chemical shifts of many atoms, CX[i-1]- N[i]- CX[i],
link the extended spin systems into contiguous fragments bymatch-
ing CX shifts (Fig. 1b), and map the fragments onto the protein
amino acid sequence. The procedure ismore complicated in the case
of spectral overlap, and a number of software tools are being devel-
oped toward automated procedures for SSNMR spectral assign-
ments (14, 15).

The main purpose of this manuscript is to provide step-by-step
protocols for recording high-quality magic angle spinning SSNMR
data. These protocols are intended primarily for nonexperts,
although some familiarity with basic SSNMR is highly desirable.
The experimental procedures outlined below have been tested on
two 7-helical integral membrane proteins proteorhodopsin (PR)
(16, 17) and Anabaena Sensory Rhodopsin (ASR) (13). PR and
ASR have similar molecular weight of ~27 kDa. Each of the experi-
ments below could be recorded in about 3–4 days and required
about ~8–11 mg of protein at 800 MHz magnetic field strength.
Although the protocol described below was developed for the
800 MHz spectrometer, it can be extended to other higher/lower
field strengths. It is essential, however, that studies of high-molec-
ular-weight proteins be conducted at high fields (18).

2. Materials
and Equipment

1. High-field NMR spectrometer equipped with at least three
channels and high power amplifiers (recommended configura-
tion: 1 kW for proton channel, and 500 W for 13C and 15N
channels). The spectrometer should be capable of MAS experi-
ments and equipped with standard accessories for SSNMR
experiments, such as spinning frequency controller, high
power preamplifiers, etc.

2. Triple channel 1H/13C/15Nmagic angle spinning probe, rotor
size 3.2mmor 4mm. In our experience, 3.2mmE-free probe is
one of the best available for routine protein NMR experiments.

3. Glycine powder (natural abundance) packed in a rotor.

4. Adamantane powder packed in a rotor.

5. Uniformly 13C, 15N-labeled microcrystalline protein (e.g.,
a-spectrin SH3 domain, ubiquitin, GB1, etc. see Note 1).

6. Protein sample of interest packed in a rotor (see Note 2).
Any excess of buffer should be removed prior to sample packing.
Sample should be constrained to the space contained within
theNMR coil during theNMR experiment (~5mm longmiddle
portion of a standard 3.2 mm Bruker rotor). To prevent the
sample from expanding during spinning, spacers should be used.

12 Magic Angle Spinning Solid-State NMR Experiments for Structural. . . 155



3. Methods

Prior to setting up a complicated multidimensional MAS SSNMR
experiment, a certain amount of preparatory work should be done.
We use the following notations common for Bruker spectrometers:
d1, d2, . . . denote delays; p1, p2, . . . denote pulse lengths; pl1, pl2,
. . . denote power levels measured in dB; and sp0, sp1, . . . are power
levels of shaped pulses.

Setting up an NMR experiment requires calibration of power
levels used in various experimental stages. We note that in modern
spectrometers, the amplifier response is linear. Practically, this
means that only a single power level value for each of the nuclei
needs to be calibrated. Other power levels can be calculated accord-
ing to the following relation:

plcal � pl ¼ �20 log
n1cal
n1

(1)

where plcal, n1cal are calibrated power values in dB and kHz, respec-
tively, n1 is the desired RF strength in kHz, and pl is its
corresponding value in dB. An analogous equation holds for the
parameters used for the power of shaped pulses, sp0, sp1, etc.

3.1. General Setup We assume that an approximate cross-polarization (CP) (19) has
been established for standard samples such as adamantane and
glycine during the initial stage of setting up the spectrometer.
These samples should be used initially for chemical shift referencing
and for setting the magic angle. It is assumed that after each sample
or temperature change, each channel of the probe has to be tuned
and matched.

1. Referencing ppm scale using adamantane. Use slow spinning
frequency of 5–6 kHz and collect CPMAS spectrum (Fig. 2a),
with p1 of 5 ms and with pl11 set to a value corresponding to
zero power (120 dB for Bruker spectrometers), on adaman-
tane. Adjust B0 magnetic field strength so that the downfield
shifted 13C resonance is 40.48 ppm (20).

2. Magic angle adjustment using glycine. Setup the CPMAS exper-
iment of Fig. 2a, with pl11 set to a value corresponding to zero
power, p1 of 5 ms, and an acquisition length of ~30 ms. Set the
spinning frequency and temperature that will later be used in
the 3D experiments on the protein of interest. At a high field of
800 MHz, we recommend ~14–14.5 kHz for the routine
applications discussed below. Collect the spectrum and observe
the width of the carbonyl line. At 800 MHz, it should typically
be ~50 Hz. If a larger line width is observed, change the magic
angle slightly by turning the magic angle adjustment knob.
Collect the spectrum again and observe the CO line width.
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If the line width increases, reverse the direction by turning the
adjustment knob. Continue the procedure until a line width of
~50 Hz is achieved.

3.2. Setting the 3D

Experiment on a Protein

Obtaining spectroscopic assignment requires at least three 3D
experiments. The experimental schemes shown in Fig. 3 consist of
a few common basic polarization transfer steps arranged in different
orders. Each step has to be calibrated as discussed below.

An important consideration when choosing the spinning fre-
quency of an experiment in a uniformly labeled protein is to avoid
matching rotational resonance (R2) conditions (21, 22),
dCi � dCj � n � nr; n ¼ 1; 2, where dCi and dCj are isotropic chemical

Fig. 2. General experimental schemes used for basic calibration of power levels, and CP
conditions. Each pulse is characterized by three parameters: pulse length denoted p1, p2,
etc., its power level pl1, pl2, etc., and pulse phase, fj. For shaped pulses the parameters
that control power levels are sp0, sp1, etc. (a) CPMAS experiment for calibrating cross-
polarization conditions and pulse lengths. Phase tables are as follows (x ¼ 0, y ¼ 1,
�x ¼ 2, �y ¼ 3): f1 ¼ 1, 3; f2 ¼ 0; f3 ¼ 0; f4 ¼ 1; frec ¼ 0, 2. (b) Double cross
polarization (1H-15N-13C) pulse sequence used to calibrate 15N-13C CP condition. Phase
tables are as follows: f1 ¼ 0; f2 ¼ 3; f3 ¼ 0, 2; f4 ¼ 0; f5 ¼ 0; frec ¼ 0, 2.
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shifts of spatially proximate nuclei, and nr is the spinning rate. The
most detrimental conditions are between directly bonded carbonyl
and CA carbons. The isotropic chemical shift difference between
these nuclei is in the range of 105–135 ppm, defining the range of
potential R2 conditions, which should be avoided. Most routine
applications at 800 MHz in our lab are conducted at 14.3 kHz.

3.2.1. Basic Calibrations

of Power Levels, Polarization

Transfer Steps, and

Decoupling

1. Proton power calibration. Using the pulse sequence in Fig. 2a,
determine a proton power level that corresponds to 100 kHz.
This is accomplished by setting the length of the pulse p3 to
5 ms and pl11 to 120 dB (no irradiation). Set p1 to 5 ms vary the
power level pl3 until the signal disappears. This power level is
equivalent to 100 kHz RF strength.

2. Carbon power calibration. In the pulse sequence of Fig. 2a, set
p3 to 2.5 ms, pl3 to the value corresponding to 100 kHz as

Fig. 3. Experimental schemes used to recording (a) 3D NCACX and NCOCX and (b) CANCO 3D correlations. Phase tables in
(a) are f1 ¼ 0; f2 ¼ 3; f3 ¼ 0, 2; f4 ¼ 1; f5 ¼ 0; f6 ¼ 0; f7 ¼ 1; f8 ¼ 1,1,3,3; f9 ¼ 3; frec ¼ 0,2,2,0. Phase
sensitive detection in t1 and t2 dimensions is accomplished using TPPI scheme, by incrementing phases f5 and f8,
respectively. Phase tables in (b) are f1 ¼ 1; f2 ¼ 0,2; f3 ¼ 1, 3; f4 ¼ 0; f5 ¼ 0; f6 ¼ 0,0,2,2; f7 ¼ 0; f8 ¼ 0;
f9 ¼ 0; f10 ¼ 0; frec ¼ 0,2,2,0. Phase sensitive detection in t1 and t2 dimensions is accomplished using TPPI scheme,
by incrementing phases f4 and f10, respectively.
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determined in the previous step, and p1 to 5 ms. Set the carbon
carrier frequency to 65 ppm. Vary the power level pl11 to
minimize the signal around 65 ppm (see Note 3). The power
level at which this is achieved corresponds to 50 kHz 13C RF
strength.

3. HC CP optimization. In Fig. 2a, set the 13C carrier frequency
o1p to 120 ppm, p15 to 2 ms, the carbon CP power level pl10
to the calibrated value of 50 kHz (step 2). Use ~7 kHz wide
linear ramp for the proton CP shaped pulse. Observe carbon
spectrum as a function of sp0 varying from ~80 kHz to
~50 kHz. Find the proton power level that yields the highest
carbonyl intensity. The set of values (pl10, sp0) represents the
optimal HC CP condition and will later be used in the 3D
experiment (see Note 4).

4. Decoupling. For decoupling, use SPINAL64 (23) with decou-
pling power pl12 set to an equivalent of 83 kHz and pcpd2 to
5.6 ms (see Note 5).

5. Setup nitrogen detection. Set the nitrogen carrier frequency o1p
to 120 ppm, p15 to 2 ms, p1 to 7 ms, and pl11 to 120 dB. Set
sp0, pl10 to approximately match the Hartmann–Hahn CP
condition. As a good starting point, set pl10 to ~35 kHz
determined, for example, on standard samples during the spec-
trometer setup, and vary sp0 of the linearly ramped pulse (ramp
width ~7 kHz) from ~40 kHz to ~60 kHz (see Note 6). Pick
the values giving the highest intensity.

6. Nitrogen power calibration. Repeat step 2 to calibrate the nitro-
gen power. With p1 ¼ 7 ms, vary pl11 to achieve a zero signal.
The power level at which the signal is minimal corresponds to
~35.7 kHz nitrogen RF strength.

7. HNCP optimization. Repeat step 5. We recommend determin-
ing HN CP conditions for higher values of nitrogen RF
strengths. Set the nitrogen power level at 45 kHz and
50 kHz, and vary sp0 in each case from ~45 kHz to 70 kHz
to achieve optimal HN CP performance.

8. N-CA CP optimization. Use the experimental setup of Fig. 2b.
Set o1p ¼ 60 ppm, o3p ¼ 120 ppm, and parameters (p3, pl3)
and (pl10, sp0) according to what was found in steps 1 and 7,
respectively.At spinning frequencies~12–14kHz, agoodstarting
point for optimization is to choosepl5 equivalent to2.5 � nr, and
optimize the sp1 value around 1.5 � nr (see Note 7). Use p16 of
5–6 ms, and linear ramp of ~2 kHz width.

9. Decoupling during N-CA CP. Repeat the same experiment to
optimize decoupling power during 15N-13C CP. Choose opti-
mal conditions of step 8, and run a series of experiments as a
function of pl13. Vary pl13 from ~100 kHz to 80 kHz. The
value resulting in the highest signal is the optimal value.
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10. N-CO CP optimization. Use the same pulse sequence of
Fig. 2b. Set o1p ¼ 175 ppm, o3p ¼ 120 ppm, and (p3, pl3)
and (pl10, sp0) as determined in steps 1 and 7, respectively.
At spinning frequencies of ~12–14 kHz, a good starting con-
dition for optimization is to choose pl5 equivalent to 2.5 � nr
(as in step 8), and optimize sp1 around 3.5 � nr.

11. Decoupling during N-CO CP. Repeat the same experiment to
optimize decoupling power during N-CO CP. Choose optimal
conditions of step 10, and rerun the experiment as a function of
pl13, as in step 9.

3.2.2. Setting the 3D

NCOCX Experiment

Use the pulse sequence in Fig. 3a. Since every block of the polari-
zation transfer path has been calibrated in previous steps, we can
now setup the NCOCX experiment, which consists of six basic
steps: (1) HN CP, (2) nitrogen t1 chemical shift evolution, (3)
band selective NCO CP (24), (4) CO t2 chemical shift evolution,
(5) CO-CX (CX ¼ CA, CB, etc.) transfer, and (6) CX chemical
shift t3 evolution. All CP conditions have already been optimized
(see Notes 8 and 9).

1. Set carrier frequencies for carbon, proton, and nitrogen to
120 ppm, 5 ppm, and 120 ppm, respectively.

2. Use the sp0, pl10 parameters optimized in step 7 of Subhead-
ing 3.2.1 to set HN CP.

3. Set the spectral width to 50 ppm during 15N chemical shift
evolution. Either TPPI (time proportional phase incrementa-
tion) or States-TPPI can be used for phase sensitive detection
in the indirect dimension. For a homogeneously reconstituted
sample, the number of points should be chosen to achieve the
length of the indirect dimension equal to ~12 ms.

4. For N-CO CP transfer, the carbon carrier frequency should be
switched to ~175 ppm in the pulse sequence. Use the sp1, pl5
parameters optimized in step 10of Subheading3.2.1 to setNCO
CP and the decoupling power pl13 as optimized in step 11.

5. With the carbon carrier frequency set at 175 ppm during CO
chemical shift evolution, set the spectral width to 0.76 � nr to
avoid an overlap between the folded chemical shift anisotropy
spinning side bands and the main spectrum. For a 14.3 kHz
spinning rate and an 800 MHz field, this translates into
~50 ppm. Either TPPI or States-TPPI should be used for
phase sensitive acquisition of the indirect dimension. The num-
ber of points should be set to achieve the total acquisition
length of ~7 ms.

6. To set DARR (25) mixing, the power level pl15 should be set
equal to the spinning frequency. Two spectra should be
recorded with mixing times of 50 ms and 100 ms (see Note 9).
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7. For decoupling during direct and indirect chemical shift
evolution, use SPINAL64 with decoupling parameters pcpd2,
pl12 optimized in step 4 of Subheading 3.2.1. Keep the direct
acquisition time on the order of 20 ms (see Notes 12 and 13).

3.2.3. Setting the 3D

NCACX Experiment

Generally, the protocol for setting an NCACX chemical shift corre-
lation experiment is similar to that described for NCOCX. The
experiment uses the same pulse sequence of Fig. 3a, but the experi-
mental parameters for NCA CP, the indirect chemical shift evolu-
tion of CA, and the CACX mixing are different. Follow the
procedure outlined in Subheading 3.2.2 with some modifications:

In step 4, the carbon carrier frequency should be switched to
~55 ppm in the pulse sequence. Use the sp1, pl5 parameters
optimized in step 8 of Subheading 3.2.1 to set the NCA CP
and the decoupling power pl13 as optimized in step 9 of
Subheading 3.2.1.

In step 5, keep the carbon carrier frequency at 55 ppm during CA
chemical shift evolution. Set the spectral width to 40 ppm
(see Note 10). Either TPPI or States-TPPI should be used for
phase sensitive acquisition in the indirect dimension. The num-
ber of points should be set to achieve the total acquisition
length of ~6–7 ms.

In step 6, two spectra should be recorded with mixing times of
20 ms and 50 ms (see Notes 11–13).

3.2.4. Setting the CANCO

Experiment

The experimental pulse sequence in Fig. 3b consists of (1) excitation
of carbons by HC CP and p/2-pulse excitation, (2) CA t1 chemical
shift evolution, (3) CA-N CP, (4) nitrogen t2 chemical shift evolu-
tion, (5) NCO CP, and (6) CO t3 chemical shift evolution.

1. Set carbon, proton, and nitrogen carrier frequencies (o1p, o2p,
o3p) to 175 ppm, 5 ppm, and 120 ppm, respectively.

2. For CA excitation and the subsequent chemical shift evolution
and CA-N CP, change the carbon carrier frequency to 55 ppm
in the pulse sequence. Set p3, pl3 to the values optimized in
step 1 of Subheading 3.2.1.

3. Set pl11, p1 to the values optimized in step 2 of Subhead-
ing 3.2.1.

4. Set the HC CP parameters sp0, pl10, p15, to the values opti-
mized in step 3 of Subheading 3.2.1.

5. For CA chemical shift evolution, keep the CA carrier at
55 ppm; set spectral width to 40 ppm; and choose the number
of indirect acquisition points to result in 6–7 ms acquisition
length (see Note 11).

6. Choose CA-N CP parameters sp1, pl5, p16, pl13 as optimized
in steps 8 and 9 of Subheading 3.2.1.
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7. Set the spectral width to 50 ppm during 15N chemical shift
evolution. Either TPPI or TPPI can be used for phase sensitive
detection in the indirect dimension. The number of points
should be chosen to achieve the length of the indirect dimen-
sion equal to ~12 ms.

8. For NCO CP transfer, reset the carbon carrier frequency back
to 175 ppm, and set the CP parameters sp7, pl7, p17, pl23 to
the values calibrated in steps 10 and 11 of Subheading 3.2.1.

9. For indirect chemical shift evolutions and for direct detection,
use SPINAL64 decoupling with power level pl12 and pulse
length pcpd2 set to those calibrated in step 4 of Subhead-
ing 3.2.1 (see Notes 12 and 13).

3.2.5. Data Processing In preparation for further analysis, the 3D NCACX, NCOCX, and
CANCO spectra should be processed to find the best compromise
between the requirements of high resolution and optimal signal-to-
noise. The sensitivity of the measurements depends on many
factors, including the characteristic features of the studied molecule
(i.e., size, amount of material, overall mobility, etc.) and the NMR
spectrometer (i.e., magnetic field strength, type and state of probe,
etc.). Processing should be optimized for each spectrum. From our
experience with PR and ASR, good results are obtained through
the combined application of Lorentizian-to-Gaussian broadening.
Typical parameters, for a homogeneous sample with sub-ppm
nitrogen line width and ~0.5 ppm carbon line width, are 0.2 ppm
of Lorentzian line narrowing and 0.5 ppm of Gaussian line broad-
ening on 15N; 0.2 ppm of Lorentzian line narrowing and 0.4 ppm
of Gaussian line broadening on 13CO and 13CA, which allow for
improving both the resolution, especially at the baseline, and the
signal-to-noise (Fig. 4).

4. Notes

1. We recommend to begin with well-behaved microcrystalline
protein, such as SH3, GB1, etc. A good practice is to record a
full data set on a model protein, process the data, and then
analyze spectra to yield assignments. This helps to identify
potential problems with the experimental setup and to learn
the software tools.

2. We assume in the following that a structurally homogeneous
protein sample is available.

3. Usually, it is impossible to reach zero, so one has to achieve the
minimum signal intensity.
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4. Carbonyl carbons are chosen for optimization of HC CP
because their Hartmann–Hahn condition is narrower.

5. In our experience, the efficiency of decoupling in proteins does
not greatly depend on the choice of pcpd2, as long as it is close
to 0.9*tp, where tp is the 180�-pulse length corresponding to
the decoupling power level pl12 (23). Further optimization can
be performed by observing 13C spectra for different values of
pcpd2.

6. Avoid matching the nitrogen power level to multiple spinning
frequencies.

7. Typical efficiencies of NCA and NCO DCP in an immobilized
protein should be on the order of 50 % or higher (intensity of
DCP signal obtained using the pulse sequence of Fig. 2b
divided by the intensity of the direct CP obtained using the
pulse sequence in Fig. 2a). In reality, these can vary greatly
depending on the state of the sample and precise experimental
conditions. For example, NCA and NCO DCP efficiencies in
proteorhodopsin were around 30 and 50 %, respectively.

8. Care should be exercised when high power equipment is used.
In particular, one should avoid a long period of high power
irradiation and of high duty cycles. Please consult your manu-
facturer for specifications of the probe. Do not exceed the
recommended maximum power levels and duty cycle.

Fig. 4. Representative CO-CX and N-CX 2D spectra collected on ASR using the NCOCX pulse sequence in Fig. 2a and typical
parameters discussed in the protocol. The data were collected at 800 MHz proton frequency, with eight scans, 1.8 s
recycle delay, spinning frequency of 14.3 kHz. DARR mixing time was 100 ms. (a) CO-CX plane (t1 ¼ 0), total acquisition
time is 40 min. (b) N-CX plane (t2 ¼ 0), total acquisition time is 40 min. Data were processed with Lorentzian-to-Gaussian
window functions. The first contour is cut at 4 � s, with the contour multiplication factor of 1.1.

12 Magic Angle Spinning Solid-State NMR Experiments for Structural. . . 163



9. Choice of DARR mixing times given here is based on our
experience with relatively large proteorhodopsin andAnabaena
Sensory Rhodopsin proteins, which result in spectra of poorer
sensitivity. In PR and ASR, DARR mixing of 50 ms results in
detectable one- and two-bond transfers (CO-CA, CA-CB). A
longer 100 ms mixing time was required to observe three- and
four-bond correlations in the amino acids with long aliphatic
side chains, such as valines, leucines, etc. One should also
expect interresidue correlations, for example, CO[i]-CA
[i + 1]. In smaller systems such as the first immunoglobulin
binding domain of protein G, where signal-to-noise is much
higher, such long mixing times can easily result in long-range
(e.g., interresidue) transfers. Thus, the durations of the DARR
mixing times should be optimized experimentally.

10. To cover the whole range of CA resonances without spectral
folding or aliasing, 40 ppm is sufficient. If NCA transfer results
in significant intensity for CB resonances during the optimiza-
tion of N-CA transfer (as would be evident from significant
intensity buildup in the ~20–30 ppm region), the spectral
width would need to be set to a larger value (e.g., 50 ppm) to
avoid folding of CB resonances and their possible overlap with
CA peaks.

11. A DARR mixing time of 20 ms is required for the observation
of one- and two-bond CA-CX transfers (e.g., CA-CB, CA-CO,
and CA-CG) and 50 ms for longer transfers. Longer mixing
frequently results in interresidue correlations CA[i]-CO[i–1],
although they are weak. In lower molecular weight systems,
shorter mixing times can be used to minimize interresidue
transfers (see also Note 9).

12. We recommend using dummy scans at the beginning of each
experiment in order to place the probe in a steady state condition.

13. Most 3D SSNMR experiments are relatively long and last a few
days. Drift of the magnetic field is often linear. In such cases, we
recommend using linear drift compensation. We also recom-
mend letting the system stabilize for ~12 h after He fill and for a
few hours after nitrogen fill.
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Chapter 13

Wide-Line NMR and Protein Hydration

K. Tompa, M. Bokor, and P. Tompa

Abstract

In this chapter, the reader is introduced to the basics of wide-line NMR, with particular focus on the
following: (1) basic theoretical and experimental NMR elements, necessary before switching the spectrom-
eter and designing the experiment, (2) models/theories for the interpretation of measured data, (3)
definition of wide-line NMR spectrometry, the description of the measurement and evaluation variants,
useful hints for the novice, (4) advice on selecting the solvent, which is not a trivial task, (5) a note of
warning that not all data are acceptable in spite of the statistical confidence. Finally, we wrap up the chapter
with the results on two proteins (a globular and an intrinsically disordered).

Key words: Wide-line NMR spectrometry, Relaxation times, Protein hydration, Ubiquitin (UBQ),
ERD10

1. Introduction

1.1. Preamble

(Preambulum)

Despite rapid advance in experimental and theoretical studies on
intrinsically disordered proteins (IDPs) (1–7), even basic issues
such as definition of structural disorder, its clear-cut experimental
demonstration and detailed structural characterization are fraught
with a high level of uncertainty. Whereas a wide range of experi-
mental approaches can be used for their characterization, none of
the methods provide the complete solution to all static and dynamic
aspects of the structural ensemble of IDPs. It is also of note that
structural interpretation of experimental results is model dependent
even in the case of globular proteins. The situation might be more
serious in the case of IDPs, which are extremely heterogeneous in
nature and are much more sensitive to environmental conditions.

An important point with IDPs is that a static structural picture
is of little relevance due to their extreme level of dynamics. Whereas
the structure of ordered proteins can be characterized at first
approximation by the spatial coordinates of their atoms, IDPs are
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Volume 1, Methods and Experimental Tools, Methods in Molecular Biology, vol. 895,
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in constant fluctuation and some parts of their atoms do have
NMR-visible mobility at ambient (and even at lower) temperatures.
Because their function is often related to diverse interactions with
their environment, a detailed description of their surface (interfacial
region) and its interaction with water molecules and other small
cosolvent molecules is also necessary.

In this chapter,weoutlinewide-lineNMRas a technique to tackle
these aspects of IDPs. Traditionally, spectroscopic techniques build
on the energy/frequency-dependence of the spectral response (Four-
ier transformed, time-dependent signal in the case of pulse excita-
tion). Spectrometry builds on measuring several other parameters
too, such as the intensity of global response, shape, width, and
momentumof spectral lines, shifts and relaxation times. The intensity
of theNMR signal provides information on the number of contribut-
ingnuclei, whereas chemical shifts, one of the basic quantities of high-
resolution NMR, inform on electronic structural properties (on the
local diamagnetic response to the applied magnetic field). The dis-
tances and angular dependent parameters of geometry are provided
by the dipole–dipole interaction, i.e., they can be obtained from the
line-width (second moment) of the signal or from the coupling
constant in the relaxation times. In our interpretation, wide-line
spectrometry means the experimental investigation of the dominant
nonzerodipolar contribution to theNMRcharacteristics.Alsohaving
to consider dynamic aspects of structure, it is not sufficient to deter-
mine one parameter, but several need to be combined to provide a
complete description in the phase space of statistical physics.

We briefly introduce the reader to the methods of wide-line
NMR spectroscopy/spectrometry with special attention to the
investigation of IDPs. Our special goal is to provide a complex
method for describing the molecular mobility of proteins, their
interactions, heterogeneity of binding, and motion of interfacial
water molecules. Our aim is to demonstrate the differences
between ordered and disordered states of proteins and to point
out that the disordered state can be characterized by virtue of the
binding heterogeneity of the protein surface by means of interfacial
water molecules as atomic probes. Obviously, the extent of the
chapter is limited, and therefore, the results on only two examples
(UBQ and ERD10, dissolved in water) are presented. The effects
and problems of buffered solutions and applied models are men-
tioned only for further investigation and discussions.

1.2. Elements of NMR:

Minimum Know-How

1.2.1. Resonance Condition,

Applied Fields, and the Units

Used

Nuclear magnetic resonance (NMR) is the resonance absorption of
electromagnetic waves by nuclear magnetic moments (nuclear
spins) located in a time-independent magnetic field. The well-
known “resonance condition,” namely, the formula

o ¼ gB; (1)
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expresses the relation between the main scalar quantities in question,
where o is the frequency of the applied radiofrequency field, g is the
gyromagnetic ratio of the resonant nucleus (for protons
g ¼ 2.675222099 108/s/T), and B is the magnitude of the
magnetic induction (field) at the position of the nucleus. The
local field can be an “external field” (B0) generated by a super-
conducting or electromagnet, or an “internal field” (Bloc) of
hyperfine origin generated by magnetic moments or/and moving
electric charges (currents). In measuring the field, NMR serves as
a magnetometer or field stabilizer and in the latter case, we know
the method as NMR spectroscopy/spectrometry—this being a
powerful tool among the spectroscopic methods of materials
research. NMR is suitable for identifying and qualifying structural
units forming molecules and condensed matters rather than
determining their long range structure. The combination of
NMR and X-ray (and neutron) diffraction provides a more com-
plete description of structure because diffraction methods are
determined by long-range ordering and periodicity. Moreover,
NMR is able to inform us about the local atomic or molecular
movements. To help understand the physical basis of NMR, we
first provide a concise dictionary of the physical quantities used.

In the radiofrequency range in which the spectrometers oper-
ate, there are a great number of photons in the radiation field even
for the smallest power applied. In this case, induced emission and
absorption dominate, and spontaneous emission is negligible. Con-
sequently, the applied electromagnetic field can be described classi-
cally in the form of B1 cos(ot + f), where B1 is the amplitude, f is
the phase of the radiofrequency field, and t is the time. Both B1 and
f are known exactly, without the limitation of a suitable Heisen-
berg’s uncertainty relation (between photon number and phase),
and the phase has information of equivalent value/content with the
amplitude.

At this stage, it is necessary to say something about the units
and dimensions used in the NMR literature. In this chapter and in
the articles that have recently been published, SI units are used, but
this is not the case in the older NMR literature, and the multitude
of units used often poses difficulties for beginners. The crucial
quantity, the magnetic field, is described by two vectors: magnetic
field intensity H and magnetic induction B (see Note 1).

The relations between B and H vectors are

B ¼ m0H; (2)

in vacuum, and

B ¼ m0ðHþMÞ ¼ m0ð1þ wÞH; (3)
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inside a magnetized sample (under the investigation), where M is
the magnetization and w is the susceptibility of the sample, and m0 is
the vacuum permeability (see Note 1).

Since the discovery of NMR (8, 9), more than 60 years have
passed and many scientists of various fields have worked in develop-
ing and using the method. Physicists tend to be at the frontiers of
theoretical, methodological developments, and condensed state
physical research, but chemists, biochemists, biophysicists, and
nowadays physicians in the field of MRI (magnetic resonance imag-
ing) are the people who are particularly concerned with applications
of NMR in molecular structural research and in human diagnosis.
The literature cited here is aimed at helping the reader to gain a
deeper insight into the subject. First of all, let us mention the two
“bibles” of the NMR literature written by Abragam (10) and Slich-
ter (11) both giving a sound theoretical basis. The experimental
principles are given in refs. 12–14, but not the constantly develop-
ing technical details. The principles and an excellent introduction to
the Fourier-transformedNMRare given by Ernst et al. in ref. 15 and
by Ferrar andBecker in ref. 16. Finally, the students and beginners in
this field are recommended to consult the book of Hennel and
Klinowski (17), a “simple but exact” introduction of NMR.

1.2.2. Nuclear Probes and

Nuclear Paramagnetism

From the hyperfine structure of atomic spectra it is known that an
atomic nucleus has its own angular momentum (J) and its own
intrinsic magnetic moment (m). The two vectors m and J may be
taken as “parallel.” By introducing now the dimensionless nuclear
spin vector I, the angular momentum vector, J ¼ �hI, thus the
nuclear magnetic moment m can be expressed in the form

m ¼ g�hI; (4)

where �h ¼ 1.05457151628 10�34 J s (Joule·secundum) is Planck’s
constant divided by 2p, and g, the gyromagnetic ratio is tabulated by
nuclear physicists. Equation 4 expresses that the two vectors are
“parallel,” meaning that either they are parallel (g > 0), or are
antiparallel (g < 0) and this fact simplifies the description of nuclear
spin motion in magnetic fields. Different atomic nuclei can have
different angular momentum and magnetic moment, including 0.
Nuclei with an even number of protons and neutrons have I ¼ 0,
and these nuclei are not accessible by NMR. A number of important
nuclei belong to this category, e.g., 12C, 14N, and 16O. Nuclear
physics offers us these quantities for all the stable isotopes which we
are interested in (see Note 2).

If a macroscopic sample consisting ofN0 identical nuclear spins
is immersed in a magnetic field B0 (B0 || z, the axis of the labora-
tory frame of reference, LF) for an extended period, it will reach a
state of equilibrium, where the distributions of nuclear spins on the
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Zeeman energy levels (in the case of protons, there are two!) are
described by Boltzmann’s law. The law states that the population

Nm ¼ c expð�Em=kBT Þ; (5)

where c is a proportionality constant, kB is Boltzmann’s constant,
T is the absolute temperature of the sample, and

P
Nm ¼ N0.

In the state of thermal equilibrium the net magnetization of the
sample is

M0 ¼ g2�h2I ðI þ 1ÞN0

3kBT
B0; (6)

where the magnetization vector M0 has the same direction as the
magnetic field irrespective of the sign of g. Equation 6 is known as
the Curie-Langevin formula, and it enablesN0 (that is the quantity
of participating nuclei) to be measured.

1.2.3. Classical Treatment:

Vector Model

Many details of experimental NMR are easily understandable by
using the classical description of the motion of the magnetic
moment (nuclear spin) in static and/or time-dependent magnetic
field(s). This description is equally valid for a single nuclear spin and
for the M0 magnetization of the sample.

We have introduced here the rotating frame of reference (RF)
with axes x0, y0, z0, where z0 || z || B0 that is z0 coincides with the z
axis of the LF and it rotates with an angular velocityV with respect
to LF. The equations of motion of m orM in both LF and RF have
the same structure (11) (the real form is given in the Bloch equa-
tion, see Subheading 2.4), but the magnetic field in RF is

Beff ¼ B0 þ O=g: (7)

In a special case, where O ¼ �gB0, Beff ¼ 0, the magnetic
moment vector is constant in RF, i.e., it rotates at an angular
velocity V with respect to the LF. This is the so-called Larmor
precession, and the two frequencies |V| and o0 are equal.

We fix the x0 axis of RF to the active rotating component of the
radiofrequency field. In this case the effective field in RF in the case
of resonance is

Beff ¼ B1; (8)

and the nuclear spin precesses in RF by an angular frequency

o1 ¼ gB1: (9)

The motion of the spin or magnetization in LF is the combina-
tion of the two precessions. Equation 9 is the basis of the selection
of the pulse length in NMR spectroscopy (see Subheading 2.2).
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1.2.4. Bloch Equations After a certain time spent in the radiofrequency field, the populations
on the two Zeeman levels must be equal because the transition
probabilities of absorption and induced emission are equal. In con-
trary in real samples, there is a net magnetization even in the case of
radiofrequency excitation. The value of that is smaller than M0

(Eq. 6) but it is not 0. There must therefore exist a mechanism for
inducing transitions between the Zeeman levels, which arises because
of the coupling of the nuclear spins to the “lattice.” The term lattice
does not mean a crystal lattice but a thermal reservoir, which can take
up (or give) energy from (or to) the spin system. This process can be
characterized by the spin–lattice relaxation timeT1. The quantityT1 is
related to the microscopic details of both the lattice and the nuclear
spin system. The lattice (and not the “spin system”!) is the part of the
sample that is interesting for the biophysicists.

We have mentioned several quantities describing the motion of
nuclear magnetization in magnetic fields and the connection of the
spin system with the other degrees of freedom in the sample. Bloch
(9) combined all the quantities in a relatively simple vector differ-
ential equation (see Note 3), which has the components

d

dt
Mz ¼ g½M� B�z þ ðM0 �MzÞ=T1

r
d

dt
Mx;y ¼ g½M� B�x;y �Mx;y=T2 ; (10)

where the vector product components come from the equation of
motion for noninteracting spins and the kinetic terms represent the
interactions of spins with the lattice and with the other spins. T1

involves energy exchange between the spins and the lattice. Bloch
also realized that the internal interactions within the spin system
conserve the spin energy and are represented by T2, called the
spin–spin relaxation time. The two relaxation times represent two
time-windows for mapping the dynamical processes inside the
spin–lattice system.

Generally speaking, the solution of these equations is a com-
plicated task, but the so-called “steady state” solution is simple in
a low B1 field and is often cited (see for instance in ref. 11). The
form of the solution gives the absorption and dispersion modes of
the Mx,y magnetization. These quantities represent the NMR
signals (absorption and dispersion, respectively) which can be
detected using an out-of-phase (f ¼ 90�) and an in-phase
(f ¼ 0�) detection mode. The components are the basic quanti-
ties in quadrature detection and Fourier transformation of time-
domain NMR signals. From the experimental point of view, we
have to remember that a repetition of an experiment within a time
period shorter than 5T1 can give a misleading result.
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1.3. Interactions

and Consequences

1.3.1. Local Magnetic

Fields, Magnetic Interactions

The magnetic interaction between nuclear magnetic moments and
the local magnetic field plays important role in the spin orientation
dependent interaction of the nucleus with its surroundings inNMR.
The magnetic interaction has the form of (m�B), that is the (m�B)
scalar product gives the energy of the magnetic interaction. The
induction of magnetic field B as was expressed in Eqs. 2 and 3 could
contain contributions of “external” and “internal” origin. The
internal components are expressed by M or w, and are generated
by the magnetic moments of the neighboring electrons or nuclei
and by electric currents of moving charges. The external compo-
nents may be either the applied fields created and used for experi-
mental purposes. Both fields can be either time independent (static)
or could depend explicitly on time. We shall meet the exact forms of
the magnetic interaction energy later in this chapter. The magnetic
interaction energy in operator form is, that is the Hamiltonian

H ¼ ðm � BÞ: (11)

In the previous sections, we have briefly introduced the reader
to the two basic interactions which play roles in NMR, namely we
got to know the Zeeman interaction and the interaction with the
radiofrequency field. Besides these external interactions, the inter-
nal interactions are simply characterized by local fields (the effect of
electric field gradient is omitted here) or by T1 and T2 within the
framework of the Bloch theory.

Now we give a unified description of all the interactions (nec-
essary for us) separating the “local fields” of different physical
origin, using the Hamiltonian formalism. This formalism expresses
the interaction of nuclei with their surroundings (including the
lattice) in a simple way. The interaction Hamiltonian can be
expressed as

H ¼ H Z þH rf þH d þH s þH J; (12)

where the subscripts denote the relevant interactions: Z Zeeman, rf
radiofrequency, d direct dipole–dipole interaction, s chemical
shielding, J indirect nuclear spin-nuclear spin interaction (see
Note 4).

If a magnetic field gradient is in HZ, it transforms the local
coordinates to frequency values and serves the MRI and gives a
chance for the measurement of translational atomic movements.
From our point of view, Hd is the most important Hamiltonian.

1.3.2. Dipole–Dipole

Interaction

This is the most important interaction between the two nuclear
spins I and S. It can be expressed as

H d ¼ gI gS�h
2 ½ðI � SÞ � 3ðI � rÞðS � rÞ=r2�

r3
m0
4p

; (13)
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where I and S are the spin operators, r is the position vector
between the two spins. In the case of I ¼ S, we can speak about
homonuclear coupling, and if I 6¼ S, the coupling is heteronuclear.
For a multispin system one has to add similar terms as in Eq. 13
between all the spin pairs. Van Vleck (18) gave the elegant theory of
dipole–dipole interaction and he calculated the NMR spectrum
parameters (moments) originating from the dipolar interaction.
The Hamiltonian in polar coordinates may be expressed as a sum
of six terms, the so-called “dipolar alphabet,” and from these six
terms the first two, viz.

A ¼ �I zSzð3 cos Y� 1Þ;

B ¼ 1

4
½IþS� þ I�Sþ�ð3 cos2 Y� 1Þ; (14)

contribute to the so-called “truncated” dipolar Hamiltonian,

H 0
d ¼ gI gS�h

2 ½A þ B�
r3

m0
4p

: (15)

For heteronuclear spin pairs (e.g., 1H and 13C), normally only
the termA contributes to the observed spectra, whereas bothA and
B contribute to the spectra of homonuclear spin pairs (as the two
protons in a water molecule), due to the I+S� and I�S+ “flip–flop”
terms in operatorB. The I� and S� operators are the absorption and
emission operators originating from Ix, Iy, Sx, and Sy, respectively
(11). The flip–flop terms are important in the spin relaxation pro-
cesses. Consequently, the equations describing the resonances for
dipolar coupled spins are different for homo- and heteronuclear
cases. There are very important consequences of the Van Vleck
theory, namely:

(a) The theory cannot describe the NMR line shape function in an
exact analytical form.

(b) The odd moments are all 0, and the consequences are symmet-
rical line shape and zero line shift.

(c) But it can offer the even moments, and the second moment is
basic from topological point of view, and has the following
form in frequency units for an example in which all spins are
located in equivalent positions (details see in ref. 11).

M2 ¼ 3

4
g4�h2I ðI þ 1Þ

X
k

1� 3 cos2 yjk
r6jk

: (16)

Each term is of the order of ðgBk
locÞ2 where Bk

loc is the contribu-
tion of kth spin to the local field at spin j. The important point
about Eq. 16 is that it gives a precise meaning to the concept of
local field, which enables one to compare a theoretical quantity with
experimental value. The formula for nonidentical spins contains a
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double-sum (details see in ref. 11), but any variant of that contains
direct topological elements as the rjk distance between the two
interacting spins and the yjk angle between the rjk and B0 vectors.
In rigid solids, both rjk and yjk are time-independent quantities and
the theoretical second moment is calculable on the basis of a
topological model. In the case of motion of a spin either in real or
in spin space, the Hamiltonian will be averaged, and the conse-
quence is “motional” and/or “spin-flip” narrowing of the spec-
trum, respectively (see ref. 11 and references cited therein). The
second-rank Legendre polynomial term ð3 cos2Y� 1Þ is responsi-
ble for the “motional averaging” in liquids and for the narrowing of
NMR spectra in the case of macroscopic sample rotation (magic
angle spinning, MAS). The average value of ð3 cos2Y� 1Þ is 0 in
the case of isotropic rotation and the uniaxial spin-pair motion
results in a reduced line width and second moment.

1.3.3. Classification

of Hamiltonians

and Consequences

Before closing the Subheading 1.3, let us summarize the peculia-
rities of the Hamiltonian terms in Eq. 12 following refs. (19, 20).

The Zeeman term (including the gradient term), the chemical
shift and radiofrequency terms are linear in spin operators. The off-
resonance Zeeman term and the heteronuclear direct dipole–dipole
interaction belong to this category, too. The homonuclear direct
dipole–dipole interactions are bilinear in spin operators.

Another classification comes from the effect of the Hamiltonian
on the line shapes, which can be homogeneous or inhomogeneous.
A typical example of an inhomogeneously broadened line is a
resonance broadened by the inhomogeneity of B0. If the applied
field has spatial inhomogeneity, otherwise identical spins in differ-
ent parts of the sample will have slightly different resonance fre-
quencies. As a result, the NMR line will be broader because it is a
superposition of lines at different frequencies. All the Hamiltonian
terms, linear in spin operators, give similar broadening. On the
other hand, a homogeneous line could come from the homonu-
clear dipole–dipole coupling and lifetime broadening. An impor-
tant consequence of the classification is that the existence of
different echoes depends on the existing Hamiltonian(s) and con-
sequently on the nature of broadening.

1.3.4. Relaxation Times and

Characteristic Parameters

Nuclear relaxation rate formulae for a single-phase (single-fraction)
spin system are presented from the local field fluctuationmodel (11).
Note, that the relaxation rate is the inverse of the relaxation time,
Ri = 1/Ti. The longitudinal and transversal relaxation rates (R1 and
R2, respectively) for a homogeneous sample (identical/single spin
system) can be written as ((21–23) and references cited therein)

R1 ¼ g2Is
2
1t1=ð1þ o2

0t
2
1Þ; (17a)

R2 ¼ g2I ðs20t0 þ s21t1=2ð1þ o2
0t

2
1ÞÞ; (17b)
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and

R2 �R1=2 ¼ g2Is
2
0t0 : (17c)

The equations are derived for a statistical sequence of rectan-
gular pulses of local fluctuation of magnetic induction Bq(t) ¼ �an
with a mean jump time tq (Poisson process) and a statistical ampli-
tude distribution of anh i ¼ 0 and a2

n

� � ¼ s2q ¼ B2
loc

� �
=3.

Equation 17c provides a simple opportunity for the experimental
determination of the secular contribution (see the definition in
ref. 11) to the transversal relaxation rateR0

2 ¼ R2 �R1=2.The quan-
tity is independent of o0 and the temperature dependence comes
from that of t0. The mean jump time tq follows the Arrhenius law as

tq ¼ tq0 expðE=RT Þ; (18)

where E is the activation energy of the molecular motion and R is
the molar gas constant. The longitudinal relaxation rate has an
extreme at o0tq ¼ 1. The interaction strength s2q can be deter-
mined from the maximum R1 value. The ratios R2/R1 at the
extreme of R1 give substantial information on the homogeneity
of the spin system. There are two important deviations, firstly, if a
distribution of correlation time tq exists and secondly, if two sub-
stantially different correlation times tq1 and tq2 describe the other-
wise homogeneous spin system. The consequences of the first one
are that theR1 vs. T curve around the maximum is not so sharp and
the distance between R1 and R2 on the Ri vs. T map is increased
with respect to tqwithout distribution. In the second case, there are
two terms independent of o0 in the R2 expression with two differ-
ent s2qi and tqi values.

The decay of magnetization, that is the relaxation functions
(longitudinal and transversal, i ¼ 1 and 2, respectively) for a single-
fraction spin system are of the form

MiðtÞ ¼ M0 expð�RitÞ; (19)

where t is the time and M0 is the equilibrium nuclear magnetiza-
tion. M0 is proportional to the number of contributing nuclear
spins and the exponent Ri is the relaxation rate. R2 represents a
narrower time window than R1 for the low-frequency motions.

We recall the variant of the transversal relaxation function,
which is valid in the case of inhomogeneous magnetic fields and
for those samples where the translational diffusion of resonant
nuclei is not negligible. The following formula (11, 16) is valid in
the case of a uniaxial magnetic induction gradient ∂B/∂z.

ln½M2ðtÞ=M0� ¼ �t2F
@B

@z
;DðtÞ

� �
� tR2; (20)

where t ¼ n2t is the time measured between the exciting pulses in
the CPMG train in 2t units and the first exponent is the F function
of field gradient and the D diffusion constant characteristic to
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translational diffusion. We reproduced the formula here in a short
form because we would like to use it only for the demonstration of
the existence or absence of the translational diffusion.

The relaxation functions for a two-phase system (phases a and b)
at intermediate exchange rates between the phases are formally
similar to that given in Eq. 19 but they are constituted of probabil-
ities and relaxation rates having different complicated form and
meaning (for the details see Eqs. 2.1–2.5 in ref. 23). The formalism
in the case of slow exchange, where ta,b � 1/Ria,b (that is for two-
exponential relaxation) is however as simple as follows.

MiðtÞ ¼ pa expð�RiatÞ þ pb expð�RibtÞ; (21)

where pa + pb ¼ 1 are the abundance probabilities of the fractions
and Ria,b denotes the relaxation rates.

2. Experimental
Aspects of NMR
Spectrometry

2.1. Experimental

Aspects in General

This section deals with NMR spectrometry with different line
shapes and in the field of pulsed NMR spectrometry the following
items are mentioned: the free induction signal (FID) and its Fourier
transformation, the Fourier spectrum of a relatively short radio
frequency pulse, and the connection between the NMR spectrum
(frequency-domain NMR signal) and the FID (time-domain NMR
signal). In the following parts more complicated pulse sequences
are briefly explained, e.g., spin echoes and pulse combinations for
measuring the spin–spin and spin–lattice relaxation times. From the
NMR methods, only those elements and variants are selected here
which are necessary to understand the examples for demonstrating
the present applications of protein research.

One thing that should be mentioned is the repetition time of
the experiment. Before starting a new experiment, the nuclear spin
system has to reach thermal equilibrium. The time constant of this
evolution is 5T1. In some cases, T1 can be very long, e.g., for ice
that is important for us at low-temperature measurements, the
order of magnitude of T1 is about few tens of seconds (24)
(depending on the magnitude of the static field). The electronic
averaging of the NMR signals needs a great number of repetitions
of the elementary experiment. Every step must start in thermal
equilibrium.

It should also be mentioned that the high magnetic field and
the low temperature increase the polarization of the nuclear spin
system and consequently, the sensitivity of the method. When
utilizing any version of NMR spectrometry, one needs a high-field
magnet of good homogeneity (with known inhomogeneity) and
stability; a radiofrequency transmitter of proper power, frequency,
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and timing; a phase sensitive detector of good sensitivity; a cryo-
system for controlling the sample temperature and a computer to
arrange the whole business of collecting and evaluating the data.

The radiofrequency field B1cosðot þ fÞ is produced by a coil
with the sample inside and placed into the constant magnetic field
in a plane perpendicular toB0. In the old cwNMR the amplitude of
B1cosðot þ fÞ is constant in time, i.e., we irradiate the sample
continuously without timing the radiofrequency field. In this case,
the irradiation field contains a component of single frequency.
To measure the whole NMR spectrum, the sweep of the field B0

or of the frequency is necessary. At around the resonance, the
nuclear spins absorb energy from the radiofrequency field, this
absorption manifest itself as a loss in the coil, and we detect a
change of voltage at the ends of the coil as an NMR signal. One
can select the radiofrequency phase to detect either the dispersion
(f ¼ 0�) or the absorption (f ¼ 90�) modes. The absorption line
shape can be approximated in liquids by a Lorentzian function,

LðoÞ=Lð0Þ ¼ 1=½1þ ðo=doÞ2�; (22)

where do is a constant, its value and the function itself are predicted
by the out-of-phase steady-state solution of Bloch equations 10.

In solids, the line shape is often approximated by a Gaussian,
i.e., in normalized form

GðoÞ=Gð0Þ ¼ expð�o2=2M2Þ; (23)

where M2 is the second moment of the spectrum, and the
corresponding half-width at half-height equals [2ln2M2]

1/2. The
important property of a Gaussian is that its Fourier transform is also
a Gaussian. Generally in solids, the line shape is neither Lorentzian
nor Gaussian, and sometimes the approximations proposed by
Abragam (10) or the analytic function of Harper and Barnes (25)
are used. The latter is formally a stretched exponential function
with a variable exponent of values between one and two. The
information theory of line shape is given in the paper of Powles
and Carazza (26).

For a liquid–solid mixture, a composite Lorentzian–Gaussian
line shape is predictable.

The application of radiofrequency pulses in NMR has started in
1949 by Torrey (27) and in 1950 by Hahn (28, 29) and it was
in 1966, that the pulseswere first utilized for the Fourier transformed
NMR spectroscopy (30). When the pulse ends, the rotating x–y
component of the nuclear magnetization induces an oscillating volt-
age of the resonance frequency in the receiver coil (which is often the
same as the transmitter coil). This voltage can be observed as the free
induction decay (FID). If more than one pulse is applied or the
experiment is repeated many times, the phase difference between
consecutive pulses remains constant, i.e., the pulses are coherent;
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and the phase of the phase-sensitive receiver system is also fixed to the
transmitter phase. Consequently, the information in the phase in the
up-to-date pulse NMR spectrometry is of equal value to that in
amplitude. In the different pulse NMR experiments, we must define
the duration (length) and the phase of the applied pulses.

As we have seen in connection of the RF system (Eq. 9) the
angle traversed by the nuclear magnetization during the duration of
the pulse t is

a ¼ �gB1t: (24)

Themost frequently used pulses are the p/2 and p pulses, where
the pulse angle a is made equal to p/2 or to p. If the p/2 pulse is
denoted shortly by P, then Px means a pulse where the phase of the
rotating component of B1 and x0 (i.e., the x0 axis of the RF) coin-
cides. The meaning of P-x, Py, and P-y are consequently clear.

The Px pulse moves the magnetization from its equilibrium
position along the B0 || z axis to the position coincident with y 0

(the immediate P-x pulse reverses the motion). Upon the termina-
tion of the Px pulse, the magnetization moves together with the y 0

axis of the RF, in the LF it precesses around B0 and its transverse
component Mx,y induces voltage in the coil known as the FID,
which is a time-domain function. The p-pulse moves the nuclear
magnetization from its position to the antiparallel direction.
A pulse of finite length (t) and of a well defined frequency o
contains a continuous spectrum of many frequencies. This is
because a truncated cosine function is no longer a cosine but a
more complicated function, and this function contains components
in the

o� 2p=t; (25)

range in the frequency-domain. It is clear that the t ! 1 limit gives
back the pure single frequency cosine function. Otherwise, the
shorter the t, the broader is the frequency distribution of the pulse.
The local fields could be different fromone spin to another because of
the different chemical shifts, dipole–dipole interaction, inhomogene-
ity of magnetic field, etc. Consequently, the resonance condition
cannot normally be satisfied exactly for all spins. The shorter the t
and consequently the larger the B1, the smaller is the inaccuracy.
In other words, a selective pulsemeans a narrow frequency spectrum,
a hard or nonselective pulse means a broad one.

Fourier transformation connects the frequency-domain (cw
spectrum) and the time-domain (e.g., FID) results by the well
known formalism

F ðoÞ ¼ 1

2p

ð1
�1

f ðtÞ expð�iotÞdt ; (26)
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and

f ðtÞ ¼
ð1
�1

F ðoÞ expðiotÞdo; (27)

where f(t) is the free induction decay, and it is often derived from
two simultaneous measurements (quadrature detection), one of
which determines its real part, the other its imaginary part. If one
of these is 0 at all t, a single measurement is sufficient to determine
the value of f(t). It is proved that the Fourier-transform of the FID
gives the spectrum, so the pulse and cw methods give equivalent
results. The two functions 26, 27 in the frequency-domain have the
following form, for the Lorentzian spectrum

f ðtÞ ¼ expð�t=T2Þ; (28)

and for Gaussian line shape

f ðtÞ ¼ exp �M2

2
t2

� �
; (29)

where t is the time, T2 is the spin–spin relaxation time, andM2 is the
second moment of the spectrum. More information can be found
in ref. 26.

Both NMR experiments consist of exciting the spins by a radio-
frequency field and observing the response to the excitation. In the
old cw method, the spins are excited by monochromatic radiation,
whose frequency is linearly swept through the whole spectral range.
In the pulse method, the entire spectrum is excited simultaneously.
The pulse method is much faster, but has a real drawback because of
the dead time of the receiver system. The loss of the early part of the
FID may lead to distortion of the tail of the spectrum. This draw-
back is serious for solids (e.g., in proteins or in ice). The echoes can
help to decrease the drawback.

2.2. Relaxation Time

Measurements

and Echoes

2.2.1. T1 Measurements

There are three popular pulse sequences for the measurements of
spin–lattice relaxation time: the 2Px–t0–Px, the Px–t0–Px, and the n
(Px)–t0–Px pulse sequences. In each of these sequences the first
pulse (or group of pulses) prepares the spins and the second pulse
measures the evolution of magnetization after a waiting period.

In the 2Px–t0–Px (inversion recovery) sequence, the first pulse
inverts the spin population and the recovery goes from �M0 to
+M0, so the range of magnetization is 2M0 during the measure-
ments. On the other hand, the drawback of this sequence is that the
2P (or p) pulse is twice as long as the Px pulse, and the frequency
width of the preparation-pulse power spectrum is only half as wide
as that of a Px pulse, consequently. From this point of view the
Px–t0–Px sequence gives much more accurate line shapes and inten-
sities for a broad spectrum. The Px–t0–Px sequence is called satura-
tion recovery, and a well-known variant of this is the saturation
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comb-recovery sequence, where the preparation pulse is replaced
by a series of Px pulses producing the full saturation of Zeeman
levels. In any of these methods, the sampling pulse is a Px pulse, and
a FID signal which follows the sampling pulse gives information
about the evolution of the magnetization.

2.2.2. Two- and Three-Pulse

Echoes

The excitation of the spin system by two radiofrequency pulses with
a time delay t0 shorter than the spin–lattice relaxation time pro-
duces echoes which have the form of two FIDs back-to-back, and
the position of the echo maximum is “far” from the end of the
second exciting pulse. So the echo is free from the consequence of
the dead time distortion and contains all the information which is
involved in the FID. The existence and the information content of
the echo depend on the applied pulse sequence and on the state of
the material in which the spin system is embedded.

Hahn (28, 29) as a PhD student was the first to produce echoes
using a P–t0–P–t0–echo pulse sequence. Using the vector model,
the Carr–Purcell sequence, i.e., the P–t0–2P–t0–echo sequence, can
be followed very easily in the understanding of the echo evolution
(31). The repetition of the second pulse can produce an echo train
which is time consuming, and serves as a R2 measuring method.
A 90� phase shift between the P and 2P pulses gives the
Carr–Purcell–Meiboom–Gill (CPMG) (32) method which is prob-
ably the most powerful in measuring shortR2 values. Both of these
sequences (the Hahn and the Carr–Purcell) are effective in the
motionally averaged state, i.e., in liquids or in solids in which
there is a moving component.

Rigid spin systems, i.e., solids, cannot produce this type of
echo, usually called spin-echo. It is possible to form echoes in solids
by the sequence Px–t0–Py–echo under the condition t0 	 1/R2.
Unfortunately, these echoes, called “solid echoes” do not have such
a simple physical explanation as does the spin echo. Anyhow, one
has to remember that the solid-echo pulse combination refocuses
only the spins which have nonzero dipole–dipole interaction. The
method is useful because it overcomes the dead time problem.
Original references are (33, 34), and a review is given in (35).

In a liquid-solid mixture both type of echoes (spin and solid
echo) can in principle be detected providing information about
both components.

2.3. The Applied Pulse

Sequences, the NMR

Responses, and the

Types of Contributing

Nuclei

(a) Preparation pulse, Px ) response: FID signal, which is the
inversely Fourier-transformed NMR spectrum. All the protons
in the sample contribute to the FID signal. The amplitude of
this response at time zero is proportional to M0 !N0B0=T .
Similar terms can be applied for each component in the case of
multi-component spin system.
Otherwise, all the following responses are proportional to

the number (N0) of the contributing resonant spins.
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(b) Px–t0–Px or 2Px–t0–Px pulse sequences give ) nonequilibrium
FID (for short t0) and two methods for the longitudinal
(spin–lattice) relaxation rate (R1) measurements. R1 connects
the spins with the “lattice.” The sample is considered here as
a thermal reservoir and is denoted by the term lattice. This
experiment serves as the basis of the generally used NMR
dispersion R1(o) method (NMRD), that gives the correlation
time tq and its temperature dependence, if R1(o,T ) was
measured.

(c) Preparation pulses, (Px–t0–Px or Px–t0–Py) and Px–t0–2Px or
Px–t0–2Py ) response: (Hahn-) Carr–Purcell-echo (H-CP)
(28, 29, 31). The extension of the latter pulse sequence, as
Px–t0–2Py–2t0–2Py–2t0–2Py–2t0–. . ., ) response: CPMG (32)
echo-train. Only those protons contribute to the response
signal, for which the reduced dipolar-field (36) is smaller than
the inhomogeneous contribution to the line widths, which is
nearly zero because of the “motional narrowing” (11). In that
case only the mobile protons are detected. The CPMG echo-
train enables the measurements of transversal (spin–spin) relax-
ation rate R2.

2.4. Practical Aspects

for the Measurements

The intensity of the slow component of low-temperature (T < 0�C)
wide-line 1H NMR signals is the measure of the number of mobile
protons or equivalently, the number of mobile water molecules.
FID-signal, R1 and R2 relaxation rate measurements are done at
temperatures in between +40�C and �70�C.

1. To measure the absolute quantity of water in the lyophilized
(LPH) protein, a standard of known 1H content can be used.
The spin–lattice (longitudinal, R1) relaxation rate is deter-
mined (see Note 5) and then knowing the R1, the free induc-
tion signal (FID) is recorded (see Note 6).

2. The spin–lattice relaxation rate (see Note 5) is measured for the
LPH protein and then knowing the R1, the FID is recorded.
The solid-echo signal is recorded with a t0 set to the shortest
possible. Both phase shifted (Px–t0–Py–t0–echo) and in-phase
(Px–t0–Px–t0–echo) pulses are used (see Note 7). The
Px–t0–Py–t0–echo sequence refocuses the signal of all the reso-
nant nuclear spins. The Px–t0–Px–t0–echo sequence provides a
control over the types of couplings between the nuclear spins
since such an echo refocuses the signal of the inhomogeneously
coupled nuclear spins only. The difference of these two types of
echo signals gives the echo signal of the spins in homonuclear
dipolar coupling. The spin-echo signal (Px–t0–2Py–t0–echo) is
recorded with a t0 set to be sufficiently long to give a well-
shaped echo.
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3. For the protein solution, the spin–lattice (longitudinal, R1)
relaxation rate is measured (see Note 5) and then knowing
the R1, the FID is recorded (see Note 6). R1 should be
measured at each temperature set and it is advisable to check
for the one- or two-exponential nature of the magnetization
decay curve (see Subheading 1.3.4). The zero-time extrapo-
lated FID signal intensity detected at ambient temperatures
serves as the 100% reference point for establishing the low-
temperature mobile water fractions. It is important to have a
few FID recordings at different T values above 0�C before and
after freezing the protein solution. These data and the ones
collected after the freeze–thaw cycle will serve as controls
concerning the occasional damage caused by the freezing process.

4. NMR experiments are made at temperature intervals deter-
mined by the characteristics of the actual protein solution (see
Note 8). The temperature is lowered gradually and NMR
signals are recorded as needed. The protein solution is cooled
down to�70�C and it is advisable to wait there some 30min to
be sure the whole solution is frozen completely, even the
hydration water of the protein. The temperature is then raised
gradually and NMR signals are recorded as needed. Small steps
in the temperature (few degrees at once) can be applied in
order to be able to catch the point where the first amount of
hydration water becomes mobile. When recording CPMG-
echo trains (Px–t0–[2Py–t0–echo–t0–]n) in order to get the R2

values, it is checked whether the decay of the echo amplitudes
depends on t0. If yes, this is the sign of the onset of translational
diffusion for water molecules and the temperature is of interest
where it happens.

2.5. Data Evaluation 1. The FID signal of the standard is fitted to get the zero-time
intensity. For solid/crystalline standards, a simple Gaussian
fitted to the first some 50 ms can be used in most cases (see
Note 9). The long-time part of the FID can be fitted with an
(stretched) exponential (see Note 10) to get the water belong-
ing portion of the signal at zero time.

2. The water content of the LPH protein is calculated by compar-
ing the zero-time extrapolated signal intensities obtained. The
intensity values should be corrected for temperature and pulse
length beforehand (see Note 11).

3. The FID signal obtained is Fourier-transformed. The spectrum
is made of a narrow component, which represents the water
molecules and a wide component belonging to the protein
protons. The narrow line corresponds to the long FID compo-
nent while the wide line is yielded from the fast and medium
components. The second moments of these spectral lines
inform us about the motional states of the 1H nuclei involved.
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4. For the evaluation of the mobile water fraction of the FID
signal measured for protein solutions, the following recipe
can be used. The above-zero-temperature FID signal is used
for setting the level where all of the 1H nuclei in the protein
solution are detected. The zero-time extrapolated and cor-
rected (for temperature, Px pulse length, receiver gain, and
resonance frequency, whichever relevant) FID signal intensities
measured above 0�C solve as the 100% level. The low-
temperature (i.e., below 0�C) FID signals are made of three
component as general (see Fig. 1). The component coming
from the mobile water fraction has the longest time decay
constant (see Note 12). This component belongs to the water
molecules in the sample, the amount of which is the desired
result, so the fitting range is set to times longer than
100–200 ms (see Note 13). A stretched exponential function
can be used for fitting (see Note 10).

5. It is useful to get the Fourier-transformed 1H NMR spectra for
a few representative temperatures. The width of the spectra
above 0�C can be taken as a measure of the inhomogeneity of
the applied static magnetic induction B0. Going down with the
temperature, the spectral component corresponding to interfa-
cial water widens to fwhm ¼ 0.2–0.7 kHz. This means that the
motional averaging is not as effective as in normal liquids, i.e.,
the motions are restricted. At the lowest temperatures, where
there are no detectable molecular motions of water (and the
signal intensity is very poor), the 1H NMR signal comes from
the moving end-groups of the amino acid residues, and the
estimated value of the scale of 10 kHz corresponds roughly to
that measured on a LPH protein sample.

Fig. 1. (a) 1H NMR FID and solid-echo signals for LPH ubiquitin at room temperature. The insert shows the central part of
the solid echo. (b) 1H NMR spectra for LPH ubiquitin at +24.8�C (solid line) and �74.5�C (circles) (37).
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6. The magnetization decay curves measured to obtain the
relaxation rates R1 are usually mono-exponential in the whole
temperature range studied. The R1 data measured at T > 0�C
are analyzed by applying the Arrhenius expression (Eq. 18) and
we get the activation energy as a result. This activation energy
means an averaged value for the motion of the water molecules.
TheR1 data measured at T < 0�C can be analyzed in the frame
of the fluctuating local field model (see Eq. 17a) and the
correlation time constant t10, the activation energy E and the
value of s21 (see Note 14) can be obtained. This model is
applicable in the temperature range, where the mobile water
fraction is constant. When the mobile water fraction changes
with the temperature, we have a situation, where water mole-
cules involved in interactions of different strengths (or even of
different nature, see Note 15) are the subjects of relaxation.
The fluctuating local field model for a single relaxation channel
(see Eq. 17a) cannot handle such situations.

7. If the echo amplitude series of the CMPG-trains, which were
detected at the same temperature but with different t0 values,
decay with different apparent time constants, this is the clear
sign that there is translational diffusion present. The amplitude
series are then fitted simultaneously with Eq. 20 to get the true
R2 without the effects of the translational diffusion. Whether
there is translational diffusion or not, it is important to check
the amplitude series for the number of R2 components.
Depending on the actual protein/solvent system and the
experimental settings, there can be one to three R2 compo-
nents. The fastest one with the smallest weight corresponds to
the protein protons. The translational diffusion is irrelevant for
this component. The next, slower R2 component belongs to
the water molecules located at the surface of the protein mole-
cule. The slowest R2 component comes from the bulk water
(if there is any at the actual temperature).

2.6. Materials NMR-signal intensity standard can be any material of known
1H-content, e.g., liquid water, metal-hydrogen system, crystalline
adamantane, etc. The standard is used also for setting the NMR
spectrometer.

Protein solutions—sample preparation for NMR experiments.
When calculating the mass of the lyophilized protein needed, its
water content should be taken into the consideration, as established
previously (see Subheading 2.4).

It is always useful to study solutions prepared with pure water
only (if applicable), i.e., no buffering agent and/or added salt. The
hydration results obtained for such protein solutions are devoid of
complex effects due to the cosolutes. The reason of using two
solvents is (37) that NMR parameters which characterize the
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proteins of different structure depend on the solvent too, and our
conclusion was that the protein–water accessible molecular surface
and interfacial region also is solvent dependent.

The aqueous protein solutions were prepared by dissolving the
proper amounts of protein in water and in Tris buffer, which
contained 50 mM Tris and 1 mM EDTA at pH 7 (Tris: tris(hydro-
xymethyl)-aminoethane; EDTA: ethylenediamine-tetraacetic acid).

70–100 ml aqueous solution contained in closed teflon capsules
was used.

For determining the amount and dynamical properties of water
bound per unit protein, and having noted that the concentration
measurement of IDPs is error-prone due to their unusual reactions
with colorimetric dyes, we directly measured the amount of protein
dissolved by determining the mass of samples lyophilized from
distilled water. This measure provided the absolute concentration
of the protein, which could be directly used for calculating the
absolute average concentration of its constituent amino acids.

For each solution composition, NMR measurements on 3–5
samples prepared independently is necessary. Reproducible data
within the given statistical errors are necessary for confidential
results. Measurements are also necessary for a protein-free solvent
(buffer) sample.

3. Examples

We explain in detail the individual steps necessary to carry out the
technique through illustrative examples of proteins belonging to
the classes globular and intrinsically disordered. The globular pro-
tein ubiquitin (UBQ) is a small, more or less spherical protein
found in all eukaryotic cells where it labels misfolded/damaged
proteins destined for degradation. The early responsive to dehydra-
tion (ERD) 10 is a highly hydrophilic (38) and intrinsically disor-
dered protein, which is expressed in plants in certain very actively
dividing tissues and ubiquitously under drying conditions (39).
ERD10 is a typical representative of IDPs (40, 41).

3.1. Lyophilized Proteins The room-temperature time-domain FID and echo signals of 1H
NMR (Fig. 1a) measured on lyophilized UBQ samples comprise
three components of different time dependence and relative
weight. The initial (t ¼ 0) NMR amplitudes of the components
are proportional to the number of 1H nuclei in the relevant parts
of the sample. The relative weights are: 85% fast, 3% medium, and
12% slow component. The fast component comes from the least
mobile parts of the LPH UBQ sample. The middle component is
of 1H nuclei for which the dipolar interaction is averaged out
much less effectively by motions than for the slow component,
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but for a higher degree than for the fast component. The fast and
the medium components are of the 1H nuclei belonging to the
protein. The protein molecules do not undergo translation or
reorientation as a whole, only some reorientation motions of
molecular groups of the amino acid residues are active in this
state, the remaining parts of the protein molecules (mainly the
backbone) are almost immobile (but not completely rigid) from
NMR’s point of view. The slow component is the response of
mobile protons in the interfacial region, i.e., it comes from the
water content of the LPH protein sample; this phase represents
reorienting water molecules.

We calibrate the amplitude of the slow component with our
standard and get finally the mass of water in our LPH protein
sample. And finally, given the mass of the sample as known, we
get the water content, which was h ¼ 0.145 (12.7 wt%) for our
manufacturer-delivered UBQ (see Note 16) (37).

The Fourier-transformed spectra of the time-domain compo-
nents give more insight into the dynamics of the UBQ molecules
and the water molecules in the LPH sample (Fig. 1b).

The fast time-domain NMR-signal component transforms into
a broad spectrum line of fwhm ¼ 32.0 kHz and the middle compo-
nent corresponds to a narrower, 7.7 kHz wide line. The second
moments (M2, see Eq. 23) are 10.1 � 10�8 T2 for the broad (see
Note 17) and 0.4 � 10�8 T2 for the narrower line. TheM2 value of
the broad line refers to rotation around a symmetry axis performed
by high-symmetry molecular groups (e.g., methyl), which becomes
obvious when the second moments for a rotating and an immobile
methyl group is compared (see Note 18). The intramolecular M2

contribution of immobile methyl groups is 22.8 � 10�8 T2, which
is reduced by a factor of 0.25 by the rotation about theC3 symmetry
axis of the group (42). The middle component probably comes
from even more mobile parts of the protein.

The time-domain long tail corresponds to a narrow line in the
frequency domain (fwhm ¼ 1.2 kHz, M2 ¼ 0.1 � 10�8 T2). The
water-origin of the signal is proved by the temperature depen-
dence of the signal parameters as the spectrum width and intensity
(Fig. 1b)—the narrow line measured at +23�C is absent in the
spectrum measured at �70�C. The full width at half maximum of
the narrow line is greater than that of hydration shell protons
measured at low temperatures. This means that the mobility of
the water molecules in the LPH protein is more restricted (wider
spectrum) than in the first hydration shell at low temperatures
(narrower spectrum). The water protons in a rigid (static) water
molecule give a line of fwhm ~ 40 kHz and a second moment of
~23 � 10�8 T2. The room-temperature time-domain FID and
echo signals for ERD10 comprise also three, namely a fast, a
medium, and a slow component as it was found for ubiquitin.
The relative weights are: 87% fast, 6% medium, and 7% long
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component. The fwhms are 34.2 kHz for the fast, 7.4 kHz for the
medium, and 2.6 kHz for the long components. The second
moments are 11.4 � 10�8 T2 for the fast, 0.5 � 10�8 T2 for the
medium, and 0.4 � 10�8 T2 for the long components. The water
content was found thus h ¼ 0.44 � 0.09 (4.5 � 0.6 wt%) for our
LPH sample of ERD10 (see Note 16).

These two proteins belonging to different protein classes show
very similar spectra in their lyophilized state. The only remarkable
difference could be found in their broad spectrum components,
which contain information on the proteins themselves. The differ-
ence between UBQ and ERD10 seems to be characteristic of the
other globular and ID proteins too (43), and we use that as a
working hypothesis in the fast room temperature distinction
between them.

3.2. Protein Solutions:

NMR-Signal Intensities

and Spectra

The measured mobile water fractions x ¼ n(mobile H)/n(total H)
(see Subheading 2.5, step 4) are given for UBQ in double distilled
water solutions (and for comparison for pure water too) in Fig. 2a
(37). The same results in the form of hydration (h ¼ g water/
g protein) are given in Fig. 2b. The mobile water fraction x is
zero for up to 0�C in the water sample, i.e., molecular motion
starts at the melting point of ice in the whole sample. The x vs.
T data show a step for UBQ dissolved in water at about�46 � 1�C,
which suggests that detectable molecular motion starts at this
temperature. This motion is probably the rotation of water mole-
cules located at the surface of the protein, i.e., in the interfacial
region. This means that the thermal excitation of “bound” (44)
water molecules needs a lower energy in the interfacial region than
the “free” water in ice! The amplitude of the NMR signal remains
unchanged up to the melting point of bulk water (see Note 19),
where the whole sample melts, i.e., x becomes equal to one
(h ¼ 24.4). The measured number of mobile water molecules in
the interfacial region equals the hydration level corresponding to
h ¼ 0.4 (x ¼ 0.016), required for protein activity. The temperature
independent nature of x also demonstrates that there is no change
at the molecular surface and consequently, there is no phase trans-
formation in the protein structure at �46�C<T<�5�C.

The measured mobile water fractions are given for ERD10 in
double distilled water solutions (and for comparison for water too)
in Fig. 3a. The same results in the form of hydration (h ¼ g water/
g protein) are given in Fig. 3b. The x vs. T data show a step for
ERD10 at about �46 � 1�C in water (Fig. 3a), the detectable
molecular motion starts at this temperature. This means that the
thermal excitation (44) of water molecules “bound” to proteins
needs a lower energy in the interfacial region than in hexagonal
ice, and the transition temperatures for the present IDP molecule
is the same as the UBQ but different (higher!) than for the other
globular one. The amplitude of the NMR signal does not remain
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unchanged up to the melting point, where the whole sample melts,
but there is a step-by-step increase (the number of mobile water
molecules changes).

There are qualitative and quantitative differences between the
globular and the disordered protein molecules as far as their pro-
tein–water interfacial behaviors are concerned. The increase of the

Fig. 2. (a) Mobile water fractions x ¼ n(mobile H)/n(total H) determined from 1H NMR signal intensities for 41mg/cm3 ubiquitin
dissolved in water (circles) and pure water (stars). (b) Hydration (g water/g protein) calculated from the mobile water fractions
for the ubiquitin solution presented in panel (a). The inserted graphs show the data on extended ordinates.

Fig. 3. (a) Mobile water fractions x ¼ n (mobile H)/n (total H) determined from 1H NMR signal intensities for 25 mg/cm3

ERD10 dissolved in water. (b) Hydration (g water/g protein) calculated from the mobile water fractions for the ERD10
solution presented in panel (a). The inserted graphs show the data on extended ordinates.
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number of mobile water molecules can be described by exponential
functions of temperature difference from 0�C for IDPs, while the
exponent is nearly zero for globular ones. This fact reveals the
heterogeneity of the IDP surface with regards to the distribution
of interaction energy between water molecules and protein surface,
as opposed to globular proteins, which are homogeneous in this
regard.

3.3. Protein Solutions:

Relaxation Rates

For UBQ dissolved in pure water, we found the activation energy
of 20 � 3 kJ/mol by the analysis of R1 data (see Subheading 2.5,
step 6) at T > 0�C (Fig. 4), which is a typical value for water
or aqueous solutions. In the range of subzero temperatures
where the mobile water fraction is constant (Fig. 2), we applied
the fluctuating local field model (see Subheading 2.4, step 3 and
Fig. 4). We obtained B2

loc

� � ¼ ð27:2� 0:9Þ � 10�8 T2 which is
comparable to the second moment of a static water molecule
(see Note 14), and t1 ¼ (7 � 8) � 10�13 s exp(16 � 2 kJ/mol/
RT). The very high R2/R1 ratio at the R1 maximum (Fig. 4)
indicates that there works a second relaxation channel also, which
is characterized by a much longer correlation time (11). For the
UBQ dissolved in Tris-buffer, although we found the same activa-
tion energy above 0�C as for the UBQ/water system, but the
analysis of the subzero temperature range yielded unreal parameter
values B2

loc

� � ¼ ð30:7� 0:7Þ � 10�8 T 2; t1 ¼ ð6� 3Þ � 10�17 s
expð35� 1 kJ/mol/RT Þ. These extreme values show that the
single-channel (sc) fluctuating local field model cannot be applied
here as it was expected, taking into consideration the continuously
changing mobile water fraction (37) and the NaCl cosolute.

Fig. 4. 1H nuclear spin relaxation rates for 41 mg/cm3 ubiquitin (left panel ) and for 25 mg/cm3 ERD10 (right panel )
dissolved in water: spin–lattice relaxation rate (R1, circles) and bulk-water spin–spin relaxation rate (R2, stars). The solid
line corresponds to the fluctuating local field model. The spin–lattice relaxation (circles) and the spin–spin relaxation (stars)
obey the Arrhenius law above 0 �C.
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For the protein ERD10 dissolved in pure water, we found
the activation energy of 18 � 2 kJ/mol by the analysis of R1 data
(see Subheading 2.5, step 6) at T > 0�C (Fig. 4), which is again
a typical value for water or aqueous solutions. In the range of�45�C
< T < �25�C, where the mobile water fraction has the smallest
slope (Fig. 2), we applied the fluctuating local field model (Fig. 4).
We obtained unreal parameter values as B2

loc

� � ¼ ð51� 9Þ
�10�8 T2 and t1 ¼ ð3� 15Þ � 10�17 s expð37� 9 kJ/mol/RT Þ.
The sc fluctuating local field model fails in this case because of the
continuously changingmobile water fractions (Fig. 3). The very high
R2/R1 ratio at theR1 maximum (Fig. 4) indicates that there works a
second relaxation channel also, which is characterized by a much
longer correlation time (11). For the ERD10dissolved inTris-buffer,
we found a slightly higher activation energy above 0�C than for the
ERD10/water system, E ¼ 25 � 1 kJ/mol (41). The analysis of the
subzero temperature range yielded similarly unreal parameter values
as for ERD10/water B2

loc

� � ¼ ð66� 3Þ� 10�8 T2; t1 ¼
ð6� 5Þ � 10�16 s expð30� 2 kJ/mol/RT Þ. These extreme values
show again that the fluctuating local field model cannot be applied
here as it was expected taking into consideration the continuously
changing mobile water fraction (41) and the NaCl cosolute.

For bulk-water R2 components, for the proteins UBQ and
ERD10 dissolved in either pure water or in Tris-buffer at T > 0�C,
we found activation energies which are much lower (10 � 1 and
11 � 2 kJ/mol, respectively) than the Emeasured by theR1 values
(Fig. 4).

CPMG echo trains could be detected at �26�C as lowest
temperature for UBQ dissolved in water and translational diffusion
(see Subheading 2.5, step 7) became detectable at the melting of
the bulk water (0�C). For UBQ dissolved in Tris-buffer, CPMG
echo trains were observable at temperatures as low as �52�C and
translational diffusion was present even at �10�C.

For ERD10 dissolved in water, the CPMG echo trains were
detectable from �20�C on and translational diffusion started with
the melting of bulk water, at about �1�C. When the solvent was
Tris-buffer, we found the corresponding temperature limits as
�33�C and �20�C, respectively.

The particularly important conclusion could be drawn from the
data cited in this section that the solvent has a major role in
the homo/heterogeneity of the protein–water interactions. It could
be seen that the interaction of a globular protein with the water
molecules showed a narrow distribution in energy when the solvent
was purewater. The situation is completely changedwhenwe dissolve
the same globular protein in a salt-containing buffer. The presence of
the ionic cosolutes results in energetically very heterogeneous pro-
tein–water interactions. The energies of the interactions between the
intrinsically disordered proteins and the water molecules show a
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rather broad distribution evenwhen the solvent is purewater. The salt
content of the solvent increases this heterogeneity even more.
The markedly different trends of mobile water fraction vs. tempera-
ture data produces by the water-only solutions of globular and intrin-
sically disordered proteins can be used in practice for the distinction
between these protein classes.

4. Notes

1. The definition of H is based on the generation of a magnetic
field by an electric current. The unit of H is therefore A/m
(ampere/meter). On the other hand, the definition of B is
connected with the generation of 1 V (volt) electrical potential
in a conducting coil (whose cross section is measured in m2,
meter2) placed in a time dependent magnetic field. The unit of
B is, therefore, 1 tesla (T) ¼ 1 V s/m2. In the older NMR
literature, H is often expressed in oersted, and B in gauss,
and the conversion factors are 1 Oe ¼ 103/4p A/m and 1 G
¼ 10�4 T. The advantage of these units is that the value of the
vacuum permeability m0 ¼ 1 G/Oe. The same quantity in SI
units is m0 ¼ 4p � 10�7 N/A2.

2. In quantum mechanics J, I, and m are (vector) operators and
their eigenvalues, i.e., their measurable values, can be expressed
with the help of the spin quantum number I. All these quan-
tities are used later in this chapter.

3. In quantum mechanics, the Liouville–von Neumann equation
or more precisely its reduced form corresponds to the Bloch
equations (see in (15) and the literature cited there) and the
Redfield’s relaxation superoperator describes the lattice and
the spin–lattice interaction in principle. The relevant form of
the equation of motion depends on the dominant interactions
included in the Hamiltonian.

4. Metallic shift (HK), bulk susceptibility shift (Hs), quadrupolar
interaction (Hq) is missing from the line. Nevertheless HK is
important in metallic samples, Hs in extended objects with
heterogeneous magnetic properties and in the case of bulk
paramagnetism. Hs will be mentioned because the anisotropic
part of that contains indirect structural elements and together
withHJ, they are the substantial interactions in high-resolution
NMR spectroscopy.Hs is a tensor quantity, and its eigenvalues
depend on the orientation of the sample with respect to B0 in
solids (or in anisotropic medium). The motion of electrons
around the resonant nucleus generates a magnetic field which
modifies the applied field B0. The induced magnetic field is
proportional to the strength of the external field and the
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electrons generally shield the nucleus from the applied field.
In liquids, only the isotropic average is measurable, but in solids
the chemical shielding varies with the orientation of the sample
in the magnetic field. In a single crystal, this leads to a variation
in the chemical shift as a function of orientation. In a powder,
all possible orientations of the molecules or of the crystallites
contribute to the observed NMR signal, and an asymmetric
powder line shape results. In liquids or in the case of sample
rotation, the isotropic average of the proper quantity is mea-
surable. In our further discussion,Hs andHJ play no role at all,
and we shall omit them.

5. The T1 ¼ 1/R1 value is needed to avoid the saturation effect
when recording the FID. When using water as a standard, it is
practical to dissolve in it some CuSO4 to shorten the T1 of
water. Adamantane has T1 of 1–2 s at room temperature and
o0/2p ¼ 83 MHz. The best method is to record the time-
domain signal intensity at a given time and to use these data for
obtaining the actual T1 value. The integral area of the Fourier-
transformed spectrum is burdened with spin–spin (transversal)
relaxation effects.

6. One needs to check the length of the Px pulse from time to
time in order to get reliable intensity data.

7. The short inter-pulse delay (short relative to the length of the
FID signal) is needed to get signal of the dipolar-coupled
homonuclear spin system refocused.

8. If the solution contains salt (e.g., NaCl) and the salt-to-protein
molar ratio is not low enough, a hysteresis phenomenon may
occur (40). This is caused by the eutectic phase made of the
“free” salt (i.e., not bound to the protein) and water which will
freeze and melt with hysteresis. In this case it is useful to have
data both in cooling and heating directions.

9. In the case of adamantane, it is useful to apply a composite
function made up of a damped sine (sine cardinal) multiplied
with a Gaussian plus (spin-doublet of CH2 groups) a stretched
exponential (“lonely” spins of CH groups): h*exp(�(A*
(t � t0))

2/2)*sin(B*(t � t0))/(B*(t � t0)) + g*exp(�(C*(t �
t0))

d/2). The parameter t0 is set to the half of the length of thePx

pulse. The zero-time intensity equals with h + g.

10. The stretched exponential function is A*exp(�1*(|t � t0|/
Teff)

c). The parameter t0 is set to the half of the length of the
Px pulse.

11. This step is only needed when different temperatures and/or
pulse lengths were applied. To correct for the temperature,
multiply the zero-time intensity value with the absolute tem-
perature. To correct for the pulse length, multiply the zero-
time intensity value with the lengths of the Px pulse.
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12. The half width at half maximum (hwhm), i.e., the time when
the actual intensity is the half of the zero-time value is a good
indicator for discriminating between the various FID compo-
nents. The hwhm is at least 100 ms for the mobile water FID-
component. This is a somewhat arbitrary limit it can be refined
according to the actual circumstances.

13. At this time, the FID components for the ice and the protein
itself are decayed fully and give no detectable contributions.

14. The parameter s2q ¼ B2
loc

� �
=3 informs us about the magnitude

of the fluctuating local field. In the case of homonuclear dipolar
interaction, the average internuclear distance, r can be calcu-
lated from it as B2

loc

� � ¼ g2I
m0
4p

� �2
I I þ 1ð Þr�6. B2

loc

� �
corre-

sponds to the second moment of the static spin-pair (e.g., 1H
nuclei of a water molecule).

15. If the solvent is not pure water, i.e., it contains other solutes as
well, water molecules can experience fluctuating local fields not
of dipolar origin only. The common additives, sodium and
chloride ions, e.g., have quadrupolar nuclear moments and
generate local fields of distinctly different nature than the dipo-
lar interactions accordingly.

16. The water content of the LPH protein is well below the limit
required for biological functioning or for full water coverage.
It is estimated that h ¼ 0.2–0.4 is sufficient to cover most of
the protein surface with a single layer of water molecules and to
fully activate the protein functionality (45, 46).

17. TheM2 of the broad line can also be estimated from the second
derivative of the relevant solid echo component (32, 34) with
the same result.

18. The second moment values obtained were found to correspond
to rotating methyl and possibly to reorienting methylene
groups. This is in accordance with the conclusions of Russo
et al. (47) who used elastic and quasielastic neutron scattering
experiments to investigate the dynamics of methyl groups in a
protein-model hydrophobic peptide in solution. Their results
proved that a hydrophobic side-chain requires more than a
single layer of solvent to attain the liquid-like dynamical
regime. They showed that when hydrophobic side chains are
hydrated by a single water layer, the only allowed motions are
attributed to simple rotations of methyl groups. The result (37)
is also supported by theMDS of Curtis et al. (48) which proved
that water is required for the methyl groups to exhibit the full
range of motion characteristic of the liquid-like protein state at
room temperature. Their study provided direct evidence that
both the amplitudes and distribution of motion are influenced
by the solvent and is not exclusively an intrinsic property of the
protein molecule itself.
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19. The constant concentration of mobile water molecules
measured by us in water solvent is 187 � 2 mol H2O/
mol UBQ at �45�C < T < �5�C; this hydration value can
be compared with the number estimated by the sum of the
hydration values of the individual amino acids needed to
build the protein molecule. Kuntz proposed amino acid
hydrations deduced from cw NMR experiments for polypep-
tides at �35�C (49). The application of these numbers give
200 � 30 mol H2O/mol UBQ. Two other works which cite
Kuntz’s data give somewhat different amino acid hydrations
and they result in 193 � 29 (50) and 222 � 47 mol H2O/
mol UBQ (32). The good agreement between our directly
measured hydration and the estimated ones is surprising.
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Chapter 14

5-Fluoro-D,L-Tryptophan as a Dual NMR
and Fluorescent Probe of a-Synuclein

Candace M. Pfefferkorn and Jennifer C. Lee

Abstract

Analysis of conventional proton nuclear magnetic resonance (NMR) experiments on intrinsically disordered
proteins (IDPs) is challenging because of the highly flexible and multiple rapidly exchanging conformations
typifying this class of proteins. One method to circumvent some of these difficulties is to incorporate
nonnative fluorine (19F) nuclei at specific sites within the polypeptide. 19F NMR is particularly suitable for
characterization of unfolded structures because 19F chemical shifts are highly sensitive to local environ-
ments and conformations. Furthermore, the incorporation of fluorine analogs of fluorescent amino acids
such as 5-fluoro-D,L-tryptophan (5FW) allows for complementary studies of protein microenvironment via
fluorescence spectroscopy. Herein, we describe methods to produce, purify, characterize, and perform
steady-state fluorescence and 1D NMR experiments on 5FW analogs of the IDP a-synuclein.

Key words: Fluorine, Parkinson’s disease

1. Introduction

Nuclear magnetic resonance (NMR) spectroscopy is an indispensi-
ble tool for protein structure determination. While well-folded
proteins generally exhibit distinct proton (1H) NMR resonances
enabling assignment to specific nuclei, the innate flexibility and
multiple conformations associated with intrinsically disordered pro-
teins (IDPs) make assignments using conventional proton NMR
methods a challenge (1). In these cases, performing NMR on IDP
analogs that contain a fluorine (19F) nucleus is particularly useful.
19F NMR has several advantages over 1H NMR and requires no
additional technology (19F spin ¼ ½ nucleus). For example, 19F
resonances are exquisitely sensitive to changes in local environment
with nine as opposed to one electron surrounding the fluorine
nucleus resulting in a greatly enhanced chemical shift dynamic
range for 19F (up to 400 ppm) as compared to 1H (up to 13 ppm)

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
Volume 1, Methods and Experimental Tools, Methods in Molecular Biology, vol. 895,
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(2–5). Furthermore, with advancements in biosynthetic methods
for incorporation of fluorinated amino acids in proteins during
bacterial growth (6), fluorine NMR can be applied to study a wide
variety of previously difficult, large proteins and IDPs (3, 7, 8).
A good candidate is the fluorinated tryptophan analog, 5-fluoro-D,
L-tryptophan (5FW). Because Trp is typically in low abundance in
most polypeptide sequences, minimal site-directed mutagenesis is
required to make specific resonance assignments and most impor-
tantly, fluorescence spectroscopy can be employed as an additional
site-specific probe of local environments and conformation.

In this chapter, we present methods to produce, purify, and
characterize using 19F NMR and fluorescence spectroscopy single
5FWmutants of an example IDP a-synuclein (a-syn). While several
other fluorine containing amino acid analogs have been used in 19F
studies of a-syn (7, 9–11), we choose 5FW for its utility as a dual
NMR and fluorescence probe (vide supra) (8). Specifically, we
describe procedures to express 5FW-containing proteins in Escher-
ichia coli by inhibiting the Shikimate pathway for aromatic amino
acid synthesis with N-phosphonomethyl-glycine (glyphosate) (6).
The importance of sodium dodecyl sulfate polyacrylamide gel elec-
trophoresis (SDS-PAGE), ultraviolet-visible (UV-Vis) spectros-
copy, and electrospray ionization mass spectrometry (ESI-MS) in
assessing protein purity is also emphasized. Furthermore, to high-
light the utility of 5FW as a dual NMR and fluorescence probe of
the local microenvironment and protein conformation of a-syn,
experimental protocols for both techniques are presented.

2. Materials

2.1. Production

of 5-Fluoro-D,L-

tryptophan-Containing

Proteins

1. QuickChange kit for site-directed mutagenesis (Stratagene).

2. Primers for a-syn single tryptophan variants.

3. a-Syn expression plasmid (pRK172) (12).

4. DNA sequencing service.

5. BL-21(DE3)pLysS E. coli cells.

6. Heat block (42 �C).

7. Super optimal broth with catabolite repression (SOC) medium.

8. Antibiotic stocks: 68 mg/mL chloramphenicol (CM) and
100 mg/mL ampicillin (AMP).

9. Luria Broth (LB) agar: 16 g/L tryptone,16 g/L NaCl, 8 g/L
yeast extract, 24 g/L bacto agar.

10. Cell culture plates (100 � 15 mm style).

11. Cell spreader.

198 C.M. Pfefferkorn and J.C. Lee



12. Sterile toothpick.

13. Luria Broth (LB) medium: 10 g/L tryptone, 5 g/L yeast
extract, 10 g/L NaCl, pH 7.0.

14. Temperature-controlled incubator shaker.

15. Centrifuge tubes (30 mL to 1 L).

16. Centrifuges for 30 mL to 1 L centrifuge tubes.

17. 5 mL sterile pipettes.

18. Disposable 1 cm path length cuvettes rated for visible spectros-
copy.

19. N-(Phosphonomethyl)glycine (glyphosate).

20. 5FW.

21. Modified New Minimal Medium (NMM) (8, 13): 7.5 mM
ammonium chloride, 8.5 mM NaCl, 55 mM potassium dihy-
drogenphosphate, 100 mM potassium hydrogenphosphate,
1 mM magnesium sulfate, 20 mM glucose, 1 mg/L Ca2+,
1 mg/L Fe2+, 1 mg/L Zn2+, 10 mg/L thiamine, 10 mg/L
uracil, 40 mg/L all amino acids except tryptophan and proline
(see Note 1).

22. 1 M glucose.

23. Sterile Erlenmeyer flasks.

24. UV-Vis spectrometer.

25. Wash medium: 7.5 mM ammonium chloride, 8.5 mM NaCl,
55 mM potassium dihydrogenphosphate, 100 mM potassium
hydrogenphosphate, 1mMmagnesium sulfate, 20mMglucose.

26. 0.5 mM isopropyl-b-D-thiogalactopyranoside (IPTG).

2.2. Protein Purification 1. Lysis buffer: 100 mM Tris, 300 mM NaCl, 1 mM ethylenedia-
minetetraacetic acid (EDTA) (pH 8.2).

2. 100 mM phenylmethylsulfonyl fluoride (PMSF) (see Note 2).

3. Benchtop probe homogenizer.

4. Stirring hot plate.

5. pH meter with calomel pH probe.

6. Concentrated HCl.

7. Dialysis buffer: 20 mM Tris, 1 mM EDTA (pH 8.0).

8. Dialysis tubing with <10 kDa molecular weight cut off (see
Note 3).

9. Dialysis tubing closures.

10. Chromatography buffers: 20 mM Tris and 20 mM Tris, 1 M
NaCl (pH 8.0) (see Note 4).

11. Fast protein liquid chromatography (FPLC) system equipped
with fraction collector and a UV (280 nm) detector.
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12. HiPrep DEAE FF and MonoQ anionic exchange columns (GE
Healthcare).

13. Gel electrophoresis machine equipped with gel developer.

14. UV-Vis spectrometer.

15. 1 cm Path length quartz cuvette for absorption.

16. Mass spectrometry facility with ESI-MS.

17. Protein concentration device with molecular weight cutoff
<10 kDa.

2.3. Spectroscopic

Characterization of
19F a-Synucleins

1. PD-10 desalting columns (GE Healthcare).

2. Buffer for spectroscopy: 10 mM sodium phosphate, 100 mM
NaCl (pH 7.4) (see Note 4).

3. N-Acetyl-tryptophanamide (NATA).

4. 5FW.

5. YM-100 centrifugal filter units.

6. Benchtop ultracentrifuge.

7. UV-Vis spectrometer.

8. Spectrofluorometer equipped with temperature controlled
cuvette holder.

9. 1 cm Path length quartz cuvette for fluorescence.

2.4. 19F NMR 1. NMR spectrometer.

2. D2O.

3. Trifluoroacetic acid.

4. Data processing software.

3. Methods

3.1. Production of 5-

Fluoro-D,L-tryptophan

Proteins

1. Since WT a-syn does not contain any native Trp residues, site-
directed mutagenesis must be performed to produce single
Trp-containing a-syn plasmids at native aromatic sites (F4W,
Y39W, F94W). This can be done using the QuickChange kit,
the wild type a-syn expression plasmid (pRK172) (12), and
appropriate PCR primers (see Note 5).

2. Confirm desired mutations by DNA sequencing.

3. Transform BL21(DE3)pLysS E. coli cells with appropriate
pRK172 constructs by gently pipetting 1 mL DNA into 25 mL
BL21(DE3)pLysS cells. Incubate tube containing DNA–cell
mixture on ice for 15 min and then place into heat block at

200 C.M. Pfefferkorn and J.C. Lee



42 �C for 80 s followed by incubation on ice for 2 min. Add
200 mL SOC medium (see Note 6).

4. Pipette 15 mL of transformed cells onto LB agar cell culture
plates containing CM (34 mg/mL) and AMP (100 mg/mL)
antibiotics. Uniformly spread the cells using a sterile cell
spreader (see Note 7).

5. Incubate the cell culture plates at 37 �C for 8–12 h or until
distinct cell colonies are observed.

6. Using a sterilized toothpick, innoculate a sterilized 125 mL
Erlenmeyer flask containing 25 mL of LB media, CM
(34 mg/mL), and AMP (100 mg/mL). Incubate for 8–12 h at
37 �C shaking at 170 rpm.

7. Pour the cells into a sterile 50 mL centrifuge tube and centri-
fuge at 2,900 � g (4 �C) for 10 min.

8. Pour off supernatant and resuspend pellet with 20 mL LB
containing CM (34 mg/mL) and AMP (100 mg/mL).

9. Add resuspended pellet to a sterilized 4 L Erlenmeyer flask
containing 1 L LB media containing CM (34 mg/mL), AMP
(100 mg/mL), and glucose (20 mM).

10. Incubate 1 L culture at 30 �C (shaking 170 rpm) until the
optical density (O.D.) at 600 nm � 0.6–0.8 (see Note 8).

11. Pour cell culture into presterilized centrifuge tubes and centri-
fuge at 5,000 � g (4 �C) for 30 min.

12. Wash harvested cells with Wash medium (Subheading 2.1,
step 25).

13. Resuspend harvested cells in 20 mL of media (Subheading 2.1,
step 21) and then use 10 mL to inoculate each 1 L media
containing glyphosate (1 g/L), 5FW (40 mg/mL), CM
(34 mg/mL), and AMP (100 mg/mL) in 4 L sterilized Erlen-
meyer flask.

14. Incubate culture at 30 �C (shaking 170 rpm) for 30 min.

15. Induce protein expression by adding IPTG to a total concen-
tration of 0.5–1 mM.

16. Continue incubating at 30 �C (170 rpm) for 5–6 h.

17. Pour cell culture into centrifuge tubes and centrifuge at
5,000 � g (4 �C) for 30 min.

18. Remove supernatant and collect cell pellet (see Note 9).

3.2. Protein Purification 1. Prepare a boiling water bath (see Note 10).

2. Resuspend 2 L pellet in 50 mL lysis buffer (Subheading 2.2,
step 1; 25 mL per 1 L culture) with freshly added PMSF
(0.5 mM).
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3. In medium size (150 mL) centrifuge bottle, homogenize pellet
using a benchtop probe homogenizer (see Note 11).

4. Put small stir bar in tube with homogenate and purge with
gentle nitrogen stream for 15 min at room temperature.

5. Seal bottle and place in boiling water bath for 15 min.

6. Centrifuge sample for 30 min at 20,000 � g (4 �C).

7. Collect supernatant in beaker with stir bar.

8. While stirring on a stir plate, add concentrated HCl dropwise
until pH reaches 3.5 (see Note 12).

9. Place beaker with sample on stir plate for 15 min at 4 �C.

10. Place sample in centrifuge tubes and centrifuge at 20,000 � g
(4 �C) for 1 h.

11. Collect supernatant.

12. Prepare two 4 L beakers of dialysis buffer (Subheading 2.2, step
7) and add a large stir bar to each beaker.

13. Place sample into dialysis tubing and carefully clamp each tube
end with dialysis tubing closures.

14. Add fresh PMSF to a total concentration of 0.5 mM to the first
beaker containing dialysis buffer and gently place sample in
dialysis tubing into beaker. Incubate for 6–12 h on stir plate
at 4 �C.

15. Add freshly prepared PMSF to 0.5 mM to the second beaker of
dialysis buffer. Remove sample from first dialysis beaker and
gently place in the second beaker. Incubate for 6–12 h on stir
plate at 4 �C.

16. Collect sample in small beaker and load onto a preequilibrated
(20 mM Tris, pH 8.0) HiPrep 16/10 DEAE FF anionic
exchange column (see Note 13).

17. Elute protein using a linear gradient of 20 mM Tris and 1 M
NaCl. Collect 8 mL fractions of eluent. a-Syn protein will elute
upon exposure to 100–300 mM NaCl (see Note 14).

18. Evaluate fractions corresponding to peaks in the O.D. at
280 nm by SDS-PAGE (see Note 15).

19. Evaluate fractions corresponding to peaks in the O.D. at
280 nm by UV-Vis spectroscopy (see Note 16).

20. Combine fractions containing pure or semipure a-syn and
concentrate using a protein concentration device with a
MWCO < 10 kDa.

21. Exchange buffer via dialysis according to steps 13–15.

22. Load sample onto a preequilibrated (20 mM Tris, pH 8.0)
MonoQ anionic exchange column.
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23. Elute, evaluate, and concentrate purified a-syn protein accord-
ing to steps 17–20. An example MonoQ chromatogram is
shown in Fig. 1. Purified a-syn corresponds to the large singu-
lar peak between 425 and 500 mL with O.D. at 280 nm greater
than that of other wavelengths (250 and 290 nm) recorded. a-
Syn elutes between 100 and 300 mM NaCl corresponding to
~10 to 30 % Buffer B (20 mM Tris, 1 M NaCl) (see Note 17).

24. Evaluate protein purity using SDS-PAGE.

25. Combine pure fractions and concentrate to desired volume.

26. Use UV-Vis absorbance spectroscopy to determine the con-
centration of purified protein (see Note 18).

27. Confirm appropriate molecular weight of protein by
performing ESI-MS on purified protein (see Note 19).

28. Use protein right away for experiments or flash freeze and store
at �80 �C for later use (see Note 20).

3.3. Spectroscopic

Characterization of 19F

Containing Synucleins

1. Use a PD-10 column to buffer exchange up to 2.5 mL purified
protein into the buffer for spectroscopy (10 mM NaPi,
100 mM NaCl buffer, pH 7.4).

2. Determine the concentration of desalted protein using UV-Vis
spectroscopy (see Note 18).

3. Prepare a sample of 10 mM fluorinated protein by diluting the
concentrated protein stock with the buffer for spectroscopy.

4. Prepare a 10 mM sample of the tryptophan model complex
N-acetyl-tryptophanamide (NATA) using the buffer for
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Fig. 1. Purification of a-synuclein (a-syn) using a MonoQ anionic exchange column. The
elution of a-syn protein from a MonoQ column is shown with absorbance at 280, 250, and
290 nm denoted by red, blue, and pink traces, respectively. The green trace represents
the linear gradient of Buffer B (20 mM Tris, 1 M NaCl, pH 8).
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spectroscopy. The molar extinction coefficient at 280 nm for
NATA is 5,500/M/cm.

5. Prepare a 10 mM sample of the 5FW using the buffer for
spectroscopy. The molar extinction coefficient at 280 nm for
5FW is 5,700/M/cm.

6. Take a UV-Vis spectrum of all 10 mM samples (200–500 nm).

7. Substitution of the fluorine atom on the tryptophan indole ring
causes a characteristic red shift in the absorption spectrum as
compared to native tryptophan. This shift (~5 nm) is most
obvious upon comparison of the red edge of the NATA and
5FW absorption traces (see Fig. 2). To confirm high incorpora-
tion of the 5FW into a-syn protein, compare of the red edge of
the UV-Vis absorption spectrum of fluorinated protein sample
to that of both NATA and 5FW in buffer alone. If>90 % of the
protein has 5FW incorporated, the absorption of the protein
sample should overlay with that of 5-fluortyptophan in buffer
alone.

8. To evaluate the local environment of 5FW incorporated in
a-syn protein samples, collect a fluorescence emission spectra
by placing a fluorescence quartz cuvette containing sample in a
temperature controlled spectrofluorometer cuvette holder (see
Note 21).

9. Set spectrofluorometer to the following parameters: T ¼ 25 �C,
excitation ¼ 295 nm; slit width 1 nm, emission ¼ 300–500 nm;
slit width ¼ 1 nm, integration time ¼ 0.25 s (see Note 22).
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Fig. 2. Absorption and emission spectra of 10 mM tryptophan model complex, NATA, and
5FW (20 mM sodium phosphate buffer, pH 7.4, 25 �C). Inset: Chemical structure of 5FW.
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10. Collect the steady-state emission spectrum for all protein sam-
ples and buffer. The emission spectra for NATA and 5FW alone
in spectroscopy buffer are displayed in Fig. 2 (see Note 23).

3.4. 19F NMR 1. Desalt protein samples and determine protein concentration
according to Subheading 3.3, steps 1–2.

2. Prepare 500 mL samples of 50 mM fluorinated protein samples
by diluting the concentrated protein stock with buffer for
spectroscopy and 50 mL D2O (10 %, v/v).

3. Place samples into appropriate NMR tubes and then into the
NMR sample chamber holder.

4. Use trifluoroacetic acid as an external standard (0 ppm).

5. Set NMR spectrometer to collect spectra in 1,500 transient
blocks over 2–11 h at 15 �C with the following parameters:
relaxation delay of 1.0 s, pulse width of 7.6 ms, and sweep width
of 20 kHz.

6. Collect data for all fluorinated proteins and 50 mM 5FW alone
according to Subheading 3.4, steps 1–5.

7. Use data processing software to analyze data.

8. Evaluate the local environment of 5FW at each of the sites in
a-syn tested by comparing the 19F NMR spectra of fluorinated
a-syn variants to that of 5FW in buffer alone. The 19F NMR
spectra of fluorine containing a-synucleins and free 5FW are
given in Fig. 3. The 19FNMR spectra reveal that all a-synucleins
exhibit 19F resonances similar to the model complex (5FW)
confirming the absence of secondary and tertiary structure for
this intrinsically disordered protein. Though modest, small dif-
ferences between the 19F resonances at the different sites reflect
minor differences in the three protein microenvironments.

4. Notes

1. NMM media is prepared as the following. Autoclave 0.9 L
water in 4 L Erlenmeyer flasks and add other reagents as
described. Prepare 10� salt solution (KH2PO4 0.55 M;
K2HPO4 1 M; NaCl 85 mM) adjust pH to 7.2 with NaOH,
filter sterilize, and add 100 mL to autoclaved water. Autoclave
individual stocks of ammonium chloride (1 M), magnesium
sulfate (1 M), and glucose (1 M) and add to a final concentra-
tion of 7.5, 1, and 20 mM, respectively. Stocks of Ca2+ (1 g/L)
and Fe2+ (1 g/L) and Zn2+ (1 mg/L) were filter sterilized and
added to a final concentration of 1 mg/L for Ca2+, Fe2+, and
1mg/L forZn2+. Stocks of thiamine (2 g/L) and uracil (10 g/L)
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were filter sterilized and added to a final concentration of
10 mg/L. All amino acids except tryptophan and proline
(40 mg/L each) were weighed, premixed, added as a solid, and
shaken well (0.72 g/L media).

2. A fresh stock solution of PMSF (100 mM) should be prepared
in ethanol or isopropanol daily and kept at 4 �C until use.
PMSF, a serine protease inhibitor, is a cytotoxic chemical
and should be handled with gloves at all times and disposed
appropriately.

3. Some dialysis tubing must be treated prior to use. Please follow
instructions from the dialysis tubing manufacturer for specific
details.

4. Buffers should be filtered through a 0.22 mm pore size filter
prior to use.

1 140

5F4W

47 48 49 50 51

Chemical Shift (ppm)

5F39W 5F94W

5FW

5F4W

5F39W

5F94W

Fig. 3. The 470 MHz 19F NMR spectra of free 5FW and 5FW containing a-synucleins. (Top)
Schematic representation of the a-syn primary sequence with 5FW mutations highlighted.
(Bottom) Single 19F resonances for all three synuclein variants (�48.9 ppm (5FW4),
�49.1 ppm (5FW39), �49.1 ppm (5FW94)) and the model complex (�49.0 ppm). All
spectra were collected at 15 �C to avoid protein aggregation.
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5. A detailed protocol for performing site-directed mutagenesis
reactions and designing appropriate primers can be found in the
QuickChange kit.

6. If using small tubes (0.5 mL) expose DNA/cells to heat block
for 40 s.

7. LB agar plates containing appropriate antibiotics can be made
by diluting stocks of CM (68 mg/mL) and AMP (100 mg/
mL) to final concentrations of 34 and 100 mg/mL, respectively
into presterilized LB agar medium. If using an autoclave to
sterilize LB, first let media cool such that is warm to the
touch prior to adding antibiotics. Pour warm LB with antibio-
tics into cell culture plates (100 � 15 mm size) until cell cul-
ture plates are approximately half full. Cover the plates and let
cool to room temperature before use. The plates can be stored
for ~1 month at 4 �C for future use.

8. To check O.D., remove ~1mL of culture from Erlenmeyer flask
using a sterile 5 mL pipette and place into a disposable cuvette.
Place ~1mL of culture media that is not inoculated in a separate
cuvette. Use a spectrometer to measure O.D. at 600 nm for
media alone. Repeat for inoculated media. Subtract O.D. of
inoculated media from that of media alone. If O.D. of inocu-
lated media is between 0.6 and 0.8, proceed to step 11 of
Subheading 3.1. If O.D. is <0.6 continue to incubate culture
and retest O.D. as needed.

9. Pellet can be used immediately or stored at�20 �C for later use.

10. To prepare the boiling water bath, place a 1 L beaker filled 3
4

with water and a stir bar on a stirring hot plate.

11. While thorough homogenization is essential and no clumps
should be visible, avoid excess homogenization resulting in
foam.

12. As the solution pHwill change dramatically with the addition of
each drop of concentrated HCl, make sure pH has completely
stabilized before adding additional drops. At pH 3.5, a signifi-
cant amount of protein will have visibly precipitated.

13. Refer to FPLC manual and chromatography column informa-
tion for specific details regarding proper column equilibration
and general use.

14. Make sure FPLC is equipped to monitor and record the O.D.
of eluted sample at 280 nm. Fractions containing a-syn protein
can be identified by a peak in the O.D. at 280 nm.

15. Sample from each fraction thought to contain a-syn protein
should be analyzed on an SDS-PAGE gel. Protein corresponding
to a-syn monomer will run near ~15,000 kDa. Use of a silver
staining method for gel development will ensure all fractions
containing a small amount of a-syn will be visible. Combine
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pure protein for use (only a-syn band is observed) or combine
semipure a-syn fractions (multiple protein bands including a-syn
are observed) for further purification.

16. A UV-Vis spectrum should be collected for sample from each
fraction thought to contain a-syn protein. The UV-Vis spectra
should be collected between 200 and 500 nm using a 1 cm
pathlength quartz cuvette. Purified proteins will exhibit a single
maximum peak in O.D. around 280 nm with a pronounced
right shoulder corresponding to the presence of 5FW. If frac-
tions contain DNA or other contaminants, additional peaks will
be observed. Combine pure protein for use (only single a-syn
peak observed) or combine semipure a-syn fractions (peaks for
both a-syn and other contaminants are observed) for further
purification.

17. If there are many peaks in O.D at 280 nm corresponding to the
a-syn containing region (100–300mMNaCl) after purification
using both the 16/10HiPrep DEAE FF andMonoQ columns,
repeat steps 20–23 of Subheading 3.2 until the MonoQ chro-
matogram resembles Fig. 1 and SDS-PAGE gels and UV-Vis
spectra reflect >95 % purity.

18. If using a 1 cm pathlength quartz cuvette, the concentration of
protein can be calculated according to Beer’s Law by dividing
the O.D. at 280 nm by the estimated molar extinction coeffi-
cient at 280 nm (e280 nm). For 5FW4 and 5FW94 proteins
e280 nm ¼ 6,980/M/cm and for 5FW39 protein
e280 nm ¼ 5,700/M/cm (in these variants C-terminal Tyr had
been mutated to Phe). When calculating protein concentra-
tions make sure that there is no contribution from buffer
background. To do this, subtract the O.D. of buffer alone at
280 nm from that of the protein.

19. Generally ~15 mL of 50–100 mM a-syn is sufficient to perform
ESI-MS. Speak with your core facility manager for specific
requirements and procedures. Expected molecular weights for
fluorinated a-syn variants are 14,469 for 5FW4/Y125F/
Y133F/Y136F and 5FW94/Y125F/Y133F/Y136F, and
14,451 for 5FW39/Y125F/Y133F/Y136F.

20. To flash freeze, place liquid nitrogen in a small dewar and drop
tubes containing protein into the dewar. Once protein samples
have frozen, remove carefully with tweezers and place in
�80 �C freezer.

21. If using a small volume quartz cuvette, make sure that the
excitation beam is aligned to propagate through the 1 cm
pathlength with adjacent quartz windows aligned parallel to
fluorescence emission detector.
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22. Slit widths and integration time may need to be adjusted to
ensure adequate signal detection depending on the specific
spectrofluorometer used.

23. The spectrofluorometer manual should be consulted to ensure
that measured counts are within the linear range of the detec-
tor. For all measurements the O.D. of the sample should be no
greater than 0.1 at the excitation wavelength. For all samples, a
buffer blank spectrum should be recorded to ensure that no
contaminants are contributing to the emission spectrum. The
5FW emission spectrum in Fig. 2 represents a solvent exposed
chromophore. The spectral properties (quantum yield and
wavelength of maximum emission) will change if the 5FW
microenvironment changes.
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Chapter 15

Alpha Proton Detection Based Backbone Assignment
of Intrinsically Disordered Proteins

Perttu Permi and Maarit Hellman

Abstract

Assignment of NMR resonance frequencies to a particular atom in the molecule establishes a vital step for
any detailed structural study. Approaches for sequential assignment typically involve amide proton detec-
tion, which may become suboptimal in case of intrinsically disordered proteins (IDPs) at high pH and/or
temperature. Here we describe an alternative approach: assignment protocol based on alpha proton
detected triple-resonance experiments, which offer several advantages over well-established experiments
relying on amide proton detection. Our experiments are suitable for studies of IDPs at any pH and enable
sequential assignment of proline-rich segments.

Key words: Alpha proton detection, Backbone assignment, Intrinsically disordered proteins, NMR
spectroscopy

1. Introduction

Discovery of means for bacterial overexpression of 15N, 13C
enriched recombinant proteins has been a major breakthrough for
structural characterization of proteins by NMR spectroscopy. Dur-
ing past 20 years, assignment protocols utilizing so-called amide
proton (HN) detected triple-resonance experiments have found the
widest audience ( for review see, e.g., (1, 2)). Impetus for the success
of this approach stems from direct and indirect advantages offered
by the NH detection scheme, e.g., wide dispersion of 15N, 1HN
correlation map, applicability to 15N, 13C, 2H labeled samples
together with transverse relaxation optimized spectroscopy
(TROSY) for studies of larger proteins (3, 4), robust and high-
quality water suppression (5, 6), and straightforward extension to
dynamical characterization of proteins at amide site in terms of
15NT1, T2 relaxation times, steady-state {1H}-15N heteronuclear

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
Volume 1, Methods and Experimental Tools, Methods in Molecular Biology, vol. 895,
DOI 10.1007/978-1-61779-927-3_15, # Springer Science+Business Media, LLC 2012
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NOEs or proton–deuterium exchange rates (7). In addition to
collection of data on protein dynamics, studies of protein–ligand
interactions have also been carried out using two-dimensional 15N,
1HN correlation experiment (15N-HSQC).

The assignment strategy relying on HN detection is based on
linking residues i and i � 1 13Ca/13Cb (HNCACB/CBCA(CO)
NH experiments) or 13C0 (HN(CA)CO/HNCO experiments) reso-
nance frequencies to the 15N, 1Hchemical shifts of residue i (for review
see, e.g., (1, 2)). This protocol then establishes sequential assignment
of polypeptide chains, which are uniformly labeled with 15N and 13C
isotopes. Resonance assignment especially in the case of intrinsically
disordered proteins (IDPs) may become troublesome due to
exchangebroadenedNHresonances at high pHand/or temperature.
Moreover, IDPs are often rich in N-substituted proline residues,
whose assignment using the NH detection scheme is difficult.

Here we show an assignment protocol resting on alpha proton
(HA)-detected triple-resonance experiments referred to as (HCA)
CON(CA)H, iH(CA)NCO, H(CA)CON. These experiments are
built on archaic triple-resonance experiments that were introduced
and flourished in the early days of NMR studies of isotopically
enriched proteins as well as their more recent derivatives (8–14).
HA-detection approach offers several advantages over the HN-
detection protocol by enabling, e.g., use of alkaline conditions, or
more exactly any pH, for NMR studies as well as assignment of
proline-rich segments that are abundant in IDPs.

2. Materials

1. The uniformly 15N and 13C labeled protein dissolved in
appropriate buffer and pH so that H2O–D2O ratio equals to
95 %:5 %, or alternatively to 100 % D2O. Here 15N and 13C
labeled GB1 (immunoglobulin-binding domain B1 of strepto-
coccal protein G) and intrinsically disordered protein, CT16
(cancer/testis antigen protein, 112 residues), have been used
when exemplified NMR experiments and assignment proce-
dure. Protein concentrations used in the studies were 1 mM
(CT16) and 1.5 mM (GB1).

2. Data collection necessitates access to high-field NMR spec-
trometer, equipped with at least three radiofrequency (rf) chan-
nels, a triple-resonance (1H/13C/15N) probehead, or
preferably with a cryogenically cooled probehead, and an
actively shielded z-gradient system.

3. A set of three-dimensional HA-detected 1HA, 13C0 and 15N
correlation experiments (15, 16). Pulse sequence codes for
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Varian Unity Inova spectrometers are available at Web site
http://www.biocenter.helsinki.fi/bi/nmr/permi/seqlib.html
or upon request from authors.

4. Data processing and spectrum analysis can be carried out using
various data processing and data analysis software packages,
e.g., VNMR and Sparky.

3. Methods

HA-detection based backbone assignment of IDPs employs three
triple-resonance experiments: (HCA)CON(CA)H, iH(CA)NCO
and H(CA)CON. In short, these three-dimensional experiments
correlate 13C0(i � 1), 15N(i), 1HA(i), and 15N(i), 13C0(i), 1HA(i),
and 15N(i + 1), 13C0(i + 1), 1HA(i) spins in o1, o2 and o3

domains, respectively. Motivation of using the 13C0 spin instead of
13Ca spin for the sequential assignment of IDPs stems from vaguer
dependence of 13C0 chemical shift on residue type (17). Indeed,
13Ca chemical shifts tend to cluster between identical residues,
which render the assignment highly ambiguous and hence very
tedious. Here we first outline practical approach for optimal data
collection with the HA-detected experiments (see Subhead-
ings 3.1–3.3) and subsequently describe an assignment protocol
based on these data sets (see Subheading 3.4). All three HA-
detected experiments shown here provide adequate water suppres-
sion and, indeed, the assignment of CT16 was carried out in 93 %/
7 % H2O/D2O. However, use of pure D2O as a solvent improves
the quality of data and enables assignment of HA resonances that
are completely underneath the residual water signal. It is beneficial
to decouple scalar interaction between 2H and 15N spins in D2O
using the 2H composite pulse decoupling (CPD). The data of all
three spectra were collected on 1 mM 15N/13C-labeled cancer
testis (CT16) antigen at 25 �C. Spectrometer was Varian Unity
Inova 800 MHz system, equipped with a cryogenically cooled
1H/15N/13C probehead and actively shielded z-axis gradient.

3.1. (HCA)CON(CA)H The (HCA)CON(CA)H pulse scheme labels the chemical shifts of
13C0(i � 1), 15N(i), 1HA(i) spins (Fig. 1). The magnetization
transfer pathway in this “out-and-stay”-type experiment can be
simplified using the following notation

1Haði � 1Þ ! 13Caði � 1Þ ! 13C’ði � 1Þðt1Þ ! 15NðiÞðt2Þ
! 13CaðiÞ ! 1HaðiÞðt3Þ:

Chemical shift of 13C0(i � 1) spin is being labeled during the
first indirectly detected (t1) period, which is implemented in a
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constant-time manner and incorporated into the delay 2TA. There-
fore, number of complex data points (t1 increments) per spectral
width, which defines the maximum t1 value, and hence the attain-
able resolution, is limited by the duration of 2TA ~ 28–33 ms (see
Note 1). Analogously, the 15N(i) chemical shift is being frequency
labeled during the second indirectly detected period (t2) and the
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Fig. 1. Schematic representation of backbone atoms that are correlated in (HCA)CON(CA)H experiment (a). Solid rectangles
highlight 1Ha(i ), 13C0(i � 1), and 15N(i) spins that are detected using the pulse sequence of (HCA)CON(CA)H experiment in
(b) and the delay setting TNC ¼ 25–26 ms. Rectangles with dotted lines highlight 1Ha(i), 13C0(i), and 15N(i + 1) spins that
are additionally correlated in an alternative implementation of (HCA)CON(CA)H experiment in (c) using the delay TNC
¼ 12–15 ms. All rectangular rf pulses that correspond to 90� and 180� flip angles are shown with narrow and wide bars,
respectively. All pulses are applied with phase x unless otherwise indicated. The 13C carrier is set initially to the middle of
13Ca region (58 ppm), shifted to carbonyl carbon region (176 ppm) before the 90� 13C0 pulse with phase f1, and shifted
back to 58 ppm after the 90� 15N pulse with phase y. Rectangular 90� and 180� pulses for 13C were applied with durations
of 40.8 ms (90�) and 36.4 ms (180�) at 800 MHz, respectively. This provides minimal mutual excitation of 13Ca and 13C0

spins (9). The cascade of rectangular pulses on 13Ca denotes a composite pulse for ultra-broadband inversion with
durations defined by pwC*(bi/90), where bi is a flip angle for individual pulses in the cascade, i.e., 158.0, 171.2, 342.8,
145.5, 81.2, 85.3 (20). 180� 13C0 pulse in the middle of t1 period had the shape of one-lobe sinc profile with duration of
60.4 ms. The waltz-16 composite pulse decoupling (CPD) sequence (21) with strength of 4.8 kHz was employed to
decouple 1H spins. The adiabatic WURST field (22) was used to decouple 13C during acquisition. Delay durations: t ¼ 1/
(4JHC) ~ 1.7 ms; t2 ¼ 2.4 ms (for observing both glycine and nonglycine residues) or 3.4 ms (optimized for nonglycine
residues); e ¼ duration of GH + field recovery ~0.4 ms; TB ¼ 1/(6JCaC0) ~ 3.4 ms; TA ¼ 1/(4JC0N) ~ 16.5 ms; TNC ~ 25
ms (b) of 12–15 ms (c); TCN ~ 14 ms; t1,max < 2.0*TA; t2,max < 2.0*TNC (b) t2,max < 2.0*TA (c). Frequency discrimination
in 13C0 and 15N dimensions is obtained using the States-TPPI protocol (23) applied to f and f2, respectively. Phase
cycling: f ¼ x, �x; f2 ¼ 2(x), 2(�x); f3 ¼ 4(x), 4(�x); c ¼ x; frec. ¼ x, 2(�x), x, �x, 2(x), �x. Gradient strengths
and durations: GC ¼ 13 k G/cm (1.6 ms), GH ¼ 13 k G/cm (0.4 ms).

214 P. Permi and M. Hellman



experimental resolution is limitedby the delay 2TNC (implementation
shown in Fig. 1b) or 2TA (Fig. 1c).

1. Setting of delays. Typically delays are 1.7; 2.4; 14–16.5; 3.4;
25; and 12.5–14 ms for t, t2, TA, TB, TNC, and TCN, respec-
tively. Of these, t2 and TNC have significant influence on
observed peak patterns and will be discussed below.

(a) All residues establish a CH spin system between 1Ha and
13Ca spins, the glycine being the only exception as it carries
two a-protons, which form a CH2 spin moiety. If the delay
t2 is set to 3.4 ms, that is the optimal value for the CH spin
system, detection of glycines or residues following the
glycine will be hindered. Thus, setting t2 ¼ 2.4 ms war-
rants detection of glycine residues with a modest cost
(10–15 %) in sensitivity of CH spin systems. Glycines will
also exhibit 180� phase difference with respect to other
amino acid residues owing to the sign change during the
final 15N–13Ca refocusing period 2TCN. This feature can be
useful during the assignment procedure (vide infra).

(b) The delay 2TNC has critical influence on signal intensity as
well as sign of emerging cross peaks. Using the implementa-
tion shown in Fig. 1b and by setting the delayTNC to 25ms,
the intensity of 13C0(i � 1), 15N(i), 1HA(i) cross peakwill be
maximized while the intensity of 13C0(i), 15N(i + 1), 1HA(i)
correlation is minimized. In practice, this delay setting sup-
presses the 13C0(i), 15N(i + 1), 1HA(i) cross peak and hence
only 13C0(i � 1), 15N(i), 1HA(i) correlations will be
observed as exemplified for GB1 (Fig. 2a, c and e). It is also
possible to equalize the intensities of both 13C0(i � 1),
15N(i), 1HA(i) and 13C0(i), 15N(i + 1), 1HA(i) correlations
by setting TNC to 12.5–15 ms as in the implementation
shown in Fig. 1c. Although this delay tuning inverts the
sign of 13C0(i), 15N(i + 1), 1HA(i) cross peaks with respect
to 13C0(i � 1), 15N(i), 1HA(i) correlations and facilitates
their recognition, it also diminishes the attainable intensity
of 13C0(i � 1), 15N(i), 1HA(i) correlations on IDPs or even
small globular proteins/domains such as GB1 that have
favorably long transverse relaxation times (compare Fig. 2b,
d and f to Fig. 2b, c and e). This implementation may also
lead to partial, or even complete, cancellation of cross peaks
in case of incidental overlap (Fig. 2f). Thus, owing to exten-
sive cross peak overlap present in IDPs, we prefer obtaining
solely 13C0(i � 1), 15N(i), 1HA(i) correlations from the
(HCA)CON(CA)Hexperiment, andgathering complemen-
tary information for the sequential assignment either fromH
(CA)CON or (HCA)NCO(CA)H experiments that provide
13C0(i), 15N(i + 1), 1HA(i) correlations (vide infra).
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2. Placing the transmitter offsets. Make sure that the 1H, 13C0,
13Ca, and 15N (and 2H in D2O) transmitters are placed into
appropriate frequencies, i.e., ~4.7, 176, 58, and 118 ppm,
respectively (see Table 1).

3. Calibrate 1H, 13C, and 15N pulse widths (see Note 2).

4. Set number of t1 and t2 increments for three-dimensional
experiment, and use States-TPPI quadrature detection proto-
col in t1 and t2. Initiate the experiment using at least two
transients per data point.

The data collection was carried out using two transients per
data point yielding overall experimental time of 22 h. Other rele-
vant experimental and processing parameters for (HCA)CON(CA)
H spectrum are listed in Tables 1 and 2.
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Fig. 2. Illustrative expansions of (HCA)CON(CA)H spectrum of GB1 are shown. Expansion in (a) shows two-dimensional
13C0-1Ha correlation spectrum with solely 13C0 i�1–

1Hi
a cross peaks, whereas both 13C0 i�1–

1Hi
a and 13C0 i–
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a correlations

in spectrum (b) are observed. The corresponding 1D projections taken at 1H chemical shift of 5.01 and 5.21 ppm are
shown underneath the two-dimensional spectra. Horizontal lines above resonance lines in 1D traces (d) and (f) highlight
sensitivity improvement with respect to spectra shown in (c) and (e). Note also partial cancellation of 13C0 i–

1Hi
a cross peak

in the spectrum (f) indicated with an arrow. Both spectra were recorded as two-dimensional 13C0-1HA experiments, using
eight transients per data point. Number of complex points in 13C0 and 1HA dimensions were 84 and 768, corresponding to
acquisition time of 28 and 64 ms. Both spectra were apodized with squared cosine bell window functions and zero-filled to
2,048 � 4,096 data matrices prior to Fourier transform.
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3.2. H(CA)CON The H(CA)CON scheme labels the chemical shifts of 13C0(i), 15N
(i + 1), 1HA(i) spins exclusively (Fig. 3), yielding complementary
information to the (HCA)CON(CA)H experiment described
above. Magnetization transfer pathway in this “out-and-back”-
type experiment is as follows:

1HaðiÞ ! 13CaðiÞ ! 13C’ðiÞ ! 15N(i þ 1Þðt1Þ ! 13C’ðiÞðt2Þ
! 13CaðiÞ ! 1HaðiÞðt3Þ:

Table 1
Experimental parameters for the (HCA)CON(CA)H, H(CA)CON,
and iH(CA)NCO schemes

Offset
(ppm) sw (Hz) np ni ni2 AT (ms)

(HCA)CON
(CA)H

4.65 8,000 768 64 1H
58 13C

176 2,600 86 33.1 13C0

118 3,000 128 42.7 15N

H(CA)CON 4.65 8,000 768 64 1H
58 13C

176 2,600 86 33.1 13C0

118 3,000 128 42.7 15N

iH(CA)NCO 4.65 5,000 320 64 1H
58 13C

176 2,600 48 18.5 13C0

118 3,000 128 42.7 15N

Offset transmitter offset, sw spectral width, ni number of complex points in t1 domain, ni2 number of
complex points in t2 domain, np number of complex points in acquisition domain, AT acquisition time

Table 2
Processing parameters for the (HCA)CON(CA)H, H(CA)CON,
and iH(CA)NCO schemes

sb sbs sb1 sbs1 sb2 sbs2 ZF

(HCA)CON
(CA)H

�np/sw �np/sw 2,048 1 H
�ni/sw1 �ni/sw1 256 13C0

�ni2/sw2 �ni2/sw2 256 15N

H(CA)CON �np/sw �np/sw 2,048 1H
�ni/sw1 �ni/sw1 256 13C0

�ni2/sw2 �ni2/sw2 256 15N

iH(CA)NCO �np/sw �np/sw 2,048 1H
�ni/sw1 �ni/sw1 256 13C0

�ni2/sw2 �ni2/sw2 256 15N

sb sinebell in acquisition dimension, sbs shifted sinebell in acquisition dimension, sb1 sinebell in t1 domain,
sbs1 shifted sinebell in t1 domain, sb2 sinebell in t2 domain, sbs2 shifted sinebell in t2 domain, ZF zero filling
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For IDPs, effort has been made to maximize the attainable
resolution. To this end, whole 4TA period that is the 13C0

(i)—15 N(i + 1) transfer step is utilized for the frequency labeling
of 13C0 shifts (see Note 3). Resolution in 15N (o1) domain is limited
only by the availability spectrometer time owing to the real-time
implementation.

Thanks to rather uncomplicatedmagnetization transfer pathway,
setting up the H(CA)CON experiment for optimal performance
is relatively straightforward. The least efficient magnetization transfer
step, a round trip from the 13C0(i) spin to 15N(i + 1) spin and
back, involves a relatively long period (1/JC0N ~ 66 ms) during
which the signal decays rapidly especially at the highest magnetic
field strengths where the 13C0 coherence is susceptible to rapid
transverse relaxation of 13C0 magnetization (18). This should not
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Fig. 3. Schematic representation of backbone atoms that are correlated in the H(CA)CON experiment (a). 1Ha(i), 13C0(i), and
15N(i + 1) spins, whose resonance frequencies are correlated in the H(CA)CON experiment in (b), are encircled. The 13C
carrier is set initially to the middle of 13Ca region (58 ppm), shifted to carbonyl carbon region (176 ppm) before the 90� 13C0

pulse with phase f2, and shifted back to 58 ppm prior to the 90� 13Ca pulse with f4. Rectangular 90
� and 180� pulses for

13C were applied with durations of 40.8 ms (90�) and 36.4 ms (180�) at 800 MHz, respectively. Two selective 180� 13C0

pulses in the middle of t1 and t2 periods had the shape of one-lobe sinc profile with duration of 60.4 ms. Delay durations: t2,
max < 4.0*TA. Phase cycling: f ¼ x, �x; f2 ¼ 2(x), 2(�x); f3 ¼ 4(x), 4(�x); f4 ¼ x; f5 ¼ x + bsp; y ¼ x; frec. ¼
x, 2(�x), x, �x, 2(x),�x. Because a selective 180� pulse for 13Ca in the middle of delay 4TA induces a Bloch–Siegert shift
to 13C0 magnetization, a careful adjustment of phase (bsp) of the last 13C0 90� (phase f5) pulse is necessary.
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pose to a serious problem on IDPs, where the transverse relaxa-
tion rate of 13C0 spin is slow due to elevated internal dynamics of
the polypeptide chain.

1. Settingof delays. Typical delay settings are 1.7; 2.4; 12–16.5; and
3.4ms for t, t2,TA, andTB, respectively. Delay t2 can be adjusted
as described for (HCA)CON(CA)H (see Subheading 3.1).

2. Placing the transmitter offsets. Make sure that the 1H, 13C0,
13Ca, and 15N (and 2H in D2O) transmitters are placed into
appropriate frequencies, i.e., ~4.7, 176, 58, and 118 ppm,
respectively (see also Table 1).

3. Calibrate 1H, 13C, and 15N pulse widths (see Note 2).

4. Adjust Bloch–Siegert phase of the last 90� 13C0 pulse (labeled as
f5 + bsp in Fig. 3b) (see Note 4). This is a critical step as it has
direct influence on signal-to-noise ratio.

5. Set number of t1 and t2 increments for three-dimensional
experiment and use States-TPPI quadrature detection protocol
in t1 and t2. Initiate the experiment using at least two transients
per data point.

The data collection was carried out using two transients per
data point yielding overall experimental time of 22 h. Other rele-
vant experimental and processing parameters for H(CA)CON spec-
trum are listed in Tables 1 and 2.

3.3. iH(CA)NCO The intraresidual iH(CA)NCO experiment correlates solely
intraresidual 15N(i), 13C0(i), 1HA(i) spins as the name stands for.
The magnetization transfer pathway can be shortly described as
follows

1HaðiÞ ! 13CaðiÞ ! 13C0ðiÞ ! 15N(i)ðt1Þ ! 13C
0 ðiÞðt2Þ

! 13CaðiÞ ! 1HaðiÞðt3Þ:
Intraresidual editing involves simultaneous transfer of magneti-

zation from 13Ca to 13C0 and to both adjacent 15N spins in a nested
manner, making quenching of passive scalar interactions more chal-
lenging (19). Consequently, the resolution in 13C0 dimension is
limited by the length of 2T0

C (see Note 5). Resolution in 15N o1-
domain is limited only by experimental time. This experiment is the
most sophisticated of all three HA-detected experiments and
requires a bit more careful adjustment of parameters.

1. Setting of delays. Typical delay settings are 1.7; 2.4; 9.5; 0–2;
16–17; and 12.5–14 ms for t, t2, TC, TCC, TA, and TCN,
respectively.

2. Placing the transmitter. Make sure that the 1H, 13C0, 13Ca, and
15N (and 2H in D2O) transmitters are placed into appropriate
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frequencies, i.e., ~4.7, 176, 58, and 118 ppm, respectively (see
also Table 1).

3. Calibrate 1H, 13C, and 15N pulse widths (see Note 2).

4. Adjust the Bloch–Siegert phase of the last 90� 13C0 pulse (labeled
as f5 + bsp in Fig. 4b) and the last 13Ca pulse prior to 15N
evolution period (labeled as f6 + bsp in Fig. 4b) (see Note 4).

5. Set number of t1 and t2 increments for three-dimensional
experiment, and use States-TPPI quadrature detection proto-
col in t1 and t2. Initiate the experiment using at least two
transients per data point.

The data collection was carried out using two transients per
data point yielding overall experimental time of 14 h. Other rele-
vant experimental and processing parameters for iH(CA)NCO
spectrum are listed in Tables 1 and 2.
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respectively, a careful adjustment of phases of 13C0 (f5) and

13Ca (f6) pulses is necessary.
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3.4. Backbone

Assignment Protocol

Using iH(CA)NCO,

(HCA)CON(CA)H,

and H(CA)CON Spectra

Next, we describe assignment procedure, which utilizes iH(CA)
NCO, (HCA)CON(CA)H, and H(CA)CON spectra described
above.

(Follow illustration in Fig. 5 and see example in Fig. 6).

1. During the assignment of this set of spectra, the easiest way to is
to select 1H onto the x-axis, 13C and 15N onto the y- and/or
z-axis. For example in Sparky (or other spectral analysis pro-
gram).

(a) Plot iH(CA)NCO, (HCA)CON(CA)H, and H(CA)CON
so that 1H appears at x-axis, 13C0 at y-axis and 15N at z-axis
(Figs. 5 and 6). From now on this is called the 15Ni-plane
set (see Note 5). Synchronize the 15N-plane set to show the
same 15N-plane in all three spectra.

(b) Duplicate spectra of iH(CA)NCO and H(CA)CON and
adjust axes so that 1H appears at x-axis, at 15N y-axis and
13C0 at z-axis (Fig. 5). This is from here on called the
13C0

i�1-plane set (see Note 6). Synchronize the 13C0-
plane set to show the same 13C0-plane in both spectra.
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13C í-1-plane 13C í-2-plane
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2. Start “sequential walk” from an amino acid residue with char-
acteristic sign properties and/or chemical shift values.

(a) Cross peaks corresponding to glycines show negative sign
with respect to remaining residues in iH(CA)NCO and
(HCA)CON(CA)H spectra.

(b) On average, the smallest 13C0 chemical shifts belongs to
glycines (~173 ppm), and largest for alanines (~177 ppm)
(values taken from BMRB; http://www.bmrb.wisc.edu/
ref_info/statful.htm).

(c) On average, smallest 15N chemical shifts belongs to gly-
cines (~109 ppm), and largest for prolines (~140 ppm)
(values taken from BMRB; http://www.bmrb.wisc.edu/
ref_info/statful.htm).

(d) For IDP’s, proline residues have deviating 13C0 chemical
shifts (our observation) between 176 and 177 ppm.

3. Select the 15Ni-plane set. Pick one peak from the iH(CA)NCO
spectrum. At this point you have chemical shifts of 15N, 13C0,
and 1Ha of the residue i.

4. “Walk” on the 15Ni-plane set from iH(CA)NCO into (HCA)
CON(CA)H along 1Ha

i chemical shift path. At this point you
have chemical shifts of 15N, 13C0, and 1Ha of the residue i and
in addition 13C0 shift of the residue i � 1.

5. Follow path on the 15Ni-plane set marked by 13C0
i chemical

shift from (HCA)CON(CA)H into the H(CA)CON spectrum.
You have chemical shifts of 15N, 13C0 and 1Ha of the residue i,
chemical shift for 13C0 of the residue i � 1 and in addition
chemical shift of 1Ha of the residue i � 1.

6. While still analyzing the H(CA)CON spectrum, select 13C0

chemical shift of the residue i � 1 resulting in the 13C0
i�1-

plane set (see Note 7).

7. “Walk” through the 1H path into the iH(CA)NCO spectrum.
As a result, you will get intraresidual peak of the residue i � 1.

8. Jump into the 15Ni � 1-plane set, viewing planes in all three
spectra with chemical shift of 15Ni � 1.

Repeat steps 4–8 as long as possible.

4. Notes

1. Attainable resolution in Hertz is defined by 1/AT, where AT is
acquisition time. Number of complex points (increments) in an
indirectly detected dimension defines the maximum acquisition
time ti,max ¼ nii/swi (i ¼ 1, 2, 3, . . .), where nii and swi are
number of increments and spectral width, respectively.
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2. This can be carried out in a “quick-and-dirty way” for 1H pulse
width in the 13C-HSQC or 15N-HSQC experiments. 15N and
especially 13C pulse widths should then optimized using the
particular experiment itself, i.e., by maximizing the signal
intensity in the 1D spectrum by arraying 13C pulse width.

3. Number of complex data points in t2 is limited by ni2 < 4
TA*sw2, where ni2 and sw2 refer to the number of t2 increments
and spectral width in 13C dimension, respectively.

4. Without Bloch–Siegert phase shift the pulse f5 should be
applied along the x- and y-axis in H(CA)CON and iH(CA)
NCO experiments, respectively. However, additional angular
rotation induced by the 180� 13Ca pulse changes this phase.
Optimization of the Bloch–Siegert phase can be carried out by
arraying the phase of pulse f5 from 0� to 180� in 10� steps and
taking the maximum signal. The same procedure should be
applied for optimizing the phase f6 of the 90� 13Ca pulse in
iH(CA)NCO.

5. 2T0
C ¼ 2(TC + TCC), where TC is ~9.5 ms and TCC ~ 0–2 ms.

6. i is residue number, indicating its location at the primary
structure, e.g., i � 1 is residue previous to i, i � 2 previous
residue to i � 1 and so on. Similarly, subscript i + 1 behind the
nuclei symbol, is used as an indication of amino acid locating
after i, and so on.

7. You are viewing same correlation peak, only swapping 13C0 and
15N axes.
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Chapter 16

Fourier Transform Infrared Spectroscopy
of Intrinsically Disordered Proteins:
Measurement Procedures and Data Analyses

Antonino Natalello, Diletta Ami, and Silvia Maria Doglia

Abstract

A peculiar property of intrinsically disordered proteins (IDPs), or of intrinsically disordered domains, is the
absence of a well-defined three dimensional structure under native conditions. Moreover, IDPs usually
acquire a specific structure in the presence of different interactors. In this framework, Fourier transform
infrared (FTIR) spectroscopy is a powerful tool to assess the disordered character of a protein and to study
its induced folding. In this chapter, we will show the detailed experimental procedures to measure the FTIR
spectra of protein samples and the spectral analyses required to obtain information on the protein secondary
structures and aggregation.

Key words: a-synuclein, Amyloid, Attenuated total reflection, Fourier transform infrared spectros-
copy, Induced folding, Intrinsically disordered proteins, Protein aggregation, Secondary structures

1. Introduction

Intrinsically disordered proteins (IDPs) are characterized by the
lack of a defined three dimensional structure under physiological
conditions in vitro. The binding of an IDP with its different inter-
actors is often associated with the acquisition and/or stabilization
of secondary and/or tertiary structures (1, 2). The peculiar struc-
tural properties of IDPs result in several functional advantages as,
for instance, the capability of these proteins to dynamically interact
with a large number of different partners. These aspects are crucial
in determining the complex functional role of IDPs that can be
found at the crossroad of different physiological and pathological
pathways. In the last decade, a growing number of proteins and of
protein domains has been recognized to be intrinsically disordered,
leading to an enormous interest on IDPs. Indeed, they are involved

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
Volume 1, Methods and Experimental Tools, Methods in Molecular Biology, vol. 895,
DOI 10.1007/978-1-61779-927-3_16, # Springer Science+Business Media, LLC 2012

229



in several biological processes as cell cycle and gene transcription
regulation (3). Moreover, IDPs have been found to have a crucial
role in diseases, as in tumors and in amyloidoses (2). For instance,
a-synuclein is a well-known IDP whose aggregation is involved in
the Parkinson’ disease (4).

From the above considerations, it is, therefore, desirable to
have methods able to characterize the structural properties of
IDPs and to study their induced folding in different environmental
conditions (5). Among the available spectroscopic techniques (5),
Fourier transform infrared (FTIR) spectroscopy has been proved
to be a powerful tool for the study of protein conformation,
dynamics, and aggregation (6–12). In particular, the Amide I
band (1,700–1,600 cm�1), mainly due to the CO stretching vibra-
tion of the peptide bond, is the most used in protein structural
studies. This band is sensitive to the backbone secondary structures
and to the formation of intermolecular b-sheets in protein aggre-
gates. Indeed, FTIR spectroscopy allows to examine not only
proteins in solution but also highly scattering protein aggregates.
A critical point to obtain the FTIR absorption spectrum of a
protein in water solution is the subtraction of the solvent spectrum,
since water displays a very high absorption in the Amide I spectral
region. Under these conditions, the required protein concentra-
tion is of the order of 1–10 mg/ml. However, it is possible to
decrease the protein concentration down to 0.3 mg/ml using
deuterated water (D2O) as resuspension solvent. Nevertheless, we
should underline that for FTIR analyses the total amount of pro-
tein is limited by the low volume required for each measurement,
namely 5–20 ml. It is also possible to further decrease the protein
concentration performing the FTIR analysis in attenuated total
reflection mode (ATR), measuring the protein as a film on the
ATR plate.

We should note that FTIR spectroscopy has been successfully
applied in IDP characterization for the study of their native secondary
structures, induced folding, and aggregation—reviewed in ref. 9.
Several reviews can be found in literature, where the FTIR basic
technique and its application to protein studies are illustrated (6–12).

Here, we report the detailed practical procedures to obtain
high quality and reproducible FTIR spectra of protein samples. In
particular, we described in detail, first, the method that can be
employed to measure the FTIR spectrum in the transmission
mode of the well-known IDP a-synuclein, in deuterated buffer
solution. Then, we examine the measurements of proteins in
H2O buffer in transmission and in ATR. Finally, we will describe
the procedures of spectral analysis, most employed to get informa-
tion on the protein secondary structures.
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2. Materials

2.1. Chemicals,

Buffers, and Proteins

Deuterium oxide, sodium phosphate monobasic, sodium phosphate
dibasic, sodium chloride, and both deuterated and non-deuterated
hydrochloric acids and sodium hydroxide were purchased from
Sigma-Aldrich (St. Louis, MO, USA).

A stock solution of sodium phosphate buffer at pH 7.4 was
obtained mixing sodium phosphate monobasic 0.1 M with sodium
phosphate dibasic 0.1 M (~1:4 of volumes), adjusting the final pH
with hydrochloric acid and sodium hydroxide. For a-synuclein
FTIR analysis, a final concentration of 20 mM phosphate buffer
has been used (13). To obtain a deuterated buffer, a non-
deuterated buffer is lyophilized, resuspended in D2O, and the
final pH adjusted by deuterated hydrochloric acid and sodium
hydroxide. Alternatively, deuterated sodium phosphate buffer can
be prepared as the non-deuterated one, using D2O (instead of
H2O) to resuspend the sodium phosphate monobasic and the
sodium phosphate dibasic lyophilized powders. We should recall
that the pH values measured on the pH meter can be converted in
pD values by adding +0.4 (14).

Recombinant wild-type human a-synuclein was expressed in
Escherichia coli and purified as previously described (15). The pro-
tein solution was dialyzed against Milli-Q water and aliquots were
lyophilized and stored at �80 �C.

RecombinantCandida rugosa lipase 1 (CRL1)was expressed and
secreted by Pichia pastoris and purified as previously described (16).

Bovine b-lactoglobulin (BLG) was purchased from Sigma-
Aldrich (St. Louis, MO, USA) and used without further purification.

2.2. FTIR Spectrometers The FTIR absorption spectra of a-synuclein and BLG were col-
lected using a Varian 670-IR spectrometer (Varian Australia Pty
Ltd, Mulgrave VIC, AU), equipped with a nitrogen-cooled
mercury cadmium telluride (MCT) detector, under accurate dry-
air purging (see Note 1). The following instrumental parameters
were employed: 2 cm�1 spectral resolution, 25 kHz scan speed,
1,000 scan coaddition, and triangular apodization.

The FTIR absorption spectra of CRL1 were collected using an
FTS-40A spectrometer (Bio-Rad, Digilab Division, Cambridge,
MA, USA) equipped with a deuterated triglycine sulfate (DTGS)
detector and an air dryer purging system under the following
conditions: 2 cm�1 resolution, 5 kHz scan speed, 256 scan coaddi-
tion, and triangular apodization.

2.3. Transmission Cell For FTIR measurements in the transmission mode, a sample
solution was placed in a temperature-controlled transmission cell
(Wilmad, Buena, NJ, USA) (see Fig. 1), with BaF2 windows

16 Fourier Transform Infrared Spectroscopy of Intrinsically Disordered. . . 231



(see Note 2) (Ø 13 mm � 2 mm dimensions; Korth kristalle
GmbH, Kiel, Germany), and an optical path made by a teflon spacer
(Wilmad, Buena, NJ, USA) of about 6–15 mm for H2O or of
50–150 mm for D2O measurements.

2.4. ATR Device For ATR measurements, the Golden Gate device (Specac Ltd, UK)
with a single reflection diamond crystal plate was employed.

2.5. Softwares The Resolutions-Pro software (Varian Australia Pty Ltd, Mulgrave
VIC, AU) was employed for spectral collection and Fourier self
deconvolution (FSD) analysis. All the other spectral analyses were
performed using the GRAMS/32 software (Galactic Industries
Corporation, Salem, NH, USA).

3. Methods

3.1. FTIR Spectrum

of a-Synuclein in

Deuterated Buffer

Measured in

Transmission Mode

3.1.1. Measurements

In this section we reported the protocol to obtain the FTIR spec-
trum in transmission mode of a protein in a deuterated buffer
solution, taking as an example the IDP a-synuclein (13).

1. Resuspend the lyophilized a-synuclein in the proper volume of
deuterated sodium phosphate buffer to reach a given protein
concentration. In the example reported here, a-synuclein was
measured at a concentration of 400 mM in 10 mM of deuter-
ated sodium phosphate buffer at pH 7.4 (13).

2. Collect the background spectrum using the empty cell (Fig. 1),
placed in the spectrometer sample compartment, under the
same instrumental parameters that will be employed for the
protein solution measurement: 2 cm�1 spectral resolution,
25 kHz scan speed, triangular apodization, and 1,000 scan
coaddition.

Fig. 1. Scheme of a transmission cell made by two BaF2 windows. The optical path is
determined by the thickness of the teflon spacer.
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3. Set the temperature of the transmission cell. Load 20 ml of the
protein sample in the transmission cell, wait for the accurate
purging of the sample compartment (~10 min in our system)
and for the thermal equilibrium of the sample, before collect-
ing the absorption spectrum. The solution volume placed in
the cell depends on the cell window diameter and the optical
path (namely, on the teflon spacer employed). Here, we used a
150 mm teflon spacer.

The absorption spectrum of a-synuclein 400 mM in 10 mM
of deuterated sodium phosphate buffer at pH 7.4 is reported in
Fig. 2, in the 1,800–1,350 cm�1 spectral region.

4. To measure the buffer spectrum required for the subsequent
subtraction (see later), repeat step 2 for the background acqui-
sition and step 3 for the sample measurement, in this case
loading 20 ml of the buffer solution in the transmission cell.

3.1.2. Basic Spectral

Analyses

1. Buffer subtraction. The IR absorption of the protein was
obtained by the subtraction of the buffer spectrum from that
of the protein solution. The subtraction factor was adjusted to
obtain a flat baseline around 1,800 cm�1 (where the protein
does not absorb), removing also the D2O bending band
around 1,210 cm�1. The FTIR spectrum of a-synuclein after
buffer spectrum subtraction is also reported in Fig. 2. Three
main spectral regions can be identified: the Amide I band,
mainly due to the CO stretching vibration of the peptide
bond; the residual Amide II band, mainly due to the backbone

Fig. 2. FTIR spectra of a-synuclein in D2O buffer measured in transmission mode. FTIR
absorption spectrum of 400 mM a-synuclein, in 10 mM deuterated sodium phosphate
buffer at pH 7.4, (spectrum 1) as measured and (spectrum 2) after the subtraction of the
D2O buffer spectrum.
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NH in-plain bending and CN stretching, with the contribu-
tions of other vibrations; and the Amide II0 (see Note 3). The
absorption of the tyrosine (Tyr) side chain is also evident (see
Note 4). In the particular case of a-synuclein in deuterated
buffer, the Amide I band displays a maximum around
1,645 cm�1 (see Subheading 3.4 for band assignment).

2. Water vapor subtraction. After buffer subtraction, also the
subtraction of the water vapor spectrum (see Note 5) has to
be performed, when necessary, since water vapor displays very
sharp peaks in the Amide I region. The subtraction factor can
be evaluated directly in the protein absorption spectrum exam-
ining the vapor peak at ~1,653 cm�1 (17). In addition, residual
vapor can be detected in the second derivative spectra (see later,
step 4a of Subheading 3.1.2) by checking the presence of
residual vapor signal in the 1,720–1,850 cm�1 spectral region,
where the absorption of vapor, but not that of the protein,
occurs (Fig. 3).

3. Spectral smoothing. Several smoothing function can be applied
before the calculation of the second derivative of the absorp-
tion spectrum. Here we used an 11-point binomial smoothing
to obtain satisfactory results. A larger number of points might
be required for spectra with higher noise level. Again, this can
be verified inspecting the second derivative spectrum in the
1,800–1,720 cm�1 region (see later, step 4a).

Fig. 3. FTIR spectra of a-synuclein: vapor subtraction and second derivative analysis. FTIR absorption spectra of
a-synuclein already corrected for the buffer spectrum (a, b) and their second derivatives (a–c). While the two absorption
spectra (a and b: top traces) look very similar, the second derivative analysis of spectrum in (b) discloses the presence of
water vapor in the 1,720–1,800 cm�1 range. The residual water vapor leads to additional spectral components in the
Amide I band not due to the protein secondary structures (b). In (c) the second derivative of a-synuclein (a-syn) is
compared with that of the well-folded protein Lipase 1 of C. rugosa (CRL1). The Amide I band assignment to the protein
secondary structures is also given in (c).
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4. Resolution enhancement. The Amide I band displays a broad
envelop due to the absorption of the protein backbone in the
different secondary structures that overlap one over the other.
To disclose these components, two resolution enhancement
methods can be applied to the measured absorption spectrum,
namely the second derivative analysis (18) and the FSD (6, 19).

(a) Second derivative analysis. The second derivative of the
measured spectrum can be performed following different
algorithms (18). Here we used the 5-point Savitsky-Golay
algorithm after the 11-point binomial smoothing of the
spectrum. As shown in Fig. 3a, the band components in
the measured spectrum appear as negative peaks at the
same wavenumbers in the second derivative spectrum.
An enhanced spectral resolution is achieved since in the
second derivative the band half width is reduced to about a
factor 2.7. It is important to note that peak height in the
second derivative is proportional to the original height but
inversely proportional to the square of the original half
width (18). Consequently, sharp peaks, as those of water
vapor, noise, and of interference fringes, are strongly inten-
sified compared to the relative broad band components of
the different protein secondary structures. Thus, spectra
with high signal-to-noise ratio and accurate purging of the
spectrometer are mandatory requisites for reliable second
derivative analysis. The second derivative spectrum of a-
synuclein is reported in Fig. 3c (redrawn from ref. 13),
together with that of the native-folded protein lipase 1 of
C. rugosa (CRL1) (redrawn from ref. 16). The comparison
clearly highlights the disordered character of a-synuclein
that displays few broad components, while CRL1 second
derivative spectrum showed well-resolved peaks assigned
to the ordered secondary structures of the protein (see
Subheading 3.4 for band assignment).

(b) Fourier self deconvolution. The FSD approach achieves
the enhancement of the spectrum resolution working on
the interferogram of the measured spectrum. Therefore, a
reverse Fourier transformation is applied to the measured
spectrum and multiplied by an exponential increasing
weighting function. An appropriate apodization function
is subsequently applied. This treatment results in a
decreased rate of the interferogram decay. Finally, the Four-
ier transform of this new interferogram leads to a deconvo-
luted spectrum whose band components are characterized
by a reduced band width, obtaining in this way an enhanced
spectral resolution. In this approach, three crucial para-
meters are required: (1) the K-factor that determines the
extent of the band narrowing (its maximal value is related to
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the signal-to-noise ratio of the measured spectrum and
should be limited to values lower than 3); (2) the half
width of the band components to be resolved (values in
the range from 6.5 to 15 cm�1 are typically used); (3) the
apodization function that takes into account the limited
distance of the moving mirror in the interferometer. The
choice of these parameters is crucial to avoid artifacts in the
deconvoluted spectrum. A criterion to evaluate the good-
ness of the resulting deconvoluted spectrum can be the
comparison with the second derivative of the measured
spectrum: the same components at the same peak positions
should be obtained.

3.2. FTIR Spectrum

of CRL1 in H2O Solution

Measured in

Transmission Mode

In this section we briefly described the procedure to obtain and
analyze the FTIR spectrum in transmission mode of a protein in a
non-deuterated buffer solution, taking as an example the well-
folded protein CRL1 (16). To this aim, the protocol described
above (Subheadings 3.1.1 and 3.1.2) can be used with some essen-
tial modifications required by the very high absorption of H2O in
the Amide I spectral region: (1) a higher protein concentration is
required for measurements in H2O buffer (1–15 mg/ml of pro-
tein) compared to D2O buffer; (2) a shorter optical path, given by
the teflon spacer (see Fig. 1 and step 3 of Subheading 3.1.1),
should be employed (typically 6–15 mm).

As shown in Fig. 4a (redrawn from ref. 16), the spectrum of
CRL1 in H2O solution is very similar to that of H2O, making the
solvent subtraction a crucial point. The FTIR absorption spectrum
of CRL1 (Fig. 4b) was, therefore, obtained by the subtraction of
the H2O spectrum (collected under identical conditions) to that of
the protein solution. The subtraction factor was adjusted in order
to obtain a flat baseline in the 1,800–2,300 cm�1 range, where the
water combination band (around 2,135 cm�1), but not protein
absorption, occurs.

Basic spectral analyses (namely vapor subtraction, smoothing,
FSD, and second derivative calculation) can be performed on the
protein absorption spectrum as described above (Subheading 3.1.2).

3.3. FTIR Spectrum of

BLG Measured in ATR

as Protein Film

ATR/FTIR measurements for protein characterization are widely
employed thanks to the sampling easiness of this approach.
In particular, the sample (in solution or in solid form) is placed
on an ATR element having a refractive index higher than that of
the sample. An ATR device is schematized in Fig. 5. The infrared
beam reaches the ATR element at the interface with the sample with
an angle higher than the limit angle of total reflection. The beam is,
therefore, totally reflected, reaching the detector after one or more
reflections. At each reflection, the evanescent beam wave penetrates
into the sample where it can be absorbed. The beam penetration
depth depends on the refractive indices of the ATR element and
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of the sample, on the incident angle, and on the beam wavelength
(20). Consequently, the intensities of the band components in
the spectrum can be corrected to compensate for the different
penetration depth of the evanescent wave at the different wave-
numbers (20).

In this section we reported a protocol to obtain the ATR/FTIR
spectrum of a protein film taking as an example the BLG. The main
advantage of protein film ATR/FTIR measurements is that only a
few micrograms of protein are required. The great potential of this
method for IDP characterizations is well highlighted by the inter-
esting examples found in the literature on a-synuclein (21, 22) and
other IDPs (23, 24).

3.3.1. Measurements

and Basic Analyses

1. Collect the background spectrum, after the accurate cleaning
of the ATR element, under the same instrumental parameters
that will be employed for the samples. In the example reported
here, we employed the Golden Gate ATR system (Specac Ltd,
UK) with a single reflection diamond plate.

2. Depose 1–10 ml of the protein solution (depending on the
protein concentration) on the ATR plate (Fig. 5, see Note 6)

Fig. 4. FTIR spectra of CRL1 in H2O solution measured in transmission mode. FTIR absorption spectra of H2O (a), of 1.7 mM
CRL1 in H2O solution (a), and of the protein after the subtraction of the H2O spectrum (b). The curve fitting in the Amide I band is
given in (c): measured absorption spectrum (continuous line); curve-fitted spectrum (dashed line) into Gaussian components.
The second derivative is also reported after multiplication by a factor-1 (inverted second derivative, top trace).
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and allow the evaporation of the solvent (see Notes 7 and 8) to
obtain a protein film.

3. Collect the spectrum of the protein film. The measured ATR/
FTIR spectrum of BLG in the form of protein film is reported
in Fig. 5. The main component in the Amide I region occurs at
~1,628 cm�1 that, together with the ~1,693 cm�1 band, can
be assigned to the native b-sheet structures of the protein (25)
(see Subheading 3.4 for band assignment).

4. Spectral analyses. The vapor spectrum subtraction (if required),
smoothing, and resolution enhancement of the protein spec-
trum can be performed as described in Subheading 3.1.2.

3.4. Amide I Band

Assignment to the

Protein Secondary

Structures

After the identification of the different components of the Amide I
band, the next crucial step is their assignment to the protein sec-
ondary structures. Based on experimental FTIR studies of model
compounds, peptides, and proteins with known structure and on
theoretical analyses, it has been possible to correlate the peak
position of the components to a specific protein secondary struc-
ture (6, 12). It should be noted that, often, band assignment is not

Fig. 5. ATR/FTIR spectrum of BLG in form of protein film. (a) Scheme of an ATR device and of the procedure to obtain a
protein film. An aliquot of 5 ml of the BLG solution (0.5 mg/ml in H2O) was deposed on the ATR plate (a). Its ATR/FTIR
absorption spectrum (b) is dominated by the H2O absorption around 1,645 cm�1. After the solvent evaporation, a protein
film was obtained (a). Its ATR/FTIR absorption spectrum (c) displays the typical protein bands in the Amide I and Amide II
regions. In particular, the two components at ~1,628 and ~1,693 cm�1 can be assigned to the native b-sheet structures of
the protein.
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an easy task, since the absorption of the different secondary struc-
tures can partially overlap in the spectrum (i.e., random coil and a-
helices overlap in the spectra of proteins in H2O buffer) and the
specific peak position of each secondary structure can vary depend-
ing on its interactions and peculiar properties (i.e., length of the
structure, H-bonding with the solvent, etc.). Therefore, a critical
evaluation of the band assignment is required. This can be obtained
by combining different FTIR experiments (i.e., hydrogen/deute-
rium exchange, thermal and chemical protein denaturation) and by
comparing the FTIR results with those of complementary techni-
ques, as for instance circular dichroism.

Here, we briefly report the peak positions of the different
secondary structures in the Amide I region.

Random coil. The FTIR response of random coil structures is char-
acterized by a broad band centered around 1,654 cm�1 in H2O
(extremes 1,660–1,642 cm�1), a spectral region where also the
absorption of a-helix secondary structure occurs. However, upon
H/Dexchange inD2O, only the banddue to random coil downshifts
to around 1,645 cm�1 (extremes 1,654–1,639 cm�1), therefore
allowing to discriminate between random coil and a-helix structures
in the protein spectrum. As can be seen in Fig. 3, a-synuclein in D2O
buffer displays a broad absorption spectrum centered at 1,645 cm�1,
in agreement with its disordered character.

Moreover, both in H2O and in D2O, the absorption of open
loops can be also found around 1,643 cm�1. The comparison
between the spectra of the protein in H2O and in D2O buffers
can be, therefore, useful to evaluate the contribution of random
coils, a-helix, and loops (26–28).

a-helices. The infrared response in the Amide I band of a-helices
occurs in the region 1,660–1,648 cm�1 in H2O buffer. Contrary to
random coil structures, a downshift of only few wavenumbers takes
place in D2O buffer. The actual peak position depends on the
peculiar structural properties of the helices. For instance, short
and flexible helices absorb at higher wavenumbers (6) and a-helices
forming H-bonding with the solvent (hydrated a-helices) shift
toward lower wavenumbers, giving peaks in D2O around
1,632–1,637 cm�1 (29–31).

b-sheets. The infrared response in the Amide I region of b-sheets
structure is characterized by two absorption bands of different inten-
sity. A low frequency band occurs in water around 1,633 cm�1

(extremes 1,640–1,623 cm�1) and a high frequency band of lower
intensity around 1,686 cm�1 (extremes 1,695–1,674 cm�1). Both
bands are downshifted in D2O respectively to 1,638–1,615 cm�1

and 1,694–1,672 cm�1. The actual band positions and intensities
of b-sheet structures depend critically on the geometry of the
structure, such as the strand twist angle, the number of strands per
sheet (32), and the H-bond strength (10, 33). Moreover, a reduced
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splitting between the two components and a reduced intensity of
the high frequency band are expected for a parallel b-sheet (10).
We should note that it is difficult to discriminate between parallel and
antiparallel b-sheets structures as a similar infrared response has been
observed for the two structures in native proteins (34, 35). Practi-
cally, a reliable parallel b-sheet assignment can be donewhen only the
b-sheet band at low frequency is observed ((36) and references
therein).

Protein aggregates. Intermolecular b-sheet structures in
protein aggregates display shifted peak positions compared with
those of native intramolecular b-sheets. In particular, peak extremes
for the two b-sheets components occur, respectively, in the
ranges: 1,630–1,620 cm�1 and 1,698–1,692 cm�1 in H2O;
1,630–1,611 cm�1 and 1,690–1,680 cm�1 in D2O.

b-turns and other secondary structures. The absorption of b-turns can
be found around 1,686–1,660 cm�1 in H2O and 1,691–1,653 cm�1

in D2O (12). The infrared response of other secondary structures also
occurs in the wide Amide I range (7, 10, 12, 18).

3.5. Protein Secondary

Structure Evaluation

After the identification of the different components of the Amide I
band and their assignment to the protein secondary structures, it is
possible to follow their relative variations induced by changes in
the environmental conditions. This can be obtained following the
changes in peak intensities and peak positions that occur in
the second derivative spectra during the process under investiga-
tion, as thermal or chemical unfolding, interactions with other
partners, and exposure to different environmental conditions.

Moreover, it is also possible to evaluate the percentage of each
secondary structure component by the curve fitting of the
measured spectrum (see Note 9). The crucial point of this analysis
is the selection of the input parameters: baseline, number of com-
ponents, peak position, band width, and band intensity, as well as
the choice of the analytical function to approximate each
component.

Here we report the protocol that we follow for this analysis
(16, 37).

1. To identify the number and peak positions of the input com-
ponents, perform the second derivative and the FSD analyses
on the measured spectrum (see step 4 of Subheading 3.1.2).

2. Set the input parameters for the curve fitting as follow: linear
baseline; number and peak positions taken from second deriva-
tive and FSD analyses; the initial band heights of the main
components can be set at 90 % of that of the measured spec-
trum, and at 70 % for the other components; band width can be
estimated from second derivative and FSD analyses; select a
Gaussian function to approximate each component (Lorent-
zian or mixed Lorentzian–Gaussian functions can be also
employed).

240 A. Natalello et al.



3. Perform a first fitting of the measured spectrum fixing the band
positions and letting free the other parameters to adjust itera-
tively in order to find the best set of fitting functions.

4. Perform a second fitting of the measured spectrum using the
result of the first fitting as input parameters and letting free all
the parameters to adjust iteratively in order to find the final set
of the best fitting Gaussians.

5. The fractional area of each Gaussian component over the total
area (given by the sum of all components) represents the per-
centage of the corresponding secondary structure.

An example of Gaussian curve fitting of the CRL1 spectrum
obtained employing the above-described approach is given in Fig. 4.

We should note that also other approaches have been devel-
oped for quantitative secondary structure evaluation, (see, for
instance, ref. 38 and references therein, and ref. 39).

4. Notes

1. The accurate purging of the spectrometer and of the sample
compartment is an essential condition to obtain reproducible
FTIR spectra. Indeed, water vapor displays several sharp peaks
in the Amide I region. For this reason, residual vapor-
interference can seriously affect the second derivative absorp-
tion spectra introducing additional intense components (see
also Fig. 3, steps 2 and 4a of Subheading 3.1.2).

2. We should underline that not only the cleaning but also the
optical polishing of the infrared windows is crucial for the
success of the measurements. For instance, bubble formation
is reduced in well-polished windows. In particular, we suggest
to use a diamond polishing paste (size 1–9 mm).

3. The Amide II band is very sensitive to the hydrogen/deuterium
(H/D) exchange. During H/D exchange the Amide II band
decreases in intensity and a new band, called Amide II0, arises
and grows in intensity around 1,490–1,460 cm�1. Therefore,
the kinetics of H/D exchange can be monitored by the time
course of Amide II and Amide II0 intensity changes (20, 40).

4. Peaks due to amino acid side chain can be observed in the
protein mid-infrared absorption spectrum within a wide
range. Interestingly, the analyses of these bands can give useful
information on the amino acid side chain conformation, such as
exposure and H-bonding (41). A review of amino acid side
chain absorptions in the mid-infrared can be found in ref. (42).

5. To measure the water vapor absorption spectrum, the water
vapor level in the sample compartment can be increased—after
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the background collection—reducing the rate of the dry-air
flow of the purging apparatus.

6. At this point, it is also possible to measure the ATR/FTIR
spectrum of the protein solution. Also in this case the protein
spectrum can be obtained after the subtraction of the solvent
ATR/FTIR spectrum collected under the same conditions.
However, the measurement of the protein solution requires a
higher protein concentration compared to that for the mea-
surement of the protein film.

7. We suggest to speed the evaporation of the solvent by a gentle
flow of nitrogen.

If salt crystals interfere with the infrared response, rinse
gently the protein on the ATR plate with deionizer water.

8. We should underline that dehydration could affect in some
cases the protein secondary structures (36). Therefore, it is
desirable to compare, in a control experiment, the FTIR results
obtained in solution and in the form of film for the protein
under investigation.

9. Curve fitting could be also performed on the Fourier self
deconvoluted spectrum, where the different band components
are well resolved, leading for this reason to a more efficient
fitting. However, the distortion of the deconvoluted spectrum,
compared to the measured one, and the uncertainty in the
choice of FSD parameters raise the question on the reliability
of the fitting results.
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Chapter 17

Monitoring Structural Transitions in IDPs by Vibrational
Spectroscopy of Cyanylated Cysteine

Hailiu Yang, Johnny Habchi, Sonia Longhi, and Casey H. Londergan

Abstract

The fast intrinsic time scale of infrared absorption and the sensitivity of molecular vibrational frequencies
to their environments can be applied with site-specificity by introducing the artificial amino acid
b-thiocyanatoalanine, or cyanylated cysteine, into chosen sites within intrinsically disordered proteins.
This amino acid can be inserted through native chemical ligation at single cysteines introduced via site-
directed mutagenesis. The CN stretching band of cyanylated cysteine is sensitive to local changes in both
structural content and solvent exposure. This dual sensitivity makes cyanylated cysteine an especially useful
probe of binding-induced structural transitions in IDPs. The general strategy of creating single-site cysteine
mutations and chemically modifying them to create the vibrational chromophore, as well as observation,
processing and analysis of the CN stretching band, is presented.

Key words: Infrared spectroscopy, b-Thiocyanatoalanine, Solvent dynamics, Native chemical ligation,
Intrinsically disordered proteins, Induced folding, Structural transitions

1. Introduction

Intrinsically disordered proteins (IDPs) present a particularly difficult
structural characterization challenge, especially since they typically
escape direct analysis by the most conventional techniques in struc-
tural biology (particularly X-ray crystallography). Infrared radiation
has a much higher frequency than the signal radiation in radio- and
microwave-based magnetic techniques, and because the detecting
radiation is fast and the period of most molecular vibrations is quite
short (tens to hundreds of fs), vibrational spectroscopy should be
particularly useful in providing a snapshot of a dynamic protein’s
conformational distribution.

Unfortunately, thewidth and frequency overlap ofmost naturally
occurring protein-based functional groups means that infrared spec-
troscopy is conventionally used only as a probe of global secondary

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
Volume 1, Methods and Experimental Tools, Methods in Molecular Biology, vol. 895,
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structure without any site-specific information. Much recent work
(1–7) has focused on the incorporation of artificial functional groups
into selected amino acid side chains. When these new functional
groups appear in a clear region of the biomolecular vibrational spec-
trum, new site-specific probes with intrinsic fs-ps time resolution of
the local structure are introduced. Artificial side chain incorporation
is most typically implemented using total peptide synthesis (2) or
semisynthesis (8), with notable recent exceptions involving either
stop codon suppression (9, 10) or native chemical ligation to natural
amino acids (4, 11, 12).

A simple approach to a vibrationally active artificial amino acid
is the cyanylation of cysteine, which converts the native cysteine
thiol group to a covalently attached thiocyanate. The CN stretching
band of aliphatic thiocyanate appears in an otherwise clear spectral
window near 2,160 cm�1 and is a reasonably strong infrared
absorber (2, 13). Since IDPs are generally depleted in cysteines,
many IDP sequences do not natively contain any cysteine residues
(14). As long as there is a suitable expression system for a protein of
interest, introduction of cysteine at a selected site followed by
cyanylation of cysteine is a rather straightforward approach to
creation of a site-specific vibrational probe moiety in IDP systems
of arbitrary size. The CN stretching absorption frequency is sensi-
tive to the local presence or absence of water (15), as well as to the
local electric field presented by the nearby structure (4). Its line-
width is dynamically sensitive (12) to fluctuations of the local
solvent and structure on the fs-ps time scale (which is the time
scale of H-bond formation and breaking and dipolar reorientation).
The “local” structure here means a length scale of only several
Å, making this vibration a very site-specific probe.

We have recently shown (1) that the CN stretching band of
cyanylated cysteine introduced in an IDP reports partner-induced
structural transitions in two ways: via frequency shift due to changes
in water exclusion and via lineshape change due to dynamical
changes associated with structure formation.

Because the S-bound nitrile moiety is easy to incorporate and
sensitive to structural changes (including order/disorder transi-
tions), site-specific introduction of cyanylated cysteine is expected
to become a widely used probe for mapping binding-induced struc-
tural transitions in IDPs (or IDP regions of partially structured
proteins). A graphic of the general strategy for using this probe to
map structural transitions is shown in Fig. 1. This chapter sum-
marizes protocols for the introduction of cysteine at sites of interest,
the native chemical ligation of these cysteines to produce the infra-
red probe group, and observation and interpretation of the probe
vibration via infrared spectroscopy.
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Fig. 1. Schematic outline of the strategy for vibrational spectroscopy of cyanylated cysteines.
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2. Materials

Prepare all solutions using ultrapure water (prepared by purifying
deionized water to attain a resistivity of 18 M MO/cm at 25 �C)
and analytical grade reagents. Prepare and store all reagents at room
temperature (unless indicated otherwise). Diligently follow all
waste disposal regulations when disposing of waste materials.

2.1. In Vitro Site-

Directed Cysteine

Substitution

Mutagenesis

2.1.1. Polymerase Chain

Reaction Mutagenesis

for Cysteine Substitution

and Transformation

of Escherichia coli

Competent Cells

1. Expression plasmid template encoding the protein of interest
with a purification tag.

2. Synthetic, mutagenic oligonucleotide primers (sense and
reverse) bearing a cysteine-encoding TGC/T codon (Operon).

3. Pfu turbo thermostable DNA polymerase (Stratagene) for PCR
amplification (or a similar, high fidelity and highly processive
thermostable DNA polymerase).

4. dNTPs mixtures (2.5 mM each).

5. 10� reaction buffer.

6. Dpn I restriction enzyme (NE Biolabs).

7. Agarose gel electrophoresis equipment and TBE running
buffer.

8. Polymerase chain reaction (PCR) thermocycler.

9. Ethidium bromide stock at 10 mg/mL.

10. DNA ladder (Invitrogen).

11. UV transilluminator for visualizing DNA in agarose gels
stained with ethidium bromide.

12. Agarose gel loading buffer 6�.

13. E. coli TAM1 chemically competent cells (Active Motifs).

14. Petri agar plates with appropriate medium for bacterial growth
(e.g., Luria Bertani or 2YT), sterile super optimal broth with
catabolite repression (SOC), and appropriate antibiotics stock
solutions.

15. Sterile 10 mL culture tubes and 1.5 mL Eppendorfs.

16. Incubator set at 45 �C.

17. Incubator set at 37 �C.

2.1.2. DNA Plasmid

Extraction

1. Shaking incubator set at 37 �C, sterile culture tubes, culture
medium, and antibiotics.

2. Macherey-Nagel (or equivalent) kit for plasmid DNA extraction.

3. Microfuge and 1.5 mL Eppendorfs.

4. Ethidium bromide stock at 10 mg/mL.

5. DNA ladder (Invitrogen).

248 H. Yang et al.



6. Agarose gel electrophoresis equipment (Bio-Rad) and TBE
running buffer.

7. UV transilluminator for visualizing DNA in agarose gels
stained with ethidium bromide.

2.2. Protein Expression

and Purification

2.2.1. Transformation of

E. coli Expression Strain

with the Mutated Plasmid

Construct

1. Chemically competent E. coli Rosetta [DE3] pLysS strain
(Novagen) for recombinant proteins expression.

2. Incubator set at 45 �C.

3. Sterile SOCmedium and appropriate antibiotics stock solutions.

4. Sterile 10 mL culture tubes and 1.5 mL Eppendorfs.

5. LB (or 2YT) agar plates supplemented with appropriate anti-
biotics.

6. Shaking incubator set at 37 �C.

2.2.2. Cell Growth

and Protein Expression

1. Rosetta [DE3] pLysS cells containing the protein expression
vector that produces the cysteine-substituted protein.

2. Appropriate medium for cell growth and protein expression
(e.g., Luria Bertani).

3. Sterile appropriate antibiotics stock solutions.

4. Sterile 250-mL and 3-L baffled-bottom flasks.

5. Inducer (such as Isopropyl-thio-b-D-galactopyranoside (IPTG)
at 0.5 M).

6. Shaking incubator set at 37 �C.

7. Perkin UV-vis absorption spectrophotometer.

8. High-speed centrifuge (Sorvall).

2.2.3. 6� His-Tagged

Protein Purification

1. Cellular pellets from induced cultures expressing the recombi-
nant cysteine-substituted protein.

2. Buffers: 50 mM Tris–HCl pH 8.0, 300 mM NaCl, and 1 mM
phenyl methyl sulphonyl fluoride (PMSF) supplemented with
either 10 mM imidazole for cell lysis, or 20 mM imidazole for
resin wash or 250 mM for protein elution.

3. Stock solutions of lyzozyme (50 mg/mL), DNase (2 mg/mL),
and MgSO4 (2 M).

4. Complete EDTA-free protease inhibitor cocktail (Roche).

5. Sonicator, Sorvall centrifuge, microfuge, and Perkin UV-vis
absorption spectrophotometer.

6. Chelating Sepharose Fast Flow Resin (GE Healthcare) pre-
loaded with Ni2+ ions.

7. Sodium dodecyl sulfate-polyacrylamide gel electrophoresis
(SDS-PAGE) gel, 2� Laemmli SDS-PAGE sample buffer,
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running buffer, molecular mass markers (GE Healthcare), elec-
trophoresis cell, and power supply (Bio-Rad).

8. Staining and destaining solutions for sodium dodecyl sulfate-
polyacrylamide gels.

9. ÄKTA Explorer Chromatography System (GE Healthcare).

10. 0.22-mm polyethersulfone filters (Millipore).

11. Pre-packed Superdex 200 or 75 HR 16/60 columns (GE
Healthcare).

12. Degassed and filtered 10 mM sodium phosphate pH 7 buffer,
either supplemented or not with NaCl (50–500 mM) for pro-
tein elution from gel filtration columns.

13. ÄKTA collecting tubes, 1.5 mL Eppendorfs.

14. Centricon Plus-20 concentrators (Millipore) with appropriate
molecular cutoff.

15. UV-Vis absorption spectrophotometer and Bradford reagent
(Bio-RAD).

2.3. Protein

Characterization

Using Far-UV

Circular Dichroism

1. Stock solution of the protein of interest.

2. 2,2,2-Trifluoroethanol (TFE) (Roth)

3. Jasco 810 dichrograph spectropolarimeter equipped with a
Peltier thermoregulation system.

4. 1-mm thick quartz cells.

5. PD-10 desalting columns containing 8.3 mL of Sedaphex™

G-25 Medium (GE Healthcare) for buffer exchange.

6. 10 mM sodium phosphate buffer at pH 7.

7. SpectraManager program for spectra smoothing and analysis.

2.4. Modification and

Infrared Spectroscopy

of Single-Cysteine

Variants

2.4.1. Concentration

of Cyanylated Cysteine

Variants to Infrared

Concentrations and

Mixing with Binding Partner

1. Buffers: 50 mM Tris–HCl, 200 mM NaCl, pH 7.0, and
100 mM Phosphate pH 7.0, degassed using a 0.20 mm
GNWP nylon membrane (Millipore).

2. V-570 UV/Vis/NIR Spectrophotometer (JASCO) with 1 mm
quartz spectrophotometer cell (Starna Cells Inc.).

3. 95+ % A.C.S. reagent sodium cyanide (Aldrich).

4. 99 % Titration dithiothreitol (DTT) (Aldrich).

5. 99 % 5,50-Dithiobis(2-nitro-benzoic acid) (DTNB) (Acros).

6. AB 15 pH meter (Fischer Scientific).

7. 1.0 mL gastight syringe (Hamilton).

8. Superdex™ 75 10/300 GL size exclusion column (GE
Healthcare).

9. AKTAPurifier chromatography system (GE Healthcare) with
in-line pH monitor and l ¼ 254 nm UV filter (or l ¼ 280 nm
for Trp-containing proteins).
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10. Unicorn Manager 11 Software for AKTAPurifier.

11. Amicon Ultra-4 4 mL vol cellulose centrifugal filter cartridges
of the appropriate MW cutoff(Millipore).

12. Sephadex™ G-25 M PD-10 columns (GE Healthcare).

13. Biomax 0.5 mL membrane centrifugal filter cartridges of the
appropriate MW cutoff (Millipore).

14. VWR Galaxy 16 microfuge (VWR).

15. Swinging bucket 15 mL tube centrifuge.

2.4.2. Concentration of

Cyanylated Cysteine Variants

to Infrared Concentrations

and Mixing with Binding

Partner

1. Stock solution of the protein of interest.

2. Vivaspin500 0.5 mL polyethersulphone centrifugal filter car-
tridges of the appropriate MW cutoff (GE Healthcare).

3. Biomax 0.5 mL membrane centrifugal filter cartridges of the
appropriate MW cutoff (Millipore).

4. VWR Galaxy 16 microfuge.

2.4.3. Infrared

Spectroscopy of Cyanylated

Single-Cysteine Variants

1. ~20 mMpathlength Biocell (spacer-free CaF2 transmission cell)
nested inside BioJack pressure and temperature collar (Bio-
Tools, Jupiter, FL, USA).

2. Vertex 70 FTIR Spectrometer (Bruker Optics) with photovol-
taic MCT detector and continuous purge of N2 free of H2O
and CO2.

3. OPUS 5.5 software (Bruker Optics).

4. Origin 8 software (OriginLab).

3. Methods

Vibrational spectroscopy of cyanylated cysteine is a recently devel-
oped approach to monitor and map disorder-to-order transitions
that IDPs may undergo in the presence of their binding partner(s).
Deciphering these folding events by this approach implies the
generation and the study of a collection of variants of the IDP of
interest, each of them bearing a single cysteine and hence a single
CN label grafted at a specific position. The higher the number of
variants, the more detailed the study will be, as information about
the CN probe grafted at numerous protein sites will be collected.
Typically, the interaction site can be mapped and information about
the boundaries of the region undergoing structural transitions can
be obtained. In addition, this approach is also expected to provide
hints about possible pre-configuration in solution of molecular
recognition elements (MoREs) (16–19), thereby allowing the
molecular mechanism of complex formation to be inferred and
plausible binding models to be proposed.
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3.1. Generation

of Single-Cysteine

Variants

3.1.1. Design and

Construction of a Cysteine

Substituted Protein

The first step towards vibrational spectroscopy studies using the
cyanylated cysteine side chain is the analysis of the amino acid
sequence of the protein of interest. For implementation of this
approach, the sequence should contain a single cysteine residue.
An advantage of working with IDPs is that cysteine is usually under-
represented (14). However, in the case that a cysteine residue
occurs naturally within the protein, two situations can be distin-
guished: (1) the cysteine residue does not occur in the region of
interest, and thus site-directed mutagenesis is required to replace
the sulfhydryl group by an hydroxyl group of a serine leading to a
minimal perturbation in the protein, followed by an additional site-
directed mutagenesis step aimed at introducing the unique cysteine
residue at the desired position; or, (2) the cysteine residue occurs at
a suitable position and site-directed mutagenesis is not required.
Since the b-thiocyanatoalanine artificial side chain is quite flexible,
CN transition dipoles on neighboring artificial side chains do not
couple to each other in predictable ways, so the clearest implemen-
tation of this approach is to use a single label at a time (in contrast
to EPR studies, in which mutual relaxation between two
site-directed spin labels can be used to map inter-label distances).
If site-directed mutagenesis is required, whenever possible, isosteric
substitutions (i.e., serine to cysteine) are introduced so as to intro-
duce minimal structural perturbation in the expressed protein.
However, it has been shown recently (Dalton, Londergan et al.,
unpublished work) that cyanylated cysteine can be successfully
substituted for a wide range of amino acids without destructive
perturbation of binding interfaces between proteins. This comes
from its small size and nonnatural, relatively noninteracting thiocy-
anate functional group, which does not form 1:1 hydrogen-bonded
complexes with any naturally occurring protein functional groups.
The most immediately problematic substitutions in IDPs are at
charged residues, which play a central role in maintaining the
solubility and level of compaction of the IDP.

Numerous mutagenesis methods have been developed based
upon PCR. The simplest and most broadly applicable protocol is
currently the QuickChange™ Site-Directed Mutagenesis System
(QCM) developed by Stratagene. With this approach, the mutation
is introduced in a single PCR with one pair of complementary
primers containing the mutation of interest. However, this method
is restricted to primer pairs of 25–45 bases in length with melting
temperature (Tm) > 78�C (see Note 1). Otherwise, primer dimer
formation will become more favorable compared to the primer-
template annealing, in particular for primer pairs with multiple
mismatches, and the protocol has to be modified case by case, or
more steps have to be carried out, e.g., by using an alternative two-
stage PCR protocol.
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3.1.2. PCR Mutagenesis

Reaction and Transformation

of E. coli Competent Cells

with PCR Product

The following site-directed mutagenesis protocol is adapted to the
use of Pfu turbo thermostable DNA polymerase (see http://www.
stratagene.com). It allows the introduction of a cysteine residue by
modifying the DNA sequence using a single step of PCR. For
optimal results, PCR primers should be designed so as to have
similar Tm (see Note 1).

1. The PCR reaction mix is prepared as follows (see Note 2): 1 mL
template DNA (�10–20 ng/mL), 5 mL thermostable DNA
polymerase 10� reaction buffer, 4 mL dNTPmix stock solution
at 10 mM, 1.5 mL of each primer (39-mer each) at 10 mM (see
Note 1), 1 mL Pfu turbo DNA polymerase (2.5 U/mL), and
sterile H2O up to 50 mL. If the thermocycler is devoid of a
heated lid, overlay each reaction mixture with a few drops of
mineral oil.

2. The reaction is placed in the PCR thermal cycler with the
following program (see Note 3): an initial denaturation step
of 1 min at 95 �C, followed by 18 cycles (see Note 4) consisting
each of a denaturation step at 95 �C for 30 s, an annealing step
at 50 �C for 1 min, and an elongation step at 68 �C for 10 min
for a template of approximately 5 kb (the elongation rate of Pfu
turbo DNA polymerase is of 0.5 kb/min).

3. The amplification can be checked by electrophoresis of 5 mL of
the product on a 1 % agarose gel (see Note 5).

4. Add 1 mL of Dpn I restriction enzyme (10 U/mL) directly to
the amplification reaction.

5. Gently and thoroughly mix the reaction mixture by pipetting
the solution up and down several times, then immediately
incubate the reaction at 37 �C for 1 h to digest the parental
(i.e., the non-mutated) plasmid DNA.

6. An additional electrophoresis step for PCR yield estimation can
be carried out (see Notes 5 and 6).

7. Transform TAM1 chemically competent cells using standard
protocols (20).

8. Plate the cells onto agar plates containing the appropriate
antibiotic and incubate at 37 �C for 18 h.

9. Peak the brightest colonies, culture them overnight in liquid
medium at 37 �Cwith agitation (250 rpm), and extract plasmid
DNA using the Macherey-Nagel kit for DNA extraction
(according to manufacturer’s instructions).

10. Check plasmids by agarose gel electrophoresis.

11. Sequence candidate clones (GATC Biotech, Genome Express)
to ensure sequence integrity and proper reading frame.
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3.1.3. Cell Growth

and Protein Expression

The introduction of a foreignDNA into cells is a standard procedure
that is routinely applied to produce recombinant proteins for bio-
chemical studies. Different expression systems (i.e., bacteria, mam-
mals, insects, yeasts, . . .) have been described and experimentally
validated for the production of recombinant proteins. Although all
available expression systems are used for roughly the same applica-
tions (i.e., structural analysis, functional assays, protein interactions,
. . .), each one possesses its own advantages as well as its potential
drawbacks. For instance, although expression in bacteria is com-
monly andwidely used (scalable, low cost, compatible with different
cloning systems, . . .), protein solubility can constitute a serious
concern, especially when dealing with eukaryotic proteins or with
proteins undergoing posttranslational modifications required for
proper protein folding. Therefore, using the best expression system
for your protein is the key to your success. In general, solubility,
functionality, speed, and yield are often the most important factors
to be considered when choosing an expression system. Moreover,
the growth conditions should be properly controlled. Culture con-
ditions and the induction of expression have profound effects on the
way the recombinant proteins are produced. It is therefore advisable
to empirically establish optimal conditions with small-scale cultures
before purification on a large-scale is attempted. Moreover, other
problems with protein expression may occur, including cell toxicity
(see Note 7), protein instability (see Note 8), formation of inclusion
bodies (see Note 9), improper processing or posttranslational mod-
ification, and inefficient translation.

As a general guideline, expressing the cysteine-substituted pro-
tein of interest using the same heterologous system used for the
expression of the wt protein is advised.

The following protocol focuses on bacterial (E. coli) expression.
Although the bacterial heterologous system is not applicable to all
kinds of proteins, especially eukaryotic ones with intricate folds, it is
still the most commonly used owing to its low cost, rapidity, and
easiness of implementation, as well illustrated by the fact that 70 %
of structures deposited within the PDB correspond to proteins
expressed in E. coli. With careful choice of host strains, vectors,
and growth conditions, many recombinant proteins can expressed
at high levels in E. coli, and tuning of these parameters often allows
increasing expression and solubility levels (21).

1. Transform chemically competent Rosetta [DE3] cells, already
containing or not the pLysS plasmid (see Note 10), with the
expression vector encoding the protein of interest bearing a
cysteine at the desired position, and then select transformants
on LB agar plates containing the appropriate antibiotics (see
Note 11). Incubate the plate overnight at 37 �C.

2. Inoculate 0.5 mL of LB medium containing the appropriate
antibiotics in a culture tube with a single colony from the plate,
and incubate for 3–4 h at 37 �C with shaking (250 rpm).
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3. Withdraw an aliquot (250 mL) of the culture, add glycerol to a
final concentration of 30 % and store the cell stock at �80 �C.

4. Inoculate 50 mL of the same medium in a 250-mL baffled-
bottom flask with the rest of the liquid culture and incubate
overnight at 37 �C with shaking until saturation is reached.

5. The next morning, inoculate 1 L culture of the same medium
(see Note 12) with the appropriate antibiotics in a 3-L baffled-
bottom flask with the saturated overnight culture.

6. Grow the cells at 37 �C with shaking to mid-log phase
(OD600nm � 0.6–0.8).

7. Add IPTG to a final concentration of 0.2–1 mM. Incubate for
3–4 additional hours (see Note 13).

8. Recover the cells by centrifugation (5,000 � g). Freeze the cell
pellets at �20 �C.

3.1.4. Cell Lysis and

Protein Purification

This section describes a smooth path to purification of the
unmodified cysteine-containing protein. Very often, more than
one purification step is necessary to reach the desired purity. There-
fore, the key to successful and efficient protein purification is to select
the most appropriate techniques, optimize their performance to suit
the requirements, and combine them in a logical way to maximize
yield andminimize the number of steps required. Various purification
tags are available (such as Trx, NusA, GST, Strep, 6�-His, MBP,
GB1 . . .) and canbeused toboth improve protein solubility and allow
purification by affinity chromatography of recombinant proteins
(22). Unlikely larger tags (GST, MBP, Trx . . .) that generally have
to be cleaved off by specific proteases recognizing cleavage sites
located between the tag and the protein of interest, the 6� His tag
does not have necessarily to be removed, as its very small size in most
cases does not affect the protein properties.

The purification procedure described in this section concerns
6�-His tagged proteins (see Note 14) and comprises two steps of
chromatography. The protein is first bound to a resin (either Ni-NTA
or Sepharose resin preloadedwithNi2+ ions) in an immobilizedmetal
affinity chromatography (IMAC) step. Subsequently, the eluted pro-
tein is loaded onto a size exclusion chromatography (SEC) column.

IMAC purification may be achieved with either a batch or a
column procedure. In the procedure described below, the IMAC
step is performed in batch. This strategy enhances binding of 6�-
His tagged proteins and is therefore recommended when the tag is
not fully accessible or when the protein of interest is present at very
low concentrations. Even when the tag is not completely accessible,
the protein will bind as long as more than two histidine residues are
available to interact with the nickel ions. A big advantage of the
IMAC approach is that the affinity of histidine for the Ni resin is
greater than that of antibody–antigen or enzyme–substrate pairs.
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Consequently, the addition of low concentrations of imidazole in
the binding and washing buffers is very effective in preventing
contaminating proteins from binding to the resin. The imidazole
ring is part of the structure of histidine and is the moiety responsible
for binding to the nickel ions. When the imidazole concentration is
increased, the 6�-His tagged protein will dissociate from the resin
because it can no longer compete for binding sites on the resin.

After IMAC, we recommend to carry out a gel filtration
chromatography (or SEC) step so as to remove contaminants and
aggregates, but also to estimate the monodispersity and oligomeric
state of the protein. SEC separates molecules according to differ-
ences in their size (i.e., in their hydrodynamic radius). As such, this
step also enables estimation of the impact of the cysteine substitu-
tion onto the compactness of the protein. Unlike affinity chroma-
tography, molecules do not bind to the column matrix and
consequently conditions can be varied to suit the type of sample
or the requirements for further purification, analysis, or storage.

Below is provided a general protocol for the purification of a
6� His tagged protein, where all steps, except gel filtration, are
performed at 4 �C. Note that the cysteine substitution may result in
a protein form behaving slightly differently with respect to the wt
protein, thereby rendering it necessary to adjust and optimize the
purification protocol on a case-by-case basis.

1. Thaw the cellular pellets on ice and suspend in 5 volumes (v/w)
of ice-cold buffer A (50 mM Tris–HCl buffer pH 8, 300 mM
NaCl, 10mM imidazole, and 1mMPMSF). Supplement buffer
A with 0.1 mg/mL lysozyme, 10 mg/mL DNAse, 20 mM
MgSO4 and protease inhibitor cocktail (Roche) (one tablet for
50 mL of bacterial lysate) (see Note 15).

2. After a 20-min incubation with gentle agitation, disrupt the
cells by sonication.

3. Clarify the crude cell extract by high-speed centrifugation
(30,000 � g) followed by filtration (see Note 16).

4. Incubate the clarified supernatant for 1 h with gentle shaking
with Chelating Sepharose Fast Flow resin preloaded with Ni2+

ions previously equilibrated in buffer A (2–4 mL resin per L of
bacterial culture).

5. Wash the resin with 10 volumes of buffer A supplemented with
20mM imidazole (see Note 17) and then elute the protein with
3 volumes of buffer A supplemented with 250 mM imidazole.

6. The presence of the desired product may be checked by SDS-
PAGE analysis.

7. Load the protein onto a gel filtration pre-packed Superdex
column (GE Healthcare) previously equilibrated in elution
buffer (see Notes 18 and 19). A Superdex 200 or 75 HR
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16/60 column can be used depending on whether the molec-
ular mass of the protein of interest is higher or smaller than
70 kDa, respectively.

8. Monitor protein elution at 280 nm (see Note 20) and collect
1.5 mL fractions. Analyze by SDS-PAGE the fractions of interest
and pool those exhibiting a sufficient purity level (see Note 21).

9. Concentrate the protein up to a concentration of 10 mg/mL
(see Note 22), using Centricon Plus-20 concentrators of the
appropriate cutoff.

10. Stock the protein at –20 �C (see Note 23).

3.1.5. Far-UV Circular

Dichroism Analysis

A crucial point prior to further analysis is to ascertain that the
cysteine substitution does not greatly affect the overall secondary
structure content of the protein of interest. Cyanylated cysteine is
in general a less perturbative variation than native cysteine, so well-
behaved single-cysteine variants are expected to be excellent candi-
dates for native chemical ligation at the introduced cysteine residue.
It is therefore strongly recommended to record the far-UV circular
dichroism (CD) spectrum of the cysteine variant and to compare it
to the spectrum of the native protein (see Note 24). In addition,
it is also suggested to record the CD spectrum of the variant in the
presence of TFE so as to rule out possible dramatic impact of
the cysteine substitution on the nascent folding abilities of the
variant. The mixed buffer/TFE solvent is a secondary structure
stabilizer that mimics the hydrophobic environment experienced
by proteins in protein–protein interactions, and that is therefore
widely used as a probe to unveil disordered regions having a pro-
pensity to undergo an induced folding (23). Depending on the
protein structural propensities, TFE concentrations as high as 40 %
can be required to observe structural transitions (24). In most cases
however, a significant disorder-to-order transition takes place at
20 % TFE. It is recommended to record the CD spectrum of
the cysteine variant in the presence of the TFE concentration
that triggers the most dramatic structural transitions in the native
protein, and then to compare the estimated secondary structure
content of the variant to that of the wt protein.

1. Prepare a sample of both the wt and cysteine-substituted
protein at 0.1 mg/mL in 10 mM sodium phosphate pH 7
either in the presence or in the absence of TFE (see Note 25).

2. Record the CD spectra at 20 �C on a spectropolarimeter (Jasco
810 dichrograph), equipped with a Peltier thermoregulation
system, using 1-mm thick quartz cells. Record the spectra in
the 185–260 nm range, with a scanning speed of 20 nm/min,
and a data pitch (wavelength increment) of 0.2 nm. Average
each spectrum from three scans.
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3. Record the CD spectra of buffer (containing or not TFE)
and correct each protein spectrum for buffer signal. After
smoothing the spectra by using a third-order least square poly-
nomial fit, calculate mean ellipticity values per residue ([Y]) as
follows; [Y] ¼ 3,300 m DA/(l c n), where l (path length in
cm), n ¼ number of residues, m ¼ molecular mass in daltons,
and c ¼ protein concentration expressed in mg/mL.

4. Analyze the spectra using the DICHROWEBWeb site (http://
dichroweb.cryst.bbk.ac.uk/html/home.shtml) (25, 26). Use
the CDSSTR deconvolution method and the reference protein
set 7 to estimate the content in a-helical and disordered struc-
ture of each protein sample.

3.2. Native Chemical

Ligation and Infrared

Spectroscopy of Single-

Cysteine Variants

3.2.1. Cyanylation

of Cysteine Variants

In performing the native chemical ligation of cyanide to the sulfur
of cysteine, there are several important considerations. First, cya-
nylation cannot proceed if the cysteine is in the oxidized form.
Therefore, a large excess of DTT is used to completely reduce all
cysteines to thiols or thiolates prior to reaction. Since cyanylating
reagents will react with any remaining DTT, thereby reducing the
yield of the desired modified protein product, DTT must be thor-
oughly removed by chromatography before exposing the protein to
the cyanylating reagents.

Several synthetic routes to cyanylated cysteine have been
reported (11, 27), and all are effectively bio-orthogonal (if per-
formed with adequate care) in that they do not use reagents or lead
to products that can adversely affect the rest of the protein.
All reactions that lead to the final b-thiocyanatoalanine product
are considered to be equilibrium reactions and are not particularly
fast kinetically. Thus, it is important to use a suitable excess of each
modifying reagent and to work at a relatively high concentration to
drive the reaction(s) to completion within a reasonable amount of
time. The method reported here and most widely used in recent
years is to sequentially add Ellman’s reagent and a cyanide salt in a
single reaction vessel (see Fig. 2 and details below). Since Ellman’s
reagent (DTNB) is poorly soluble in organic buffers, such as
Tris–HCl and HEPES, it is easiest to dissolve DTNB in concen-
trated phosphate buffer (at least 100 mM) and add a small volume
of this stock solution to the reaction vessel. After the addition of
DTNB, a relatively large excess of the cyanide salt is added. Since
the cyanide reacts with all species present in solution, including the
protein mixed disulfide intermediate, the Ellman’s reagent side
product, and any remaining Ellman’s reagent, all sulfur species in
solution are converted to thiocyanate before the protein is sepa-
rated from the reaction mixture.

It is important to consider that high concentrations of a cyanide
salt in aqueous buffer solution near neutral pH lead to substantial
quantities of HCN with an accompanying rise in the solution pH.
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pH changes are problematic for the stability of the artificial cyany-
lated cysteine side chain, which can be viewed as an intermediate in
the auto-scission of the protein at pH values far away from neutral
(27). In general, the pH of the solution must be maintained
between 6.0 and 8.0 throughout the modification reaction, purifi-
cation, and all subsequent handling of the protein to prevent hydro-
lysis of the probe moiety. The probe is also sensitive to high
temperatures; substantial probe loss has been observed at tempera-
tures higher than 45 �C (12). The fragility of this probe in a protein
context is balanced by its ease of introduction.

In IDPs, one must find a balance between a high reactive
protein concentration and the onset concentration for aggregation;
this will vary from system to system. However, since all residues in
IDPs have a high degree of solution exposure, the single cysteine
cyanylation generally proceeds quickly and with high yield. Hence,
working with slightly more dilute solutions (50 mM to 1 mM) than
in the subsequent infrared experiments is generally feasible. All side
products, including the thiolate resulting fromEllman’s reagent and
NTCB (the cyanylated version of this thiolate), absorb in the visible
region and their signals can be used to monitor the progress of the
reaction by qualitatively inspecting the evolution of color or, if
needed, quantitatively using visible spectroscopy. A successful reac-
tion mixture turns yellow upon the addition of Ellman’s reagent,
and then bright yellow or orange when cyanide is introduced.

The protocol that follows is a slightly modified version of the
previously described protocol for the measles virus intrinsically
disordered NTAIL domain (1). Except for minor variations in reac-
tive concentration and buffers, this protocol is expected to be
generally applicable to all single-cysteine variants of IDPs.

1. Filter 50 mM Tris–HCl + 200 mM NaCl through 0.20 mm
GNWP nylon membrane and vacuum degas for at least
20 min with stirring.

2. Take a background scan for the V-570 UV/Vis photospect-
rometer using a 50 mM Tris–HCl, 200 mM NaCl buffer in a
1 mm quartz cell from l ¼ 200–500 nm.

3. Obtain approximately 1.2 � 10�7 mol of the protein to be
cyanylated from a stock solution of purified, recombinant pro-
tein as obtained as described in Subheading 3.1.4.

N
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Fig. 2. Sequential approach to cyanylation of cysteine residues.
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4. Acquire the 200–500 nm spectrum of the sample protein in a
1mmquartz cell using theUV/Vis spectrophotometer; for non-
tryptophan containing proteins use the absorbance at 254 nm
(instead of 280 nm) to quantify the protein concentration.

5. Dilute the protein sample to a total of 900 mL using 50 mM
Tris–HCl, 200 mM NaCl buffer.

6. In a separate tube, dissolve 1,000 equivalents of DTT into
100 mL of the same buffer.

7. Equilibrate the Superdex™ 75 10/300 GL column on the
AKTAPurifier pump system by running at least 40 mL of
50 mM Tris–HCl, 200 mM NaCl buffer at 0.8 mL/min (see
Note 26)

8. Add the DTT solution prepared in step 6 into the protein
sample and mix gently (avoid vigorous vortexing). Incubate
for 20 min.

9. Inject the whole DTT-containing protein sample into the
AKTA Purifier chromatography system using a 1-mL gastight
syringe. Record the 280 nm (or 254 nm) absorption of the
eluent. Collect 2-mL fractions from 8 min (6 mL) to 25 min
(20 mL) (see Note 27).

10. Use UV absorption to select the appropriate protein fractions
for concentration. DTT, which strongly absorbs at both 254
and 280 nm, elutes at approximately 25 mL. Be sure that there
is a clear separation between the DTT peak and the protein
peak (see Note 27).

11. To clean the column for future use, keep running 50 mM
Tris–HCl, 200 mM NaCl buffer at 0.8 mL/min until the
280 (254) nm absorption shows that DTT has been
completely purged from the column (typically, 3 column
volumes are needed).

12. Concentrate the protein-containing fractions down to <1 mL
total volume using Amicon Ultra-4 centrifugal filter cartridges
(<4,000 � g) and redetermine the protein concentration.

13. Prepare a 25 mM DTNB solution in 100 mM phosphate
buffer. Add 8 molar equivalents of DTNB from this stock
solution (should be a small volume) to the protein sample.

14. Incubate at room temperature for 20 min (see Note 28).

15. Prepare a 100 mM NaCN solution in 50 mM Tris–HCl,
200 mM NaCl buffer. Add 55 molar equivalents of NaCN
from this stock solution to the reaction mixture.

16. Incubate at room temperature for 30 min (see Note 29).
Immediately proceed to step 17 (see Note 30).

17. Set aside two Sephadex™ G-25 M PD-10 columns and wash
both PD-10 columns with 3 � 4 mL of 50 mM Tris–HCl,
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200mMNaCl buffer. Evenly split the protein/DTNB/cyanide
reaction mixture into two aliquots (approximately 550–600 mL
each) and add one to each PD-10 column.

18. Collect the flow-through and elute the protein by adding
500 mL of 50 mM Tris–HCl, 200 mM NaCl buffer at a time
to both columns and simultaneously collecting 500 mL frac-
tions (see Note 31).

19. Using a 5 mm pathlength quartz cell, determine the presence
of protein in each eluted fraction (see Note 32).

20. Concentrate the protein fractions down to a total volume of
500 mL using Amicon Ultra-4 filter cartridges and re-quantify
protein.

21. Further concentrate the sample up to about 2 mM using a
Biomax filter cartridge in micro-centrifuge (<14,000 � g).
This is the stock solution to be used for infrared spectroscopy
and binding experiments. It should be flash frozen if possible
and stored at�80 �C if not proceeding immediately to infrared
spectroscopy.

3.2.2. Addition of

Binding Partners

In using cyanylated cysteine to map binding-induced transitions, it
is important to measure the spectrum of the probe vibration in both
the bound and unbound states of the IDP of interest. Thus, two
spectra are collected and compared: the spectrum of the cyanylated
protein alone and the spectrum of the protein in the presence of a
saturating concentration of the binding partner of interest. This
experiment relies on a relatively high concentration of the cyany-
lated protein (near 2 mM), so even weakly bound (i.e., KD ~ mM)
complexes can reach saturation as long as a suitable excess of the
binding partner is used.

1. Based on the concentration of the concentrated cyanylated
protein sample (as obtained in step 21 of Subheading 3.2.1),
obtain 1.5 equivalents of the binding partner in an identical
buffer and concentrate the sample down to approximately
25 mL total volume by centrifugingVivaspin500 filter cartridges
in a micro-centrifuge (<14,000 � g) (see Note 33).

2. Add the concentrated cyanylated protein solution from above
into the same Vivaspin500 filter cartridge already containing
the partner.

3. Concentrate the mixed solution to approximately 2 mM of the
cyanylated protein and 3 mM of the binding partner.

3.2.3. Infrared Spectroscopy

of the CN Stretching Band

The CN stretching band of the aliphatic thiocyanate moiety is a
medium-strong absorber (e ¼ 100–250 cm�1/M) (2, 13). How-
ever, when only one CN band is present in a large protein, it is
instrumentally challenging to obtain a signal with a strong enough
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signal-to-noise ratio tomake quantitative conclusions about the band
frequency and shape. An FTIR instrument with an HgCdTe (MCT)
detector is required. The photovoltaic detector used here is nearly an
order of magnitude more sensitive than a conventional MCT detec-
tor. The frequency of the SCN band (2,154–2,164 cm�1) falls in a
region largely devoid of other vibrations, including the normalmodes
of water (the H-O-H bend and the O-H stretch). This means that
samples may be analyzed without needing to transfer the sample to
D2O, the standard medium in infrared experiments focusing on the
amide vibration region (1,100–1,700 cm�1).

The CN stretching band does, however, sit on top of a collec-
tive combination (libration plus bending) band of liquid H2O that
peaks at nearly the same frequency and absorbs between 1,900 and
2,400 cm�1 (see Fig. 3). This background absorption limits the
sample pathlength that can be used in this frequency region to
<50 mm, with >50 % of the infrared beam traversing the sample
only at pathlength < 25 mm. Since the shape of this background
absorption depends on the solute (including salt and protein)
concentration, a good reference sample of identical buffer in exactly
the same cell is needed. The collective water absorption also
depends strongly on the temperature. Hence, in cases where the
lab temperature may vary by more than about 1 �C, temperature
control of the infrared cell should be implemented to minimize
temperature variations between the protein-containing sample and
the reference sample.

For best reproducibility between spectra, the infrared cell win-
dows must be polished, optically flat, and made of CaF2 or another
hard infrared-transmissive material (i.e., sapphire or CdTe).
The BioCell used in these experiments is an example of an ideal
infrared liquid cell; the sample volume is cut into one of the two
CaF2 windows so that the cell pathlength has very little variability.

The CN stretching band of aliphatic thiocyanates is typically
8–15 cm�1 wide (full width at half maximum) and its frequency
varies between 2,154 and 2,164 cm�1 in most solvents. These
properties mean that relatively low spectral resolution (on the
order of 2 cm�1) can be used to decrease acquisition times. At
such spectral resolutions, small variations on the order of
>0.5 cm�1 in the frequency and >1.0 cm�1 in the bandwidth can
be detected reproducibly. The CN band’s shape has typically been
analyzed (12, 13) by using a pseudo-Voigt lineshape (the linear
combination of a Gaussian and a Lorentzian with the same width)

y ~nð Þ ¼ y0 þA mLorentz
2

p
FWHM

4ð~n� ~ncÞ2 þ FWHM2

 

þ ð1�mLorentzÞ
ffiffiffiffiffiffiffiffiffiffiffi
4 ln 2

p
ffiffiffi
p

p
FWHM

e�
4 ln 2

FWHM2ð~n�~ncÞ2
!
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This band shape is nonphysical, since an actual symmetric band
shape would be a Voigt profile (which is the convolution and not
the sum of a Gaussian and a Lorentzian) and also since there is no
particular reason that the CN band should be assumed to be
symmetric about its mean. In the case of nearly symmetric band
shapes, Eq. 1 is useful for analytical purposes since it yields a single
width parameter. A more empirical and generalized lineshape anal-
ysis could include calculating the central moments of the CN
distribution, or simply reporting its full width at half maximum,
mean frequency, and mode frequency without making any assump-
tions about its underlying shape.

1. Collect a background scan (no sample or cell) on the Vertex 70
FTIR Spectrometer with 1,024 scans at 2 cm�1 resolution.
Purge chamber for at least 20 min before scan.

2. Collect a spectrum (using the same parameters) of 50 mM
Tris–HCl, 200 mMNaCl buffer in a 20 mm path length Biocell
infrared cell. Place the BioJack-ed BioCell inside the FTIR
sample chamber. Attach a thermocouple to the metal body of
the BioJack, and connect to a temperature circulating bath if
desired. Again, make sure the infrared chamber is purged for
20 min before starting the collection.

3. Transfer 20 mL of the concentrated cyanylated protein sample,
with or without the binding partner, into the infrared cell (see
Note 34).
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Fig. 3. The infrared absorption spectrum of methyl thiocyanate in water, showing the CN
stretching band of thiocyanate on top of the collective absorption band of H2O.
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4. Collect a spectrum (using the same instrumental parameters) of
the protein sample.

5. Subtract the buffer spectrum from step 2 from the sample
spectrumobtained in step4 usingOPUS software (see Note 35).

6. For each of the protein infrared spectra (bound and unbound),
export the 2,000–2,300 cm�1 data as text to Origin. Remove
the signal from 2,140 to 2,185 cm�1 and fit the remaining
signal to a high-order polynomial. Then subtract this polyno-
mial from the full signal to obtain the CN stretching band in
the absence of all other background signals.

7. Analyze the CN stretching bands using a model of choice (see
discussion above) and compare the spectra from bound and
unbound species. The following changes lead to significant con-
clusions about transitions in the local structural environment:

(a) CN frequencies of >2163.0 cm�1 mean that the probe
group is exposed to solvent. In non-collapsed IDP regions,
this should always be the frequency in the unbound state.

(b) If the frequency shifts to the red from the unbound to the
bound state, the probe group has moved to an environ-
ment that is at least partially water-excluded. This means
that the artificial side chain is located along, and pointing
towards, a binding interface. In this limit, linewidth differ-
ences may come from changes in the local electrostatic
and/or H-bonding structural distribution.

(c) If the frequency does not shift and the linewidth increases,
then the probe is solution-exposed in all structures yet very
near to a region that becomes more rigid, likely due to
formation of secondary structure upon binding.

(d) If a more complicated behavior is observed (i.e., shifting
and significant broadening together), then more experi-
ments should be performed at saturating concentrations of
the binding partner to ascertain whether all of the IDP is
bound. Multiple spectral subpopulations might be
observed as a result of incomplete binding.

4. Notes

1. The following considerations should be made for designing
mutagenic primers:

(a) Both mutagenic primers must contain the desired mutation
and anneal to the same sequence on opposite strands of the
plasmid. The cysteine-encoding codon (i.e., TGC or TGT)
should be chosen so as to minimize mismatches.
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(b) Primers should be between 25 and 45 bases in length, with
a melting temperature (Tm) of �78 �C. Primers longer
than 45 bases may be used, but using longer primers
increases the likelihood of secondary structure formation,
which may affect the efficiency of the mutagenesis reaction.

(c) The desired mutation should be in the middle of the primer
with ~10–15 bases of sequence perfectly matching the
template on both sides.

(d) kThe primers optimally should have aminimumGC content
of 40 % and should terminate in one or more C or G bases.
The following formula is commonly used for estimating
the Tm of primers.

Tm ¼ 81:5þ 0:41 %GCð Þ � 675=N �% mismatch

where N is the primer length in bases and values for %GC
and %mismatch are whole numbers,N is the primer length
in bases.

2. The PCR reaction can be modified in numerous ways to opti-
mize results, depending on the nature of the template and
primers and the DNA polymerase used for amplification.

3. PCR cycle conditions can also be varied. For example, the
extension time should be increased for long DNA templates
and that depending on the elongation rate of the DNA poly-
merase. The annealing temperature could be modified depend-
ing on the primers melting temperature (see Note 1) (i.e., the
specificity of the annealing of the primers to the template
increases with the temperature).

4. It is important to adhere to the 18-cycle limit when cycling the
mutagenesis reactions. More than 18 cycles can have deleteri-
ous effects on the reaction efficiency and may introduce unde-
sired mutations. A PCR with a control DNA plasmid template
and a control couple of primers is advised.

5. A band may or may not be visualized at this stage. In either
case, proceed with Dpn I digestion.

6. The DNA band intensity on the agarose gel electrophoresis
should decrease after digestion with Dpn I owing to the degra-
dation of the methylated, non-mutated DNA template (note
that Dpn I only digests methylated DNA).

7. High transcription rates lead to slow growth, and this in turn is
compounded by metabolic demands imposed by translation of
the recombinant protein. Gene products that affect the host
cell’s growth rate at low concentrations are considered to be
toxic. To reduce effects of protein toxicity on cell growth prior
to induction, the level of basal transcription that occurs in the
absence of induction “leakiness” should be repressed as much
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as possible, and the number of generation before induction
should be kept to a minimum.

8. Some proteins, particularly those that are smaller than 10 kDa,
are not stable in E. coli, and may be degraded rapidly by
proteases. This may be overcome by different means: reducing
the growth temperature, inducing for a shorter period of time,
adding low concentrations of PMSF (up to 1 mM) to the
culture medium before induction.

9. In many cases, many gene products, when expressed at high
levels in E. coli, accumulate as insoluble aggregates that lack
functional activity. The formation of inclusion bodies is influ-
enced by the nature of the protein, by the host cell, and by the
level of expression resulting from the vector choice and the
growth and induction conditions.

10. If the ORF encoding the target protein contains codons that
are rarely used in E. coli, this can adversely affect the yield of the
protein. In such cases, it is advisable to introduce an additional
plasmid into the host cells that carries the cognate tRNA genes
for rare codons. The pLysS plasmid contains such tRNA genes.
It also encodes T7 lysozyme (a natural inhibitor of T7 RNA
polymerase), which allows reducing the basal expression of
genes under the control of the T7 promoter for better inhibi-
tion of expression under non-induced conditions. In addition,
T7 lysozyme helps facilitating lysis of bacterial cells. The pLysS
plasmid confers resistance to chloramphenicol and contains the
p15A origin of replication, leading to compatibility with pUC-
or pBR322-derived plasmids.

11. The working concentrations of mostly used antibiotics can be
found in (20).

12. We recommend to perform a small-scale protein expression test
to ensure that the cysteine substitution does not significantly
impact the expression and/or solubility level of the protein of
interest. For proteins well-expressed (i.e., at �5 mg/L), 1 L
culture is sufficient to get protein amounts suitable to the
ensuing spin labeling step. Otherwise, larger culture volumes
are recommended.

13. Induction temperature and period can be modified based on a
small-scale protein expression test. For example, it is known
that decreasing the induction temperature in some cases
increases the stability and the solubility of the protein without
significantly decreasing the yield.

14. Primers are usually designed to introduce a 6� His tag encod-
ing sequence at the 30 end of the ORF (corresponding to the C
terminus of the protein) so as to avoid purification of truncated
forms arising from possible abortive translation. Note however,
that N-terminal 6� His tags can also be used.
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15. Protease inhibitor cocktails should be completely EDTA-free.
This latter is a strong chelating agent that could bind to nickel
ions and strips them from the NTA/Sepharose matrices. Resins
become white in the absence of nickel ions.

16. Centrifugation of the disrupted cells for at least 30 min at
30,000 � g is recommended. Filtration through a 0.2-mm
polyethersulfone is helpful to remove residual particulates
prior to chromatography.

17. The washing step of the resin can be repeated several times and
can be monitored bymixing 2 mL of washing buffer and 100 mL
of Bradford reagent. In case a blue color (indicative of the
presence of protein contaminants) appears, it is recommended
to carry out additional washing steps.

18. Set an appropriate pressure and flow rate on the chromatogra-
phy system so as to avoid damage to the column (adequate flow
rates and pressure threshold are generally provided in the man-
ufacturer’s instructions).

19. For adequate resolution, the volume of the injected protein
must not exceed 5 % of the total bed volume. Protein amounts
as high as 30 mg can be injected, unless the protein is known to
be aggregation-prone.

20. For proteins devoid of trp and tyr residues, the absorbance can
be followed at 254 nm.

21. In most cases, the introduction of a cysteine causes the protein
to at least partly dimerize. It is recommended to check by SDS-
PAGE that the fractions of the first elution peak do correspond
to a dimeric form of the protein of interest and not to a larger
protein contaminant. The fractions of the monomer and of the
dimer can be pooled in view of a DTT reduction step prior to
spin labeling.

22. The protein concentration can be determined spectrophoto-
metrically using either the Bradford reagent (Bio-Rad) or the
absorbance at 280 nm. In case a protein assay is used, a calibra-
tion curve with a protein solution of known concentration has
to be established. Protein concentrations can also be inferred
from the absorbance at 280 nm using the Beer–Lambert
relation. The absorption coefficient e (mM�1/cm) at 280 nm
can be obtained either using the program ProtParam at the
EXPASY server (http://www.expasy.ch/tools) or (preferen-
tially) by direct analysis of the amino acid composition.

23. Some proteins require the addition of 10–20 % glycerol to
prevent them from precipitating upon freezing.

24. It is strongly recommended to record the CD spectrum (either
in the presence or in the absence of 20 % TFE) of the cyanylated
form either so as to rule out possible dramatic effects brought
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by the cyanylation itself. Substitution of cyanylated cysteine is
not a particularly destabilizing force, but this is a necessary
control when introducing any artificial amino acids into native
proteins.

25. In case the cysteine-substituted protein is dissolved at a rather
low concentration in a NaCl containing buffer, it is suggested
to exchange the buffer to get rid of salt (which otherwise will
give rise to strong absorption in the far-UV region) before far-
UV CD analysis using a PD-10 desalting column.

26. Make sure the pressure of the Superdex™ 75 10/300 GL
column does not exceed 1.8 MPa at any time; higher pressure
may damage the column.

27. Typically, an IDP of 15 kDa elutes after 10–15 mL.

28. The color should change to yellow upon the addition of Ell-
man’s reagent. To quantify intermediate yield, observe the
concentration of the TNB thiolate product at l ¼ 412 nm.

29. Upon treatment with cyanide, the color should turn bright
yellow or orange and stop changing after a few minutes. To
monitor for reaction completion, observe the visible peaks
from side products.

30. The protein should be immediately further purified after treat-
ment with cyanide. Cyanylated proteins left in this solution
degrade over time, possibly due to pH changes from the high
cyanide concentration.

31. After adding the sample, allow the column to run until it stops
dripping. Proceed to add 500 mL of elution buffer (50 mM
Tris–HCl, 200mMNaCl) at a time. After each addition, collect
the elution from the column in a separate tube for further
analysis. Keep collecting until the middle of the yellow DTNB
band is eluting. If doing this experiment for the first time,
collect fractions until the whole yellow DTNB band has been
eluted to be safe.

32. The backgroundUV scans for 50mMTris–HCl, 200mMNaCl
in a 1 mm cell and 5 mm cell are slightly different. For accurate
results, a newbackground scan should be obtained for the 5mm
cell. However, for determining the presence of protein in the
fractions, a new background scan is not needed. Complete
separation of protein and reaction side products is typical
for proteins > 10 kDa. If any fraction contains both protein
and visible side products (as evidenced by any absorption at
l > 400 nm), repeat steps 17 and 18 with those fractions.
Collect all fractions containing protein and no side products.

33. Note that at this stage, the molecular weight cutoff of the
concentrator should be chosen at a fraction of the molecular
mass of the smaller protein in the couple.
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34. Place the sample as a drop on one of the BioCell windows.
Carefully slide the other window over the first and gently rotate
the windows versus each other to ensure complete coverage of
the optical surface by the aqueous sample. Avoid bubbles and
move the windows to help remove any bubbles. Inspect the
windows for dust or other possible optical scatterers, and then
place the windows inside the BioJack.

35. Between 2,000 and 2,300 cm�1, a concentrated protein sample
will often show less baseline absorbance than its corresponding
buffer spectrum. Due to the excluded volume taken up by the
protein, there is actually less H2O in the same cell when protein
is present. To adjust for this, it is reasonable to slightly under-
subtract the buffer spectrum. The CN stretching peak should
be obvious above the baseline throughout the subtraction
procedure, and the goal is to obtain a relatively flat baseline
(even if slightly slanted) around the CN stretching band.
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Chapter 18

Structure Analysis of Unfolded Peptides I:
Vibrational Circular Dichroism Spectroscopy

Reinhard Schweitzer-Stenner, Jonathan B. Soffer, and Daniel Verbaro

Abstract

Vibrational circular dichroism (VCD) spectroscopy is an invaluable spectroscopic techniques utilized to
exploit the optical strength of vibrational transitions for structure analysis. In this chapter, we describe the
protocol for measuring and self-consistently analyzing VCD and the corresponding FT-IR spectra of short
peptides. This process involves the decomposition of the IR spectrum as well as simulations of the amide I
band profiles in both spectra based on structural models of the peptides investigated. This type of spectral
analysis should be complemented with similar investigations of Raman spectra, which are described in the
subsequent chapter. The structural analysis of short, unfolded peptides described in this chapter can easily
be extended for the analysis of longer unfolded peptides or even proteins. This is particularly important in
view of the demonstrated biological relevance of intrinsically disordered peptides and proteins (IDPs).

Key words: Infrared spectroscopy, Vibrational circular dichroism, Peptide purification, Spectral
deconvolution

1. Introduction

Besides FT-infrared (FT-IR) spectroscopy, of the vibrations probed
by circular dichroism (VCD) spectroscopy has emerged as another,
even more powerful tool for the structural analysis of peptides and
proteins (1, 2). Basically, circular dichroism is a measure of the
difference between the extinction coefficients e for left (L)- and
right (R)-handed circularly polarized light (Fig. 1) (3):

De ¼ eL ~nLð Þ � eR ~nRð Þ (1)

In the case of VCD infrared rather than UV or visible light is
used to probe the dichroisms of bands associated with transitions
between different vibrational energy levels of the electronic ground
state of a molecule. This serves as a measure of the chirality in the
vicinity of the respective chromophore as defined by the normal
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mode composition of the mode probed by the IR absorption. In
general terms, the rotational strength associated with a transition is
written as (4, 5):

Rj ¼
�
~m0i
��

~m0
i

�
(2)

where ~m0ih i and ~m0
j

� �
are the expectation values of the electronic

and magnetic transition dipole moment operator associated with
the i-th normal mode in the electronic ground state of the investi-
gated molecule. Both depend on the normal coordinate Qi of the
respective mode i as described by:

�
~m0i
� ¼ �g j @~m

@Qi
g
��
1i

�� ��Qi 0ij i
�
~m0

i

� ¼ �g j @~m
@Qi

g
��
1i

�� ��Qi 0i
��� (3)

where the first matrix element on the right hand side reflects
the expectation value of the indicated dipole moment derivative in
the electronic ground state |g>. The second matrix element
accounts for the transition from the vibrational ground state into
the first excited vibrational state of the i-th oscillator. Obviously,
the rotational strength is zero if the magnetic moment is perpen-
dicular to the electronic moment. This is generally the case if the
chemical group the vibration is associated with is planar. Hence, all
vibrations of the nearly planar peptide groups of a polypeptide
(Fig. 2) should not show any intrinsic rotational strength. How-
ever, in reality one obtains structure sensitive signals for canonical
amide modes. Figure 3 shows the VCD spectrum of the alanine
dipeptide in aqueous solution (both H2O and D2O). The indicated
signals are associated with the amide I, amide II, and III modes of
the peptide, the normal modes of which are displayed in Fig. 4. An
additional, comparatively strong negative signal appears in the
region between 1,400 and 1,500 cm�1, where bands are assignable

Fig. 1. Representation of right- and left-handed circular polarized light.
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Fig. 3. VCD spectrum of the alanine dipeptide in aqueous solution, (a) in H2O and
(b) in D2O.

Fig. 2. Representation of the two mesomeric structures of the peptide bond. Real peptide bonds are a linear combination of
the two wavefunctions representing these two states.
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to symmetric and antisymmetric methyl bending vibrations (6, 7).
Note that the amide III band is shifted out of the displayed spectral
region for alanine dipeptide in D2O owing to the H$D exchange
of the amide group. With the experimental conditions used for
recording the spectra in Fig. 3, the VCD signal of amide I is only
detectable if D2O is used as a solvent. This band is traditionally
denoted as amide I0. IfH2O is used as a solvent, the high absorptivity
of the band arising from HOH bending modes at 1,636 cm�1

significantly distorts the signal. The amide I mode, which is the
main focus of this chapter, is predominantly a CO stretching mode
with an admixture of NH in-plane bending (ipb) and minor con-
tributions from CaH bending and side chain vibrations. In D2O,
NH is replaced by ND which has a much lower intrinsic bending
frequency and therefore does not mix with the CO stretching mode
(amide I0). Amide I and I0 are both predominantly peptide modes,
which should exhibit no and only weak rotational strength. This is
indeed the case for peptides, which contain only a single peptide
group (8). However, peptides with two peptide groups like the
blocked alanine dipeptide show a pronounced negative couplet,
i.e., a negative band at the low and a positive band at the high
wavenumber position Fig. 3b. As is shown in more detail
(Subheading 2) below, this optical activity is induced by excitonic
coupling between adjacent amide I modes, which mixes the respec-
tive transition dipole moments. The situation is different for amide
III. The composition of this mode is rather complex. Figure 4c
shows the amide III mode of the C-terminal peptide group of the

Fig. 4. Upper panel: snapshot of the amide I mode of (a) naturally abundant dialanine and (b) dialanine with deuterated
amide groups in vacuo. The left figure shows the displacement of CO, NH, and CaH. In the right figure, only the carbonyl
group is significantly displaced. Lower panel: Snapshot of the amide III mode of dialanine in vacuo. The eigenvector
exhibits the characteristic in-phase vibration of NH ib and CN s combined with an in-plane vibration of CaH. The vibrations
were obtained by performing a normal mode calculation based on the semiempirical force field, AM1, which is part of the
TITAN software from Schrödinger, Inc.
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alanine dipeptide. In addition to the NH ipb and CN stretching
vibration of the peptide linkage, the respective eigenvector also
contains contributions from CaH ipb, Ca-Cb stretching, and
CbH3 deformation modes. This admixture of non-backbone vibra-
tions provides the dominant contribution to the weak negative
VCD-signal at the amide III position in the spectrum.

The strength and the form of these VCD signals depend on the
conformation adopted by the peptide backbone. This has been
reported in detail in papers from the Keiderling group, who used
DFT-based rotational strengths to model the VCD spectra of
model peptides (9).

While performing ab-initio and/or DFT calculations for pep-
tides in implicit as well as in explicit water is very useful to reveal the
spectroscopic characteristics for the IR as well as for the VCD
spectra of short peptides adopting well-defined conformations.
These methods are less applicable for the analysis of unfolded
peptides and proteins the backbone of which generally samples a
substantial part of the Ramachandran plot (Fig. 5). The resulting
manifold of structures is generally termed random coil, but for a
variety of reasons the term statistical coil should be used instead
(10). In this chapter, we show how a more empirically oriented
analysis of the VCD and IR band profiles of the amide I mode can
lead to a rather detailed exploration of the unfolded state of short
peptides (11–13). Generally, this analysis is combined with a simu-
lation of amide I profiles of polarized Raman spectra, which for
methodological reasons are described in the next chapter. While
this analysis is currently applied only to spectra of short peptides

Fig. 5. Ramachandran plot of backbone dihedral angles in peptides.
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(3–11 residues), it will be straightforward to extend it to longer
peptides and even peptides if sufficient computer power is available.
In what follows, we describe in detail the sample preparation, the
instrumentation, the software for the acquisition of VCD and IR
spectra (which are always measured with the same instrument using
the same sample), and finally our analysis of the amide I profile,
which are the main focus of this chapter.

2. Materials

2.1. Peptide Preparation All peptides used are generally purchased from commercial
sources (see Note 1) at greater than 95% purity. For purchased
peptides the amount of the desired product in a sample can be
determined from its gross weight and its analytical purity
(see Note 2) (14). The commercially obtained peptide sample
generally contains water, salts and small amounts of trifluoroacetic
acid (TFA). The presence of TFA is the result of the HPLC
process in which the free N terminus and side chains (Arg, Lys,
and His in particular) will form trifluoroacetates, thus contami-
nating the peptide with small amounts of TFA. The presence of
TFA gives rise to a band at around 1,674 cm�1 which overlap
with the amide I region of the IR spectra (14). In order to obtain
get the best possible IR spectra, this contamitant must be
removed.

2.2. Sample Preparation The process of removing impurities involves multiple steps. For the
first, preparative steps one needs a Nalgene Cryoware cryogenic
sample vial (Rochester, NY), a Kimtech Kimwipe (Kimberly-Clark
Inc. Roswell, GA), and a small rubber band. Figure 6 provides
an overview of this process, which is described in much greater
detail below.

1. Weigh out the peptide quantity needed into the cryogenic
sample vial, a few milligrams should be sufficient (see Note 3).

2. Dissolve the peptide in approximately 300 mL of 0.1 M HCl,
Fig. 6b.

3. With the cryogenic vial completely sealed, the sample is
submerged into liquid nitrogen for about 2 min. The vial is
kept at about a 45� angle with the lid pointed towards the side
of the nitrogen container in case the gaseous nitrogen pushes
the vial out of the grip of the tongs.

4. Remove the vial from the liquid nitrogen and remove cap.

5. Cut a small square off out of the corner of a Kimwipe and cover
the top of the sample vial (see Note 4).
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6. Hold the Kimwipe filter in place with a small rubber band, as
shown in Fig. 6c.

7. Freeze the peptide sample again in liquid nitrogen, Fig. 6d, by
carefully inserting the cryogenic sample vial into the liquid
nitrogen (see Note 5).

8. Place the vial, positioning it as vertical as possible, into a round
bottom flask and attach to the freeze dryer, and lock into place,
as illustrated in Fig. 7a.

9. Place one nitrogen dewar with a small amount of nitrogen
below the sample and another dewar filled with nitrogen onto
the distillate receiver, as illustrated in Fig. 7.

10. Start the vacuum pump and close off the freeze dryer, Fig. 7b.

11. Freeze dry the sample for 6 h.

12. Repeat the freeze-drying process, steps 2–9, for a second time
(see Note 6).

13. Redissolve the peptide, and titrate to neutral pH.

14. Repeat the freeze-drying process, steps 3–9, for a third time.

Fig. 6. Schematic representation of the freeze-drying procedure. (a) Materials and
Devices, (b) dissolving the sample in HCl, (c) covering of the sample and (d) freezedrying
in liquid N2.
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15. Turn off the vacuum, releasing the pressure in the freeze dryer,
Fig. 7b.

16. Remove the purified sample from the round bottom with flat-
nosed tweezers.

17. Dissolve sample in D2O at a concentration of around 2mg/mL
(see Note 7).

3. Methods

3.1. VCD Instrument

and Description of Cells

3.1.1. Instrumentation

This section presents the acquisition process of the FTIR-VCD
using the Bomem-BioTools Chiralir™ (Quebec, Canada)
integrated VCD analyzer. This instrument consists of a spectrome-
ter, a digital signal processing (DSP) lock-in amplifier (Stanford
Research Systems SRS810), dual channel filter (Stanford Research
Systems SRS640), photoelastic modulator controller (Hinds PEM-
90), and a standard desktop computer with an SEQ36 acquisition
board running Bomem-GRAMS/32 software. The Chiralir™
spectrometer houses the interferometer, IR source, filters, and
optical components that allows for the modulation and transfer of
light through the polarizer and lenses to the detector. This section
primarily focuses on the spectrometer, which provides the double
modulation of an infrared beam measured at a mercury-cadmium-
telluride detector (MCT). Figure 8 shows the simplified schematic
of the components housed within the aluminum casing of the
spectrometer.

Fig. 7. Freeze-drying apparatus assembly.
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3.1.2. The Infrared Source

and Interferometer

The optimal measurement of a VCD spectrum begins with the
precise measurement of the IR spectrum. The measurement of
infrared absorption requires a source of continuous infrared radia-
tion, approaching that of a blackbody result, and a sensitive infrared
transducer. There are three major types of infrared instruments
commercially available dispersive grating spectrometers, nondisper-
sive photometers and multiplex instruments that employ Fourier
transform methods. Of the three the most commonly used are
dispersive and multiplex instruments with the multiplex instru-
ments being the primary choice due to its inherent advantages
(15). A Fourier transform instrument in comparison with a disper-
sive instrument provides greater signal to noise, a high resolving
power, and the important advantage of all elements of the source
reaching the detector simultaneously (16). In a dispersive instru-
ment, there are more optical components and slits to reduce the
throughput. Fourier transform spectrometers are frequently used
because spectra can be recorded in a rather short period of time.
A double-beam system is used in the ChiralIR allowing the mirrors
to direct the interferometer beam through the reference and sample,
which are oscillated against the interferometer mirror so that the
information present in both can be obtained at eachmirror position.
Due to the modulation characteristics of the interferometer, the

Fig. 8. Detailed optical diagram of our Bomem-BioTools Chiralir™, with (a) showing the interferometer, (b) showing area
that allows for the creation and modulation of circularly polarized light, and (c) the area of detection and analysis.
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infrared emission and stray radiation from the sample compartments
appear as a DC component to the interferogram and are inherently
discriminated against.

To produce an interferogram, the infrared source must be split
into two beams. The pathlength of one of these beams can be varied
in a periodic fashion to yield an interference pattern. In theChiralir™
spectrometer, a zinc selenide (ZnSe) beam splitter with ABBBomem
wishbone design is used, Fig. 8a. This is a robuster set up than the
traditional interferogram design in that there are two sets of mirrors
that move by a pivoting motion. The Near-IR/Mid-IR ZnSe beam
splitter is placed at the vertex of the right angle of the wishbone
design at a 45� angle relative to the twomirrors. The light that passes
through the beamsplitter is split into two 50/50 components,
which is directed across the movable mirror of the scanning arm.
These two components are shown as solid and dashed lines in Fig. 8a.
Themirror on the scanning arm is moved over a distance of 2–20 mm
to yield a spectral range of 200–4,000 cm�1. This unpolarized
light then leaves the interferometer, following the solid and dashed
lines in Fig. 8a illustrating the two interfering beams.

3.1.3. The Creation and

Modulation of Circularly

Polarized Light

The unpolarized infrared radiation is then passed through a barium
fluoride (BaF2) grid polarizer, Fig. 8b, which convert the unpolar-
ized beam into one with linear polarization. The latter then enters
the ZeSn photoelastic modulator (PEM), where the linearly polar-
ized light is modulated at the PEM frequency of 36.92 kHz. Its
optical axis is oriented by 45� with respect to the vertical polariza-
tion of the incident light. The periodic modulation of the (optical)
stress axis varies the phase difference df between the polarization
components oriented parallel and perpendicular to this axis. As a
result of the entire modulation cycle, the light oscillates between
right and left circularly polarized light (df ¼ �p/2) with linear
(df ¼ 0,p), and elliptically polarized light between these extreme
states, as shown in Fig. 9. This modulated light leaves the PEM and

Fig. 9. Photoelastic modulator full sequence of quarter wave retardation.
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enters the sample cell. The sample absorbs a certain amount of the
modulated polarized light, before reaching the detector.

3.1.4. Detection

and Determination

of the FTIR-VCD

After passing through the sample cell, the transmitted light is
focused by a lens onto the aperture of the detector. The Chiralir™
contains a nitrogen cooled 2 � 2 mm HgCdTe detector (MCT), a
common photodetector for infrared instruments. This detector is
chosen due to its large spectral range and high quantum efficiency
(15). An AC-coupled preamplifier then amplifies the sample signal,
which is subsequently processed through two independent paths to
determine the IR and VCD signal (Fig. 8c). These electronic
components include a high and low pass filter (AC/DC Coupled).

The signal for the FTIR spectrum has to pass through a low-pass
filter before it enters the computer to remove the AC signal. In the
time domain, this yields an interferogram, which is then Fourier
transformed by means of computer software, as illustrated in
Fig. 10. The 20 kHz high pass filter allows an AC signal generated

Fig. 10. Example of an interferogram (Interferogram) Fourier transformed into an IR
spectrum (Spectra).
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by thePEMto pass to the lock-in amplifier (LIA). TheLIA is essential
for the detection of the VCD signal in that it can facilitate the
recording of a very small AC signal on an nV scale, using phase-
sensitive detection (17). Phase-sensitive detection is used to single
out the signal component at a specific referenced phase and fre-
quency. Any signal, which exhibits a frequency and a phase different
from the reference frequency (36.92 Hz) is filtered out and does
therefore not contribute to the measured signal. The phase-sensitive
detection produces two AC signals as an output, one with the differ-
ence frequency (or � ol) and one with the sum frequency (or + ol)
(18). If both frequencies are identical, the function cos or � olð Þtþ½
fsig � fref �becomes time-independent (fsig andfref are the phases of

the signal and the reference, respectively) and the respective AC signal
is converted to a DC signal.

The raw VCD is obtained through the demodulation of the
doubly modulated signal at the PEM frequency by the LIA to
form an interferogram of the modulated system. The computer
then recombines these signals and takes a ratio of the two signals
AC and DC signals where the final FTIR-VCD spectrum is
obtained.

3.1.5. Sample Cell The sample compartment of the Chiralir™ is equipped with a
35 mm stainless steel slide mount, which fits a large variety of
stress-free optics and clear aperture. The pathlength of the cell
may be defined by the placement of the spacer, which is sandwiched
between the two windows of the liquid cell (International Crystal
Laboratories, Garfield, NJ). Alternatively, it may be placed in a
CaF2 cell with a predefined pathlength (BioTools Inc., Jupiter,
FL). Cells with a wide range of pathlengths between 2 and 120 mm
are commercially available. For our experiments, we frequently use
20 mm cell.

3.1.6. Sample Cell Setup 1. Begin by cleaning the cell using a small amount of water
applied to a Kimwipe and rub the polished surface in a circular
fashion to remove all debris that may have been left behind
(see Note 8).

2. Allow the cell to air dry (see Note 9).

3. Using the sample that was prepared as described in Subhead-
ing 2.2, pipette the sample (see Note 10) into the recessed
center of the cell, Fig. 11a (see Note 11).

4. Place the perfectly flat optically clear top plate onto the outer
ring of the lower plate to seal the cell. This is best accomplished
by sliding the top plate over the bottom plate slowly, as seen in
Fig. 11b. If an air bubble begins to form, slide the plate
backward and add an additional small volume so that the
bubble is above the plane of the cell and continue to slide the
top plate until the two plates are aligned (see Note 12).
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5. Align the upper and lower plate so the marking on the outer
edge of the cell are aligned, Fig. 11c, thus minimizing the
internal dichroism of the cell at that position to the manufac-
turer’s specifications.

6. Allow the cell to sit for a few minutes on the bench top to allow
the seal to set. The seal of the cell prevents the evaporation of
water for about 24 h at room temperature.

7. The cell is then inserted into the appropriate cell holder for the
experiment you wish to run, Fig. 11d.

(a) Place the larger sized cell holder down on a flat surface.

(b) Add the Teflon spacer, ensuring that the lip of the spacer
goes into the fitted opening of the sample holder.

(c) Place the CaF2 sample cell into the base plate.

(d) Add an additional Teflon spacer to the cell.

(e) Carefully add the top plate to the cell (see Note 13).

8. Secure the cell, by adding the screws or nuts depending on cell
type, to be at equal pressure around the cell. This sample is now
ready for the FTIR-VCD acquisition process.

Fig. 11. Sample cell preparation for use in the Chiralir™.
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3.2. Loading the

Instrument, Software,

and Starting a

Measurement

3.2.1. Proper Instrument

Startup

1. Fill theMSL-8 nitrogen cooled dewar (InfraRed Assoc., Stuart,
FL) of the detector, this should be done at around 30 mL
increments. This process should be carried out very slowly,
over the course of 30 min (see Note 14).

2. Begin to purge the instrument with nitrogen gas for at least
10 min prior to running your experiment; the flow through
should be around 5–7 psi (see Note 15).

3. The spectrometer has a manual resolution knob located on the
rear of the instrument; verify the status of the resolution. When
setting up the experiment, one will have to verify that the
resolution file matches the setting on the instrument. For the
analysis of short peptides and proteins, one generally does not
need to use a setting lower than 8 cm�1.

3.2.2. Start Bomem-GRAMS

Software and Checking

the Signal

The BGRAMS/32 Chiralir™ software may be accessed by a variety
of methods. The software is most commonly loaded by either
clicking on the shortcut key in the start menu of Windows™
(Programs/Galactic/GRAMS_AI), or from the BGRAMS applica-
tion button on the desktop.

1. Upon startup the software will open the main BGRAMS
screen. This initial screen provides for limited operation.

2. To get to the main Chiralir™ screen, click on the Chiralir™
extension in the shortcut (the last icon at the top is the VCD
plugin) or click (Arithmetic/Do Program and then select
\bgrams\chiralir).

3. Begin by running a background spectrum.

(a) To acquire a background spectrum, select Collect from the
menu and click on Collect (Collect/Collect) to display the
Collect dialog box.

(b) Select the following parameters:

l Acquisition type: Background.

l General Param: Number of scans: 10 or more.

l File Name: Enter file name up to 144 characters.

l Use Auto Gain: Select this option.

4. Click onOKCollect. During the acquisition of the background
spectrum, each scan will be displayed on the screen; upon
completion of the scans, the spectrum is displayed and saved
in the user-specified location, as specified in step 3b.

5. Once the background spectrum has completed its acquisition,
insert the sample into the Chiralir™ slide mount, flat side
down, and lock into place.

6. To acquire the IR spectrum of the sample, select Collect from
the menu and click on Collect (Collect/Collect) to display the
Collect dialog box.
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(a) Select the following parameters:

l Acquisition type: Normal.

l Spectral Range Start and End: MIR (4,000–400 cm�1)
or NIR (14,000–4,000 cm�1).

l General Param:

– Initial delay: 0.

– Number of scans: 10 or more.

l File name: Enter file name up to 144 characters.

l Use auto gain: Select this option.

l Data type: % trans.

l Background: Click on the absorb option and select the
background file created in step 5.

7. Click on “OK Collect” to begin acquisition of your sample
data. Upon completion, again the file will be automatically
displayed and saved, as specified in step 6a.

8. Observe the acquired spectrum. As with all optical instruments,
the absorbance values for the bands of interest should be within
a range of 0.1–1 (see Note 16).

9. With the system now optimized, you can begin to acquire your
FTIR-VCD spectrum.

3.2.3. Acquiring a VCD

Spectrum

The VCD control screen is separated into two main tool bar
groups: Measurements and Functions, Fig. 12. In the measurement
tool bar, the Basic and Advanced buttons are used for the measure-
ments of the Chiralir™ analyzer, Fig. 12a. The basic measurement
is useful for routine operations and time studies. The advanced
option provides more flexibility allowing for slightly more custom
experiments, such as kinetic experiments. The function tool bar
allows for the viewing of spectra, as well as provides access to the
diagnostic, configuration, and other functions, Fig. 12b.

1. To acquire a routine VCD spectrum, click on Basic from the
measurement tool bar, Fig. 12a.

2. The Acquisition Parameters window will pop up to enter the
desired experimental parameters.

(a) Enter the following experimental parameters:

l File Name: Enter the file name; up to 144 characters is
acceptable.

l File Memo: This will provide an additional description
to the obtained file.

l Duration: This will select the duration time of the acqui-
sition (see Note 17).

3. Phase and calibration: The calibration may also be applied at
the time of the acquisition. If “yes” is selected, the user must
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define the calibration file to be used. The phase file must be
added to the acquisition parameters; this file must match the
resolution that was selected on the back of the instrument, as
mentioned in Subheading 3.1.4 (see Note 18).

4. Click OK

5. A windowwill then pop up informing you to “Prepare VCD for
Background Acquisition.”

Fig. 12. Main interface for
operation of the Chiralir™.
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(a) Remove the sample from the slide mount.

(b) Click OK.

6. Upon completion of the background, the instrument will auto-
matically inform you to “PrepareVCD for SampleAcquisition.”

(a) Reinsert the sample cell into the slide mount, again with
the flat edge down.

(b) Click OK to begin the data acquisition of the FTIR-VCD
spectrum.

(c) Upon completion of the acquisition, the file will be auto-
matically displayed and saved to the specified location as set
in Subheading 4.3.2.

7. Export the file, under the file menu, as an ASCII text file (.txt)
for use in external analysis software packages such as MultiFit
and Microsoft’s Excel.

3.3. Preparing Spectra

for Final Analysis

3.3.1. Background

Subtraction

A blank should be run as your background in a similar manner as
with the previous section, repeating Subheading 4.3 steps 1–7. For
short peptides, this usually involves the IR spectrum of D2O. Once
this spectrum has been acquired you have to subtract the back-
ground from the sample spectrum.

1. Begin by opening the MultiFit program.

2. Open both the IR of the background and the IR of the Sample.
This is most easily accomplished by dragging the text files onto
the main window of the MultiFit program. This program will
be explained in greater detail in the analysis section, Subhead-
ing 3.4.

3. Double click on your IR spectrum, to have it as the active file.
The active file in MultiFit is the black spectrum in the main
screen.

4. Click on Spektrum/Chirurgie, to get to the surgery menu

5. Under Modifizierer: Click on the background spectrum

6. Under Operation: Click Differenz (HS-NS)

7. Click Ok; this will remove the background spectrum from the
sample spectrum (see Note 20).

3.3.2. Baseline Correction Once the background is removed from the sample the next step is
the correction of the baseline. This is also a process that is very
delicate due to the weak intensity of the signals, particularly in the
VCD spectrum (c.f. Note 19).

1. Open the VCD spectrum in Excel and plot the data.

(a) In Excel’s File menu click Open.

(b) Select the file, and click Ok.
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(c) Click Next and verify that tab delimited is clicked.

(d) Click Finished.

(e) Plot the data.

2. Fit a line in the VCD spectrum so that the baseline is set to
zero, this is usually a very minimal slightly sloping line.

3. Use the equation of the line to create the baseline in another
cell column.

4. Subtract the baseline from the spectrum and save the file. To
import back into MultiFit, you will need to create a two col-
umn table using the updated information and save as a text file
(see Note 21).

5. After converting absorptivity and dichroism to e and De (in
units of M�1 cm�1) both, the IR and VCD Spectra are
prepared for spectral analysis using MultiFit, which will be
explained in the next section.

3.4. Data Analysis In this section, we use trialanine in H2O/D2O as a model system.
Recent analyses of amide I profiles and NMR J-coupling constants
have convincingly shown that this peptide predominantly samples
PPII-like conformations (the corresponding mole fraction for these
conformations lie between 0.8 and 0.9) (12, 13, 19). Here, we will
simply show how the VCD and the IR spectra of trialanine can be
self-consistently analyzed for exploring the conformational mani-
fold adopted by the peptide.

Figure 13 displays the IR and VCD spectrum of trialanine in
water and in D2O in the region between 1,100 and 1,800 cm�1.
The former depicts the bands assignable to the classical backbone
modes amide I, II, and III. In D2O, the amide proton is replaced by
a deuteron. Hence, the NH ipb mode is replaced by an ND ipb
mode, which is now decoupled from CN s and skeletal modes. As a
consequence, only the amide I and II bands appear in the high
wavenumber region, which are now denoted as amide I0 and II0.
The former is only slightly and the latter is more substantially down-
shifted by the deuteration of the amide group. The remaining bands
in the spectra are assignable to combinations of CH3 bending and
skeletal modes, which are not particularly structure sensitive.

3.4.1. Amide I Band Spectral

Decomposition

For the purpose of analyzing the amide I band, it is recommendable
to perform a spectral decomposition into individual bands. In our
group, this task is performed with the aforementioned program
MultiFit, which has been developed in one of the former labora-
tories of the principal author of this article (see Note 22) (20).
Figure 14 shows the translated command lines associated with the
MultiFit program. The fitting of a spectrum is carried out with the
sequence of windows shown in Fig. 15, which we will now explain
step by step.
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1. Begin by clicking on “Peakfit” in the main menu, Fig. 15a, to
see the peakfitting options, Fig. 15b.

2. Click on “Linienform” to bring up the fit-component option
screen, Fig. 15c.

3. Select “Hinzuf€ugen” (add), Fig. 15d, this window allows for
the adding of bands to the proposed model to be used for
fitting the experimental spectrum.

4. Concerning the profiles of the individual bands the program
can convolute two different profiles, named “1. Faltungsfunk-
tion” and “2. Faltungsfunktion” (First and second convolution
function), as seen in Fig. 15d.

Fig. 13. (a) Decomposition of the FT-IR spectrum of AAA in D2O between 1,200 and
1,800 cm�1 into Voigtian bands by MultiFit as described in the text, (b) Isolation of the
amide I0 band profile of AAA in D2O by subtracting the other bands of the spectrum
obtained from the spectral decomposition.
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(a) If one decides to use only a Lorentzian or a Gaussian
profile, this choice can be made in the left rubric. In this
case, one has to click “keine” (none) in the second one.

(b) For a Voigtian profile, one has to click Lorentzian in the
left and Gaussian in the right rubric (see Note 23).

5. To define a spectroscopic model, guesses for the bandwidths
have to be inserted into the program window shown in Fig. 15e
(HWB). The respective value can be fixed, which becomes
necessary if one carries out a self-consistent iterative procedure
to simultaneously fit corresponding IR and Raman spectra.

6. Once this has been done, click on “Ok”.

Fig. 14. List of translated MultiFit commands organized identically to that of the main menu.

290 R. Schweitzer-Stenner et al.



7. A new window opens, Fig. 15f, which prompts the operator to
guess the value for the wavenumber position.

(a) This can be fixed as well by clicking the box in the window.

8. Click Ok.

9. This process must then be repeated for adding more bands to
the spectral model.

10. Once that process is completed and all of the bands are esti-
mated, click “Ok”, Fig. 15d.

11. Finally, one has tomake a choice for baseline correction; this can
be accomplished by clicking on “peakfit” and subsequently on
“baseline”, as seen in Fig. 15b. The program offers the choices
of constant, linear, quadratic, and various hyperbolic baselines,
which can all be combined with each other. The individual
parameters of the baseline function are determined by the fit
(see Note 24). A proper choice for the baseline of the spectrum
is a prerequisite for an accurate spectral decomposition. It can
best be achieved through a self-consistent fitting, which also
involves the analysis of Raman spectra and which is explained in
the Raman chapter of this book (see Note 25).

Figure 13 shows the deconvolution of the IR spectrum of
cationic trialanine in D2O. After subtracting all the bands not assign-
able to amide I0 in the region between 1,500 and 1,600 cm�1, the

Fig. 15. Navigation of MultiFit’s main screen for data analysis.
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amide I0 is isolated as shown in Fig. 17b. Two bands are clearly
discernable. The spectral decomposition reveals two Voigtian bands
AI1 and AI2, the spectral parameters of which are listed in Table 1.
The respective Lorentzian halfwidth of 11 cm�1 used for our fit
have been obtained from FTIR femtosecond experiments (21).

Fig. 17. Snapshot of the coupled amide I modes of trialanine in vacuo. The vibrations were obtained by performing a normal
mode calculation based on a force field obtained with a DFT calculation at a BL3LYP 6-31G** level of theory. The program
is part of the TITAN software from Schrödinger, Inc. The in-phase combination is depicted in the right and the out-of-phase
combination in the left figure. Obtained from ref. 45 and modified.

Fig. 16. VCD band profile of amide I0 of trialanine in D2O measured at pH ¼ 1.56.

Table 1
Wavenumber positions (~ni, i = 1,2) and Gaussian
halfwidths (�gi) of amide I0 derived from a spectral
decomposition of the amide I0 band profile of cationic
AAA in D2O

~n1[cm
�1] ~n2[cm

�1] GG1[cm
�1] GG2[cm

�1]

1,652 1,676 21.3 18.9
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TheAI1-band is predominantly assignable to theC-terminal amide I0,
whereas the eigenvector of AI2 is dominated by N-terminal amide I
mode (22). The difference between the integrated intensities of the
two bands reflects excitonic mixing between the two amide I modes,
which is discussed in more detail below (23).

Only the amide I shows a detectable VCD spectrum for triala-
nine in D2O, as shown in Figs. 13 and 16. The amide I signal is the
aforementioned relative intense negative couplet with a negative
signal at AI1 and a positive one at AI2. The very existence of such a
couplet demonstrates that the two modes are coupled. This cou-
pling will be exploited in the following to determine the structural
distribution of the central alanine residue of the peptide.

3.4.2. Analyzing the

Amide I Based on an

Excitonic Coupling Model

It is well established that the coupling between the two modes
results from through-bond interactions (24). The result can be
described classically just as two normal modes which contain
amide I like contributions from both peptide groups (11, 25).
A visual display of their eigenvectors is shown in Fig. 17. Roughly,
the lower wavenumber mode could be ascribed as an out-of-phase
combination of the two CO s oscillations, whereas the higher
wavenumber mode is the respective in-phase combination.

An alternative way of describing this mode coupling for the
sake of analyzing the IR and VCD band profiles of amide I0 is the
excitonic coupling model, which is based on elementary quantum
mechanics (21, 23, 26–29). The Hamiltonian for two coupled
quantum mechanical oscillators is written as:

Ĥ ¼ Ĥ 1 Ĥ 12

Ĥ 21 Ĥ 2

� �
(4)

where Ĥ1 and Ĥ2 are the Hamilton operators of the two isolated
oscillators. The Hamiltonian is expressed in the basis of unper-
turbed oscillators |1102 > and |0112>, i.e., the quantum mechan-
ical eigenvectors of a peptide with the C- and N-terminal amide
I in the first excited state. The interaction operator Ĥ12 reads
as (11):

Ĥex ¼ @V

@Q1@Q2
Q1Q2 (5)

where V is the total potential function of the molecule. Q1 and Q2

are the normal coordinates of the individual modes. The validity of
this approach requires that the eigenvectors of the two individual
modes do not have local modes in common. In this case, the
normal modes of the coupled system can be transferred into the
local normal modes of the peptides by a unitary transformation.
This is indeed possible, for trialanine as it has been convincingly
demonstrated by Cho and coworkers (28) as well as by Gorbunov
et al. (27).
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The solution of the Schrödinger equation for Eq. 4 is a linear
combination of local oscillator functions (23):

y� ¼ cos v � 1102j i � sin v � 0112j i
yþ ¼ sin v � 1102j i þ cos v � 0112j i (6)

with:

v ¼ 1

2
arctan

2 � D
OA1 � OA2

� �
(7)

where OA1, OA2 are the wavenumber positions of the unperturbed
amide I0 modes. The coupling value D can be written as the off-
diagonal matrix element:

D ¼ 1102 Ĥ ex

�� ��0112

� �
(8)

All coupling energies are expressed inwavenumbers throughout
this and the subsequent chapter. These coupling energies are gener-
ally obtained from Hartree-Fock and DFT calculations on short
peptides (24, 27, 28, 30). Details are given below.

We now demonstrate how the amide I0 profiles of, for example,
trialanine can be modeled. The amide I0 band profile can be ratio-
nalized in terms of a superposition of the transitions into two
excitonic states y+ and y�:

eð~vÞ ¼ Ae�~v

"
cos v ~m0A1h i � sin v ~m0A2h i

s�
ffiffiffiffiffiffi
2p

p e
�ð~v�O�Þ2

2s2�

þ sin v ~m0A1h i þ cos v ~m0A2h i
sþ

ffiffiffiffiffiffi
2p

p e
�ð~v�OþÞ2

2s2þ

#
(9)

where Ae ¼ 1.0869 � 1038 M�1 esu�2 cm�2 and �~n is the average
wavenumber of the amide I0 region. The amount of the two transi-
tion dipole moments ~mA1and ~mA2 can be assumed to be identical
(2.7 � 10�19 esu cm) (31). The line profiles of the individual bands
are described as Gaussian distribution with the half-halfwidths s+
and s�. In reality, as indicated above, the both profiles are Voigtians
(see Note 23) (22). However, the corresponding Lorentzian are
much smaller (ca by a factor of 2) than the corresponding half-
widths. Since the total halfwidth is approximately the square root of
the sum of the squares of Lorentzian and Gaussian halfwidths, a
pure Gaussian halfwidth is a reasonable approximation for our
simulation. Using Voigtian rather than Gaussian profiles would
significantly increase the time the simulation program needs to
complete the calculation. The eigenenergies of the excitonic states
are denoted as O+ and O�. They are identical with the wavenumber
positions, which one derives by means of the above-mentioned
spectral decomposition. However, these energies are not identical
with the energies of the unperturbed amide I0 modes. The relation
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between energies of local oscillators and eigenenergies are given by
(22, 32):

O� ¼ OA1 þ OA2

2
� 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðOA1 � OA2Þ2 þ 4D2

q
(10)

where OA1 and OA2 are the wavenumbers of the local amide I0

modes.
In order to utilize Eq. 9, we first have to calculate the mixing

factors y. To this end, we need the expectation value D for excitonic
coupling. This value is generally obtained from normal mode cal-
culation based on ab initio calculated force fields. Contour maps for
nearest neighbor coupling have been published by various groups
(24, 27, 28). We found that the map of Torii and Tasumi accounts
very well for amide I profiles of peptides which predominantly
sample PPII (22, 33–35). In a recent paper, we reported a heuristic
mathematical model by which we could reproduce the essential
features of the Torii and Tasumi map. The result is shown in
Fig. 18. The algorithm is described in detail in the paper of
Schweitzer-Stenner et al., from which the relevant equations can
be taken and programmed (36).

In order to carry out mathematical operations in Eq. 9, the
orientations of the two dipole moments have to be expressed in

Fig. 18. Contour plot of the nearest neighbor-coupling constant as function of ’ and y
obtained with a heuristic model described in ref. (12), from where this figure has been
taken and modified. The numbers in the figure reflect the coupling strength in cm�1.
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the same coordinate system. To this end, we first define coordinate
systems for the two peptide groups (Fig. 19). For practical reasons,
the x-axes lay along the NCa bonds with the zero point at the
peptide nitrogens. The respective y-axes point towards the carbonyl
oxygen. The z-axes are defined according to the three-finger rule.
The components of the transition dipole moment of amide I0 in the
N-terminal can then be written as follows:

~m0A1ðN Þ ¼
m0A1 cos#
m0A1 sin#

0

0
@

1
A (11)

where # is the angle between the dipole moment and the x-axis.
If one assumes that the dipole moment exhibits an orientation of
20� with respect to the carbonyl bond and that the NCa bond lies in
the peptide plane (in fact, there is a small inclination of 2�), one
obtains �96.87� (23). Of course, Eq. 11 can also be used for the
C-terminal dipole moment in the respective coordinate system.
Now we have to rotate the N-terminal coordinate system into the
C-terminal terminal system. This can be achieved by the following
rotation (36):

~m0A1ðCÞ ¼~m0A1ðN Þ �Rð’Þ �Rð�xÞ �RðyÞ �Rð��Þ �RðtÞ (12)

T indicates a transposed vector. R indicates a matrix, which
describes the rotation by the rotational angle indicated in parenthe-
sis. j and y are the dihedral angles of the central (alanine) residue
of the tripeptide, x (70�) is the supplementary angle to the bending
angle NCaC, � (�65.81�) is the supplementary angle to ∠CaCN,
and t (59.04�) is the supplementary angle to ∠CNCa. There is no
need to carry out the matrix multiplication in explicit terms, as it
was done in earlier work (23). The equation can be programmed
directly into MATLAB, after the matrix elements have been defined

Fig. 19. Planar structure of tetra-alanine (f ¼ 180�, c ¼ 180�). Planar structure of
tetra-alanine (f ¼ 180�, c ¼ 180�). The coordinate systems S1(x1, y1, z1), S2(x2, y2,
z2), and S3(x3, y3, z3) were used to express the Raman tensors of the individual,
uncoupled amide I modes and their transition dipole moments (the z-component for
S2 has been omitted for the sake of clarity). The structure was obtained by using the
program VMD.
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in the program. It should be noted that R(’) and R(y) are carried
out around the x-axes of the respective coordinate system, which
coincides with CaN for the former and CaC for the latter.
The remaining rotations are carried out around the z-axes of the
respective coordinate systems. Representatives of these two types of
rotations are written as:

Rð’Þ ¼
1 0 0
0 cos’ � sin’
0 sin’ cos’

0
@

1
A (13a)

RðxÞ ¼
cos x � sin x 0
sin x cos x 0
0 0 1

0
@

1
A (13b)

After carrying out the operation defined by Eq. 12, the respec-
tive dipole moment can be inserted into Eq. 9. An equation similar
to Eq. 11must be used to calculate the components of the transition
dipole moment~m0A2. Apparently, the angle between the two transi-
tion dipolemoments depends on the dihedral angles’ and y , as it is
shown by the contour plot in Fig. 20. The amide I0 IR distribution
can be calculated for a given pair ’ and y . Figure 21 illustrates how
the profile changes as a function of y at a given ’-value (�60�) and
as a function of ’ at a given y-value (140�). Before we consider
realistic distributions of conformations, we turn to the calculation of
the VCD signal of amide I0.

Fig. 20. Contour plots of the orientational angle y (gray ) between the transition dipole
moments of amide I and of the angle y0 (black ) between the normals to the two peptide
groups. Taken from ref. 32 and modified.
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Fig. 21. IR band profile of amide I plotted (a) as a function of y forf ¼ �60� (y ¼ 170�

(solid ), 150� (long dash ), 130� (short dash), 110� (dash-dot ), 60� (dash-dot-dot ), �30�

(dot-dot )), and (f,y ) ¼ (�30�, �30�); (b) as a function of f for y ¼ 150�, f ¼
�150� (solid ), �130� (long dash), �110� (short dash), �90� (dash-dot), �60�

(dash-dot-dot ), �30� (short dash), and 30� (short dash, �30 and 30 respectively).
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The rotational strength of the two amide I0 modes can be
calculated by using the equation (22):

Rþ ¼ ~m0A1h i � ~m0
A1h icos2v þ ~m0A2h i � ~m0

A2h isin2v

þ
1

2
ð ~m0A1h i � ~m0

A2h i þ ~m0A2h i � ~m0
A1h iÞ sinð2vÞ

� 1

2
sinð2vÞ � p � ~R12 � ~m0A1h i � ~mA2h ið Þ

2
664

3
775

R� ¼ ~m0A1h i � ~m0
A1h icos2v þ ~m0A2h i � ~m0

A2h isin2v

�
1

2
ð ~m0A1h i � ~m0

A2h i þ ~m0A2h i � ~m0
A1h iÞ sinð2vÞ

� 1

2
sinð2vÞ � p � ~R12 � ~m0A1h i � ~mA2h ið Þ

2
664

3
775 (14)

This equation considers two contributions to the rotational
strength of individual amide I0 modes. The respective intrinsic
contributions are accounted for by the dot products ~m0 � ~m0.
As indicated above, they can be expected to be small owing to the
planarity of the peptide groups. However, we have shown in
the past that the C-terminal amide I0 modes of unblocked peptides
exhibit some intrinsic rotational strength if the C-terminal carbox-
ylate group is protonated (8, 22). The third and fourth terms in
Eq. 14 reflect rotational strength induced by excitonic coupling
between the two excited amide I0 vibrations which mixes, e.g.,
electronic and magnetic dipole strength of one amide I0 mode into
the transition of the other mode. The contributions of these mixing
terms depend of the relative orientation of electronic and magnetic
transition dipole moments of the interacting oscillators and thus on
the dihedral angles of central residue. In most cases, the fifth terms
describe the predominant contributions to the rotational strengths of
both modes. They contain cross products of the two electronic
transition dipole moments and reflect the fact that a circular current
in one peptide group can induce a magnetic dipole moment in the
other one. Contributions described by these terms give rise to sym-
metric couplets (37).

In order to calculate the rotational strength with Eq. 14, we
have to calculate the distance vector ~R12 by utilizing:

~R12 ¼ s~rCO;1 þ~rCN þ~rNCa þ~rCaC þ s~rCO;2 (15)

where ~rCO;1 and ~rCO;2 are vectors pointing from the carbonyl
carbons to the respective oxygens, ~rCN is a vector pointing from
the carbonyl carbon of the N-terminal peptide to the respective
amide nitrogen, ~rNCa points from the N-terminal nitrogen to
the central Ca-atom, and ~rCaC from the central Ca-atom to the
C-terminal carbonyl carbon. The factor s (0.5) ensures that ~R12

starts and ends at the position of the transition dipole moments.
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All the vectors in Eq. 15 have to be expressed in the N-terminal
coordinate system. This eventually leads to the following equation:

~R12 ¼~rOA1N þ~rNOA2
(16)

with

~rOA1N ¼ rCN � cos eþ s � rCO;1 � coso
rCN � sin eþ s � rCO;1 � sino

� �
(17)

and

~rNOA2
¼

rNCa þ rCaC þ rCDxð Þ � cos g� rCDy � sin g
rCDy � cos gþ rCaC þ rCDxð Þ � sin g� 	 � cos’þ rCDz � sin’
rCDz � cos’� rCDy � cos gþ rCaC þ rCDxð Þ � sin g� 	 � sin’

0
@

1
A

(18)

where rCO;1, rCN,rNCa and rCaC are the lengths of the corresponding
vectors defined above (1.22, 1.32, 1.42, and 1.53 Å), g ¼ p � x
and rCDj

ðj ¼ x; y; zÞ are the components of the vector from the
C-terminal carbonyl carbon to the respective dipole moment,
which is written as:

~rCD ¼
s � rCO;2 � coso

s � rCO;2 � sino � cos y
�s � rCO;2 � sino � sin y

0
@

1
A (19)

where rCO,2 ¼ rCO,1 and o ¼ �59.08�. After using Eqs. 16–19 to
calculate ~R12 for a given pair of dihedral coordinates it can be inserted
into Eq. 14 to calculate the rotational strength associated with the
excitonic states y+ and y�. These can then finally be used to calculate
the amide I0 VCD signal as follows:

Deð~vÞ ¼ ADe�~v
Rþ

sþ
ffiffiffiffiffiffi
2p

p e
�ð~v�OþÞ2

2s2þ þ R�
s�

ffiffiffiffiffiffi
2p

p e
�ð~v�O�Þ2

2s2�

" #
(20)

Finally, we have to account for the fact that the central residue
adopts more than a single conformation. In fact, it samples different
regions of the Ramachandran plot. Hence, the final e and De
profiles can only be obtained after the following conformational
averaging:

z ~vð Þh i ¼

Rp
�p

z ~v; ’; yð ÞF ’; yð Þd’dy

Rp
�p

F ’; yð Þd’dy
(21)

where z ¼ e, De. The distribution function is written as:

F ¼
Xn

j¼1

wj

2p
ffiffiffiffiffiffiffiffiffi
V̂ j

�� ��
q exp �0:5 � ~r�~r0j


 �T
V̂ �1
j ~r�~r0j

 �� 

(22)
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which is a superposition of two-dimensional Gaussian distribu-
tions with respect to y and ’ weighted with the mole fractions wj
of the respective sub-ensemble. The number of different sub-
ensembles is denoted as n. The vector ~r is the position vector in
the ’, y space:

~r ¼ ’
y

� �
(23)

The corresponding vector~r0j denotes the position of the maxi-
mum of the j-th distribution. The matrix V̂j contains the informa-
tion about the width of the j-th distribution:

V̂j ¼ s’;j s’y ;j

sy’;j sy ;j

� �
(24)

The diagonal elements of the matrix V̂j are the half-halfwidths
of the j-th distribution along the coordinates ’ and y , and the
corresponding off-diagonal element s’y,j ¼ sy’,j reflects correla-
tions between variations along the two coordinates. If V̂j is diago-
nal, the ’,y projection of the distribution is an ellipse with its main
axis parallel to the ’ and y axes. Correlation effects rotate the
ellipse in the (’,y) plane.

Now all the tools are in place to actually calculate the amide I0

profiles. Technically this can be done by programming the algo-
rithm presented in this chapter into MATLAB or Mathematica (see
Notes 26 and 27). Figure 22 shows the distribution which can
be used to simulate the amide I0 profiles of amide I0 of zwitterionic
trialanine in D2O. It is dominated by a polyproline distribution
centered at ’�

1 ¼ �69� and y�
1 ¼ 140� (w1 ¼ 0.84). The remain-

ing fraction of the distribution contains b-strand (’�
2 ¼ �136� and

Fig. 22. Distribution of backbone conformations of the central residue used to fit the VCD
and IR amide I profile of AAA in D2O.
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y�
2 ¼ 132�, w2 ¼ 0.08), right-handed helical conformations (’�

3

¼ �60� and y�
3 ¼ �32�, w3 ¼ 0.04) and inverse g-conformations

(’�
3 ¼ �85� and y�

3 ¼ �78�, w3 ¼ 0.04).
The structural sensitivity of the two considered amide I0

profiles is illustrated in Fig. 23, which exhibits IR and VCD
profiles of a tripeptide for a sample with 100% PPII, b-strand,
and right helical conformations. Conformation means in this
context a single two-dimensional Gaussian function, which is
assignable to a minimum in the Gibbs energy space. Since PPII
and b-strand are extended conformations (though to a different
extent) in the upper left quadrant of the Ramachandran plot the
IR profiles of these mixtures are very similar, but the b-strand
gives rise to a more pronounced asymmetry in that the low wave-
number band becomes relatively more pronounced in this confor-
mation. However, these profiles are qualitatively different from
amide I0 profiles of helical structure for which the high wavenum-
ber band is more intense. This reflects the fact that the angle
between transition dipole moments is smaller than 90� for helical

Fig. 23. Simulation of the IR and VCD amide I0 band profile of AAA in D2O with (IR) the
conformational distribution visualized in Fig. 22 (solid line) and distributions (VCD) with 100%
PPII conformers (dashed line), 100%b-strand (black ), and 100% right-handed helical (gray ).
The VCD spectra were all calculated assuming that the C-terminal amide I vibration is
associatedwith amagnetic transition dipolemoment of 5 � 10�24 esu cm. For comparison,
the symmetric VCD (dot-dot ) signal of a distribution containing only right-handed helical
conformations was calculated without assuming an intrinsic magnetic moment.
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conformations while it is substantially larger than 90� for
b-strands (c.f. Fig. 20). If only a single conformation is present,
the intensity ratio R ¼ e�/e+ can be calculated by the following
simple equation (23):

R ¼ 1� cos y � sin v
cos y � sin 2v þ 1

(25)

where y is the angle between the two transition dipole moments.
For angles larger than 90�, the trigonometric term becomes nega-
tive. As a consequence, the numerator increases and the denomina-
tor decreases, both contributing to an increase of R.

As indicated above, analyzing and simulating the IR and VCD
band profiles is only one part of the conformational analysis
process. In the next chapter of this book, we outline how polarized
Raman spectroscopy can be used in addition for determining
structural distributions of peptides.

Thus far, we have formulated the theory for a tripeptide with
two oscillators, since this is the system we will predominantly focus
on in this chapter. However, an extension to longer peptides is
straightforward. In this case, the Hamilton matrix has to contain
contributions from non-nearest neighbor coupling:

H ¼

Ĥ 1 Ĥ 12 Ĥ 12 : : : : : : Ĥ 1n

Ĥ 21 Ĥ 2 Ĥ 23 Ĥ 23 : : : : : Ĥ2n
Ĥ 31 Ĥ 32 Ĥ 3 Ĥ 34 Ĥ 45 :
: : :
: : :
: : :
: : :
: : :
: : Ĥ n�1n

Ĥ n1 : : : : : : : Ĥ nn�1 Ĥ n

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

(26)

For extended peptides (i.e., dihedral angles in the upper left
quadrant of the Ramachandran plot) generally only nearest neigh-
bor and second neighbor interactions are taken into account. For
helical and turn conformations, interactions with the third and
even the fourth neighbor might be non-negligible (24, 38). For
b-sheets, nonlocal interactions enter the Hamiltonian, which can
be comparatively strong for juxtaposed oscillators in neighboring
strands (39–42). Generally, all non-nearest neighbor interactions
can be modeled by transition dipole coupling, i.e., (25).

Ĥij ¼
~m0i �~m0j
~Rij

���
���
3
� 3

~m0i � ~Rij


 �
~m0j � ~Rij


 �

~Rij

���
���
5

2
64

3
75Q iQ j (27)

where ~Rij is the distance vector from dipole moment i to dipole
moment j. The Hamiltonian (Eq. 26) can be diagonalized
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numerically to obtain excitonic eigenfunctions and eigenenergies of
the polypeptide. The former are written as the linear combination:

y i ¼
X
j

aij 1j

�� � YN�1

k¼1

k 6¼ j

0kj i (28)

where we assumed that the total wavefunction of a system of
uncoupled oscillators can be written as a product of oscillator
wavefunctions. The eigenvector coefficients aij can be computa-
tionally obtained from the diagonalization of the Hamiltonian in
Eq. 24. The summation runs over N � 1 residues, if the peptide is
unblocked, since the C-terminal residue is not associated with a
peptide group. If the peptide is blocked at the N-terminal, the
number of residues and amide I modes are identical, in this case
the sum runs from 1 to N. If both sites are blocked, the sum runs
from 1 to N + 1. The coefficients aij can be obtained from a
diagonalization of the Hamiltonian in Eq. 26. The MATLAB soft-
ware offers a specific command for this purpose.

With respect to the IRband profile, the transitiondipolemoment

~m0ex;i
� �

for transitions into the i-th excitonic states is written as:

~m0ex;i
� � ¼

XN

j¼1

aij ~m0j
D E

(29)

In order to carry out this summation, all dipole moments of the
polypeptide have to be transferred into the same common coordi-
nate system at the C-terminal. The respective IR profile is then
calculated as:

eð~vÞ ¼ Ae�~vffiffiffiffiffiffi
2p

p
XN�1

i¼1

~mex;i
� �

si
exp � ~v � Oið Þ2

2s2i

 !
(30)

Generally, we assume the same half-halfwidth of ca. 11 cm�1

for all transitions. This parameter can slightly be changed to fine
tune the fitting to the experimental data (see Notes 28 and 29
concerning the use of the correct transition dipole moment and
the determination of the peptide concentration the sample, which is
necessary to obtain correct e-values).

The calculation of the VCD signal is less straightforward. For a
chain with N oscillators, the rotational strength for the transition
into the i-th excitonic state is written as (43):

Ri ¼ Im
XN�1

j¼1

aij ~m0j
D EXN�1

k¼1

aik ~m0
kh i� ip

2

XN�2

j¼1

XN�1

k¼2

~vjk~Rjm �aijaik ~m0j
D E

��~m0k
�!# "

(31)
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Here, the product of ~m0j
D E

with ~m0
kh i describes the intrinsic

rotational strengths as well as contributions resulting from mixing
electronic and magnetic transition dipole moments from different
residues due to excitonic coupling (11). The multiplication of ~m0j

D E

with the last term on the right hand side yields terms which are
proportional to the cross product of the electronic transition dipole
moments associated with the j-th and the l-th (m-th) amide I
oscillator. For a system with only two oscillators, this yields the
last term in Eq. 14.

In order to calculate the distance ~Rjk between the j-th and the
k-th oscillator, we have to proceed as follows. First, we use the
formalism given by Eqs. 16–19 to calculate the distance between
the dipole moments of the j-th and the j + 1-th residue. Subse-
quently, we apply:

~R0
jjþ1 ¼ ~RT

jjþ1 �Rð�’Þ �Rð�xÞ �Rð�yÞ �Rð��Þ �RðtÞ (32)

which transforms this distance vector from the coordinate system of
the j-th residue into that of the j + 1-th residue.Next, one calculates
the distance between the j + 1-th and the j + 2-th residue and adds
it to ~Rjjþ1. The resulting vector must then be transformed into the
coordinate system of the j + 2-th residue. This procedure must be
repeated until the C-terminal amide I oscillator has been reached.

Here, we demonstrate how this formalism has recently been
used to simulate the VCD and IR profiles of the amide I mode of
the hexapeptide A5W (Fig. 23) (44). This peptide has five amide I
oscillators. The calculation was carried out as follows. The central
three amide I0 modes were assumed to all exhibit a local wavenum-
ber of 1,652.5 cm�1. End effects were considered for the terminal
modes, which yields 1,648 cm�1 for the C-terminal and 1,675 cm�1

for the N-terminal mode. The transition dipole moment is
2.7 � 10�19 esu cm, as indicated above (31). The best simulation
was obtained with a distribution model which considered contribu-
tions from polyproline II, b-strand, right-handed helical and inverse
g-turn-like conformations. To reduce the computer time for indi-
vidual simulations, the respective Gaussian distributions were sub-
stituted by set of representative values at the position of the
distribution maximum and its halfwidths along the ’ and y coordi-
nate. Hence, each Gaussian was represented by five points in the
Ramachandran space. The result of the best simulation is shown in
Fig. 24 The respective coordinates and the statistical weights of the
utilized sub-distributions are reported by Verbaro et al. (44). It
should be mentioned that the fine-tuning of the simulation was
achieved by simultaneously reproducing the 3JNHCaH coupling con-
stants of the residues. This enabled us to differentiate between the
populations of individual residues. The statistical weights in Table 2
suggest that the central alanine residues show a somewhat reduced
PPII propensity, which further decreases in the vicinity of W, most
likely due to nearest neighbor interactions.
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Fig. 24. FT-IR and VCD amide I0 profile of AAAAW in D2O. The solid line results from a
simulation described in the text (44).

Table 2
Fraction of conformations sampled by the indicated
amino acid residues A5W in D2O as derived
from the amide I0 profiles

PPII
�70�, 152�

b-Strand
�120�, 130�

Helical
�60�, 60�

g
�70�, 53�

A2 0.65 0.03 0.22 0.05

A3 0.65 0.03 0.2 0.06

A4 0.75 0.03 0.1 0.06

A5 0.75 0.14 0.05 0.03

W 0.7 0.3 0 0



Taken together this paragraph outlines an algorithm which can
be used to calculate the IR and VCD profiles of amide I for poly-
eptides. A program using the equations presented herein can easily
be written in MATLAB. Our current version is in principle available
free of charge, but it is not very user friendly. We are planning some
upgrading in this regard for the near future.

4. Notes

1. The most common sources are AnaSpec (Fremont, CA),
BaChem (Torrance, CA), Celtek Bioscience (Nashville, TN),
or a source used for isotopically labeled peptides is Cambridge
Isotope Labs (Andover, MA).

2. The amount of the correct peptide content relative to all of the
analytes present is the peptide purity. Possible impurities found in
the content can include incompletely deprotected sequences,
deletion sequences, truncated sequences, etc. This is determined
throughHPLCanalysis with the detector set so thewavelength at
which the peptide bond absorbs, 214 nm. The peptide purity
does not take into account the water and salts that are present in
the sample. The other factor that goes into the consideration of
the absolute amount of a correct peptide is the peptide content.
This is the percentage of the total amount of peptide that is
present relative to everything else that might be present in the
synthesis, which is determined through amino acid analysis.

3. The peptides are shipped at room temperature in sealed vials. For
long-term storage, the peptide should preferably be stored at
�20�C or less. If possible, the peptide should also be in a sealed
container in the presence of a desiccant; this will help to prevent
oxidation, bacterial degradation, and the possibility of secondary
structure formation. Once the peptide is removed from the
freezer it is best to allow it to equilibrate to room temperature
in the presence of the desiccant prior to opening and weighing of
the sample. If not carefully performed, as the peptidewarms there
is the likeliness of condensate formation upon the opening of the
vial, as peptides tend to be hygroscopic. This in effect will reduce
the stability of the peptide under investigation.

4. The act of getting the rubber band onto the vial is something
that is mastered over time. If one is new to the procedure, one
may want to hold the entire Kimwipe over the sample vial and
cut the excess off once the rubber band is in place.

5. One should be extremely careful as this process initially will
cause the nitrogen to boil, sometimes causing the vial to pop
out of the holder. It is best to use the wall of the dewar to
inhibit the sample from coming out of the holder and dropping
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into the liquid nitrogen. Proper safety precautions should
be utilized when handling liquid nitrogen, cold temperature
protective gloves and eyewear is necessary at all times.

6. This process ensures that the Cl� ions will exchange the acetate
ions, which will then be removed with the solvent during the
freeze-drying process.

7. D2O is used instead of H2O to remove the bending contribu-
tions to the amide I, this enables the IR and VCD to be
obtained.

8. If there is still debris that is difficult to remove a small amount
of ethanol can be used, but over time this will remove the
polished finish of the cell. As an extreme last resort extremely
dilute nitric acid can be used (2 drops in water) to clean the cell.
One should keep in mind that CaF2 is very slightly soluble in
water (0.0016 g/100 mL H2O at 20�C), and is insoluble in
more acids and bases. It is soluble in ammonium salts (NH4),
and slightly soluble in dilute mineral acids.

9. The use of compressed air on the cell may cause the cell to
crack. Avoiding anything that is extremely harsh dramatically
prolongs the lifetime of the fragile cell.

10. This volume is dependent upon the pathlength chosen, for
example a 100 mm cell can hold around 125 mL, and a 56 mm
cell hold around 60 mL. From this information one can esti-
mate the volume that any other cell can hold based on the
pathlength chosen.

11. The center of the plate is recessed with a slight groove around
the outer edge. This groove acts to both establish the path-
length as well as to help keep the sample from coming into
contact with the seal that is created.

12. An alternate method is placing the lower plate into the palm of
a hand and the top plate into the curl of fingers and pressing
down. The act of filling a sample cell is something that takes
experience to master, as it may take a few tries to ensure that
there are no air bubbles that become trapped in the cavity as
you press down.

13. If performing a temperature-dependent study, do not shock
the CaF2 cell with any large temperature changes, as it will
crack the fragile salt plate. Handling of the cells and changing
the conditions should always be performed gradually.

14. At the start of filling the dewar, you will hear the nitrogen boil
off as the temperature of the detector cools; once you do not
hear this sound any longer add more nitrogen to the dewar.
As you continue this process, you will see a plume of nitrogen
gas leaving the opening. Continue to fill the dewar until this
plume is minimized, this should be just over 400 mL of liquid
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nitrogen. Once full the dewar should have an 8 h hold time, for
longer experiment you will have to refill the dewar using the
same method.

15. The nitrogen gas enters the instrument at the point of the
source to cool the instrument and prevent degradation of
the housed optics.

16. Apply Beer–Lambert’s law to optimize the system conditions;
it is useful to have various path lengths available to fine-tune the
intensity without sample concentration changes.

17. There are three preset times of 20, 40, and 60 min as well as a
User-Defined setting in which you can add custom lengths of
time for the duration of the acquisition. In order to increase the
VCD signal of short peptide, one should try to maximize the
time for data acquisition, using 12 h (720 min) as the standard
acquisition time, filling the N2-cooled dewar one additional
time through the course of the experiment. The instrument
scans in blocks of time, in minutes, in which the instrument will
alternate between AC/DC scanning. Overall the instrument
will dedicate 10% of the time to the DC scan and 90% of the
time in the AC scan mode.

18. The phase files are aligned to each source; in selecting the
correct one, one will see the extension PHA or PHB which
correlates to source A and B, respectively. These items remain as
the default items until the user changes the files selected.

19. For non-aggregated peptides, the VCD signal is four to six
orders of magnitude smaller than the normal IR signal, so
much greater care must be taken in the correction of the
VCD signal. This must be done manually with MultiFit.

20. If one is not comfortable with MultiFit, this can easily be
performed in Excel by subtracting the background from the
sample.

21. MultiFit does not read any headers that are in the file and the
numbers must be formatted with all columns having uniform
significant figures. Also, if there is a space at the very end of the
table, an error message will be displayed.

22. The MultiFit program was written in German, but it can easily
be operated without a command of this language. A copy can
be obtained from the authors free of charge. The program is
only compatible with the Windows operating system.

23. We would like to emphasize here that a Voigtian profile is not
just a sum of a Gaussian and a Lorentzian profile, an option
frequently used and even incorporated in commercial fitting
programs like Grams. Strictly speaking, such a profile has no
physical basis and should not be used if one aims at obtaining
correct spectral parameters. Other options of this program
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(convolution with a spectrometer function) are more useful for
experiments with diffraction spectrometers and will therefore
be discussed in the section on Raman spectroscopy.

24. Alternatively, the program offers multiple options to subtract
baselines prior to the fitting procedure. They can be obtained
by clicking on “baseline”, the options here are self-explanatory.

25. More details about MultiFit can be found in a short user
manual, which will become available soon.

26. In order to construct the program efficiently, the distribution
function, intrapeptide distances, coupling constants, and amide
I profiles should be programmed in subroutines. It is advisable
to store the main spectra and distributional parameters also in
subroutines. The main program just calls the parameters, which
are transferred to a subroutine for profile calculations. This
subroutine is imbedded in a loop so that the profiles can be
calculated for all dihedral angles sampled in the calculation.
Generally, we sample the Ramachandran plot from �180� to
180� in increments of 2� so that the entire distribution function
contains 181 � 181 points. This binning is sufficient even for
the PPII region in which the nearest neighbor coupling
changes significantly even with small changes of dihedral
angles. The subroutine calculating the amide I profiles calls
sub-subroutines for calculating the respective values of the
distribution function, nearest neighbor coupling, transition
dipole coupling between second, third, etc., nearest neighbors,
and distances between respective atoms of residues. Finally, the
profiles obtained for all coordinates are superimposed and
the resulting profile is plotted on the screen.

27. After having programmed, the algorithm several tests should
be conducted. First of the contour plot for the nearest neigh-
bor coupling and the total distribution function for various
mixtures of sub-distributions should be visualized to check
whether they were calculated correctly. Second, the distance
between corresponding peptide group atoms should be calcu-
lated for a variety of single ’,y-values and compared with
distances obtained from structures produced with molecular
modeling programs. Third, the angle between transition dipole
moments in adjacent residues should be calculated for single
j,y-values and compared with corresponding values obtained
from published contour maps (c.f. Fig. 19). The same should
be carried out for angles between normals of peptide linkages.
Finally, one should check whether the program reproduces the
following general features of amide I profiles. For extended
structures with dihedral angles in the upper left quadrant of
the Ramachandran plot, the first moment of the IR band
profile, i.e.,
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~v1 ¼

R1
�1

~veð~vÞd~v
R1

�1
eð~vÞd~v

(33)

should be higher than the peak wavenumber. The amide I
VCD should be a negative couplet (negative signal at lower
wavenumbers), which increases with increasing statistical
weight for PPII. For right-handed helical conformations, the
first moment of the band profile should be lower than the peak
wavenumber and the VCD couplet should be positive. Switch-
ing from right-handed to a left-handed structure should just
invert the VCD signal but should not change the IR band
profile.

28. Care must be taken to determine the concentration of the
peptide as accurately as possible. This is easy if the peptide
contains an aromatic side chains like tryptophan for which
the extinction coefficient is known. Alternatively, one can mea-
sure NMR spectra, for example three different concentrations
determined from weighing the solute prior to dissolving it in
water. If the real peptide concentrations are identical with those
determined with the balance, the extrapolated plots of the
NMR intensities versus concentration should go through the
zero-point. Any offset indicates a systematic error, which can
then be corrected for.

29. Normally, we take the transition dipole moments from the
work of Measey et al. (31), who reported values for several
AX and XA dipeptides in D2O. Very often these values needed
only minor changes to account for magnitude of the amide I
signals. Since variations of the transition dipole moment affect
both, IR and VCD band profiles in a similar way, such adjust-
ments do not affect the validity of the simulation.
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Chapter 19

Structural Analysis of Unfolded Peptides
by Raman Spectroscopy

Reinhard Schweitzer-Stenner, Jonathan B. Soffer,
Siobhan Toal, and Daniel Verbaro

Abstract

Raman spectroscopy has positioned itself as an invaluable tool in the study of complex biological systems,
consistently being used to obtain information illustrating a vast array of fundamental properties. Of primary
interest, with respect to the focus of this chapter, are conformational changes of peptide backbones. For short
peptides to larger biological systems this understanding can be extended to local hydrogen bonding interac-
tions and the probing of other structural or organizational properties. With regard to unfolded peptides
Raman spectroscopy can be used as a technique complementary to infrared (IR) and vibrational circular
dichroism (VCD) spectroscopy. This chapter describes how high quality polarized Raman spectra of peptide
can be recorded with a Raman microspectrometer and how the structure sensitive amide I band profiles of
isotropic and anisotropic Raman scattering can be analyzed in conjunction with the respective IR and VCD
profiles to obtain conformational distributions of short unfolded peptides.

Key words: Raman, Spectral decomposition, Nonresonance, Amide I, Amide III, Trialanine

1. Introduction

Raman spectroscopy has developed as a valuable tool for exploring
the structure and dynamics of biomolecules over the last 40 years
(1). While resonance Raman, which involves the excitation of
molecules within the wavenumber range of optical absorption of
chromophores, is very frequently utilized to probe site-specific
structural changes, nonresonance Raman spectroscopy can still be
used to explore the secondary structure changes of proteins and
peptides in a similar way that is most commonly achieved through
IR spectroscopy, i.e., measuring and analyzing the band profiles of
amide backbone modes (2), which have been introduced in the
preceding chapter (3). Raman spectroscopy has the unique advantage

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
Volume 1, Methods and Experimental Tools, Methods in Molecular Biology, vol. 895,
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that when compared with the intensity of amide I the relative
intensity of the band arising from the HOH bending modes is
much less pronounced than the corresponding band in the IR
spectra (4). Hence the amide I profile as found in Raman spectra
of peptides in H2O can be determined after careful subtraction of
the background spectrum. This is demonstrated by Fig. 1 for
trialanine. Besides amide I, bands in the spectral region between
1,200 and 1,400 cm�1 can be further used for structure analysis, as
it will be demonstrated below. What amide I is concerned, we will
primarily focus on peptides in D2O, first for the sake of comparison
with the analysis of IR and VCD profiles as described in the preced-
ing chapter and to eliminate vibrational mixing between amide I
and HOH bending modes (5, 6).

Raman scattering is produced by the induced dipole moment,

~m, induced by the electric field component ~E of an electromagnetic
field generally provided by a laser beam:

~m ¼ â~E; (1)

where â is a second rank tensor, the so-called polarizability tensor.
The expression for the dipole moment can be expanded further
into higher orders of the electric field, the contributions of which
are accounted for by higher rank tensors (7). In order to be signifi-
cant, these contributions require rather strong electric fields, which
are not provided in the experiments discussed in this chapter.
Hence, we focus on the linear approach.

Fig. 1. The amide I profile of trialanine in H2O (a) with water background (b) subtraction
and (c) after water background subtraction.
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Equation 1 can be developed further through the Taylor
expansion of the polarizability tensor with respect to the normal
coordinates, Q j, of the investigated molecule, namely:

â ¼ â0 þ
X
j

@â
@Q

Q j (2)

Now, we describe the electric field and the normal coordinates
by means of periodic functions:

Q ¼ Q 0 cos oj t þ dj
� �

: (3)

~E ¼ E0 cos oetð Þ; (4)

where oe is the frequency of electromagnetic excitation and oj is
the frequency of the molecular vibration with which dipole oscilla-
tion and radiation are modulated. With respect to the exciting
wave, each vibration exhibits a phase, dj. Inserting Eqs. 3 and 4
into Eq. 5 yields:

~m ¼ a0 þ
X
j

@â
@Q j

Q j0 cosðoj t þ dj Þ
" #

~E
0
cosðoetÞ

¼ a0~E0 cosðoetÞ þ
X
j

1

2

@â
@Q j

Q j0
~E0

� cos½ðoe � oj Þt þ dj � þ cos½ðoe þ oj Þt þ dj �
� �

(5)

where we just utilized elementary rules for the multiplication of
trigonometric functions. The first term of the equation describes a
dipole moment, which oscillates with the frequency of the exciting
electromagnetic radiation. This is generally referred to as Rayleigh
scattering. The second and third term describes oscillations whose
frequencies are reduced or increased by the frequency of the
considered vibrations. This is called Anti-Stokes and Stokes scatter-
ing, respectively. Altogether, this is called spontaneous Raman
scattering. Figure 2 shows the relative intensities of these scattering
types. This name honors one of the discoverers of this effect,
Chandrasekhara Venkata Raman (8).

Inwhat followswewill term the second summandof Eq. (2), i.e.

b̂j ¼
@â
@Q j

Q j ; (6)

the Raman tensor of the jth vibration of a molecule.
Thus far, we have not specified a molecular coordinate system

for the Raman tensor. Molecular coordinate system means that it is
associated with a single molecule. With respect to any laboratory
system, the molecular coordinate systems of a sample constitute a
randomly oriented ensemble. An infinite number of coordinate
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systems can be envisaged for each molecule, which all could exhibit
different tensor elements. However, since we do not consider
resonance Raman scattering, the Raman scattering can be consid-
ered as symmetric. In this case one can always find an orthogonal
transformation B, which transforms any tensor b̂ into one repre-
sented by a diagonal tensor, i.e.,

b̂part ¼ BTb̂B; (7)

where part (principal axes of the Raman tensor) indicates that the
tensor is expressed in terms of its principal axes.

Equations 6 and 7 describe the Raman tensor of a single
molecule. If Raman measurements are performed on single crys-
tals with known orientations of molecules and their part, a
laboratory coordinate system can easily be defined and the part
tensors of the unit cell molecules can be transformed into the

Fig. 2. Illustration of a spontaneous light scattering spectrum encompassing the intense
Rayleigh line (center) and more weakly intense Stokes and Anti-Stokes scattering. The
Anti-Stokes scattering is weaker because it depends on the thermal population of the first
excited vibrational states.
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laboratory system (9). However, for molecules in solution the
scattering intensity has to be calculated as an average over all
possible orientations. This is a very lengthy procedure, which is
described in detail in textbooks (7). Here, we will just summarize
the results.

Let us assume that the electric field vector of the exciting
radiation can be written as:

~E ¼
E0 cos y
E0 sin y

0

0
@

1
A; (8)

where y is the angle between the electric field vector of the incident
light and the k-vector of the scattered light, as illustrated in
Fig. 3. For the backscattering geometry, this angle is equal to p/2
irrespective of the direction of the electric field vector in the
x, y-plane.

Ix;j ¼
Nvj oe � oj

� �4
E2
0

16e0c
b2s;j sin

2yþ 1

45
g2j ð3þ sin2yÞ

� 	
:

Iy;j ¼
Nvj oe � oj

� �4
E2
0

16e0c
� 1

15
g2j : (9)

where NvJ is the occupation number of the vth state of the Jth-
oscillator. The tensor invariants, bsj and gj

2 are the so-called tensor
invariants and are written as:

Fig. 3. Schematic representation of Raman scattering. Left: The scattering angle is 90�, the polarization vector of the
incident light forms an angle y with the direction of the scattered light. Right: Backscattering geometry of a Raman
microspectrometer.
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b2s;j ¼
1

9
Tr b̂j


 �

g2j ¼ 1

2
bxx;j � byy;j


 �2
þ byy;j � bzz;j

 �2

þ bzz;j � bxx;j

 �2� 	

þ 3

4
bxy;j þ byx;j


 �2
þ byz;j þ bzy;j

 �2

þ bxz;j þ bzx;j

 �2� 	

:

(10)

b2s;j and g2i describe the isotropic and anisotropic contribution to
the Raman scattering. If all of the diagonal elements are identical in
the part, the scattering is purely isotropic. The scattering is purely
anisotropic, if, e.g., two part-elements have opposite signs but the
same amount and if the third part-element is zero.

For reasons outlined below it is useful to individually analyze
isotropic and anisotropic Raman scattering, which can be obtained
from Ix,i and Iy,i as follows:

Ianiso ¼ Iy :

Iiso ¼ Ix � 4

3
Iy :

(11)

The depolarization ratio of the scattered light can thus be
calculated as:

rj ðyÞ ¼
Iy;j
Ix;j

¼ 3g2j
45b2s;j sin

2yþ g2j ð3þ sin2yÞ : (12)

For y ¼ p/2, the depolarization ratio reads as:

rj ðyÞ ¼
Iy;j
Ix;j

¼ 3g2j
45b2s;j þ 4g2j

: (13)

This illustrates that the depolarization ratio is zero for isotropic
scattering and 0.75 for pure anisotropic scattering. Generally, this
can be used to identify the symmetry of modes if the molecule
exhibits a high symmetry. Symmetric modes are generally more
polarized than asymmetric modes (7). This is of course not the
case for the modes of polypeptides. The peptide groups themselves
exhibit Cs-symmetry, in which in-plane (A0) and out-of-plane (A00)
modes can still be distinguished. However, peptide modes generally
mix with other skeletal (e.g., NCa stretch, CaCs stretch, CaHbend-
ing) and side chain modes. In this case, modes cannot longer be
classified in terms of symmetry representations. However, Raman
bands can still show vastly different depolarization ratios, as
illustrated in Fig. 4. The bands of the peptide modes amide I, II,
and III are clearly polarized (r < 0.75), whereas bands attributed to
antisymmetric out-of-plane CH3 modes and to the antisymmetric
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COO� stretch are depolarized (0.5 < r < 0.75). The latter gener-
ally shows a depolarization ratio close to 0.75. Interestingly, the
depolarization ratio of amide II (1,572 cm�1) and amide III
(1,267 cm�1) is close to 0.33, which suggests that their part is
dominated by a single tensor element. We have argued in earlier
papers that this reflects a dominant pre-resonance contribution
from the far UV p ! p* transition between the HOMO and
LUMO of the peptide moiety to the Raman tensor (5, 10).

2. Materials

2.1. Peptide Preparation The methods of sample preparation for use in the Raman spec-
trometer follows a very similar procedure to the methods men-
tioned in the previous chapter, Chapter 18, on vibrational circular
dichroism, Subheadings 2.1 and 2.2 (3). For this method of
analysis the protein must primarily be purified removing any rem-
nants of TFA as well as any other impurities that may be present as
result of the HPLC analysis. Overall the sample handling for a
Raman spectrum is much simpler than that of infrared since the
cell can be made of glass and the presence of water has a much
weaker effect than the observed absorbance found in the ultravio-
let region. This is particularly useful in the study of biological
systems.

Fig. 4. Polarized Raman spectra of trialanine in H20 between 1,200 and 1,800 cm�1.
The x-polarized spectrum is plotted in black, whereas the y-polarized spectrum is shown
in grey.
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2.2. Sample Cell (Slide)

Setup

1. Begin by cleaning a Hanging Drop Microscope Slide and cov-
erslip (Fisher Scientific, Pittsburg, PA) by washing the slide
with water followed by an ethanol rinse.

2. Dry the cell using a Kimtech Kimwipe (Kimberly-Clark Inc.
Roswell, GA).

3. Using the sample that was prepared in the previous chapter,
Subheading 2.1, pipette 50 mL of the 0.2 M sample into the
recessed center of the cell, Fig. 5a.

4. Place the edge of coverslip onto the edge of the drop and
carefully slide the coverslip into position, as shown in Fig. 5b.

5. At the point where air bubble formation begins to occur add a
second 50 mL aliquot to the cell and continue to slide the cover
slip into position, as seen in Fig. 5c. This will prevent air
bubbles being trapped within the cell.

Fig. 5. Illustration of hanging drop sample cell preparation. (a) Initial introduction of 50 mL
sample to the cell. (b) How the coverslip is being slid into position until an air bubble begins
to form. Once this occurs a second aliquot of 50 mL of sample should be added to the cell (c)
while continuing to slide the coverslip into a position centered on the hanging drop (d).
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6. Allow the cell to sit for a few minutes on the bench top to allow
the seal to set, Fig. 5d. The seal of the cell prevents the evapo-
ration of water for about 7 days at room temperature.

While waiting for the sample cell seal to set, start the routine set
up of the Raman microspectrometer, Subheading 4. The next
section provides a deeper look deeper at the instrument and its
alignment. The latter has to be performed whenever a new laser or
laser line is selected. This type of adjustment should be performed
by a well-trained individual, as even minor misalignments will
deteriorate the quality of the Raman spectrum acquired.

3. Methods

3.1. Raman Instrument

and Alignment
This section provides an overview of the routine operation of the
Renishaw Raman imaging microscope with spectrometer RM1000
(Gloucestershire, UK) and the use of the GRAMS/WiRE software
to record and analyze Raman spectra and imaging. The Renishaw
Raman RM1000 consists of an optical microscope, spectrometer,
laser, and personal computer. This section provides an overview of
the technical process of setting up and acquiring a Raman spectrum.

3.2. Laser Operation Figure 2 illustrates the intensity differences between the inelasti-
cally scattered light associated with the Raman effect (both, Stokes
and anti-Stokes scattering) and the aforementioned elastic Rayleigh
scattering. The intensity of the former is several orders of magni-
tude lower than that of the latter. The recording of Raman spectra
therefore requires intense light to excite a sufficiently large number
of molecules into a higher vibrational state. Nowadays, this is
always accomplished by using a laser, since it can deliver highly
intense, stable, and coherent monochromatic light. Our laboratory
is equipped with a SpectraPhysics Stabalite 2018 Argon/Krypton
(Irvine, CA) and K4601R-E, Kimmon Electric Helium/Cadmium
(Tokyo, Japan) lasers. These continuous-wave lasers provide eleven
emission lines between 400 and 700 nm. This tunability capability
allows the selection of the optimal excitation. This is particularly
useful for use in resonance Raman spectroscopy, which is not
explained in this chapter.

Since all the wavelengths of our laser system are far off any
electronic resonances of polypeptides and proteins, sample heating
and photochemical effects do not interfere with the measurements.
This allows us to use 514 nm as excitation wavelength, which is the
most intense line of our two lasers. This high intensity is beneficial
allowing for greater ease of detection and thus producing larger
Raman intensities (see Note 1). However, one should keep in mind
that the scattered intensity increases approximately with the fourth
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power of the excitation frequency, nex
4 (7). Additionally, as indi-

cated above, amide II and III are subject to a pre-resonance
enhancement, which increases towards shorter wavelengths (10).
Moreover, one has to consider a higher sensitivity of commonly
used CCD detectors in the green region of the spectrum. Since
Raman spectra are generally measured on the lower energy Stokes
side of the scattering spectrum, an overlap of the recorded spec-
trum with the maximum of the CCD detector sensitivity generally
requires excitation wavelengths in the blue region, i.e., below
500 nm. A more detailed account of the CCD described for our
spectrometer will be discussed later in this chapter.

3.3. Plasma Line

Rejection Optics

The optical setup for Raman measurements is shown in Fig. 6.
Before the beam enters into the spectrometer (between mirrors 3
and 1) it has to pass through a plasma line laser band pass filter,
which rejects plasma emissions from the laser. In the instrument
setup this device is placed between the third and first beam steering
mirror (Fig. 6, top view).

Fig. 6. Illustration of the optical layout of the Renishaw RM1000 Raman spectrometer. (a) Top view with the laser
positioned behind the spectrometer and the laser beam steering mirror M3 directing the laser beam into the micro-
spectrometer. (b) Inside view of the spectrometer optics, which direct the laser beam (thick line) to the sample and the
scattered light (thin line) through the spectrometer to the CCD camera.
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3.4. Holographic

Notch Filter Basics

Before aligning the optical pathway of the laser beam between laser
output and sample, a holographic notch filter (HNF), which elim-
inates the Rayleigh component , must be placed into the path of the
scattered light before it enters the spectrometer (front view of
Fig. 6). This easily swappable filter uses kinematic direction to set
it into position and is held firmly in place with a long screw that
affixes it to the spectrometer.

The HNF serves a dual purpose in the Raman spectrometer in
that it acts as a Rayleigh line rejection optic and a beam splitter
while it allows the transmission of inelastic Raman scattering (11).
It has to be adjusted for optimal function. This alignment step is
pivotal for obtaining high-quality Raman spectra. It is the final step
of the alignment procedure and should be carried out only by a
properly trained user.

The tuning of the rejection angle of theHNF can be carried out
over a few nanometers range by varying the incident angle of the
first HNF in Fig. 6 (front view). Once properly adjusted the filter
blocks the comparatively narrow band of the Rayleigh line and
allows any scattered light outside of that bands rejected region to
be backscattered into the spectrometer (see Note 2).

The HNF also acts as a beam splitter for the microscope thus
directing the laser beam into the microscope and the scattered light
into the spectrometer. This reduction in optical components allows
for the highest efficiency of transmitted light into the spectrometer.

3.5. Illumination

Path Alignment

An optimal function of the Raman (micro) spectrometer requires
the path of light to coincide with the optical axis of the instrument.
Proper time should therefore be dedicated to the initial alignment
of the optical setup.

The process of initially adjusting the optical axis begins with the
beam steering mirror, M3, located on the optical table just behind
the Raman spectrometer, top view of Fig. 6. This mirror is set in
front of the laser at a 45� angle to reflect the beam into an opening in
the rear of the spectrometer as shown in Fig. 6. M3 should be
positioned so that the beam hits the center of themirror. Themirror
should be oriented by means of its flexure mounts so that the
reflected beam is directed onto the center of the second mirror,
M1, the first mirror within the spectrometer housing. This can be
accomplished by adjusting the roll, pitch and yaw of M3’s kinematic
flexure mount (yX, yY, yZ). The alignment step can be facilitated by
using a 300 by 500 card with a line drawn at 75 mm to correct for
smaller misalignments of the laser beam. The card should first be
held up against the opening within the instrument to allow for the
adjustment of the pitch yY. In a second step adjust the roll and yaw
together to direct the laser to the center of M1. Once this is accom-
plished, one can proceed to the next step of the alignment process.

The laser beam should now be directed onto the center of
mirror M2 by properly adjusting mirror M1. Next the card should
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be placed at the base and back wall close to M1 and M2 and the
75 mm guide should be used to ensure that the laser beam is at a
distance of 75 mm from the back wall and the base of the instru-
ment while traveling from M1 to M2. Since the two mirrors both
exhibit an angle of ~45� with respect to the optical axis, the refer-
ence card will allow to visually verify that the laser is centered and
coincident with the optical axis (see Note 3).

If the optical path does not stay on the “75 mm line” when the
reference card is moved between M1 and M2, the optical axis is not
properly aligned. To correct for this aberration one must use the
“double the error” method. This entails the doubling of the error
using M3 and the subsequent correction by readjusting the orien-
tation of M1. This process is illustrated in Fig. 7. The success of the
process should be checked with the reference card by verifying that
the 75 mm distance is maintained from the wall and the base
between M1 and M2. Once the optical axis is properly aligned, the
�40 objective, O1, should be placed into the optical path by adding
the objective to the beam expander, as shown in Fig. 6. This will
expand the beam. Adjust the roll and the yaw of M1 until the
expanded beam is at the center of the circle and concentric circles
are seen, this should only be a very slight adjustment. Add the �4
objective into the optical path, O2 as shown in Fig. 6. Adjust the
pitch, roll and yaw on this objective’s flexure mount so that the
beam remains on axis, verifying 75 mm from the wall and base at
M1. With the 40 and �4 objectives in place the beam should be
uniformly bright; if it does not give this appearance then the optical
axis is not perfectly aligned. Repeat this procedure until the axis is
perfectly aligned (see Note 4).

Once the beam is on-axis at M2, this procedure can be extended
to align the optical path betweenM2 and the pre-notch filter mirror.
This mirror may have a different orientation depending on the
holographic notch filter type being used. Following the beam
path, afterM2 in Fig. 3, the pre-notch filter mirror is the next mirror

Fig. 7. Illustration of the “doubling the error” technique for correcting a misalignment. (a) Initial error as shown on the
mirror. (b) Adjust the error in the previous optic to be “doubled” in the direction towards the other side of the defined axis.
(c) Realign the mirror that is off axis to reestablish the defined optical axis. Repeat this process until there are no deviations
as the beam travels to the next optical element.
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illuminated in the optical pathway. The pitch roll and yaw of M2

should be adjusted until the expanded beam is centered on the pre-
notch filter mirror. Place a piece of paper, or the reference card onto
the microscope stage, verifying that the �50 objective is in place.
Remove the microscope-focusing lever, or lock, and adjust the stage
until concentric circles appear illuminated on the stage. If the circles
are not centered then one will have to adjust the x and y of the pre-
notch filter mirror until the concentric circles are centered on the
stage of the microscope (see Note 5).

To see if the laser beam coincides with the optical axis of the
microscope, the beam should be focused onto a reflective surface, so
that the spot can be inspected through the eyepiece of themicroscope.
If the spot isnotperfectly centered in the crosshairs use the“double the
error” method again to correct for the aberration, this time by using
M2 and then adjusting the pre-HNFmirror (Fig. 7).Once centered in
the eyepiece crosshairs of themicroscope use the fine adjustment knob
to focus in and out, focusing about 5–8 mm above and below the
reflective surface. If the reflection looks as though it changes from
disperse to a well-defined point and back to disperse upon altering the
focus, no further optimization is necessary (see Note 6).

3.6. Beam

Expander Optics

The above-mentioned beam expander optics affects the size of the
spot at the sample. For any objective setting the focus for 0 % will
yield the smallest most strongly focused spot at the sample. Like-
wise, the 100 % setting produces the highest degree of defocusing,
illuminating the largest amount of sample area without overfilling
the microscope objective. Depending on the back aperture on the
microscope objective this may add variance to the backscattering
(see Note 2). Since the beam expander also expands the laser’s
Gaussian beam-shape, the beam expander objectives, O1 and O2,
are removed for most peptide experiments so that the aperture of
focus on the sample is not reduced (see Note 7). With the removal
of O1 and O2 the symmetric illumination of the beam will return to
a defined point. After removal of the beam expander, verify one last
time that the confocal image on the stage is centered to guarantee
that the optical axis in the microscope is fully aligned.

3.7. Optimization

of Detection

For the next step, the reference material should be placed onto the
XYZ stage of the microscope. For calibration purposes we use
either a silicon wafer or sodium perchlorate, which gives rise to a
very intense Raman lines at 520 and 934 cm�1, respectively.
Silicon111 is generally recommended for this type of calibration
due to the relative ease of the detection of an intense band assign-
able to Si-O phonons of the material.

First, the Si-wafer is placed onto the microscope stage so that it
lies in the focus of the laser beam. The focus can be adjustedwith the
coarse knob until the scattered light goes through the viewing
objectives. Subsequently, the stage should be locked into this
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position (Fig. 8a). The fine adjustment knob can be used to move
the focus just slightly beyond the reflective surface, until concentric
circles are established in the viewing objectives again (Fig. 8b).

1. Now we discuss the data acquisition process. Click on “Col-
lect/Experimental Setup” in the WiRE/GRAMS software
package, and choose the following settings to record the silicon
calibration spectra, as shown in Fig. 9:

(a) “Static” mode.

(b) Centered at: 520 cm�1.

(c) Time: 1 s.

(d) Verify that the correct laser wavelength is selected (e.g.,
514 nm) and verify that the laser power is at 100 %.

(e) Verify that the correct objective is selected; for this mea-
surement a �50 confocal objective is used.

2. Click “Apply” followed by “Ok.”

3. Click “collect” followed by “collect” to get a single spectra of
the Silicon.

This should collect a spectrum as shown in Fig. 10. If the peak is
not centered at 520 cm�1 an offset correction may have to be made
if a deviation of larger than�1 cm�1 from the true position is found
(see Note 8) (12).

Fig. 8. Illustration of how the laser beam has to be focused onto a sample, in each media
the beam will look like (a) series of concentric circles. This will turn into a well-defined
point (b) at each interface, i.e., air–glass coverslip and glass coverslip–sample. This
reflective surface facilitates the identification of the appropriate focus of the laser beam
on the sample surface.
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3.8. Pre-slit Lens

and Slit

The optimization of the Si peak can be achieved through the
adjustment of the pre-slit lens. With the Silicon in place, one begins
to collect a continuous series of spectra while adjusting the pre-slit
lens. This procedure should be performed under minimal light
conditions in the lab.

1. To acquire a continuous spectra, use the previously mentioned
setting, as found in Fig. 13.

2. Click “collect.”

Fig. 10. Representative Silicon spectrum centered on 520 cm�1, obtained using the 514 nm laser wavelength.

Fig. 9. WIRE/GRAMS software settings for measuring the Silicon reference spectrum.
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3. Followed by “cycle” to get continuous series of Si spectra.

4. Once the first spectrum of the Silicon appears, click on “His-
tory.” This allows to monitor how the adjustments affect the
silicon signal intensity in real time.

5. Minimally open the front door to the spectrometer, just
enough so that an arm fits through the opening, adjust the
perpendicular preslit lens position found just in front of the slit.
This is the top knob of the pre-slit lens (see Note 9).

6. Adjust the position of this lens in either direction until the
maximum signal level at 520 cm�1 is obtained, Fig. 10.

7. Click “abort” to stop the cycling of the spectra once the signal
is maximized to stop the system from cycling the spectra.

3.9. Grating and CCD

Optimization

The next step is to obtain a grating image to check whether Raman
scattering hits the CCD surface. This becomes necessary after chang-
ing lasers or shifting the laser to different wavelengths can slightly
change the path of the exciting laser beam aswell as the focus position
in the microscope. The grating image is taken at the CCD after the
scattered light has passed the dispersive element of the spectrometer
(Fig. 6, top view), before entering the detector housing.

The Raman microscope is equipped with a single plane diffrac-
tion grating, which needs to be centered on a wavenumber of
520 cm�1. A charge coupled device (CCD) array detector is
employed to detect the photons of the scattered light. To accom-
plish this:

1. Click on “collect” in the main menu.

2. Then click on “experimental setup.”

3. The same window will open, Fig. 9, that was used in the
previous section and choose the following settings to acquire
the silicon grating spectrum:

(a) “Static” mode.

(b) Centered at: 520 cm�1.

(c) Time: 1 s.

4. Click “Image Area.”

5. A new window will open showing the scattering image on the
CCD; to acquire this image choose the following settings, as
shown in Fig. 11.

(a) Type: “Grating.”

(b) Centered at: 520 cm�1 (this may slightly shift as the image
is taken as seen in Fig. 11).

(c) Time: 1 s.

(d) Click on the “use whole area” checkbox.

(e) Click “get image.”
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This will expose the full area of the CCD for 1 s with the
grating centering the spectrum at a 520 cm�1 shift. The first-
order diffraction of the grating is used (see Note 10). Set the
captured image area to have a height of around 2–20 pixels
focusing in on the scattered light spots, as shown in Fig. 12.
This is the area that is shown to have a shorter axis on the left of
the CCD image. This area should be as small as possible to
ensure a better signal-to-noise ratio. On the longer, spectral
axis, the entire length of the CCD should be exposed, from
pixel 2 to 557. Each pixel of the CCD consists of a thin
conducting electrode and a thin insulating oxide layer located
on top of a p type silicon substrate. This positive bias allows for
the collection of electrons to form below the well, storing
about 105–106 electrons (13).

6. Click “use this area.”

7. Click “Ok.”

By means of this protocol, one optimizes the signal to noise of
the scattered light. If at this point the Rayleigh scattering (most
intense) is not found, a much more involved alignment must be
performed to find the Raman scattering. To find the weaker bands
is a difficult process and should be performed by trained personnel
only (see Note 11).

The CCD detects the optical signals, which are produced by
the sample, temporarily storing the charge row-by-row as photons

Fig. 11. WiRE/GRAMS software settings for acquisition of the Silicon scattering on the CCD.
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strike the pixel array. The accumulated charge is then transferred
down to a preamplifier, which is housed within the instrument, and
then sent to the computer. This high selectivity of minimally illu-
minating the pixel array allows for the CCD to be highly sensitive
to the low-intensity levels of the scattered light. Upon optimization
of the CCD the instrument is prepared to acquire a sample spec-
trum, if no major changes have been made to the instrument setup,
the acquisition of a spectrum can begin from Subheading 4
see Note 3.

3.10. Software + Start

of Experiment

As the full alignment is only performed when the laser line is
changed or when a different laser is used, this simplified method
can be used to acquiring sample spectra when the system has been
properly aligned.

3.10.1. Proper

Instrument Startup

1. Turn on Laser.

(a) For the SpectraPhysics Stabilite 2018 Argon/Krypton
Laser (Irvine, CA) begin by turning on the water.

(b) Turn the key on the control box to power the amplifier.

(c) Wait 20 min, to allow for the plasma tube to warm.

(d) Open laser aperture.

2. Turn on the RM1000 Raman spectrometer system.

Fig. 12. CCD image of Silicon, the highlighted areas show where the adustments should
be made to optimize the detection of the scattered light.
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3. Turn on the PC and start the Renishaw WiRE/GRAMS soft-
ware package.

4. Select “Check Motors” at startup, and allow the CCD to cool
for approximately 20 min.

5. Verify that the correct objective and the correct holographic
notch filter are in place for the laser wavelength selected,
generally 514 nm is selected for peptides.

3.11. Optimization

of the System

3.11.1. Running a

Calibration on Silicon

1. Load the Silicon wafer onto the microscopes XYZ stage.

2. Positioning the wafer so that it is optimally oriented so that the
laser beam can be focused onto its surface as described above.

3. The fine adjustment knob should be used to move the laser
focus just slightly beyond the reflective surface (Fig. 8b), until
one observes concentric circles in the viewing objectives
(Fig. 8a).

4. Click on “Collect/Experimental Setup” in the WiRE/GRAMS
software package, Fig. 9, and choose the following settings to
acquire the silicon calibration spectrum:

(a) Static mode.

(b) Centered at: 520 cm�1.

(c) Time: 1 s.

(d) Verify that the correct laser wavelength is selected, in this
case the 514 nm laser will be used, and verify that the laser
power is at 100 %.

(e) Verify that the correct objective is selected, for this mea-
surement a �50 confocal objective is used.

5. Click “Apply” followed by “Ok.”

6. Click “collect” followed by “cycle” to begin spectrum cycling.

7. To monitor this cycling process click “collect” followed by
“monitor.”

8. After exposure of the CCD for 1 s a spectrum will appear in the
main WiRE window, Fig. 10. Click “History” this window to
see all changes that are being made in real time during this
optimization process.

9. Begin to adjust the pre-slit lens to maximize the silicon peak by
adjusting the x-axis (top) knob, in small increments, and wait-
ing the 1 s for the spectrum to reflect the changes made.

10. Once this is optimized, i.e., the Peak intensity is maximized,
click “abort” to stop the system from collecting spectra.

11. By clicking on the spectrum peak in the spectral window verify
that the center of the peak is centered at 520 � 1 cm�1. To
ensure that the center of the peak is used, zoom into this region
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by clicking on the plus (+) in the upper left corner of the
GRAMS interface (see Note 8).

3.11.2. Measuring the

Spectrum of a Sample

1. Place the cell, prepared as described in Subheading 2.2, onto
the XYZ stage of the microscope and lock into position, as
previously described.

2. Adjust the coarse know until the scattered light can be seen
through the viewing objectives, Fig. 8a, and lock the stage into
position.

3. With the fine adjustment knob, slowly focus into the sample,
Fig. 8.

(a) From the first scattered image, found in the viewing objec-
tives, begin to focus until the image becomes a well defined
point. This is the reflection off the coverslip at the air–glass
interface, Fig. 8.

(b) Once the focus has moved beyond this point the light will
begin to scatter in concentric circles, Fig. 8a. This
will continue until a point is reached where two sets of
concentric circles are overlaid, this is the center of the
coverslip.

(c) Continue until a second spot is seen in the objective, this is
the coverslip–sample interface, Fig. 8b.

(d) Focus just slightly beyond this point, turning the fine
adjustment knob a few micrometers thus ensuring that
light is fully focused upon the sample and that the glass
coverslip profile in the acquired spectrum is minimized.
If the focus is moved too far an additional reflective point
is observed, although with much weaker intensity. It origi-
nates from the sample–slide interface.

4. Using theWiRE/Grams software again click “collect” followed
by experimental setup. Here again one will see the main inter-
face, Fig. 13, for the instrument as described previously. For a
diagnostic run of the sample choose the following settings:

(a) Gradient: extended.

(b) Range: 200–2,000 cm�1.

(c) Time: 10 s (the minimal exposure time for the CCD in this
mode).

(d) Verify that the correct laser wavelength is selected
(514 nm) and that the power is at 100 %.

(e) Finally verify that the correct objective is selected, for this
measurement the �50 confocal objective is used.

5. Click “Apply” followed by “Ok.”
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6. Click “collect” followed again by “collect” to begin acquisition
of the spectrum.

To monitor this acquisition process click “collect” followed by
“monitor.”

7. Upon completion the spectrum acquisition the spectra will be
displayed in the main WiRE/GRAMS window.

8. To maximize the quality of the spectrum, take the intensity of
the major peak present in the spectrum and divide 500,000 by
that number to get the optimized collection time for the spec-
tra (see Note 12).

9. Return to step4 and replace theminimum10 s exposure timewith
the experimentally optimized exposure time (see Note 13).

10. Repeat steps 5–8 to obtain optimized x-polarized spectra.

11. Once the acquisition of the spectrum is complete, the spectrum
must be saved (go to “file/save as”). For the file name one
should be as specific as possible. One should also include the
CCD exposure time duration in the name; this information will
be necessary for analysis of the spectra.

12. In the Raman spectrometer flip down the polarizer to acquire
the y-polarized spectra, Fig. 6.

13. Repeat this process, collect both the x- and y-polarized spectra a
minimum of three times each for averaging. This will further
clean up any minor signal-to-noise issues that may be present in
the spectrum as well.

3.11.3. Spectral

Manipulation and

Baseline Correction

1. Once the acquisition of the spectrum is completed, export the
data (File/Export) as an ASCII text file (.txt) for use in external
analysis software packages such as MultiFit and Microsoft
Excel™.

Fig. 13. WiRE/GRAMS software settings for the measurment of a spectrum.
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2. Open the spectra data files in MultiFit, by dragging the text file
onto the main window for averaging. This averaging of the data
can also be performed relatively easily in Microsoft Excel™.
The following is the procedure to perform this averaging in
MultiFit, a progam described in greater detail in the previous
chapter.

(a) To perform this function click on the file menu “Spektrum.”

(b) Then click on sugery, “Chirurgie.”

(c) In the modifier window “Modifizierer” select the next
spectrum to be averages with the primarily selected spectra,
the one shown in black in the main screen.

(d) In operation select the summation operation, “Summe
(HS + NS).”

(e) Repeat this process until all of the spectra taken have been
added together.

(f) Once the spectra have been superimposed click on “Bear-
beiten,” the Edit menu.

(g) Then click on“Transformation,” to open the transformation
window.

(h) In the transformation window one can apply any mathe-
matical function to the selected spectra.

(i) Click “Neu,” to add the new function to apply to the
spectrum.

(j) In the window on the left type, Y ¼ Y/(# of spectra
added), to finish the averaging of the spectra.

(k) Click Ok, and the spectra are now averaged.

3. The next step is the process of careful baseline correction.
Ideally, the settings defined above scans well beyond the area
of interest. This allows for the trimming of the spectra to
“trick” the fit in establishing a suitable baseline. This is highly
dependent on what the spectrum looks like and the judgment
of the individual performing the fit. This task is not trivial and
with repetition a intuition for the choice of the best baseline
model will develop. In consideration of this it is most impor-
tant to be consistent across all spectra.

(a) To perform this function click on the filemenu, “Spektrum.”

(b) Then click on sugery, “Chirurgie.”

(c) Select the cut operation, “Ausschnitt (nurHS).”

(d) The cursor will turn into a magnifying glass, select the area
of interest by clicking and dragging a box around the area
of interest.

(e) Upon release of the mouse the spectra will be trimmed to
the region selected.

336 R. Schweitzer-Stenner et al.



(f) Click on the edit menu, “Bearbieten” to start the baseline
correction.

(g) Select Baseline in the dropdown menu (see Note 14).

(h) Under refinement, “Feinheit,” select the appropriate fit-
ting type. Generally for this type of correction the roughest
fit, “sehr grob,” produces the most credible baseline (see
Note 15).

(i) Under the function menu, “Funktion,” choose Spline.

(j) Click “Ok.”

(k) Multifit will then show the baseline that it fits to the
spectrum and ask if you would like to subtract it, “Baseline
vom Spektrum substrahieren?”

(l) Upon inspection:

l Click Yes, “Ja” if you believe the baseline fit to be
good.

l If it is not a good baseline click no, “Nein,” and then
repeat the process, starting from grob, changing the fit
of the baseline to be more fine and adding a hyperbolic
function if present if your baseline.

4. This process should be carefully followed for all spectra taken so
that the change in the baseline is consistent. Once this process
is completed the spectra are ready for data analysis.

3.12. Data Analysis Trialanine will be used to best illustrate our analysis process. This
analysis begins with the baseline corrected x and y polarized Raman
spectra. Figure 14 shows the representative polarized Raman spec-
tra (x and y polarization) of trialanine in H2O recorded between
1,200 and 1,800 cm�1. The scattering angle is 180� (see Note 2).
The program MultiFit, as described in the preceding chapter, can
be used to decompose the two spectra into Voigtian bands (3). In
order to achieve self-consistency, the spectral parameters, i.e., wave-
number positions as well as Gaussian and Voigtian halfwidths
should be the same for the two Raman and the corresponding IR
spectrum. Generally this works well with the FTIR spectrometer
used for our experiments. The complexity of the region between
1,200 and 1,400 cm�1 is noteworthy. The region contains three
distinct bands at 1,257, 1,291, and 1,340 cm�1, which can be
assigned to amide III modes due to the fact that the respective
normal modes contain contributions from NH in-plane bending
(ipb) and CN stretch (s) (10, 14). The multiplet structure of the
amide III is caused by mixing between these classical amide III
components and CH bending (in-plane and out-of-plane) (14).
As shown by Asher and coworkers (14, 15) and confirmed in one
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of our earlier papers (10) the amide III1 (1,257 cm�1) exhibits a
dependency on the dihedral angle which can be described by:

~v ¼ ~v0 þ 30 cm�1 � cos cþ p
3


 �
(15)

with ~v0¼ 1; 220 cm�1. Using the position of AIII1, we obtain
y ¼ 165� (10). This is of course a representative value for the
entire conformational distribution of alanine, but the value is con-
sistent with the predominantly extended (PPII) conformation
inferred from the IR and VCD data.

We now turn to the amide I0 band of trialanine in D2O, the
isotropic and anisotropic part of which is shown in Fig. 14. These
band profiles have to be analyzed with the same distribution func-
tion, which are used in the preceding chapter for the IR and VCD
band profiles. Before this can be performed the Raman tensor of
amide I0 in the coordinate system of a given residue has to be
formulated. This coordinate system has been introduced in Chapter
18 and is shown again here in Fig. 15 for the sake of convenience.
Since the xy-plane is (nearly) colinear with the peptide group, the
Raman tensor can be written as:

b̂ ¼
a c 0
c b 0
0 0 0

0
@

1
A: (16)

Of course, our coordinate system does not coincide with part.
Since the latter is known for visible, nonresonant excitation from
polarized Raman studies on a diglycine crystal (9), c and d can be

Fig. 14. Polarized Raman spectra of trialanine in D2O between 1,200 and 1,800 cm�1. The
x-polarized spectrum is plotted as solid black line, the y-polarized spectrum is shown as
grey line. The D2O solvent spectrum has been subtracted as described above.
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related based on an orthogonal transformation of Eq. 17 into the
part-system. This yields (16):

b ¼ �9:3 � c þ 1: (17)

Since we do not determine absolute Raman cross sections, one of
the tensor elements can be set to unity and the other two components
can thus be expressed in fractions of this element. It makes sense to
normalize a and automatically c on b also to yield a* and c*, since the
bAI,yy is the dominant contribution to the Raman tensor (16).

The theory for excitonic coupling between the two amide I0

modes is described in detail in Chapter 19. For trialanine, the
Raman tensor of the two excitonic states can be written as:

b� ¼ cos v � bAI1
0 � sin v � bAI2

bþ ¼ sin v � bAI1
0 þ cos v � bAI2 ; (18)

where b̂A11 and bA12 are the Raman tensors of the N- and C-
terminal amide I0 modes. The mixing parameter n has been intro-
duced in Chapter 19. The prime notation for bAI1

0 indicates that the
Raman tensor has to be expressed in the coordinate system of the
C-terminal residue, which requires that the original N-terminal
Raman tensor is subjected to the rotations which we used also in
Chapter 19 for the respective transition dipole moment of amide I:

b̂0A1ðCÞ ¼ RTðtÞ �RTð��Þ �RT ðcÞ �RTð�xÞ �RTðfÞ
� b̂A1ðN Þ �RðfÞ �Rð�xÞ �RðcÞ �Rð��Þ �RðtÞ (19)

Now, the amide I0 profiles of the isotropic and anisotropic
Raman spectrum of tripeptides can be written as:

Iisoð~vÞ ¼ ARaman
45b2sþ
sþ

ffiffiffiffiffiffi
2p

p e
�ð~v�OþÞ2

2s2þ þ 45b2s�
s�

ffiffiffiffiffiffi
2p

p e
�ð~v�O�Þ2

2s2�

" #

Ianisoð~vÞ ¼ ARaman
7g2þ

sþ
ffiffiffiffiffiffi
2p

p e
�ð~v�OþÞ2

2s2þ þ 7g2�
s�

ffiffiffiffiffiffi
2p

p e
�ð~v�O�Þ2

2s2�

" #
; (20)

Fig. 15. Planar structure of tetra-alanine (f ¼ 180�, c ¼ 180�). Planar structure of
tetra-alanine (f ¼ 180�, c ¼ 180�). The coordinate systems S1(x1, y1, z1), S2(x2, y2,
z2), and S3(x3, y3, z3) were used to express the Raman tensors of the individual,
uncoupled amide I modes, and their transition dipole moments (the z-component for S2
has been omitted for the sake of clarity). The structure was obtained by using the program
TITAN from Schrödinger, Inc. Taken from Ref. 19 with permission.
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where the + and � subscripts indicates the respective tensor invar-
iants relation to the excitonic states. For our simulations, we set the
tensor element b to 1 and use the scaling factor ARaman for fitting
Eq. 21 to match the experimental profile. It should be remembered
from Chapter 19, that the bandwidths in Eq. 21 can be estimated
from a MultiFit decomposition of the amide I band profile (17).

The simulation visualized by the solid line in Fig. 16 reflects the
distribution considered in Chapter 19 for reproducing the IR and
VCD band profile of amide I0. Details of this distribution are
reported by Hagarman et al. (18). It reflects the predominance
of PPII like conformations in the conformational ensemble of the
central alanine residues of trialanine. For comparison, we also
calculated the profiles for more homogeneous conformations
containing only right-handed helical and (antiparallel) b-strand
conformations. For the former both profiles exhibit more intensity
at the position of the higher wavenumber band, whereas a clear
noncoincidence is obtained for the latter, in that the anisotropic
Raman scattering is now more intense for the low wavenumber
band (19).

Fig. 16. Simulated isotropic and anisotropic amide I0 band profile of AAA in D2O with
(Isotropic) the conformational distribution visualized in Fig. 22 (3) (solid line) and distribu-
tions (Anisotropic) with 100 % PPII conformers (dashed line), 100 % b-strand (short dash)
and 100 % right-handed helical (dash-dot-dot). The experimental data have been added
for comparison. These data were taken from Eker et al. (17).
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As we did for IR and VCD, the approach described in this
chapter can be extended for longer peptides. The Raman tensor
bex;i for transitions into the i ¼ th excitonic states is written as:

b̂ex;i
D E

¼
XN

j¼1

aij b̂j
D E

(21)

In order to carry out this summation, all Raman tensors of
the polypeptide have to be transferred into the same common
coordinate system at the C-terminal by means of the consecutive
application of the rotations described by Eq. 19. Once this is
accomplished, the resulting Raman tensor can be decomposed
into its isotropic and anisotropic parts as described above. The
final band profiles can then be calculated by:

Ikð~vÞ ¼ ARamanffiffiffiffiffiffi
2p

p
XN

i¼1

Ik;i
si

exp
�ð~v � OiÞ

2s2i

 �
: (22)

where k ¼ iso, aniso. The respective intensities Ik,i can be obtained
by using Eqs. 9 and 10. Generally, we assume the same half-
halfwidth of ca. 11 cm�1 for all transitions. This parameter can
slightly be changed in order to fine-tune the fitting to best match
the experimental data.

We demonstrate how this formalism can be extended to simulate
the Raman profiles of the amide I mode of the hexapeptide A2KAAW
(Fig. 17). This peptidehas five amide I oscillators. The calculationwas
carried out, as described in Chapter 19, showing the central three
amide I0 modes were assumed to all exhibit a local wavenumber of
1652.5 cm�1. End effects were considered for the terminal modes,
which yields 1,648 cm�1 for theC-terminal and 1,675 cm�1 from the
N-terminal mode. The transition dipole moment is 2.7 � 10�19

esu cm (used for the calculation of the respective IR and VCD
profiles) (20), as indicated above. The best simulation was obtained
with a distribution model which considered contributions from
polyproline II, b-strand, right-handed helical and inverse w-turn like
conformations. To reduce the computer run time for individual
simulations the respective Gaussian distributions were substituted
by a set of representative values at the position of the distribution
maximum and its halfwidths along the f and y coordinate. Hence,
each Gaussian was represented by five points located in the Rama-
chandran space. The result of the best simulation is shown in Fig. 17.
The respective coordinates and the statistical weights of the utilized
sub-distributions are shown in table 3 of ref. 21.

Taken together this paragraph outlines an algorithm which can
be used to calculate the isotropic and anisotropic Raman profiles of
amide I for polypeptides. A program using the equations presented
herein can easily beenwritten inMATLAB.Ourmost current version
is available free of charge, but at this stage it is not very user friendly.
We are planning some upgrading in this regard for the near future.
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Fig. 17. Simulated isotropic and anisotropic amide I0 band profiles of A2KAAW in D2O
based on a conformational distribution model explained in the text. A similar model has
recently been introduced by Verbaro et al. (21). The simulations of the IR and VCD profiles,
which are discussed, are shown for comparison (3).
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4. Notes

1. A variety of laser wavelengths may be employed to provide
excitation in a region that may not be absorbed by the sample
or solvent, again unless resonance Raman is being performed.
For peptide analysis we also commonly use the 488 nm and the
514 nm laser wavelengths.

2. 180� backscattering, Fig. 3, illustrates the collection geometry of
the Olympus BH-2 microscope attached to the spectrometer.
Allowing for the incident light to propagate to the sample
(excitation) and the scattered light (collected) to propagate
back up the microscope at an 180� orientation relative to the
incident light.

3. It may be easier for visualization to draw two lines crossing at
75 mm to pinpoint where the defined axis is until more experi-
ence in the alignment is gained. Also beware of motors that are
attached to the back wall. A cut may have to be made to ensure
that the axis is 75 mm from the back wall.

4. Alternately, if difficulties persists with the alignment of the
beam expander, it can be driven into and out of focus through
the grams software. This will emphasize the deviation in the
optical axis allowing for the fine adjustment of the flexure
mounts to correct for this deviation and get the laser on axis
through the beam expander.

(a) Place the 75 mm reference card at M2.

(b) Click on “collect” followed by “experimental set-up”

(c) Under “Focus” on the right-hand side of the window that
opens drive the beam-expander in and out of focus
(0–100 % Focus).

l If the beam remains centered on the axis as it expands
the axis is properly aligned.

l If the beam expands at an angle relative to the optical
axis, adjust the yaw pitch and roll on the O2 flexure
mount until the beam is properly realigned.

5. A change of the focus reflects a misalignment of the laser beam.
In this case, the “double the error” method must be used
between M2 and the pre-notch filter to correct for this abera-
tion. If this misalignment is significant, an adjustment may have
to be made using the first holographic notch filter, depending
on the filter type. The orientation of the pre-notch filter mirror
may be different depending on the type of HNF used for the
laser wavelength of interest. Do not adjust the first holographic
Notch filter, first HNF as shown in Fig. 6, unless necessary.
The adjustment of this filter affects the alignment of the
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scattered light into the spectrometer, or microscope depending
on the notch filter type. Only adjust this as a last resort if you
are still unable to find the scattered light on the CCD, this will
maintain manufacturers specifications.

6. If the image indicate that the laser beam does not hit the sample
with propagation direction perpendicular to the sample surface,
an adjustment has to bemade at the pre-HNFmirror or the first
HNF, depending on the HNF used. Perform this action with
extreme caution, as it will alter the scattering of light into the
microscope and the spectrometer. This correction should only
be performed under the supervision of a trained individual.

7. If the system was not perfectly aligned when the 4 and �40
objectives are removed a slight adjustment of M2 has to be
carried out. A small adjustment to the roll and yaw should
quickly correct for such an abberation.

8. If a Raman line position deviates from its expectation value by
more than 1 cm,

�1 an offset correction must be made. This can
be carried out as follows:

(a) Notate the deviation from the true position.

(b) Click “collect” from the menu bar.

(c) Click “Applications.”

(d) Click “Calibrate system.”

(e) Click “Offset correction.”

(f) Type in the value that the peak needs to be adjusted by in
wavenumbers, to shift the band position to the correct
band position to 520 cm�1.

(g) Click “apply” (this will adjust the grating to the correct
position).

(h) Retake the silicon spectra until the error is negligible, i.e.,
within the acceptable error.

9. Never adjust the pre-slit lens that is parallel to the slit during
this adjustment. This is the knob that is located on the front
side of the lens mount.

10. The order is a label for the range of wavelengths that will satisfy
the grating equation:

v ¼ 5 gm

sinðaÞ cosððg=2ÞÞ ; (23)

where n represents the absolute wavenumber, g is the number
of grooves of the grating per mm, m is the order (m ¼ �1 for
first order), a is the grating angle between the incoming and
outgoing beam, g is the full included angle between the incom-
ing and out going beam.
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11. Begin by adjustment of the pre-slit lens, if one goes to both
extremes with the CCD image area opened wider. If one is still
unable to find neither the scattering in the CCD image nor a Si
peak for scans around 520 cm�1, the holographic notch filter
might be misalligned. To fix this one has to either cycle the
CCD or the Silicon spectra while adjusting the first HNF until
scattering is seen; this process can be very time consuming.
Ideally this filter should never be touched as it changes the
entrance angle of the laser beam into the spectrometer. This
should only be performed by or under the supervision of
properly trained personnel.

12. This optimization is obtained by maximizing the amount of
time the scattered light is exposed to the CCD. The scan-time
is maximized by using the detection limit of the CCD, 50,000,
and the initial 10 s exposure time, divided by the maximum
peak intensity of the spectrum, which was initially obtained.

50; 000� scan time

experimental max peak intensity

¼ 50;000� 10 ½s�
experimental max peak intensity

(24)

13. Longer CCD exposure times can bring about a variety of issues
that can easily be troubleshot depending on the encountered
issue. Data can be optimized by following the suggestions
listed below:

(a) To improve the signal-to-noise ratio one can either increase
the exposure time or increase the number of accumula-
tions.

(b) For the elimination of an intense background due to auto-
fluorescence one can either decrease the laser power,
quench the fluorescence by exposing the sample to inci-
dent laser light for an extended period of time, or lastly
choosing a different laser excitation wavelength.

(c) If the signal appears saturated one should reduce the expo-
sure time or reduce the laser power.

14. Alternately one canpress “Control + B” toget to this samemenu.

15. If baseline problems persist one can utilize a higher order fit
using the peakfit menu, as thoroughly described in the previous
chapter.
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Chapter 20

Isotope-Edited Infrared Spectroscopy

Ginka S. Buchner and Jan Kubelka

Abstract

Isotope-edited infrared (IR) spectroscopy is a powerful tool for studying structural and dynamical proper-
ties of peptides and proteins with site-specific resolution. Labeling of selected amide carbonyls with 13C
results in detectable sidebands of amide I0 vibrations, which provide information about local conformation
and/or solvent exposure without structural perturbation to the protein. Incorporation of isotopically
labeled amino acids at specific positions is achieved by the chemical synthesis of the studied proteins. We
describe the basic procedures for synthesis of 13C isotopically edited protein samples, experimental IR
spectroscopic measurements, and analysis of the site-specific structural changes from the thermal unfolding
IR data.

Key words: Isotopic editing, Infrared spectroscopy, Amide I, Solid-phase peptide synthesis, Second-
ary structure, Tertiary structure

1. Introduction

Infrared (IR) spectroscopy is frequently used as an experimental
probe for structural changes in peptides and proteins during fold-
ing or unfolding, ligand binding and catalysis, as well as other
important biochemical processes (1). The sensitivity of the amide
I band (predominantly amide backbone C¼O stretch) to the poly-
peptide chain conformation and its changes, as well as to hydrogen
bonding, has been well established. However, due to the inherently
low resolution, only the average secondary structural information
can be obtained. This fundamental limitation can be overcome by
introducing isotopically labeled amino acids on the amide C¼O at
specific locations within the peptide or protein sequence (2, 3).
Amide I vibrations of 13C-labeled residues are decoupled from 12C
vibrations and result in a separate signal shifted to lower wavenum-
bers (Fig. 1), which contains the information about the local struc-
ture within the labeled protein segment.
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Chemical synthesis of peptides and small proteins offers the
possibility to insert 13C¼O-labeled amino acids into selected,
known positions. Incorporation of two or three 13C amino acids
in neighboring or alternating positions provides enough spectral
signal as well as specific coupling patterns to report on the backbone
conformation (secondary structure) of the labeled region (4). Fur-
thermore, changes in tertiary structure can be probed through the
solvent exposure of labeled amides (5–8). In this case, labeling of a
single buried amide is often sufficient (7), and the isotopic shift can
be further enhanced (at higher cost) by 13C¼18O substitution (9).
The 13C amide I0 signal is also a very sensitive probe of the b-sheet
structure (10) and has been used in studies of polypeptide aggrega-
tion (11). Other isotopic labeling schemes are possible as well: for
example deuteration of specific side-chain residues can be used as a
probe of the burial of the hydrophobic core in proteins (12).

Isotopic editing therefore provides a versatile and minimally
perturbing experimental probe of the local protein secondary and
tertiary structure. In combinationwith the inherent fast timescale of
the IR spectroscopy, it also allows direct measurements of protein
conformational dynamics with site-specific resolution (13). How-
ever, thus far the applications have focused predominantly onmodel
short peptides. Only recently has systematic incorporation of isoto-
pically labeled amino acids at multiple positions within a protein
been used to draw a detailed picture of its folding mechanism (14).

One of the challenges has been the analysis of site-specific struc-
tural transitions from the 13C sidebands, which in proteins are more
obscured by overlap with the 12C (unlabeled) amide I0 and with the
amino acid side-chain signals (Fig. 1). In peptides, intensity changes
at specific 13C frequencies, assigned to the particular secondary

Fig. 1. Site-specific resolution of protein structure by means of 13C isotopically edited IR
spectroscopy. Amide I0 signal of the model protein selectively labeled in the highlighted
region with three 13C amino acids (red) overlaid with the amide I0 of the same, unlabeled
protein (black).
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structure (e.g., helix) and/or unfolded “coil”, are most commonly
used (15, 16). In a protein, we consider the frequency, intensity,
and shape changes of the 13C bands together, using singular value
decomposition (SVD) of the data (17) and subsequent fitting to the
empirically determined basis spectra (14). This analysis of 13C IR
protein thermal unfolding data is presented below as an example.
Alternatively, the 13C amide I0 of interest can be resolved from the
other band components by band fitting (18), with the aid of resolu-
tion enhancement techniques, such as Fourier self-deconvolution
(FSD) (19). For analysis of the solvent exposure of buried amide
groups, the shift of the 13C peak maximum to the lower frequency
is utilized (7).

2. Materials

2.1. Peptide Synthesis Peptides and small proteins (<�100 amino acids) can be relatively
easily produced on an automated peptide synthesizer applying stan-
dard solid-phase peptide synthesis (SPPS) techniques (20). Amino
acids with 9-fluorenylmethoxycarbonyl (Fmoc) protection on the
amino group and acid labile side-chain protecting groups are com-
mercially available from a number of suppliers (EMD Novabio-
chem, Anaspec, Sigma-Aldrich, etc.), as are preloaded resins and
all reagents for the peptide synthesis. Fmoc-protected 13C-labeled
amino acids for synthesis are also commercially available (e.g., Cam-
bridge Isotope Laboratories, Sigma-Aldrich/Isotec).

1. Resin, preferably preloaded with the C-terminal amino acid of
the desired sequence (see Note 1). Protected amino acids:
fourfold excess (e.g., 0.2 mmol for 50 mmol scale synthesis).

2. Activator (HBTU or HCTU): Fourfold excess.

3. Solvent: Dimethylformamide (DMF).

4. Deprotection of the amino function: 20 % v/v piperidine in
DMF.

5. Activation of the carboxylic acid group: 0.4 M N-methylmor-
pholine (NMM) in DMF.

6. Peptide synthesizer (e.g., Tribute Peptide Synthesizer, Protein
Technologies, Inc.).

7. Cleavage: 81.5 % v/v trifluoroacetic acid (TFA), 5 % v/v thioa-
nisole, 5 % w/v phenol, 1 % v/v triisopropylsilane, 5 % v/v
H2O, 2.5 % v/v ethanedithiol (EDT) (see Note 2).

8. 13 mL filter tubes (see Note 3), 50 mL centrifuge tubes.

9. Precipitation: Methyl tert-butyl ether (MTBE) or diethyl ether.

10. Lyophilizer.

11. Low-temperature (0 �C) centrifuge.
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12. Purification: HPLC, 0.1 % v/v TFA in H2O (buffer A), 0.1 %
v/v TFA in acetonitrile (buffer B), C18 column.

2.2. FTIR Spectroscopy 1. D2O (e.g., Cambridge Isotope Laboratories), sodium phos-
phate salts (monobasic, dibasic).

2. FTIR spectrometer containing a constantly purged sample
compartment with cell holder, equipped with a sample temper-
ature control via a water recirculator bath and temperature
jacket or a Peltier device, liquid sample cell, CaF2 windows,
gaskets, Teflon spacer (50 mm) (see Note 4).

3. Methods

3.1. Peptide Synthesis 1. Use standard procedures for the Fmoc SPPS (20).

2. Fill vials with amino acids and activator (HBTU, HCTU).

3. Place the resin into the reaction vessel.

4. Fill the solvent and reagent bottles and connect to the peptide
synthesizer.

5. Load the vials into the synthesizer, starting with the C-terminus.

6. Start the synthesis.

7. When the synthesis is complete, wash the resin with the peptide
into a filter tube using DMF.

3.2. Post-synthesis

Workup and Cleavage

1. Remove DMF under reduced pressure and wash once again
with DMF.

2. Wash three times with dichloromethane (DCM).

3. Wash twice with methanol and dry under reduced pressure for
at least 30 min.

4. Add 10 mL of the cleavage mixture for every 100 mg resin/
peptide, nutate the mixture for 2–3 h, and then let the liquid
drop into prechilled (�20 �C) ether (30 mL ether/8 mL cleav-
age solution), where it precipitates (see Note 5).

5. Wash the resin twice with 1 mL cleavage solution or TFA, and
add wash solutions to the ether.

6. Vortex the ether mixture well for 3 min, and then chill for 1 h at
�20 �C.

7. Centrifuge the mixture for 5 min at ~4850 g and 0 �C, and
discard the ether carefully.

8. Add 20 mL chilled ether to the peptide, vortex thoroughly,
centrifuge again, and discard ether.

9. Repeat step 8 two more times.

10. Remove the remaining ether under vacuum.
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11. Dissolve the dry peptide in a small amount of water, freeze, and
lyophilize.

12. Purify by reversed-phase HPLC by dissolving the peptide in
100 % buffer A, and run a linear gradient over 50 min from 0 to
50 % buffer B (see Note 6).

13. Freeze the collected peaks in liquid N2, lyophilize, and analyze
by MS, if available (see Note 7).

3.3. FTIR Sample

Preparation

1. H/D exchange of the peptide: Dissolve 3–4 mg of peptide in
2 mLD2O, nutate for 1 h, heat to ~45 �C for 10 min, add 2 mL
HCl (conc.) to remove TFA (see Note 8), nutate for another
45 min, freeze in liquid N2, and lyophilize.

2. Buffer: Exchange the sodium phosphate buffer salts by dissol-
ving in D2O, nutating for 1 h, freezing, and lyophilizing. Mix
to get ~0.1 M deuterated buffer with the desired pH.

3. Protein sample: Dissolve 1 mg of the exchanged peptide in
60 mL deuterated phosphate buffer while trying to minimize
air contact with the sample.

3.4. FTIR Spectroscopy 1. Measure the FTIR spectrum of the water vapor with the empty
sample compartment (see Note 9). Usually, quickly opening
and closing the sample compartment cover before starting the
scan will introduce enough water vapor.

2. Fill the (clean and dry) sample cell with ~30 mL of the deuter-
ated phosphate buffer solution while trying to minimize air
contact with the sample (see Note 10).

3. Measure the buffer spectrum or spectra (e.g., at preset tem-
peratures).

4. Disassemble the sample cell, clean, and dry all components
thoroughly, in particular the windows and the spacer.

5. Fill ~30 mL of the peptide solution into the IR sample cell (see
Note 10).

6. Measure the protein solution FTIR spectrum or spectra.

3.5. FTIR Data

Processing

The processing of raw FTIR data follows standard, established
procedures (1, 21).

1. Subtract the FTIR spectra of the buffer and of the residual
water vapor from the corresponding protein solution spectra
(see Note 11).

2. Truncate the corrected protein spectra to contain the region of
interest (e.g., amide I0 ~1,500–1,750 cm�1, see Fig. 1).

3. If necessary, correct the residual spectral baseline, e.g., by a
second-order (quadratic) polynomial.
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3.6. Example Data

Analysis: Thermal

Unfolding

The analysis of 13C data depends on the objective of the particular
study, choice of isotopic labels, etc. We present an example of the
analysis of thermal unfolding of a model protein (14).

1. Normalize the 13C-labeled and unlabeled amide I0 FTIR spec-
tra to the integral amide I0 intensity at the highest measured
temperature.

2. Perform an SVD of each set of the processed temperature-
dependent experimental data (all 13C labeled, unlabeled
FTIR, and additional experimental data, e.g., circular dichro-
ism, fluorescence, etc.). Determine the significant number of
SVD components (see Fig. 2, Note 12).

3. Based on the number of significant components (e.g., two,
three), fit the temperature-dependent weights (V vectors
from SVD, weighted by their corresponding singular values S)
simultaneously to an appropriate thermodynamic model
(two-state, three-state, etc., see Note 13). This will yield the
global thermodynamic parameters as well as the basis spectra
for each of the (two, three) thermodynamic states for the
unlabeled protein and all the 13C isotopically labeled variants
(see Fig. 3).

4. Decompose the basis spectra corresponding to each of the
(two, three) states (see Note 14) into the 12C and 13C compo-
nents (see Fig. 4).

Fig. 2. Singular value decomposition (SVD) of the FTIR data. Left: Amide I0 experimental spectra measured at 18
temperatures (top) were decomposed by SVD. The singular values S (bottom) show a characteristic change in the slope
of the ln(S2) plot, which indicates that the first three components (containing 99 % of the data variance) are significant. The
remaining components are discarded as noise. Right: The first three singular value-weighted V vectors and the
corresponding basis spectra (U vectors).
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5. Calculate the contribution of each of the 12C and 13C basis
components to the temperature-dependent amide I0 IR spectra
set for each 13C-labeled protein (see Note 15).

6. Fit the resulting temperature-dependent contributions of the
individual 13C basis spectra to the experimental spectra with an
appropriate thermodynamic model (see Fig. 5).

4. Notes

1. The first amino acid on the resin defines the success of the
whole synthesis. Therefore, use of preloaded resins with a
known loading density of the first amino acid is preferred.

Fig. 3. Example analysis of the experimental thermal unfolding data with a three-state
model. Top panel shows the fractional populations of the three thermodynamic states,
obtained by fitting the three significant SVD components (V vectors weighted by their
singular values). Solid lines are fitted populations (F blue line, I black line, U red line),
symbols correspond to the experimental data, which include circular dichroism data
(crosses) and amide I0 IR for an unlabeled (circles) and four 13C-labeled variants of the
model protein. The bottom panels show the corresponding basis spectra (F solid blue, I
dashed black, U dash-dot-dot red) for the unlabeled (left) and one 13C isotopically labeled
protein (right).
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Low loaded resins are beneficial for longer peptides or more
difficult sequences, since high loading density facilitates aggre-
gation during the synthesis. We usually synthesize unlabeled
peptides on a scale of 50 mmol, while for isotopically labeled
ones the scale is reduced to 25 mmol due to higher cost of the
labeled amino acids. The latter still yields enough peptide for
repeated IR spectroscopic measurements.

Fig. 4. Decomposition of the amide I0 IR into the 13C and 12C contributions. The positive sides of the difference spectra (thin
green lines)—the best guess for the 13C signal—represent the reference spectra for the subsequent analysis of the 13C
spectral signals. The complete IR spectrum (thin black) is decomposed into the 13C signal (blue lines) and complementary
12C signal (thick red lines). The decomposition is performed for the three basis spectra describing the unfolding
thermodynamics: (a) F, (b) I, and (c) U.

Fig. 5. Analysis of the 13C amide I0 components. The decomposition of the amide I0 band (Fig. 4) yields three 13C spectral
components, whose corresponding temperature-dependent weights were fitted to a three-state model (a). The resulting
basis spectra (b) for the first two states (blue and black lines) are virtually identical. As a consequence, the first transition
does not correspond to any significant structural change and the local unfolding can be described as a two-state process
with the red trace in (a) corresponding to the local unfolding transition.
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2. These ingredients include all recommended scavengers for
different kinds of side chain protecting group removals. Due
to the toxic and corrosive properties of these ingredients only
work with the cleavage mixture in a fume hood wearing appro-
priate protection (gloves, safety glasses). EDT due to its partic-
ularly offensive odor is recommended to be added last.

3. We find that disposable polypropylene columns (Pierce,
Thermo Scientific) serve best as filter tubes for that purpose.

4. Using a path length of more than 100 mm will result in an
intense D2O signal in the amide I0 region. Spectral resolution of
4 cm�1 is more than sufficient as the spectral bands in aqueous
solutions are much broader.

5. If the peptide does not precipitate in the ether, evaporation of
the TFA might be necessary.

6. If the peptide elutes at more than 30 % buffer B, it can also be
dissolved in 10 % B and the gradient started from there.

7. Several peaks collected from HPLC may contain the desired
peptide, but usually there is a single most intense peak with a
purity of >95 % of the desired peptide.

8. TFA strongly absorbs at 1,673 cm�1 and therefore will inter-
fere with the amide I0 band if not removed.

9. In order to obtain the protein amide I0 band, water vapor and
buffer spectra have to be subtracted from that of the protein,
which all have to be collected under conditions as close to
identical as possible. Furthermore, since the analysis of the
site-specific unfolding relies on the difference spectra of
the 13C-labeled and unlabeled protein, high degree of consis-
tency is required between the experimental measurements of
the isotopically edited and unlabeled samples. For thermal
unfolding experiments, the spectra are collected at tempera-
tures from 0 to 90 �C at steps of 3–5 �C. Preferably, the
temperatures are changed automatically, through a software
interfaced with the spectrometer control. Prior to the spectral
scan, a delay of 3–5 min is applied after reaching each desired
temperature to allow for full sample equilibration. The stan-
dard experimental parameters are 4 cm�1 spectral resolution
and 256 or 512 repeated scans.

10. Make sure that the cell is completely filled and no air bubbles
are visible after closing the cell. Use more solution if necessary.

11. The buffer spectrum is subtracted from that of the protein
solution (protein plus buffer) by minimizing the absorbance
signal in the spectral region with no contribution from the
protein, e.g., 1,800–1,900 cm�1. The water vapor is subtracted
to eliminate the sharp features (either positive or negative)
associated with the atmospheric H2O spectrum.
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12. The temperature-dependent set of the amide I0 spectra is mod-
eled as a linear combination of the contribution of individual
protein structural states:

D ~n;Tð Þ ¼ XF ðT ÞBF ð~nÞ þXI1ðT ÞBI1ð~nÞ þXI2ðT ÞBI2ð~nÞ
þ . . .þXU ðT ÞBU ð~nÞ (1)

where D ~n;Tð Þis the spectrum at temperature T, XI(T) are the
populations of the protein “states” (F ¼ folded, I1, I2 . . . inter-
mediate, U unfolded), and BI ~nð Þ are the corresponding spectra
of each state. SVD is used to determine how many distinct
“states” are necessary to describe the data (Fig. 2). SVD
decomposes the experimental data as

D ~n;Tð Þ ¼ U ~nð ÞSVTðT Þ ¼ U ~nð Þ VðT ÞSð ÞT ¼ U ~nð ÞCTðT Þ (2)

where U ~nð Þ is the matrix of the basis spectra, S is the diagonal
matrix of singular values, andVðT Þis the matrix of temperature-
dependent coefficients (superscript T denotes matrix transpose).
The number of significant components to be retained (the rest
are discarded as “noise”) can be determined based on the
singular values S (Fig. 2) as well as by visual inspection of the
individual U and V (14, 17).

13. Fitting of the thermodynamic models corresponds to finding
the optimum parameters that determine the population matrix
X(T) so that

w2 ¼ CðT Þð Þ � XðT ÞAð Þj j2 (3)

is minimized, where C(T) ¼ V(T)S from the SVD and A is the
transformation matrix which represents C(T) as a linear combi-
nation of the X(T) components. After parameter optimization,
the X(T) and A are used to transform the SVD matrices as

D ~n;Tð Þ � U ~nð Þ C0ðT Þð ÞT ¼ U ~nð ÞATðT Þ
� �

XTðT Þ
¼ B ~nð ÞXTðT Þ (4)

which is eq. 1.

14. To extract the site-specific structural information it is necessary
to decompose the spectra into 12C and 13C components
(Fig. 4). As the 13C signal is relatively weak, it is advantageous
to use as basis spectra those obtained from the thermodynamic
analysis of the complete amide I0, which also represent the
underlying thermodynamic states common to all 13C-labeled
as well as the unlabeled protein.
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15. In terms of the 12C and 13C basis functions (B12 ~nð Þ and B13 ~nð Þ,
respectively) the experimental spectra are

D ~n;Tð Þ ¼ B12 ~nð Þ �CT
12ðT Þ þ B13 ~nð Þ �CT

13ðT Þ (5)

where C12(T) and C13(T) are the corresponding temperature-
dependent contributions. The C13(T) is obtained from the
matrix eq. 5 and fitted to a thermodynamic model in exactly
the same manner as described above in eqs. 1–4 (Fig. 5).
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Chapter 21

Monitoring Structural Transitions in IDPs
by Site-Directed Spin Labeling EPR Spectroscopy

Johnny Habchi, Marlène Martinho, Antoine Gruet,
Bruno Guigliarelli, Sonia Longhi, and Valérie Belle

Abstract

Electron paramagnetic resonance (EPR) spectroscopy is a technique that specifically detects unpaired
electrons. EPR sensitive reporter groups (spin labels or spin probes) can be introduced into biological
systems via site-directed spin labeling (SDSL). This is usually accomplished by cysteine-substitution
mutagenesis followed by covalent modification of the unique sulfhydryl group with a selective nitroxide
reagent. SDSL EPR spectroscopy has been shown to be a sensitive and powerful method to study structural
transitions within intrinsically disordered proteins (IDPs). In this chapter, we provide a detailed experi-
mental protocol for this approach and present a few examples of EPR spectral shapes illustrative of various
mobility regimes of the spin probe, reflecting different protein topologies.

Key words: Site-directed spin labeling, Electron paramagnetic resonance spectroscopy, Nitroxide
radical, SDSL EPR,MTSL, Spin labels, Spin probes, Intrinsically disordered proteins, Induced folding,
Structural transitions

1. Introduction

Electron paramagnetic resonance (EPR, also termed electron spin
resonance, ESR) spectroscopy studies chemical species that have
unpaired electrons. The application of EPR to the study of proteins
requires the presence of either paramagnetic metal ions or organic
free radicals. Thus, EPR is used either for studying metalloproteins
(containing natural paramagnetic centers such as Mn2+, Cu2+, or
Fe3+), or proteins labeled by specific spin labels (spin probes). Site-
directed spin labeling (SDSL) combined with EPR is a powerful
technique for detecting structural changes in proteins. The strategy
of SDSL involves the insertion of a paramagnetic label at a selected
site of a protein and its observation by EPR spectroscopy (for reviews
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Fig. 1. Schematic outline of SDSL EPR spectroscopy.
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see refs. 1–9). The paramagnetic label is usually a stable nitroxide
reagent such as 1-oxyl-2,2,5,5-tetramethyl-d3-pyrroline-3-methyl
methane thiosulfonate (MTSL) that is covalently attached to a spe-
cific residue (e.g., cysteine). The latter is introduced at the desired
position via site-directed mutagenesis. The presence of the label does
not usually affect the protein properties thanks to its rather small size
which is comparable to that of a tryptophane residue (7 Å).

Since the pioneering works of the group of Hubbell (10, 11),
SDSL EPR spectroscopy has emerged as a valuable tool for study-
ing structural transitions in a wide range of proteins, and has been
shown to be very well suited to study induced folding events within
intrinsically disordered proteins (IDPs) (for examples see refs.
12–14).

Depending on the system under study, a variety of EPR
approaches could be used. The common approach consists in the
analysis of the influence of the nitroxide motion on EPR spectral
shapes. This approach is particularly well suited to monitor conforma-
tional changes induced by either protein–protein or protein–ligand
interactions, since such interactions modify the mobility of the label,
and consequently, theEPR spectrumof the spin-labeledprotein (4, 12,
13). In addition, SDSL can also be used to measure distances in
biological systems. The method requires the introduction of two spin
probes in the protein of interest. Then, the distance between the two
probes can be measured through spin–spin interaction analysis
detected by double electron electron resonance (DEER) sequence
requiring pulsed EPR technology (15–18).

This chapter provides a general guideline to SDSL EPR spec-
troscopy (see Fig. 1). The described procedure is applicable to
many (if not all) types of protein samples and is intended to address
the following questions: how to design a single-cysteine-substi-
tuted protein? How to graft the spin label on the cysteine residue?
Does this substitution affect the protein secondary structure and its
folding capacities? And finally, how to record and analyze EPR
spectra?

2. Materials

Prepare all solutions using ultrapure MilliQ® water (prepared by
purifying deionized water to attain a resistivity of 18 MO cm at
25 �C) and analytical grade reagents. Prepare and store all reagents
at room temperature (unless indicated otherwise). Diligently fol-
low all waste disposal regulations when disposing waste materials.
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2.1. In Vitro Site-

Directed Cysteine-

Substitution

Mutagenesis

2.1.1. Polymerase Chain

Reaction Mutagenesis

for Cysteine Substitution

and Transformation

of Escherichia coli

Competent Cells

1. Expression plasmid template encoding the protein of interest
with a purification tag.

2. Synthetic, mutagenic oligonucleotide primers (sense and
reverse) bearing a cysteine-encoding TGC/T codon (Operon).

3. Pfu turbo thermostable DNA polymerase (Stratagene) for poly-
merase chain reaction (PCR) amplification (or a similar, high
fidelity and highly processive thermostable DNA polymerase).

4. dNTPs mixtures (2.5 mM each).

5. 10� reaction buffer.

6. Dpn I restriction enzyme (NE Biolabs).

7. Agarose gel electrophoresis equipment and TBE running
buffer.

8. PCR thermocycler.

9. Ethidium bromide stock at 10 mg/mL.

10. DNA ladder (Invitrogen).

11. UV trans-illuminator for visualizing DNA in agarose gels
stained with ethidium bromide.

12. Agarose gel loading buffer 6�.

13. E. coli TAM1 chemically competent cells (Active Motifs).

14. Petri agar plates with appropriate medium for bacterial growth
(e.g., Luria Bertani or 2YT), sterile super optimal broth with
catabolite repression (SOC), and appropriate antibiotics stock
solutions.

15. Sterile 10 mL culture tubes and 1.5 mL Eppendorfs.

16. Incubator set at 45 �C.

17. Incubator set at 37 �C.

2.1.2. DNA Plasmid

Extraction

1. Shaking incubator set at 37 �C, sterile culture tubes, culture
medium, and antibiotics.

2. Macherey-Nagel (or equivalent) kit for plasmid DNA extraction.

3. Microfuge and 1.5 mL Eppendorfs.

4. Ethidium bromide stock at 10 mg/mL.

5. DNA ladder (Invitrogen).

6. Agarose gel electrophoresis equipment (Bio-Rad) and TBE
running buffer.

7. UV trans-illuminator for visualizing DNA in agarose gels
stained with ethidium bromide.
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2.2. Protein Expression

and Purification

2.2.1. Transformation of

E. coli Expression Strain

with the Mutated Plasmid

Construct

1. Chemically competent E. coli Rosetta [DE3] pLysS strain
(Novagen) for recombinant proteins expression.

2. Incubator set at 45 �C.

3. Sterile SOCmedium and appropriate antibiotics stock solutions.

4. Sterile 10 mL culture tubes and 1.5 mL Eppendorfs.

5. LB (or 2YT) agar plates supplemented with appropriate
antibiotics.

6. Shaking incubator set at 37 �C.

2.2.2. Cell Growth

and Protein Expression

1. Rosetta [DE3] pLysS cells containing the protein expression
vector that produces the cysteine-substituted protein.

2. Appropriate medium for cell growth and protein expression
(e.g., Luria Bertani).

3. Sterile appropriate antibiotics stock solutions.

4. Sterile 250-mL and 3-L baffled-bottom flasks.

5. Inducer (such as Isopropyl-thio-b-D-galactopyranoside (IPTG)
at 0.5 M).

6. Shaking incubator set at 37 �C.

7. Perkin UV–vis absorption spectrophotometer.

8. High-speed centrifuge (Sorvall).

2.2.3. 6� His-Tagged

Protein Purification

1. Cellular pellets from induced cultures expressing the recombi-
nant cysteine-substituted protein.

2. Buffers: 50 mM Tris–HCl pH 8.0, 300 mM NaCl, and 1 mM
phenyl-methyl-sulphonyl-fluoride (PMSF) supplemented with
either 10 mM imidazole for cell lysis, or 20 mM imidazole for
resin wash or 250 mM for protein elution.

3. Stock solutions of lyzozyme (50 mg/mL), DNase (2 mg/mL),
and MgSO4 (2 M).

4. Complete EDTA-free protease inhibitor cocktail (Roche).

5. Sonicator, Sorvall centrifuge, microfuge, Perkin UV–vis
absorption spectrophotometer.

6. Chelating Sepharose Fast Flow Resin (GE Healthcare) pre-
loaded with Ni2+ ions.

7. Sodium dodecyl sulfate-polyacrylamide gel electrophoresis
(SDS-PAGE) gel, 2� Laemli SDS-PAGE sample buffer, run-
ning buffer, molecular mass markers (GE Healthcare), electro-
phoresis cell, and power supply (Bio-Rad).

8. Staining and destaining solutions for sodium SDS-PAGE gels.

9. ÄKTA Explorer Chromatography System (GE Healthcare).
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10. 0.22-mm polyethersulfone filters (Millipore).

11. Prepacked Superdex 200 or 75 HR 16/60 columns (GE
Healthcare).

12. Degassed and filtered 10 mM sodium phosphate pH 7 buffer,
either supplemented or not with NaCl (50–500 mM) for pro-
tein elution from gel filtration columns.

13. ÄKTA collecting tubes, 1.5-mL Eppendorfs.

14. Centricon Plus-20 concentrators (Millipore) with appropriate
molecular cutoff.

15. UV–vis absorption spectrophotometer and Bradford reagent
(Bio-RAD).

2.3. Protein

Characterization

Using Far-UV Circular

Dichroism

1. Stock solution of the protein of interest.

2. 2,2,2-trifluoroethanol (TFE) (Roth).

3. Jasco 810 dichrograph spectropolarimeter equipped with a
Peltier thermoregulation system.

4. 1-mm thick quartz cells.

5. PD-10 desalting columns containing 8.3 mL of Sephadex™
G-25 Medium (GE Healthcare) for buffer exchange.

6. 10 mM sodium phosphate buffer at pH 7.

7. SpectraManager program for spectra smoothing and analysis.

2.4. Spin Labeling 1. Single-cysteine mutated protein.

2. 10 mM MES 150 mM NaCl buffer pH 6.5.

3. 10 mM sodium phosphate buffer pH 7.0.

4. 1.5 and 0.5 mL Eppendorfs.

5. Dithiotreitol solution (DTT), Sigma-Aldrich.

6. Spin label: 1-oxyl-2,2,5,5-tetramethyl-d3-pyrroline-3-methyl-
methane-thiosulfonate (MTSL) (Toronto Research Chemicals
Inc.).

7. PD-10 Desalting Columns containing 8.3 mL of Sephadex™
G-25 Medium (GE Healthcare).

8. Argon gas.

9. Vivaspin 4-mL concentrators (Sartorius Stedim Biotech) with
appropriate cutoff.

10. Perkin UV–vis absorption spectrometer.

2.5. EPR Spectroscopy 1. X-band (9.9 GHz) BRUKER ESP 300E EPR spectrometer.

2. ELEXSYS Super High Sensitivity resonator (height of detec-
tion of 40 mm).

366 J. Habchi et al.



3. Quartz capillary of 1.0–1.1 mm inner diameter corresponding
to a sample volume of 30–40 mL.

4. 1.5 and 0.5 mL Eppendorfs.

5. 100 mL syringe (SGE or Hamilton) equipped with a 20 cm-
long needle.

6. Purified partner protein known to interact with the labeled
protein.

7. Sucrose (Sigma-Aldrich).

8. TFE (Roth).

3. Methods

SDSL EPR spectroscopy is a powerful approach to monitor and
map disorder-to-order transitions that IDPs may undergo in the
presence of their partner(s). Deciphering these folding events by
SDSL EPR spectroscopy implies the generation and the study of a
collection of spin-labeled variants of the IDP of interest, each of
them bearing a single spin label grafted at a specific position.
The higher the number of variants, the more detailed the study
will be, as information about the mobility of spin labels grafted at
numerous protein sites will be collected. Typically, the interaction
site can bemapped and information about the precise boundaries of
the region undergoing structural transitions can be obtained, as
well as indications about possible preconfiguration in solution of
molecular recognition elements (MoREs) (19–22), thereby allow-
ing the molecular mechanism of complex formation to be inferred
and plausible binding models to be proposed (for examples see refs.
12, 13, 23).

3.1. Site-Directed

Spin Labeling

3.1.1. Construction of a

Cysteine-Substituted Protein

The first step in view of protein labeling for EPR studies is the
analysis of the amino acid sequence of the protein of interest.
The latter should in fact contain a single reactive amino acid residue
that can be selectively modified with an appropriate spin label.
The sulfhydryl group of cysteines constitutes a suitable target for
grafting nitroxide radicals such as the MTSL. Accordingly, site-
directed mutagenesis is often required to introduce a cysteine resi-
due at a specific protein site. On the other hand, if a cysteine residue
occurs naturally within the protein, two situations can be distin-
guished: (1) the cysteine residue does not occur in the region of
interest, and therefore an additional site-directed mutagenesis step
aimed at replacing the sulfhydryl group by an hydroxyl group of a
serine is required (unless the natural cysteine is buried and hence not
accessible to the spin label) or, (2) a second cysteine residue is
desirable in view of measuring interspin interactions under various
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conditions so as to infer interspin distances (reflecting interresidue
distances). In either case, a step of site-directed mutagenesis is
required. Whenever possible, residues allowing isosteric substitu-
tions (i.e., serines) should be targeted for cysteine substitution so as
to introduce minimal structural perturbation. Putative MoREs
within a given IDP represent the primary choice for the introduc-
tion of cysteine residues in view of mapping the site(s) involved in
binding to a partner. Indications about putative MoREs can be
obtained by the use of the PONDR VL-XT predictor (24), by the
ANCHOR server (25), or by inspection of the HCA plot (26) (for
examples see refs. 19, 27–31 and references therein cited).

Numerous mutagenesis methods have been developed based
upon PCR. The simplest and most broadly applicable protocol is
currently the QuickChangeTM Site-Directed Mutagenesis System
(QCM) developed by Stratagene. With this approach, the muta-
tion is introduced in a single PCR with one pair of complementary
primers containing the mutation of interest. However, this
method is restricted to primer pairs of 25–45 bases in length
with melting temperature (Tm) > 78 �C (see Note 1). Otherwise,
primer dimer formation will become more favorable compared to
the primer–template annealing, in particular for primer pairs with
multiple mismatches, and the protocol has to be modified case by
case, or more steps have to be carried out, e.g., by using an
alternative two-stage PCR protocol.

3.1.2. PCR Mutagenesis

Reaction and Transformation

of E. coli Competent Cells

with PCR Product

The following site-directed mutagenesis protocol is adapted to the
use of Pfu turbo thermostable DNA polymerase (see http://www.
stratagene.com). It allows for the introduction of a cysteine residue
by modifying the DNA sequence using a single step of PCR. For
optimal results, PCR primers should be designed so as to have
similar Tm (see Note 1).

1. The PCR reaction mix is prepared as follows (see Note 2): 1 mL
template DNA (�10–20 ng/mL), 5 mL thermostable DNA
polymerase 10� reaction buffer, 4 mL dNTPmix stock solution
at 10 mM, 1.5 mL of each primer (39-mer each) at 10 mM (see
Note 1), 1 mL Pfu turbo DNA polymerase (2.5 U/mL), and
sterile H2O up to 50 mL. If the thermocycler is devoid of a
heated lid, overlay each reaction mixture with a few drops of
mineral oil.

2. The reaction is placed in the PCR thermal cycler with the
following program (see Note 3): an initial denaturation step
of 1 min at 95 �C, followed by 18 cycles (see Note 4) consisting
each of a denaturation step at 95 �C for 30 s, an annealing step
at 50 �C for 1 min, and an elongation step at 68 �C for 10 min
for a template of approximately 5 kb (the elongation rate of Pfu
turbo DNA polymerase is of 0.5 kb/min).
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3. The amplification can be checked by electrophoresis of 5 mL of
the product on a 1 % agarose gel (see Note 5).

4. Add 1 mL of Dpn I restriction enzyme (10 U/mL) directly to
the amplification reaction.

5. Gently and thoroughly mix the reaction mixture by pipetting
the solution up and down several times, then immediately
incubate the reaction at 37 �C for 1 h to digest the parental
(i.e., the nonmutated) plasmid DNA.

6. An additional electrophoresis step for PCR yield estimation can
be carried out (see Notes 5 and 6).

7. Transform TAM1 chemically competent cells using standard
protocols (32).

8. Plate the cells onto agar plates containing the appropriate
antibiotic and incubate at 37 �C for 18 h.

9. Peak the brightest colonies, culture them overnight in liquid
medium at 37 �Cwith agitation (250 rpm), and extract plasmid
DNA using the Macherey-Nagel kit for DNA extraction
(according to manufacturer’s instructions).

10. Check plasmids by agarose gel electrophoresis

11. Sequence candidate clones (GATC Biotech, Genome Express.)
to ensure sequence integrity and proper reading frame.

3.1.3. Cell Growth

and Protein Expression

The introduction of a foreignDNA into cells is a standard procedure
that is routinely applied to produce recombinant proteins for
biochemical studies. Different expression systems (i.e., bacteria,
mammals, insects, yeasts) have been described and experimentally
validated for the production of recombinant proteins. Although all
available expression systems are used for roughly the same applica-
tions (i.e., structural analysis, functional assays, protein interac-
tions), each one possesses its own advantages as well as its
potential drawbacks. For instance, although expression in bacteria
is commonly and widely used (scalable, low cost, compatible with
different cloning systems), protein solubility can constitute a serious
concern, especially when dealing with eukaryotic proteins or with
proteins undergoing posttranslational modifications required for
proper protein folding. Therefore, using the best expression system
for your protein is the key to your success. In general, solubility,
functionality, speed and yield are often themost important factors to
be considered when choosing an expression system. Moreover, the
growth conditions should be properly controlled. Culture condi-
tions and the induction of expression have profound effects on the
way the recombinant proteins are produced. It is therefore advisable
to empirically establish optimal conditions with small-scale cultures
before purification on a large-scale is attempted. Moreover, other
problems with protein expression may occur, including cell toxicity
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(see Note 7), protein instability (see Note 8), formation of inclusion
bodies (see Note 9), improper processing or posttranslational mod-
ification, and inefficient translation.

As a general guideline, expressing the cysteine-substituted pro-
tein of interest using the same heterologous system used for the
expression of the wt protein is advised.

The following protocol focuses on bacterial (E. coli) expression.
Although the bacterial heterologous system is not applicable to all
kinds of proteins, especially eukaryotic ones with intricate folds, it is
still the most commonly used owing to its low cost, rapidity and
easiness of implementation, as well illustrated by the fact that 70 %
of structures deposited within the PDB correspond to proteins
expressed in E. coli. With careful choice of host strains, vectors,
and growth conditions, many recombinant proteins can expressed
at high levels in E. coli, and tuning of these parameters often allows
increasing expression and solubility levels (33).

1. Transform chemically competent Rosetta [DE3] cells, already
containing or not the pLysS plasmid (see Note 10), with the
expression vector encoding the protein of interest bearing a
cysteine at the desired position, and then select transformants
on LB agar plates containing the appropriate antibiotics (see
Note 11). Incubate the plate overnight at 37 �C.

2. Inoculate 0.5 mL of LB medium containing the appropriate
antibiotics in a culture tube with a single colony from the plate,
and incubate for 3–4 h at 37 �C with shaking (250 rpm).

3. Withdraw an aliquot (250 mL) of the culture, add glycerol to a
final concentration of 30 % and store the cell stock at �80 �C.

4. Inoculate 50 mL of the same medium in a 250-mL baffled-
bottom flask with the rest of the liquid culture and incubate
overnight at 37 �C with shaking until saturation is reached.

5. The next morning, inoculate 1 L culture of the same medium
(see Note 12) with the appropriate antibiotics in a 3 L baffled-
bottom flask with the saturated overnight culture.

6. Grow the cells at 37 �C with shaking to mid-log phase
(OD600nm � 0.6–0.8).

7. Add IPTG to a final concentration of 0.2–1 mM. Incubate for
3–4 additional hours (see Note 13).

8. Recover the cells by centrifugation (5,000 � g). Freeze the cell
pellets at �20 �C.

3.1.4. Cell Lysis and Protein

Purification

This section describes a smooth path to protein purification. Very
often, more than one purification step is necessary to reach the
desired purity. Therefore, the key to successful and efficient protein
purification is to select the most appropriate techniques, optimize
their performance to suit the requirements and combine them in a
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logical way to maximize yield and minimize the number of steps
required. Various purification tags are available (such as Trx, NusA,
GST, Strep, 6�-His, MBP, GB1) and can be used to both improve
protein solubility and allow purification by affinity chromatography
of recombinant proteins (34). Unlikely larger tags (GST, MBP,
Trx) that generally have to be cleaved off by specific proteases
recognizing cleavage sites located between the tag and the protein
of interest, the 6�His tag does not have necessarily to be removed,
as its very small size in most cases does not affect the protein
properties.

The purification procedure described in this section concerns
6�-His tagged proteins (see Note 14) and comprises two steps of
chromatography. The protein is first bound to a resin (either
Ni-NTA or Sepharose resin preloaded with Ni2+ ions) in an Immo-
bilized Metal Affinity Chromatography (IMAC) step. Subse-
quently, the eluted protein is loaded onto a size exclusion
chromatography (SEC) column.

IMAC purification may be achieved with either a batch or a
column procedure. In the procedure described below, the IMAC
step is performed in batch. This strategy enhances binding of
6�-His tagged proteins and is therefore recommended when the
tag is not fully accessible or when the protein of interest is present at
very low concentrations. Even when the tag is not completely
accessible, the protein will bind as long as more than two histidine
residues are available to interact with the nickel ions. A big advan-
tage of the IMAC approach is that the affinity of histidine for the Ni
resin is greater than that of antibody–antigen or enzyme–substrate
pairs. Consequently, the addition of low concentrations of imidaz-
ole in the binding and washing buffers is very effective in prevent-
ing contaminating proteins from binding to the resin. The
imidazole ring is part of the structure of histidine and is the moiety
responsible for binding to the nickel ions. When the imidazole
concentration is increased, the 6�-His tagged protein will dissoci-
ate from the resin because it can no longer compete for binding
sites on the resin.

After IMAC, we recommend to carry out a gel filtration chro-
matography (or SEC) step so as to remove contaminants and
aggregates, but also to estimate the monodispersity and oligomeric
state of the protein. SEC separates molecules according to differ-
ences in their size (i.e., in their hydrodynamic radius). As such, this
step also enables estimation of the impact of the cysteine substitu-
tion onto the compactness of the protein. Unlike affinity chroma-
tography, molecules do not bind to the column matrix and
consequently conditions can be varied to suit the type of sample
or the requirements for further purification, analysis or storage.

Below is provided a general protocol for the purification of a
6� His tagged protein, where all steps, except gel filtration, are
performed at 4 �C. Note that the cysteine substitution may result in
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a protein form behaving slightly differently with respect to the wt
protein, thereby rendering necessary to adjust and optimize the
purification protocol on a case-by-case basis.

1. Thaw the cellular pellets on ice and suspend in 5 volumes (v/w)
of ice-cold buffer A (50 mM Tris–HCl buffer pH 8, 300 mM
NaCl, 10 mM imidazole, and 1 mM PMSF). Supplement
buffer A with 0.1 mg/mL lysozyme, 10 mg/mL DNAse,
20 mM MgSO4 and protease inhibitor cocktail (Roche) (one
tablet for 50 mL of bacterial lysate) (see Note 15).

2. After a 20-min incubation with gentle agitation, disrupt the
cells by sonication.

3. Clarify the crude cell extract by high-speed centrifugation
(30,000 � g) followed by filtration (see Note 16).

4. Incubate the clarified supernatant for 1 h with gentle shaking
with Chelating Sepharose Fast Flow resin preloaded with Ni2+

ions previously equilibrated in buffer A (2–4 mL resin per liter
of bacterial culture).

5. Wash the resin with 10 volumes of buffer A supplemented with
20mM imidazole (see Note 17) and then elute the protein with
3 volumes of buffer A supplemented with 250 mM imidazole.

6. The presence of the desired product may be checked by SDS-
PAGE analysis.

7. Load the protein onto a gel filtration prepacked Superdex
column (GE Healthcare) previously equilibrated in elution
buffer (see Notes 18 and 19). A Superdex 200 or 75 HR 16/
60 column can be used depending on whether the molecular
mass of the protein of interest is higher or smaller than 70 kDa,
respectively.

8. Monitor protein elution at 280 nm (see Note 20) and collect
1.5 mL fractions. Analyze by SDS-PAGE the fractions of
interest and pool those exhibiting a sufficient purity level (see
Note 21).

9. Concentrate the protein up to a concentration of 10 mg/mL
(see Note 22), using Centricon Plus-20 concentrators of the
appropriate cutoff.

10. Stock the protein at �20 �C (see Note 23).

3.1.5. Far-UV Circular

Dichroism Analysis

A crucial point prior to further analysis is to ascertain that the
cysteine substitution does not affect the overall secondary structure
content of the protein of interest. It is therefore strongly recom-
mended to record the far-UV circular dichroism (CD) spectrum of
the cysteine variant and to compare it to the spectrum of the native
protein (see Note 24). In addition, it is also suggested to record the
CD spectrum of the variant in the presence of TFE so as to rule out
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possible dramatic impact of the cysteine substitution on the folding
abilities of the variant. The TFE solvent is a secondary structure
stabilizer that mimics the hydrophobic environment experienced
by proteins in protein–protein interactions, and that is therefore
widely used as a probe to unveil disordered regions having a pro-
pensity to undergo an induced folding (35). Depending on the
protein structural propensities, TFE concentrations as high as 40 %
can be required to observe structural transitions (36). In most cases
however, a significant disorder-to-order transition takes place with
20 % TFE. It is recommended to record the CD spectrum of the
cysteine variant in the presence of the TFE concentration that
triggers the most dramatic structural transitions in the native pro-
tein, and then to compare the estimated secondary structure con-
tent of the variant to that of the wt protein.

1. Prepare a sample of both the wt and cysteine-substituted pro-
tein at 0.1 mg/mL in 10 mM sodium phosphate pH 7.0 either
in the presence or in the absence of TFE (see Note 25).

2. Record the CD spectra at 20 �C on a spectropolarimeter (Jasco
810 dichrograph), equipped with a Peltier thermoregulation
system, using 1-mm thick quartz cells. Record the spectra in
the 185–260 nm range, with a scanning speed of 20 nm/min,
and a data pitch (wavelength increment) of 0.2 nm. Average
each spectrum from three scans.

3. Record the CD spectra of buffer (containing or not TFE) and
correct each protein spectrum for buffer signal. After smoothing
the spectra by using a third-order least square polynomial fit,
calculate mean ellipticity values per residue ([Y]) as follows;
[Y] ¼ 3,300 m DA/(lcn), where l (path length in cm), n ¼
number of residues, m ¼ molecular mass in daltons and c ¼
protein concentration expressed in mg/mL.

4. Analyze the spectra using the DICHROWEBWeb site (http://
dichroweb.cryst.bbk.ac.uk/html/home.shtml) (37, 38). Use
the CDSSTR deconvolution method and the reference protein
set 7 to estimate the content in a-helical and disordered struc-
ture of each protein sample.

3.1.6. Spin Labeling A critical point for achieving high labeling yields is the reduction of
cysteine residues prior to incubation with the nitroxide reagent
(MTSL). Incubation of the protein with an appropriate reducing
agent, such as DTT, is thus carried out as the first step and a gel
filtration onto a desalting column is then carried out to remove
excess of reducing agent. Once DTT has been removed, it is
recommended to immediately proceed to spin labeling to avoid
reoxidation of cysteines. In our experience, incubating the protein
with MTSL under an argon flow gives rise to higher labeling yields,
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although successful spin labeling has also been reported in the
absence of argon (14).

1. Add a 100 molar excess of DTT to 200 mL of purified cysteine-
substituted protein typically in a concentration range of
200–500 mM and incubate for 30 min in an ice bath.

2. Equilibrate the PD-10 desalting column with �30 mL of
10 mM MES pH 6.5, 150 mM NaCl.

3. Add the mixture to the column and let it enter the packed bed.
Add equilibration buffer to adjust the volume up to 1 mL and
let it enter the packed bed completely. Discard the flow
through.

4. Use Eppendorf (1.5 mL) tubes for fraction collection. Elute
with 500 mL equilibration buffer and collect the eluate. Repeat
four times. This constitutes the dead volume that should not
contain any protein (check anyway that this is the case).

5. Use Eppendorf (0.5 mL) tubes for fraction collection. Elute
with 250 mL equilibration buffer and collect the eluate. Repeat
eight times. Eight fractions of 250 mL each are thus collected.
Keep these fractions in an ice bath.

6. Each fraction is checked for protein concentration by measur-
ing the absorbance at 280 nm (see Note 22). The fractions
containing the protein are pooled (typical final volume of
1 mL).

7. The MTSL spin label is added to the pool of reduced protein in
a molar excess of 10. The mixture is kept under a flow of Ar in
an ice bath, in the obscurity and under gentle stirring for 1 h.

8. Equilibrate a second PD-10 desalting column with �30 mL of
10 mM sodium phosphate pH 7.0 buffer so as to remove the
excess of MTSL.

9. Use Eppendorf (1.5 mL) tubes for fraction collection. Elute
four fractions of 500 mL each using equilibration buffer.

10. Use Eppendorf (0.5 mL) tubes for fraction collection. Elute 12
fractions of 250 mL each (numbered from 1 to 12) using
equilibration buffer and keep them in an ice bath.

11. Every fraction is checked (1) for protein concentration by
measuring the absorbance at 280 nm (see Note 22) and (2)
for spin concentration by recording an EPR spectrum at room
temperature 296 K (�1 K) on approximately 30 mL of solution
injected in a quartz capillary (see below for details) (for an
example of a typical elution profile see Fig. 2).

12. Fractions containing the labeled protein and giving rise to a
sufficient EPR signal are pooled (usually fractions 2–6, see Note
26) and concentrated up to a final concentration of
200–500 mM using a concentrator with an appropriate cutoff.
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The concentrated sample is then checked for protein and spin
concentration in order to determine the labeling yield (see below
for details on EPR and spin concentration calculation). Concen-
trations of labeled proteins in the range of 20–100 mM are
required to obtain EPR spectra with a good signal to noise ratio.

3.2. EPR Spectroscopy

3.2.1. Optimizing

Acquisition Parameters

The analysis of the nitroxide spin probe mobility is based on the
analysis of the EPR spectral shape recorded at room temperature
(39). It is thus crucial to record spectra without distorting the EPR
spectral shape and with an optimized signal to noise ratio (SNR).
Two major parameters have to be carefully adjusted to avoid signal
distortions: the microwave power (P) and the modulation ampli-
tude of the magnetic field (MA).

1. Record EPR spectra with increasing values of P. The EPR signal
increases linearly with

ffiffiffiffi
P

p
until saturation occurs, a condition

leading to a distortion of the EPR line shape. Evaluate the
optimal value of P by choosing a value slightly inferior to the
beginning of saturation phenomenon.

2. Record EPR spectra with increasing values of MA. The inten-
sity of the EPR signal increases linearly with MA until it
becomes larger than the linewidth of the EPR signal. In that
case, the detected EPR signal broadens and becomes distorted.
Evaluate the optimal value of MA by choosing a value slightly
inferior to the beginning of distortion.

3. Record the final spectrum of the labeled sample with the opti-
mized values of both P and MA and accumulate if necessary to
obtain a spectrum with a convenient SNR.

Fig. 2. Left: EPR spectra recorded at room temperature of fractions (numbered from 1 to 12) eluted from the PD-10 column
following incubation with the spin label. Right: Protein and spin concentration analyses for each eluted fraction. Protein
concentration is obtained by the measurement of the absorbance at 280 nm, and spin concentration by the double
integration of the EPR signal (see text for details). Note that the labeled protein is eluted from fraction 1 to 8 and that the
EPR signals of fractions 9–12 correspond to the elution of the free radical (typical line shape with three narrow lines of
equivalent amplitude).
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3.2.2. Spin Quantification 1. Record the EPR spectrum of a standard solution of known
concentration (ideally a 100 mM stable nitroxide radical solu-
tion) andmeasure the double integration of the EPR signal Istd.

2. Record the EPR spectrum of the labeled protein of unknown
concentration and measure the double integration of the EPR
signal I.

3. Spin concentration Cspin is obtained by calculating:

Cspin ¼ Cstd
I

Istd

RGstd

RG

MAstd

MA

ffiffiffiffiffiffiffiffi
Pstd

P

r
NAstd

NA
;

where I is the result of the double integration of the signal of
the labeled protein, RG the receiver gain, MA the modulation
amplitude of the magnetic field, P the microwave power, and
NA the number of accumulations. The subscript std corre-
sponds to the standard solution. Insure that the field resolution
of the spectrum is taken into account in the calculation of I
(check in the user’s manual of the spectrometer).

4. Divide the spin concentration by the protein concentration
(deduced from the absorbance at 280 nm, see Note 22) to
obtain the labeling yield. Labeling yields for IDPs typically
range from 50 to 80 %, reflecting the overall accessibility of
cysteine residues.

3.2.3. Spectral

Shape Analyses

The EPR signal of the nitroxide radical is characterized by three
lines as a result of the hyperfine interaction between the spin of the
unpaired electron and the nuclear spin of the nitrogen atom (I ¼ 1
for 14N). When grafted onto a protein, the mobility of the spin
probe is restricted and, as a consequence, the anisotropy of the
hyperfine interaction is partially averaged, leading to shape modifi-
cation of the EPR signal (for reviews see refs. 2–4, 8, 9) (see Note
27 and Fig. 3). Semiquantitative analyses can be used to describe
this restricted mobility of the probe that arises from backbone
fluctuations, internal dynamics of the spin-labeled lateral chain
and possible tertiary contacts. Semiquantitative analysis relies on
measuring in EPR spectra a parameter that directly depends on the
mobility of the spin probe (40, 41) (see Fig. 3). In the fast motional
regime of the spin label, the parameter of choice is the ratio
between the peak-to-peak amplitude h of the lateral lines arising
from the different spin states of the nitroxide 14N nucleusMI ¼ �1
and MI ¼ +1, referred to as h(+1) or h(�1), and that of the central
line (MI ¼ 0), referred to as h(0). For a fast anisotropic motion of
the label, the h(+1)/h(0) ratio was found to be a more sensitive
parameter than the h(�1)/h(0) ratio (12) (for an example of such a
motion see Fig. 3, spectrum b). On the other hand, in case of a
probe being in the intermediate/slow motional regime, the outer
line splitting DB (see Fig. 3) is a well-suited and sensitive parameter
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to report the restricted mobility of the probe (for an example of
such a restrained motion see Fig. 3, spectrum c) (42). Using these
parameters, chosen as a function of the motional regime, the impact
of a partner protein and/or of organic solvents on the spin label
mobility can be evaluated.

Effect of Binding to

a Partner Protein

Addition of a partner protein can profoundly affect the spectral
shape of a spin-labeled protein. Indeed, as a function of the location
of the spin label, complex formation may lead to a decrease in the
spin label mobility arising from gain of regular structure, establish-
ment of interactions at the binding interface or steric hindrance, or
from a combination of these effects.
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Fig. 3. Set of various simulated EPR spectra (EasySpin software, (44)) of a nitroxide radical
corresponding to different isotropic motional regimes characterized by various rotational
correlation times tr (1.10

�12 s (a); 1.10�9 s (b); 1.10�8 s (c); 1.10�5 s (d)). The different
semiquantitative parameters used to characterize the spectra, namely, the amplitude of
the derivative lines (b) and the outer line splitting DB (c) are represented. When the probe
is immobile (d), the outer line splitting corresponds to 2Azz, Azz being the z-component of
the hyperfine tensor (Modified from (23)).
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1. Record the spectrum of a labeled variant (40–100 mM) in the
absence and in the presence of the partner protein. Gradually
increase the molar excess of the partner protein to achieve
saturation. In the presence of saturating amounts of the part-
ner, the extent of reduction in the spin label mobility is maxi-
mal, and further increasing the molar excess of the partner does
not result in any further EPR signal variation (see Note 28).

2. If the spin probe is in the high regime ofmobility (seeNote 27),
measure the h(+1)/h(0) ratio of the EPR spectrum in the pres-
ence and in the absence of the partner protein. A decrease of this
parameter indicates a decrease of mobility of the probe giving
information on the local gain of rigidity of the protein (for an
illustrative example see Fig. 4a).

3. If in the presence of the partner the spectrum is composite (i.e.,
it consists of a mixture of the unbound and bound form),
subtract the appropriate proportion of the unbound form from
the composite spectrum. The proportion of each form can be
determined by double integration of each spectrum (the com-
posite and the one resulting from subtraction) (see Fig. 4b).

348 350 352 354 356

free

bound

B (mT)

a b

344 346 348 350 352 354 356 358

free

bound

difference

h(+1) h(0)

B (mT)

3.2 mT

0.85

0.45

ΔB=5.9 mT

Fig. 4. Interaction of the intrinsically disordered C-terminal domain of the measles virus
nucleoprotein (NTAIL aa 401–525) with the C-terminal X domain (XD, aa 459–507) of the
phosphoprotein. Normalized EPR spectra of the labeled L496C NTAIL variant (a) and S491C
NTAIL variant (b) recorded at room temperature in the absence and presence of a
saturating amount of XD. The microwave power was 10 mW and the magnetic field
modulation amplitude was 0.1 mT. For the S491C spin-labeled NTAIL variant (b), the EPR
spectrum at the bottom is obtained by subtracting the spectrum of unbound labeled NTAIL
from the spectrum of recorded in the presence of XD. The proportion of the unbound and
bound form are 25 (�5) % and 75 (�5) %, respectively. Semiquantitative parameters
used to describe the spectral shape modification are illustrated: h(+1)/h(0) (a) and DB (b).
Data are taken from (12, 13).
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If, after addition of the partner protein, the spin probe is in the
intermediate/slow regime of mobility (see Note 27 and Fig. 3),
measure the outer line splitting DB. The more this value is far
from twice the averaged value of the hyperfine interaction
(2�A � 3:2 mT), the more the spin label has a restricted mobil-
ity, the maximum value being around 7.3 mT corresponding to
an immobilized probe. The appearance of a broad spectral shape
can reveal tertiary contacts and thus indicate a position located at
the interface of the partner protein.

4. If no effect is observed upon addition of the partner, this can
reflect two quite different situations, namely, lack of effect
because the spin label is located far from the binding interface
or loss of ability to interact with the partner by the spin-labeled
protein because of steric hindrance. To discriminate between
these two possibilities it is recommended to assess the binding
abilities of the spin-labeled protein either by direct determina-
tion of the equilibrium dissociation constant (KD) by isother-
mal titration calorimetry or plasmon surface resonance, or by
EPR equilibrium displacement experiments (see Note 29).

Effect of Sucrose For proteins of molecular mass smaller than 50 kDa, the observed
spectral shape contains a contribution arising from the rotational
mobility of the entire protein. This contribution can be reduced by
increasing the viscosity of the solution by adding up to 30 % w/v
sucrose (43). Hence the observed spectral shape in the presence of
sucrose reflects the local mobility of the spin probe that can arise
from local backbone fluctuations, internal dynamics of the spin-
labeled lateral chain and possible tertiary contacts.

1. Check by CD that the global secondary structure content of
the protein remains unchanged in the presence of 30 % sucrose.

2. Check that 30 % sucrose does not induce any spectral shape
modification in the EPR spectrum of the free radical in solution.

3. Record the spectrum of a labeled variant in 30 % sucrose in the
absence and in the presence of the partner protein and measure
the variation of the semiquantitative parameters.

Effect of TFE The solvent TFE is a secondary structure stabilizer that mimics the
hydrophobic environment of protein–protein interactions and can
therefore be used to unveil the inherent folding propensities of
IDPs in the absence of a partner protein.

1. Check by CD that the spin-labeled variant undergoes folding in
the presence of increasing amounts of TFE (10–40 %).

2. Record the EPR spectrum of the spin-labeled variant in the
absence and in the presence of TFE (20 %) and measure
the variation of the semiquantitative parameters.
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4. Notes

1. The following considerations should be made for designing
mutagenic primers:

– Bothmutagenic primers must contain the desired mutation
and anneal to the same sequence on opposite strands of the
plasmid. The cysteine-encoding codon (i.e., TGC or TGT)
should be chosen so as to minimize mismatches.

– Primers should be between 25 and 45 bases in length, with
a melting temperature (Tm) of �78 �C. Primers longer
than 45 bases may be used, but using longer primers
increases the likelihood of secondary structure formation,
which may affect the efficiency of the mutagenesis reaction.

– The desired mutation should be in the middle of the primer
with ~10–15 bases of sequence perfectly matching the
template on both sides.

– The primers optimally should have a minimumGC content
of 40 % and should terminate in one or more C or G bases.
The following formula is commonly used for estimating
the Tm of primers:

Tm ¼ 81:5 þ 0:41ð%GCÞ � 675=N �% mismatch;

where N is the primer length in bases and values for %GC
and % mismatch are whole numbers, N is the primer length
in bases.

2. The PCR reaction can be modified in numerous ways to opti-
mize results, depending on the nature of the template and
primers and the DNA polymerase used for amplification.

3. PCR cycle conditions can also be varied. For example, the
extension time should be increased for long DNA templates
and that depending on the elongation rate of the DNA poly-
merase. The annealing temperature could be modified depend-
ing on the primers melting temperature (see Note 1) (i.e., the
specificity of the annealing of the primers to the template
increases with the temperature).

4. It is important to adhere to the 18-cycle limit when cycling the
mutagenesis reactions. More than 18 cycles can have deleteri-
ous effects on the reaction efficiency and may introduce unde-
sired mutations. A PCR with a control DNA plasmid template
and a control couple of primers is advised.

5. A band may or may not be visualized at this stage. In either
case, proceed with Dpn I digestion.

6. The DNA band intensity on the agarose gel electrophoresis
should decrease after digestion with Dpn I owing to the

380 J. Habchi et al.



degradation of the methylated, nonmutated DNA template
(note that Dpn I only digests methylated DNA).

7. High transcription rates lead to slow growth, and this in turn is
compounded by metabolic demands imposed by translation of
the recombinant protein. Gene products that affect the host
cell’s growth rate at low concentrations are considered to be
toxic. To reduce effects of protein toxicity on cell growth prior
to induction, the level of basal transcription that occurs in the
absence of induction “leakiness” should be repressed as much
as possible, and the number of generation before induction
should be kept to a minimum.

8. Some proteins, particularly those that are smaller than 10 kDa,
are not stable in E. coli, and may be degraded rapidly by
proteases. This may be overcome by different means: reducing
the growth temperature, inducing for a shorter period of time,
adding low concentrations of PMSF (up to 1 mM) to the
culture medium before induction. . .

9. In many cases, many gene products, when expressed at high
levels in E. coli, accumulate as insoluble aggregates that lack
functional activity. The formation of inclusion bodies is influ-
enced by the nature of the protein, by the host cell, and by
the level of expression resulting from the vector choice and the
growth and induction conditions.

10. If the ORF encoding the target protein contains codons that
are rarely used in E. coli, this can adversely affect the yield of the
protein. In such cases, it is advisable to introduce an additional
plasmid into the host cells that carries the cognate tRNA genes
for rare codons. The pLysS plasmid contains such tRNA genes.
It also encodes T7 lysozyme (a natural inhibitor of T7 RNA
polymerase), which allows reducing the basal expression of
genes under the control of the T7 promoter for better inhibi-
tion of expression under noninduced conditions. In addition,
T7 lysozyme helps facilitating lysis of bacterial cells. The pLysS
plasmid confers resistance to chloramphenicol and contains the
p15A origin of replication, leading to compatibility with pUC-
or pBR322-derived plasmids.

11. The working concentrations of mostly used antibiotics can be
found in (32).

12. We recommend to perform a small-scale protein expression test
to ensure that the cysteine substitution does not significantly
impact the expression and/or solubility level of the protein of
interest. For well-expressed proteins (i.e., at �5 mg/L), 1-L
culture is sufficient to get protein amounts suitable to the
ensuing spin labeling step. Otherwise, larger culture volumes
are recommended.
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13. Induction temperature and period can be modified based on a
small-scale protein expression test. For example, it is known
that decreasing the induction temperature in some cases
increases the stability and the solubility of the protein without
significantly decreasing the yield.

14. Primers are usually designed to introduce a 6�His tag encoding
sequence at the 30 end of the ORF (corresponding to the C
terminus of the protein) so as to avoid purification of truncated
forms arising frompossible abortive translation.Note, however,
that N-terminal 6� His tags can also be used.

15. Protease inhibitor cocktails should be completely EDTA-free.
The latter is a strong chelating agent that could bind to nickel
ions and strips them from the NTA/Sepharose matrices. Resins
become white in the absence of nickel ions.

16. Centrifugation of the disrupted cells for at least 30 min at
30,000 � g is recommended. Filtration through a 0.2-mm
polyethersulfone is helpful to remove residual particulates
prior to chromatography.

17. The washing step of the resin can be repeated several times and
can be monitored bymixing 2 mL of washing buffer and 100 mL
of Bradford reagent. In case a blue color (indicative of the
presence of protein contaminants) appears, it is recommended
to carry out additional washing steps.

18. Set an appropriate pressure and flow rate on the chromatogra-
phy system so as to avoid damage to the column (adequate flow
rates and pressure threshold are generally provided in the man-
ufacturer’s instructions).

19. For adequate resolution, the volume of the injected protein
must not exceed 5 % of the total bed volume. Protein amounts
as high as 30 mg can be injected, unless the protein is known to
be aggregation-prone.

20. For proteins devoid of trp and tyr residues, the absorbance can
be followed at 254 nm.

21. In most cases, the introduction of a cysteine causes the protein
to at least partly dimerize. It is recommended to check by SDS-
PAGE that the fractions of the first elution peak do correspond
to a dimeric form of the protein of interest and not to a larger
protein contaminant. The fractions of the monomer and of the
dimer can be pooled in view of a DTT reduction step prior to
spin labeling.

22. The protein concentration can be determined spectrophoto-
metrically using either the Bradford reagent (Bio-Rad) or the
absorbance at 280 nm. In case a protein assay is used, a calibra-
tion curve with a protein solution of known concentration has
to be established. Protein concentrations can also be inferred
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from the absorbance at 280 nm using the Beer-Lambert
relation. The absorption coefficient e (M�1/cm) at 280 nm
can be obtained either using the program ProtParam at the
EXPASY server (http://www.expasy.ch/tools) or, preferen-
tially, by direct analysis of the amino acid composition.

23. Some proteins require the addition of 10–20 % glycerol to
prevent them from precipitating upon freezing.

24. It is strongly recommended to record the CD spectrum (either
in the presence or in the absence of 20 % TFE) of the spin-
labeled form either so as to rule out possible dramatic effects
brought by the spin label itself.

25. In case the cysteine-substituted protein is dissolved at a rather
low concentration in a NaCl containing buffer, it is suggested
to exchange the buffer to get rid of salt (which otherwise will
give rise to strong absorption in the far-UV region) using a PD-
10 column.

26. It can happen that some free radical contaminates the fractions
containing the labeled protein. The resulting EPR spectrum
will then be a superimposition of the signals arising from the
labeled protein (see fraction 2 in Fig. 2a for example) and the
free radical. If this is the case, the contaminated fractions are
discarded and not pooled with the other protein containing
fractions.

27. Nitroxideradicalsareanisotropicparamagneticcenterscharacterized
by the interaction between an electronic spin S ¼ 1/2 and a
nuclear spin I ¼ 1 arising from themagnetismof the 14Nnucleus
located in the vicinity of the unpaired electron. The anisotropy of
both g tensor (Zeeman interaction) and A tensor (hyperfine
interaction) makes EPR spectra critically dependent on the
mobility of the radical. When nitroxide spin labels are allowed
to tumble rapidly, magnetic interactions (g and A-tensors) are
completely averaged. As the motion becomes progressively
slower, the magnetic anisotropy is no longer totally averaged
and this results in a differential broadening of lines in the spec-
trum, while line positions remain constant. This is the so-called
fast motional regime. By further reducing the mobility of the
radical, the averaging of tensor components becomes less and less
efficient, leading to shape distortions of the EPR spectrum
corresponding to the intermediate motional regime. Finally, the
slow motional regime is reached when the full effects of the
anisotropy of g and A-tensors are observed, this situation
corresponding to the spectrum observed on frozen solution of
nitroxide radical (39) (see Fig. 3).

28. In our experience (12, 13), addition of stoichiometric amounts
of the partner protein was not sufficient to lead to saturation,
although the concentrations of both proteins were largely
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above the estimated KD of the binding reaction with the native
(i.e., nonsubstituted) form of the protein. This requirement
indicates that the spin-labeled variant has a reduced affinity
towards the partner protein as compared to the wt protein.
In addition, various spin-labeled variants can display significant
differences in their apparent affinity as a function of the radical
location. In particular, in our experience (12, 13), the grafting
of the nitroxide radical at a position located at the interface
between the two proteins impaired the ability of the protein to
yield 100 % complex formation. This observation suggests that
two protein populations can occur in solution, one of which is
unable to bind to the partner protein even at oversaturating
conditions (an illustration of partial complex formation is
provided in Fig. 4b).

29. In case addition of a partner protein does not trigger any effect
on the spin label mobility of a spin-labeled variant, EPR equi-
librium displacement experiments are very useful to assess
whether this behavior arises from inability of the variant to
interact with the partner or rather from location of the spin
label outside the region of interaction. These experiments rely
on the addition of an “EPR silenced” form of the labeled
variant to a complex between the partner protein and a distinct
spin-labeled variant whose spin label mobility is dramatically
affected by the partner (i.e., a spin-labeled variant giving rise to
a different spectral signature according to its bound or free
state). The “EPR silenced” labeled variant can be obtained by
reduction of the nitroxide (R–NOl) into a hydroxylamine
group (R–NOH) by ascorbic acid. If the addition of the EPR
silenced labeled variant triggers a reduction in the percentage
of bound form, then this will indicate its ability to sequester the
partner protein from the complex and hence will attest of its
ability to interact with the latter (for example see ref. (13)).
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Chapter 22

Circular Dichroism Techniques for the Analysis
of Intrinsically Disordered Proteins and Domains

Lucı́a B. Chemes, Leonardo G. Alonso, Marı́a G. Noval,
and Gonzalo de Prat-Gay

Abstract

Circular dichroism (CD) spectroscopy is a simple and powerful technique, which allows for the assessment
of the conformational properties of a protein or protein domain. Intrinsically disordered proteins (IDPs), as
discussed throughout this series, differ from random coil polypeptides in that different regions present
specific conformational preferences, exhibiting dynamic secondary structure content [1]. These dynamic
secondary structure elements can be stabilized or perturbed by different chemical (solvent, ionic strength,
pH) or physical (temperature) agents, by posttranslational modifications, and by ligands. This information
is important for defining ID nature. As IDPs present dynamic conformations, circular dichroism measure-
ments (and other approaches as well) should be carried out not as single spectra performed in unique
conditions, but instead changing the chemical conditions and observing the behavior, as part of the
determination of the ID nature.
In this chapter, we present the basic methodology for performing Far-UV CD measurements on a

protein of interest and for identifying and characterizing intrinsically disordered regions, and several
protocols for the analysis of residual secondary structure present in the protein under study. These
techniques are straightforward to perform; they require minimal training and can be preliminary to more
complex methodologies such as NMR.

Key words: Circular dichorism, Intrinsically disordered protein, Secondary structure, CD spectrum,
Polyproline type II (PII) conformation, Alpha helix conformation

1. Introduction

Many substances display optical activity, which is reflected by two
phenomena: optical rotatory dispersion (ORD) and circular
dichroism (CD). While ORD involves changes in the plane of
rotation of polarized light, CD is related to the differential absorp-
tion of left handed (lcp) and right handed (rcp) circularly polarized

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
Volume 1, Methods and Experimental Tools, Methods in Molecular Biology, vol. 895,
DOI 10.1007/978-1-61779-927-3_22, # Springer Science+Business Media, LLC 2012

387



light (2). Circular dichroism is defined as the difference in molar
absorption coefficient between lcp and rcp at a given wavelength.

For a given chromophore, CD is a particular absorptive
phenomenon that is observed in the same spectral regions where
the absorption band of unpolarized light occurs. On the other
hand, not all chromophores display CD bands, since the chromo-
phore needs to be intrinsically asymmetric, or placed in an asym-
metric environment, in order to produce a CD signal. Biological
macromolecules can be considered as heteropolymers that contain
many chromophores, such as the amide bonds and the aromatic
side chains of proteins and the purine and pyrimidine bases of
nucleic acids, all of which are intrinsically symmetric due to their
planar geometry. However, these heteropolymers usually fold into
complex structures, placing symmetric chromophores into asym-
metric environments and giving rise to CD phenomena.

Proteins present CD bands in two different spectral regions, the
far-UVor amide region (175–250 nm) and the near-UVor aromatic
region (250–300 nm). Far-UV CD informs about the secondary
structure content, mostly based on the asymmetric conformation
attained by the main polypeptide backbone. Near-UV CD reflects
changes in the environment of aromatic side chains. These side chains
are sensitive to the chemical environment often related to differential
exposure to either solvent or to the inner core of the protein, and
therefore these changes report on the protein’s tertiary structure. CD
bands in the far-UV region are characteristic for different types of
secondary structure. Alpha helix structure displays themost invariable
band pattern: a characteristic spectrum with a positive band at
190 nm and two negative bands at 208 and 222 nm. Beta sheet
elements, however, are more variable with a positive band at around
198 nm and a single negative band ranging from 214 to 218 nm,
depending on the type of structure. CD is not restricted to highly
regular secondary structure elements, since beta turns and polypro-
line type II structures also show characteristicCDbands in the far-UV
region, although these are muchmore variable and of lower intensity.
What is often referred to as “random coil” structure is characterized
by a negative band below 200 nm; however, the current belief is that
pure “random coil” polypeptides are unlikely to exist, and that the
spectrum of “disordered” polypeptides includes different popula-
tions and degrees of canonical and noncanonical secondary structure.

The far-UV CD spectrum of proteins results from the combi-
nation of the spectral bands corresponding to the different second-
ary structure elements that compose it, yielding complex spectra
with minima and maxima different from those observed in pure
secondary structure elements. Nonetheless, CD is widely used to
assess the secondary and tertiary structure content of a protein, and
is particularly useful for detecting conformational changes that
occur, for example, during protein unfolding or upon ligand bind-
ing; see ref. 3 for a textbook review.
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Intrinsically disordered proteins (IDPs) lack many of the
attributes present in globular proteins, such as stable canonical
secondary structure and compact and cooperative folding (4–6).
However, IDPs display particular conformational properties such as
an extended and dynamic conformation, and the presence of sig-
nificant secondary structure content in certain regions (7), includ-
ing a high content of polyproline type II structure (8). CD has
become a very useful and straightforward method to analyze IDPs
because of its sensitivity for reporting different conformational
transitions involving changes in secondary structure.

2. Materials

1. Equipment.CDmeasurements areperformed inspectropolarimeters
(Jasco J-810 or similar equipment from other manufacturers
such as Aviv or Applied Photophysics). Temperature can be
controlled by a water bath or, ideally, by a peltier thermostat
(Model PTC-423S/L or similar) connected to themeasurement
cell. The apparatus must be purged with nitrogen gas, which
increases the quality of the spectrum, avoids ozone production,
and increases the lamp lifetime (see Note 1). This is achieved by
using a nitrogen tank coupled to the equipment. Data is usually
acquired by data collection software provided by the equipment
manufacturer and installed on a computer connected to the
spectropolarimeter.

2. Cuvettes and holders. The protein sample must be loaded into a
quartz cuvette for measurement. These cuvettes display high
optical transparency below 200 nm, which is required for CD
measurements. Cuvettes of different path lengths and their
corresponding adaptors for fitting into the measurement cell
are available, ranging from 0.02 to 1 cm. The choice of the
cuvette best suited for a particular measurement depends on
the sample concentration and the desired signal to noise ratio
(see Subheading 3.1 and Note 2).

3. Protein samples.The proteins, peptides or other macromolecules
of natural, synthetic, or recombinant origin used for CD deter-
minations must be highly purified, i.e., >90 %, because one
cannot anticipate the contribution of impurities to the spectra.
For example, and especially in the case of IDPs, even a small
amount of a protein contaminant present in the sample with a
high content of alpha helix structure (which yields a high inten-
sity CD signal) can distort the CD spectrum of the protein under
study significantly. Purity can be assessed by polyacrylamide gel
electrophoresis or by mass spectrometry (see Note 3).
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4. Buffers and additives. The type of buffers and additives present
in the sample greatly affect the spectrum quality, since these
reagents absorb in the low end of the far-UV spectrum (at and
below 200 nm) and therefore increase measurement noise in this
wavelength range. Therefore, the sample buffer must be carefully
chosen in order to ensure a good quality spectrum. Best quality
spectra are obtained at the lowest buffer and salt concentration
possible. Furthermore, it is important to use chemical reagents of
the highest quality grade available in order to avoid introducing
contaminants into the sample under study. If the use of a buffer
or additive component which increases measurement noise is
unavoidable, protein concentration can be increased and/or
the path length decreased in order to improve the signal to
noise ratio. A guideline for the use of different buffers, salts and
additives is provided in Note 4.

3. Methods

3.1. Measurement of

a Far-UV CD Spectrum

3.1.1. Sample Preparation

The CD signal is proportional to protein concentration. A better
signal to noise ratio is achieved at higher protein concentration, but
care should be taken to keep sample absorbance below 1.0 at either
of the spectral regions, considering the path length used in the
experiment. For a 15-kDa polypeptide, using a 1-mm quartz path
length cuvette, prepare a 300 ml solution of 10 mM protein or
roughly, for a double sized protein, use half the concentration,
i.e., 5 mM for a 30 KDa protein (also see Subheading 3.4).

Be careful to use purified samples, which do not contain
unknown contaminants (see Subheading 2, item 3 and Note 3).
Choose the cuvette path length according to protein concentration
(see Note 2), and be careful to clean the cuvette prior to loading
the protein sample (see Note 5). Scattering can be avoided
by filtering or centrifuging the sample immediately prior to
performing measurements.

3.1.2. Instrument

and Parameter Setting

The spectropolarimeter should be properly calibrated prior to use,
as indicated in the equipment manual or by the person in charge.
A simple procedure for checking the calibration of the instrument is
included in Note 6. The instrument must be purged with nitrogen
for 5 min prior to turning on the instrument. After this time, the
xenon lamp, thermostat and computer can be turned on.

The measurement parameters are usually set through the soft-
ware installed in the computer after the cuvette containing the
sample has been placed in the measurement cell. The first step is
to establish the wavelength range that is experimentally attainable.
This is determined by performing an exploratory scan starting at
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around 260 nm, and setting the lowest limit as the wavelength at
which the photomultiplier (PMT) tube reaches a signal of 800 V.
Extending measurements into the lower end of the far-UV region
(below 200 nm) can be achieved by increasing the excitation band-
width in the parameter window up to a value which does not
produce distortion of the spectrum. We routinely use a bandwidth
of 2 nm with good results. Also, the spectrum measurement range
can be improved by increasing sample concentration, using shorter
path length cuvettes (see Note 2), and by keeping buffer and
additive absorbance low (see Notes 3 and 4).

Next, it is important to set those parameters that determine the
spectrum quality. These are mainly the scan speed and the instru-
ment integration time constant (also referred to as response or
DIT), which are related to each other and to the data pitch (see
Note 7). A further improvement of spectrum quality can be
achieved by averaging several scans, usually five to ten. Figure 1
shows the effect of changing response time on the spectrum quality.

3.1.3. Spectrum

Measurement

Once the sample has been equilibrated at the desired temperature,
and the parameters have been set, perform five to ten scans in the
wavelength range selected (usually 260 nm as an upper limit, and
180–200 nm as a lower limit). The instrument usually averages
spectra while performing measurements. Check that the signal to
noise level is acceptable or otherwise change parameters or increase
repetitions accordingly in order to obtain a good quality spectrum.

Fig. 1. Effect of acquisition parameters on the quality of a Far-UV CD spectrum. Single CD
spectra of the intrinsically disordered HPV E7N domain (15) measured using a response
time (DIT) of 8 s (full line) or 0.5 s (dotted line). Scans were performed at 50 nm/min scan
speed, 0.1 nm data pitch and 2 nm bandwidth in 5 mM Tris–HCl buffer at pH 7.5 and at
20 �C in a 0.1-cm path length cuvette and at 50 mM protein concentration.
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Always remember to subtract a spectrum of the buffer alone from the
spectrum of the sample, in order to ensure that one is analyzing
signals originating from the sample and not frombuffer components.

3.1.4. Data Processing The CD scan is normally acquired by software provided by the
manufacturer, installed on a computer connected to the equip-
ment. The data collected is a CD signal, measured in millidegrees
(mdeg), as a function of wavelength, measured in nanometers
(nm). However, it is important to convert raw ellipticity to molar
ellipticity, which is expressed as [y]MRW and can be calculated from
a simple transformation of the raw data (see Note 8). Since molar
ellipticity is normalized for protein concentration, path length, and
number of peptide bonds, it allows for comparing across measure-
ments performed in different experimental conditions.

3.2. Spectral Features

of Intrinsically

Disordered Proteins

IDPs present a CD spectrum resembling what was considered for a
long time a purely disordered or “random coil” polypeptide, which
is characterized by a minimum centered around 200 nm, and by the
absence of strong negative signals above 205 nm, characteristic of
alpha helix or beta sheet structure (compare Figs. 1 and 2b).
Frequently, proteins contain a combination of globular and intrin-
sically disordered domains. In this case, if both domains are
independent and do not interact, the CD spectrum will result
from a combination of the different structural elements present in
each domain.

Fig. 2. Spectral features of IDP and globular protein domains. (a) Schematic representation of the HPV E7 protein as an
extended dimer composed of two monomers depicted in dark and light gray respectively. Each monomer is composed of
an intrinsically disordered (IDP) N-terminal domain (E7N), which exhibits dynamic secondary structure content (15) and a
globular C-terminal domain (E7C) (28). (b) CD spectrum of the full-length HPV16 E7 protein (full line), the intrinsically
disordered E7N domain (broken line) and the globular E7C domain (broken and dotted line). The sum of the spectra of both
individual domains (E7N + E7C, dotted line) is similar to the spectrum of the full-length protein (full line). CD measure-
ments were performed in 10 mM Tris–HCl buffer at pH 8.0, 50 mM NaCl, and 2 mM DTT at 20 �C in a 0.1-cm path length
cuvette and at 10 mM protein concentration. Adapted from ref. 29.
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In these cases, the presence of an intrinsically disordered
domain can be detected by subtracting the CD spectrum of the
globular domain from that of the full-length protein. As an exam-
ple, the HPV16 E7 protein contains two modular and independent
domains: an intrinsically disordered N-terminal domain (E7N) and
a globular C-terminal domain (E7C) (see Fig. 2a). As shown in
Fig. 2b, in this case the CD spectrum of the full length protein (full
line) results from the sum of the spectra of the ID E7N domain
(broken line) and the globular E7C domain (broken and dotted
line). The negative band at 220 nm is indicative of alpha helix
content present in the E7C domain, and the minimum centered
at 205 nm results from a combination of the minimum at 200 nm
due to the disordered nature of the E7N domain, and the minimum
at 208 nm due to alpha helix structure present in the globular E7C
domain (Fig. 2b).

3.3. Analysis by CD

Spectroscopy of

Secondary Structure

in Intrinsically

Disordered Proteins

Although IDPs are devoid of consolidated secondary and tertiary
structure, different regions present persistent or dynamic secondary
structure that can be stabilized upon changes in the chemical
environment or due to the interaction with other proteins, ligands,
cofactors or lipid membranes. In this section we present CD tech-
niques that aid in the identification of spectral features of different
nature, which contribute to the overall spectrum of an IDP.
The presence of alpha helix structure can be evidenced by the
addition of trifluoroethanol (TFE) (9–11), and PII structure can
be stabilized by guanidine chloride (Gdm.Cl) (12, 13) and by low
temperatures (14). The presence of alpha helix or PII structure
elements stabilized by these agents can be initially assessed by
analyzing the difference spectrum resulting from subtracting the
spectrum of the protein in buffer alone from that of the protein in
the presence of the stabilizing agent. More detailed thermodynamic
information on these structures can be extracted by performing
titrations, as explained below.

3.3.1. Alpha Helix Structure Trifluoroethanol (TFE) is widely used in order to stabilize regions
with preexistent alpha helical structure (9–11). In order to save
sample, TFE titrations can be performed on the same sample by
measuring the CD spectrum of the protein sample at 0 % TFE and
then adding increasing volumes of neat TFE to the cuvette contain-
ing the sample up to a final concentration of 65 % v/v. Samples
must be allowed to equilibrate prior to each measurement (see
Note 9). Since sample dilution by at least a factor of two occurs
throughout the titration, the initial protein concentration must be
at least double the minimal concentration required to yield a good
signal to noise ratio in the CD spectrum. One should consider that
the sample cuvette must allow for an increase in volume of at least a
factor of two and for sample mixing, which can be performed using
a Hamilton syringe.
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Figure 3a shows a TFE titration of the HPV E7N domain, with
data converted to molar ellipticity (see Note 8) taking into consid-
eration sample dilution. As can be observed, TFE produces an
increase in the absolute value of the band at 220 nm, and a shift
in the position of the minimum from 200 to 208 nm, indicating the
stabilization of alpha helical structure. The transition is cooperative,
and the thermodynamic parameters (DGH20 andm) for the formation
of alpha helix structure can be calculated by considering a two-state
coil-helix equilibriummodel and by assuming a linear dependence of
the thermodynamic stability of the alpha helix on TFE concentration.
The change in molar ellipticity at 222 nm as a function of TFE% can
befit to thismodel to obtain the thermodynamic parameters for alpha
helix formation (see Note 10 and Fig. 3b). The number of residues
stabilized in alpha helical conformation can also be estimated from
the molar ellipticity at 222 nm (see Note 10). A similar analysis has
been performed on a number of proteins by us and by others with
good results; for examples see refs. 12, 15–17.

3.3.2. Polyproline Type II

(PII) Structure

Polyproline type II (PII) structure is a prevalent conformation in
many intrinsically disordered regions and in unfolded polypeptides
(8, 18). The CD spectrum of PII structure is characterized by a
positive band centered around 218 nm, and by a minimum at
around 198 nm (19). The positive band at 218 nm shows low

Fig. 3. Use of TFE titrations to estimate alpha helix content. (a) Far-UV CD scans of the HPV E7N domain performed at
increasing TFE concentrations, expressed as % v/v. Induction of alpha helix structure is evidenced by an increase in the
negative band at 222 nm and also as a decrease in the intensity and shift towards longer wavelengths of the minimum at
200 nm. (b) Fit of the TFE titration data to a two-state helix-coil model (see Note 10). The parameters from the fit were:
DGH2O ¼ 1.5 � 0.1 kcal/mol, m ¼ 0.5 � 0.05 kcal/mol K. In this case, 5.6 residues were stabilized in alpha helix
conformation, calculated as explained in Note 10 using eq. 22.3 and the value of ellipticity in high TFE ([y]TFE in eq. 22.2).
Adapted from ref. 15. Measurements were performed at 20 mM peptide concentration at 20 �C in 20 mM Tris–HCl buffer
pH 7.5 in a 0.5-cm path length cuvette.
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intensity, which makes the identification of this type of structure by
CD difficult in the presence of other secondary structure elements.
One way of identifying the presence of PII structure is by stabilizing
it using low temperatures or high concentrations of Gdm.Cl, for
examples see refs. 12, 15–17, 19, 20. Clearly, except in the case of
short model peptides with pure PII conformation, a protein with
different proportions of PII, coil, and other structures that contrib-
ute to the CD spectrum, will not present a unique distinctive band
in its CD spectrum that identifies PII structure.

Whereas Gdm.Cl destabilizes folded proteins through solva-
tion of hydrophobic side chains and screening of ionic interactions,
this solvent has a stabilizing effect on polyproline type II (PII)
structure (13), which also acts as a destabilizing force for the folded
state. Therefore, one way of identifying PII structure in IDPs
is through performing a Gdm.Cl titration (12) (see Note 11).
As shown in Fig. 4a, increasing Gdm.Cl concentration produces
an increase in the band at 218 nm, indicative of the stabilization of
PII structure. If the transition reaches saturation within the Gdm.
Cl range assayed (0–7.0 M), it is possible to extract the thermody-
namic parameters (DGH20 and m) performing a fit of the data to a
two state PII-coil equilibrium model (see Note 10 and Fig. 4b).

It has been reported that PII structure is stabilized at low
temperatures (14, 19). This can be observed by performing CD
spectrum measurements at different temperatures, ranging from 5
to 85 �C (see recommendations in Note 12). As shown in Fig. 5a,
as temperature is increased, there is a decrease in the absolute value
of the intensity of both the positive band at 218 nm and of the
minimum around 200 nm. Another characteristic of this transition

Fig. 4. Use of Gdm.Cl titrations to stabilize PII structure. (a) CD spectra of a peptide comprising the HPV E2 DNA binding helix.
Increases in Gdm.Cl concentration cause a strong increase in the band at 218 nm, indicative of the stabilization of PII
structure. (b) Fit of the titration data to a two state PII-coil transition (see Note 10). The parameters obtained from the fit were
DGH2O ¼ 1.3 � 0.3 kcal/mol,m ¼ 0.95 � 0.16 kcal/mol K. Measurements were performed in 10 mM sodium phosphate
buffer, pH 7.0 at 25 �C in a 0.1-cm path length cuvette and at 40 mM peptide concentration. Adapted from ref. 17.
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is a small but significant shift in the position of the minimum
towards longer wavelengths. This shift can be better resolved by
analyzing the first derivative of the CD spectrum, where the zero of
the first derivative of the spectrum marks the position of the mini-
mum (21) (see Note 13). An example of this analysis is shown in
Fig. 5b, where the minimum is shifted 3.9 nm towards longer
wavelengths upon increasing temperature from 5 to 85 �C.

It is important tounderscore that the typicalminimumat195nm
in apparently disordered or “random-coil” polypeptides becomes an
object of attention when examining noncanonical secondary struc-
tures such as PII, and in particular when analyzing the conforma-
tional properties of IDPs. Analyzing changes in the intensity of the
minimum as well as small but detectable shifts in its position is
essential for the investigation of conformational transitions of IDPs
(e.g., see below the effect of phosphorylation on IDPs).

3.3.3. Beta Sheet Transitions Some proteins present beta sheet transitions in the presence of
submicellar concentrations of detergents such as sodium dodecyl
sulfate (SDS) (22). In order to assess beta sheet transitions induced
by SDS, take a spectrum of the protein or domain under study in
buffer alone, and in buffer containing submicellar or supramicellar
concentrations of SDS. For example, the critical micelle concentra-
tion (CMC) value for SDS is 4.8 in 20 mM Tris:Cl buffer at pH 7.5
and 5 mM in 20 mM formiate buffer at pH 4.0 (15). For each
buffer system the CMC value must be determined or obtained from
tabulated values (see Note 14). An example for the HPV E7N

Fig. 5. Stabilization of PII structure by low temperature. (a) CD spectrum of the HPV E7N domain at 5 �C (full line) and 85 �C
(broken line). Upon a temperature decrease, there is an increase in the intensity of the minimum at 198 nm and of the
positive band at 218 nm, indicative of induction of PII conformation. These changes are also evidenced in the difference
spectrum (5–85�C) (inset ). (b) First derivative of both CD spectra. The position of the minimum corresponds to the zero
point of the derivative. In this case, a shift of 3.9 nm towards longer wavelengths is evident upon a temperature increase.
Measurements were performed in 5 mM Tris–HCl buffer, pH 7.5 at 20 �C in a 0.1-cm path length cuvette and at 40 mM
protein concentration. Measurement parameters were 50 nm/min scan speed, 0.025 nm data pitch, 8 s response time,
2 nm bandwidth, 20 scans.
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domain is shown in Fig. 6. In the presence of submicellar concen-
trations of SDS a spectrum characteristic of beta sheet structure can
be observed, which presents a single minimum at 217 nm, as
opposed to alpha helix structure induced above the CMC value.

3.3.4. Effects

of Phosphorylation on IDP

Secondary Structure

Posttranslational modifications can affect qualitatively and quanti-
tatively the secondary structure content of IDPs. As an example,
the E7 protein from human papillomavirus is regulated in vivo by
casein kinase II (CKII), which phosphorylates serine residues 31
and 32, increasing the affinity for its main binding partner, the
retinoblastoma (Rb) protein (16). Serine phosphorylation proximal
to the Rb binding site leads to an increase in PII content, which can
be observed both in the isolated HPV16 E7N IDP domain
(E71–40) (15) and in a smaller peptide fragment (E716–40) contain-
ing the high affinity Rb binding site (16). The spectrum of the
phosphorylated E716–40 peptide presents an increase in the inten-
sity of the band at 218 nm and of the minimum at 198 nm, both
indicative of an increase in PII content (Fig. 7a). The difference
spectrum (5–85 �C) of the phosphorylated and unphosphorylated
peptides shows a stronger band at 218 nm for the phosphorylated
peptide (Fig. 7a, inset).

As a complementary example, an ID portion of the flexible
PEST region of the bovine papillomavirus E2 protein (E2 PEST)

Fig. 6. Effect of SDS on secondary structure of an IDP domain. CD spectrum of the HPV
E7N domain in the absence (full line) of SDS and in the presence of SDS at concentrations
below ([SDS] ¼ 1 mM, dotted line) and above ([SDS] ¼ 10 mM, broken line) the critical
micelle concentration (CMC). Below the [CMC], beta sheet structure is induced, whereas
above the [CMC], alpha helix conformation is stabilized. Measurements were performed in
10 mM sodium formiate buffer, pH 4.0 at 25 �C and using 20 mM peptide concentration in
a 0.1-cm path length cuvette. Adapted from ref. 15.
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also displayed a substantial effect of phosphorylation on its struc-
ture. In this case, phosphoryation of a serine residue produced a
decrease in PII content (12), and this structural change led in turn
to an increase in the protein turnover in the cell (23), indicating
that phosphorylation caused a thermodynamic local destabilization
in this ID region. The CD spectra of the unphosphorylated
(E2 PEST) and phosphorylated (E2 PEST 301p) peptides evidence
a strong decrease in the intensity of the minimum at 198 nm upon
phosphorylation (Fig. 7b). In both example cases discussed here,
the change observed in the intensity of the minimum at 198 nmwas
too large to be ascribed to the single chemical difference: a phos-
phate moiety (Fig. 7b).

3.4. Quick-Start Guide After reading the basics for obtaining Far-UV CD spectra of IDP
proteins, domains, or of a protein combining globular and
IDP domains, the reader may want to have a quick start guide
with the sample under study. We assume that the equipment,
irrespective of its age or manufacturer, is in optimal working con-
ditions. We also assume that the protein under study is (or is
suspected to be) at least in part IDP, which can be inferred initially
from an anomalous behavior in a simple size exclusion chromatog-
raphy experiment, or detected from the various powerful algo-
rithms available (24, 25). Proceed as follows:

1. For a 15-kDa polypeptide using a 1-mm quartz path length
cuvette, prepare a 300 ml solution of 10 mM protein, in the best

Fig. 7. Modulation of PII content by phosphorylation. (a) CD spectra of the unphosphorylated (full line, nP) and the
phosphorylated (dotted line, P) E716–40 fragment at 5

�C. The phosphorylated fragment has a stronger positive band at
218 nm and a more negative minimum at 198 nm. Inset: Difference spectrum (P � nP) showing the increase in the band at
218 nm upon phosphorylation. Adapted from ref. 16. (b) CD spectra of a peptide corresponding to the unphosphorylated
PEST region from the bovine papillomavirus E2 protein (full line, nP) and of its phosphorylated counterpart (dotted line, P).
Phoshporylation destabilizes PII conformation, evidenced as a decrease in the intensity of the minimum at 198 nm.
Adapted from ref. 12.
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buffer possible, preferably phosphate, of the best quality
possible (see Note 2). The size and the concentration of the
protein keep roughly an inverse proportion (i.e., for two times
the size, use half the concentration).

2. Spin down the sample for 5 min in a micro-centrifuge, and
measure the protein concentration of the supernatant carefully
by UV absorbance preferably, or by other alternative methods
(i.e., Bradford or other), as accurately as possible.

3. Turn on the nitrogen flow to 5–7 l/min, wait 5 min and switch
on the CD spectropolarimeter. Set the temperature (either
circulating water bath or peltier), add the sample to the 1 mm
cell, and cap it to prevent evaporation (this is critical when
performing a thermal scanning experiment or a measurement
at high temperature).

4. Set the following parameters: wavelength slit (or bandwidth):
2 nm; data interval (or data pitch): 0.2 nm; response (or DIT):
4 s; scan rate: 50 nm/min; number of scans: 10; wavelength
range: 260–190 nm. Check that the PMT does not go higher
than 800 V within the measurement range, and otherwise
readjust the wavelength range (see Subheading 3.1). Run a
buffer scan under the same conditions determined for the
sample and subtract it from the sample scan. Export and con-
vert the data in order to express ellipticity in normalized units
(see Note 8).

5. Youmay either obtain amainly IDP-like spectrum, or a spectrum
with significant canonical secondary structure (i.e., a-helix,
b-sheet, turns) if the protein presents globular as well as IDP
domains (see Fig. 2 and Subheading 3.2).

6. If an IDP-like, apparently disordered spectrum is obtained,
consider acquiring a spectrum at 5 �C and another at 80 �C
(or whatever limit the equipment allows), under the same
parameter conditions. The spectra will look different, and by
subtracting the spectrum at 80 �C from that at 5 �C, you will
obtain a difference spectrum that may show changes at 198 and
218 nm, indicative of the presence of PII-type conformation
(see Subheading 3.3 and Fig. 5).

7. Select the wavelength at which the spectral change between
the two temperatures is maximal and perform a temperature
scan, which measures the ellipticity change with increasing
temperature. A noncooperative (i.e., linear) transition, full
reversibility, and an isodichroic point (a wavelength at which
all the spectra intersect in a single point) are strong evidences
of IDP nature.

8. You may want to consider registering similar spectra at 25 �C,
adding suspected or known ligands, or modifying the solvent
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conditions in order to evaluate the protein’s conformational
transitions (for example, using TFE, Gdm.Cl or SDS as
explained in Methods Subheading 3.3). In each case, remem-
ber to subtract the CD spectrum of buffer with the ligand, as
the ligand may also have a CD signal.

9. After performing temperature, ligand or pH studies on the IDP
under study, one should consider centrifuging the sample for at
least 10 min and re-measuring the spectrum and the protein
concentration. This procedure will allow one to evaluate
whether the changes observed were effectively due to confor-
mational transitions in the IDP conformation as opposed to
sample loss due to irreversible aggregation.

4. Notes

1. Nitrogen flow is required to remove oxygen from the equipment.
Oxygen is prejudicial since it absorbs light, especially at low
wavelengths, decreasing the energy of the light incident on the
sample. Lighting the xenon lamp in air will also generate ozone
gas, which is harmful to the lamp and to the human body.
Nitrogen flow can be adjusted according to the lowest wave-
length at which one wants to perform the measurement scans.
As a practical guideline, set the nitrogen flow at 3–5 l/min for
measurements up to 200 nm, and increase flow rate to 10–15 l/
min for measurements up to 180 nm.

2. The cuvette path length should be chosen depending on the
protein concentration and sample volume available for the
measurements. For example, the signal measured from a
10 mM protein sample in 10 mM Buffer in a 1-mm path length
cuvette (250 ml load volume) is equivalent to that of the same
protein sample at 2 mM concentration measured in a 5-mm
path length cuvette (1,000 ml load volume). Nevertheless, the
measurement using a larger path length will have increased
noise due to higher buffer absorption. Therefore, when possi-
ble it is advisable to use the lowest optical path length compati-
ble with a measurable signal.

3. Ideally, CD measurements should be performed on protein
samples obtained from recombinant or natural sources, which
have been subjected to a thorough purification procedure,
which usually goes beyond performing simple affinity column
purification. The final purity can be evaluated by polyacryl-
amide gel electrophoresis (PAGE) or by chromatographic
methods by using standard protocols, which will not be
described in this chapter but are available from commonly
used laboratory protocol manuals.
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4. Buffers and additives: Most commonly used aqueous buffers
are suitable for CD experiments, although they exhibit variable
absorptivity in the far-UV range. For example, phosphate and
acetate buffers have low absorption, Tris buffer has intermedi-
ate absorption and Hepes, MES, MOPS and Tricine buffer
have the highest absorption. Use the best purity grade buffers
available in order to avoid contaminants. Other additives com-
monly used in the molar concentration range in CD experi-
ments are urea and guanidine chloride (Gdm.Cl). These
additives have high absorption and will preclude measurements
below 210 nm in a 1-mm path length cuvette. Other additives
included in sample buffers, such as reducing agents (DTT,
b-mercaptoethanol), detergents (Tween, SDS), glycerol, and
salts will also introduce noise into the measurements, and
should be kept at the lowest concentration possible. For mea-
surements extending below 200 nm, we recommend keeping
DTT or b-mercaptoethanol at concentrations at or below
1 mM, and buffer and salt concentration at 10–20 mM.

5. We recommend to carefully clean cuvettes before and after each
use with acidic cleaning solutions. For this purpose, we com-
monly use 98 % grade sulfuric acid for 15 min, after which the
cuvette must be rinsed repeatedly with distilled orMilliQ water.

6. Calibration of the CD scale can be checked by measuring a
0.06 % solution of ammonium d-10-camphor sulfonate in dis-
tilled water in a 0.1-cm path length cuvette, which should
display a signal of 190.4 � 1 mdeg at 190.1 nm. The spectro-
polarimeter’s wavelength accuracy can be checked placing a
neodymium glass, usually provided with the equipment, in
the measurement chamber. When measuring a spectrum
between 560 and 610 nm, the peak maximum should be cen-
tered at 586 � 0.8 nm.

7. The scanning rate must be changed according to the response
time. We routinely use scanning rates of 50–100 nm/min and
response times of 2–8 s. As a general rule, when increasing the
scan speed one should decrease the response time as stated in
the manufacturer manual. The data pitch determines the spec-
tral resolution of data acquisition. A data pitch of 0.2–1.0 nm
works fine for most applications.

8. Mean residue molar ellipticity or [y]MRW can be calculated
applying the following formula to the raw data:

½y�MRWðdeg cm2 dmol= Þ ¼ mdeg

10� L � ½M � �N
(1)

Where L is the path length (measured in cm), [M] is the
concentration (measured in molar units), and N is the number
of peptide bonds (measured as: number of amino acids � 1).
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9. Since TFE titrations using a single sample will dilute the protein
at least by a factor of two, this protocol is advised only if no
change in oligomerization state occurs over the protein con-
centration range covered in the experiment. Otherwise, the
titration must be performed in separate tubes keeping the
protein concentration constant.

10. Data from TFE and Gdm.Cl titrations can be fit to a two state
equilibrium (helix-coil or PII-coil) by considering no variation
in the PII population for TFE titrations or in the alpha helix
population for Gdm.Cl titrations. This model assumes the free
energy for a-helix formation to depend linearly on [TFE]/
[water] (10) and of PII structures to depend linearly on
Gdm.Cl molar concentration (12). Molar ellipticity data can
be fitted to the following equation to extract the values for DG
and m:

y½ � ¼ y½ �TFE;Gdm:Cl þ y½ �water � exp �DGTFE;Gdm:Cl=RT
� �

1þ exp �DGTFE;Gdm:Cl=RTð Þ ; (2)

Where [y]water and [y]TFE,Gdm.Cl are the mean residue ellipti-
cities in water and at high cosolvent concentration, R is the gas
constant, and T is the temperature.

The number of residues stabilized in alpha helix conformation
before and after the TFE titration can be estimated by comparing
the values of molar ellipticity in water or TFE obtained from the
fit to equation [2] with the molar ellipticity value at 222 nm that
corresponds to 100% helical content for the protein or peptide
under study. This value can be obtained from the following
empirical relationship, where n represents the number of residues
in the peptide/protein under analysis: (26):

y½ �222nm ¼ �39; 500� 1� 2:57

n

� �
(3)

11. Gdm.Cl titrations are best performed using separate tubes for
each Gdm.Cl concentration since the highest Gdm.Cl concen-
tration attainable is 7.8 M. Prepare a series of tubes containing
the same protein concentration, and increasing amounts of
Gdm.Cl ranging from 0 to 7 M. It is advisable to measure at
least 13 points covering the range of interest. Samples must be
allowed to equilibrate at the measurement temperature (for
best results, 5 �C) prior to measurement. Due to the high
absorption of Gdm.Cl, the CD spectrum cannot be measured
below 210 nm using 0.1-cm path length cuvettes.

12. When performing thermal scanning experiments, it is essential
to use capped cuvettes, in order to avoid sample evaporation.
Cuvettes with teflon caps are commonly available from quartz
cuvette providers such as Hellma and others.
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13. Calculation of the first derivative of the CD spectrum can be
performed by applying standardized functions contained in
most routinely used data analysis programs. In order to obtain
a good quality derivative spectrum, it is important to use a small
data pitch (ideally 0.025 nm) and extensive averaging which
yields a high signal to noise ratio. It is useful to smooth the raw
data in order to reduce noise prior to computing the spectrum
derivative. Identification of the minimum is performed by fit-
ting the data points contained at �5 nm of the zero to a linear
function (see Fig. 5b).

14. The critical micelle concentration (CMC) of SDS depends
on the buffer used, on ionic strength, and on solution pH.
Tabulated values can be found in ref. 27.
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Chapter 23

Deconstructing Time-Resolved Optical Rotatory
Dispersion Kinetic Measurements of Cytochrome c Folding:
From Molten Globule to the Native State

Eefei Chen and David S. Kliger

Abstract

The far-UV time-resolved optical rotatory dispersion (TRORD) technique has contributed significantly to
our understanding of nanosecond secondary structure kinetics in protein folding and function reactions.
For reduced cytochrome c, protein folding kinetics have been probed largely from the unfolded to the
native state. Here we provide details about sample preparation and the TRORD apparatus and measure-
ments for studying folding from a partly unfolded state to the native secondary structure conformation of
reduced cytochrome c.

Key words: Time-resolved, Nanosecond, Optical rotatory dispersion, Circular dichroism, Cyto-
chrome c, Molten globule, Protein folding

1. Introduction

Although circular dichroism (CD) is themost common polarization
spectroscopy used today, it was developed several decades after the
initial observation (early 1800s) of optical rotation (OR), which
arises from circular birefringence (CB). OR was then the primary
method of studying optical activity (1). Measurement of OR
advanced from the earliest polarimeter (a sheet of glass and sunlight)
to its detection at specific wavelengths of light (mercury lines,
sodium D-line) to single wavelength determinations over a wide
spectral range in the 1930s. About 20 years later, Keston and
Lospalluto had developed a quasi-null optical rotatory dispersion
(ORD) approach (2) that was later implemented as the Standard
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Model D Keston polarimetric attachment in Beckman’s DU spec-
trophotometer (3, 4). The quasi-null principle is the basis for the
time-resolved optical rotatory dispersion (TRORD) design, which
is a linear analog of the time-resolved circular dichroism (TRCD)
technique, both of which are used in this laboratory today (5–7).

Nanosecond TRCD spectroscopy was developed in the 1980s.
Initially designed to measure single wavelength traces, the TRCD
method was extended to include multichannel detection, other
time-resolved polarization methods (magnetic circular dichroism
(MCD), linear dichroism, ORD, magnetic ORD), measurements
from the visible into the far-UV spectral regions, faster time resolu-
tion, and most recently, it has been coupled with temperature-jump
methods (8). The development of far-UVTRCD, and subsequently
far-UV TRORD, has provided significant secondary structure
insights into the kinetics of many protein function (phytochrome,
myoglobin, PYP, LOV (9–13)) and folding (cytochrome c, azoben-
zene cross-linked peptides (14–20)) reactions. However, in recent
years the far-UV TRORD method has been used in more of our
studies because it allows for higher UV light intensity and lower
sensitivity to birefringence artifacts.

In optical activity, CB and CD are Kramers–Kronig transform
mates (21) as with unpolarized electronic transitions, where the
refractive index and absorption are intrinsically related. Therefore,
in theory, the two methods are expected to provide the same infor-
mation. However, in practice each approach has advantages that
make one preferable over the other depending on the experimental
circumstances. CD is localized to the absorption band of the chro-
mophore of interest and so the measured spectra can be more easily
interpreted. In contrast, an OR spectrum comprises multiple Cot-
ton contributions, making analysis of the data more difficult.
In situations where the study is aimed at understanding protein
structural changes, CD is generally chosen over ORD for its ability
to distinguish between secondary structures such as the a-helix and
b-sheet conformations. However, the fact that OR spectra are mon-
itored away from the absorption band can lend a clear signal-to-
noise advantage of the TRORD method over TRCD, especially in
the case of protein folding kinetic studies.

The far-UV TRORD technique has been used extensively in
this laboratory to follow the kinetics of cytochrome c (cyt c) fold-
ing. In 1998 and 1999, the first nanosecond polarization studies of
folding in reduced cytochrome c (redcyt c) employed far-UV
TRCD methods (14, 15). In those studies, redcyt c was bathed in
guanidine hydrochloride (GuHCl), a denaturant that absorbs sig-
nificantly in the far-UV region and obscures the 210 nm band, one
of the spectral markers for the a-helix secondary structure.
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Although the results of these TRCD studies successfully reported
two major kinetic phases of a-helix formation, subsequent studies
were executed with far-UV TRORD detection largely because of
the signal-to-noise advantage mentioned above. Overall, these
TRCD and TRORD studies suggested that before the slower,
final folding of redcyt c into its native configuration there is an
initial fast appearance (the time constant of formation is dependent
on the concentration of GuHCl) of a partly unfolded, molten-
globule-like intermediate (15–17). With increasing support for
this deviation from two-state folding kinetics (15, 16, 22–30), the
ability to manipulate the secondary structure of redcyt c using
sodium dodecyl sulfate (SDS) provided the timely opportunity to
test this proposed mechanism.

The molten globule (MG) state of cyt c can be observed under
many different sample conditions (high temperatures, low or high
pH, low to intermediate denaturant concentrations) and in the
presence of alcohols, sugars, polyanions, anionic lysophospholipids,
anionic lipid vesicles, and n-alkyl sulfates such as sodium octyl
sulfate, SDS, and sodium decyl sulfate (31–38). In the presence of
SDSmicelles versus monomers, cyt cwill respond differently. Below
the critical micelle concentration (CMC) (2.2 mM in 45 mM
sodium phosphate), interaction with monomers facilitates partial
unfolding of cytochrome c, whereas above the CMC, recovery of
structure results from interaction with SDS micelles (39–43).
Using this information, titration of oxidized (oxcyt c) and redcyt c
with SDS reveals differences in folding free energies for the two
different states of cyt c that is critical for rapid initiation of the
folding reaction (from the MG state) (20). These experimental
conditions are particularly advantageous because one of the com-
plications involved in understanding the role of a partly unfolded
intermediate is that comparisons are difficult to make between the
equilibrium and kinetic MG states. This is because the equilibrium
MG state generally cannot be induced to fold without dramatic
changes in the solution conditions. For example, to observe folding
to the native state from the acid-induced MG species it is necessary
to change the protein solution from low pH and high salt to more
neutral buffer conditions (44). However, using the fast electron-
transfer method, the equilibrium MG is triggered to fold to the
native state without changing the initial solution conditions.

We will describe the steps involved in studying the kinetics of
folding from theMG to the native state using the TRORDmethod,
starting with the sample and apparatus materials required, in Sub-
heading 2, followed by the SDS titration, molten globule (MG)
characterization, and the TRORD setup and experiments in Sub-
heading 3.
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2. Materials

2.1. SDS Titration

Samples
1. Fill and then empty a glove bag with argon gas. Repeat three

times. Argon gas will be flowing to maintain an oxygen-free
environment in the bag throughout the experiments on redcyt c.

2. Buffer solution: 50mM sodium phosphate buffer, pH 7.Weigh
0.69 g monobasic sodium phosphate (MW 137.99 g/mol) and
0.71 g dibasic sodium phosphate (141.96 g/mol) and transfer
into two separate beakers. Add 100 mL (see Note 1) deionized
water to each beaker and stir until dissolved. Using all or some
of the dibasic sodium phosphate, adjust the pH to 7 using the
monobasic sodium phosphate solution. Deoxygenate 10 mL
50 mM sodium phosphate buffer with argon or nitrogen and
move into the glove bag. Store unused buffers at 4 �C.

3. SDS solution: 100 mM SDS, pH 7 (see Note 2). In an argon-
or nitrogen-purging glove bag, deoxygenate 0.029 g SDS
(MW 288.38 g/mol) for about 15 min. Add 1 mL deoxygen-
ated 50 mM sodium phosphate buffer, pH 7, to the solid SDS.
Divide the solution into two aliquots, leaving one in the glove
bag and removing the other from the glove bag.

4. Cytochrome c solution: 20 mM in 50 mM sodium phosphate
buffer, pH 7. Weigh 0.0012 g oxcyt c (horse heart, MW
12,384 g/mol) and add 5 mL 50 mM sodium phosphate
buffer, pH 7. Divide the oxcyt c solution into two aliquots.
Deoxygenate one of the aliquots with argon or nitrogen and
then place it into the purging glove bag.

5. In addition to the buffer, SDS, and cyt c solutions, add to the
glove bag sodium hydrosulfite (more fondly known as sodium
dithionite, MW 174.1 g/mol) to reduce oxcyt c, potassium
ferricyanide (MW 329.3 g/mol) to oxidize redcyt c, a 2-mm
quartz cuvette with screw cap, a 10 mL pipettor, appropriate
pipette tips, and syringes and needles.

2.2. Circular Dichroism

and Magnetic Circular

Dichroism

Measurements

1. Circular dichroism spectrophotometer.

2. 2-, 5-, and 10-mm path length quartz cuvettes for measure-
ments in the far- and near-UV, Soret and visible spectral
regions, respectively (see Note 3).

3. 0.64 T PM-2 permanent magnet (JASCO, Inc., Easton, MD).

2.3. TRORD Samples 1. Fill glove bag with argon gas and empty. Repeat three times.
During the experiment, the glove bag will be under a constant
argon environment.

2. Prepare 50 mM sodium phosphate buffer, pH 7, as described
above in Subheading 2.1. Deoxygenate 15 mL 50 mM sodium
phosphate buffer and place into the argon-purging glove bag.
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3. 20 mM cytochrome c in 50 mM sodium phosphate buffer solu-
tion: Weigh 0.0025 g cyt c and place into the argon-purging
glove bag. After about 15 min, add 9.94 mL deoxygenated
50 mM sodium phosphate buffer, pH 7 (see Note 4).

4. Weigh 0.029 g SDS for a final solution concentration of
0.65 mM. Place into glove bag.

5. Weigh 0.0035 gNADH (MW709.4 g/mol) for a final solution
concentration of 500 mM and place into glove bag.

6. Place a peristaltic pump, syringe and needles, a 100-mL pipettor,
appropriate pipette tips, 2-mm quartz cuvette with screw cap,
and sodium hydrosulfite into the glove bag, which now also
contains deoxygenated 50 mM sodium phosphate buffer (pH
7), 20 mM cyt c, and solid SDS and NADH.

2.4. Time-Resolved

Optical Rotatory

Dispersion Apparatus

1. DCR-1 Nd:YAG pulsed laser.

2. Xenon flashlamp probe source.

3. Two MgF2 prism polarizers.

4. Two UV-enhanced spherical mirrors.

5. Focusing lens.

6. Spectrograph with a 600 grooves/mm (200 nm blaze) grating.

7. CCD Detector.

8. Sample flow cell.

9. Computer.

3. Methods

3.1. SDS Titration (CD

Detected) and Structure

Characterization

1. Use the deoxygenated 100 mM SDS solution, stored in the
glove bag, for the redcyt c samples and the 100 mM SDS
solution, outside the glove bag, for the oxcyt c samples.

2. To the oxcyt c sample in the glove bag add sodium dithionite
(see Note 9) to convert the oxcyt c to redcyt c. To the other
oxcyt c aliquot (outside the glove bag) remove any trace redcyt
c (usually <10 % from the bottle), either by stirring with the
solution open to air or by addition of potassium ferricyanide
(see Note 5).

3. Working with the oxcyt c outside the glove bag and redcyt c
inside the glove bag, add small aliquots of 100 mM SDS with
the pipettor to obtain protein samples with final SDS concen-
trations between 0 and 2mM (see Note 6). SDS is cumulatively
added to the sample cyt c solution.
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4. Use a 2-mm path length quartz cuvette to make CD measure-
ments in the far-UV region (190–300 nm). The data in this
spectral region are collected with a step size of 1 nm, a band-
width of 1 nm, and an integration time of 8 s. Several sets of
data at each SDS concentration should be collected so that a
standard deviation can be calculated at each titration point. The
results of these titration experiments determine howmuch SDS
to use in the TRORD experiments (see Note 7). A UV–visible
measurement should be taken before data collection on the
oxcyt c samples. For redcyt c samples, a UV–visible spectrum
should be measured before and after data collection to verify
the integrity of redcyt c before and during the CD measure-
ment (see Note 9).

5. To characterize the structure of the protein at the concentration
of SDS chosen for the TRORD experiments, measure near-UV
CD and Soret and visible MCD spectra (see Note 8) for native
oxcyt c and redcyt c and both proteins in the presence of
0.65 mM SDS. For near-UV CD measurements, use a 10-mm
path length quartz cuvette with data collection specifications of
1 nm step size, 1 nm bandwidth, and 4 s integration time.
Obtain a UV–visible measurement before data collection. For
the reduced cyt c samples, a UV–visible spectrum should be
measured before and after data collection to verify the integrity
of the redcyt c (see Note 9).

6. Use a 5-mm path length cuvette for MCDmeasurements from
350 to 650 nm (Soret and visible regions). The 5-mm cuvette
fits snugly between the two poles of the magnet. For each
sample (oxcyt c and redcyt c with and without 0.65 mM
SDS), collect data for the two different orientations of the
magnetic field, antiparallel and parallel to the propagation
direction of the light beam. Using an integration time of 2 s,
data are collected every 1 nm with a 1 nm bandwidth. MCD
spectra are calculated by taking the difference of the signals
measured in the parallel and antiparallel magnetic field orienta-
tions divided by 2. Take a UV–visible measurement before data
collection. For the reduced cyt c samples, a UV–visible spec-
trum should be measured before and after data collection to
check that the sample is still in the reduced form (see Note 9).

3.2. TRORD Apparatus:

For Small Sample

Volumes

1. The xenon flashlamp (i in Fig. 3) is the probe source for the
TRORD apparatus and is initially unpolarized.

2. On going from flashlamp to detector, the next optical compo-
nent is the first MgF2 prism polarizer (ii).

3. The third optic of this apparatus is a UV-enhanced spherical
mirror (iii), which focuses the probe beam down from a
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diameter of ~6 mm to ~300 mm, allowing for measurements of
small sample volumes.

4. Because of the use of the spherical mirrors, optics ii, iii, iv, v, and
vi are aligned in an off-axis configuration, mapping out the
letter Z. Position the sample flow cell (iv) after the UV-
enhanced mirror (iii) along the diagonal stroke of the letter Z.

5. With the focus at the sample cell, the probe beam is then
collected by a second UV-enhanced spherical mirror (v) and
directed to the second, analyzing MgF2 polarizer (vi). This
polarizer is oriented with its polarization axis perpendicular to
the first MgF2 polarizer.

6. After passing through the second polarizer, a lens (viii) focuses
the probe beam onto the slit of the spectrograph/CCD detec-
tion system (ix).

7. The third harmonic of the Nd:YAG laser is used to initiate the
photoreduction reaction. The 355 nm laser beam is directed to
the sample with prisms and is then focused with a quartz lens
down to a ~2-mm beam diameter.

8. Overlap the laser and probe beams (see Note 10).

9. To avoid sample photodegradation, synchronize the peristaltic
pump that drives the flow of the sample to the cell to operate
only between laser pulses.

10. Set the peristaltic pump at a flow rate that clears the entire
volume of irradiated protein sample out of the laser beam
footprint before the next laser pulse.

3.3. TRORD

Measurements

1. All samples have been deoxygenated and are now handled in
the glove bag.

2. Using the syringe, fill the 2-mm cuvette with oxcyt c. Measure a
UV–vis spectrum to confirm the concentration of the oxcyt c,
the formation of redcyt c, or the presence of SDS and NADH
(see Notes 4 and 9). Place cuvette back into the glove bag,
remove the oxcyt c sample and add back to the stock solution of
cyt c (see Note 11).

3. Add 1 mL deoxygenated 50 mM sodium phosphate buffer, pH
7 to the solid SDS for a final concentration of 100 mM. To the
20 mM cyt c solution add 65 mL of this 100 mM SDS solution
to obtain a final SDS concentration of 0.65 mM (see Note 2).

4. Repeat step 2.

5. Add the 20 mM cyt c, 50 mM sodium phosphate buffer, pH 7,
and 0.65 mM SDS solution to the solid NADH (final 500 mM
concentration) and mix well.

6. Repeat step 2.
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7. Add a pinch of sodium dithionite to completely reduce the
oxcyt c without overwhelming the region below 350 nm with
absorbance from this reducing agent (see Note 9).

8. Use the peristaltic pump to circulate the deoxygenated buffer
from the stock to the sample flow cell and then back.

9. Take equilibrium buffer ORDmeasurements by collecting data
(see Note 12) with the first polarizer in one b orientation and
then repeat with the first polarizer in the �b orientation (see
Note 13).

10. Circulate the buffer out of the sample flow cell and back into
the buffer vial.

11. Flow the protein solution into the sample flow cell. Circulate
the solution for a few minutes to incorporate homogeneously
any residual buffer with the protein sample (see Note 14).

12. For each time delay, collect data with the first polarizer in the b
and then in the �b position (see Notes 13 and 15).

13. Calculate the ORD signal by normalizing the difference
between the intensities measured in the +b and �b positions
by their sum. That is, S ¼ (I+b � I�b)/(I+b + I�b), which is
equal to CB/b.

3.4. Data Analysis 1. SDS titration experiments: Average the data sets for each
concentration of SDS measured. Construct titration curves
from the multiwavelength CD measurements by averaging
the data from 217 to 227 nm to calculate the signal mean
value at 222 nm for each concentration of SDS. To determine
the error bar for each titration point, calculate standard
deviations of the CD signal mean value at 222 nm.

2. Near-UV and MCD characterization: Average the respective
data sets measured for the different species: oxcyt c and redcyt c
with and without 0.65 mM SDS. Determine the error bars
for the near-UV and MCD spectra by calculating standard
deviations for the CD signal mean values at 264 and 552 nm.
Obtain the mean values by averaging the respective sets of CD
spectra from 262 to 266 nm and 547 to 557 nm.

3. TRORD experiments: Calculate difference TRORD data by
subtracting the pre-trigger ORD signal from the time-resolved
signals. If the OR spectra have significant baseline shifts they
can be offset to zero in the 275–280 nm region (see Note 16).
A kinetic trace is extracted from the multiwavelength data by
averaging the time-dependent ORD signals from 228 to
236 nm. Fit the kinetic data to exponential processes (see
Fig. 2b).
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4. Notes

1. The final volumes of all solutions should be based on what is
necessary for the experiment. The volumes reported here were
designed for these experiments (on the horse heart cytochrome
c MG) and for minimizing waste of protein and chemicals.

2. The stock SDS solution was prepared at 100 mM so that the
volumes (0.5–5 mL) added to the cyt c solution to obtain the
desired final SDS concentrations did not significantly change
the 20 mM cyt c concentration.

3. The cuvettes used for all spectral regions probed were quartz.
Glass cuvettes can be used for the MCD experiments in the
Soret and visible regions.

4. The final concentration of the cyt c sample, after addition of
SDS, will be 20 mM. However, at this stage the sample concen-
tration is slightly higher, at 21.5 mM.

5. Sometimes it is possible to stir the oxcyt c solution in air to
remove trace redcyt c, however, this method is not as effective
as the use of potassium ferricyanide. The absence of redcyt c
markers in a UV–visible spectrum of oxcyt c does not guarantee
that all the redcyt c has been reoxidized. Rather, a more sensi-
tive probe of redcyt c is necessary, such as MCD spectroscopy in
the visible region (see Fig. 1). For the SDS titration, it is
important to remove the trace redcyt c for the oxcyt cmeasure-
ments. However, for the TRORD experiments, the trace redcyt
c does not affect the results because it does not undergo further
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Fig. 1. UV–vis (a) and MCD (b) spectra of oxcyt c with (gray) and without (black) potassium ferricyanide. Upon addition of
potassium ferricyanide, there is an almost imperceptible change in intensity near the 549 nm band, which is characteristic
of redcyt c, suggesting that the initial sample was almost completely in the oxcyt c state. However, when the same
samples are probed with MCD spectroscopy, it is clear that without the oxidant significant redcyt c is present.
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reduction and is therefore subtracted out when difference
spectra are calculated. Typically for TRORD experiments,
potassium ferricyanide is not added because it absorbs below
350 nm, a region that is important for monitoring NADH
changes and protein integrity and especially for signal to noise.

6. To probe the MG state, measurements were obtained below
2 mM because at concentrations above the CMC interactions
with SDS micelles results in refolding of cyt c. Below the CMC,
cyt c will interact with SDS monomers and undergo partial
unfolding. Because very small volumes (0.5–5 mL) are used to
change the SDS concentration, it is important to be cautious—
wipe the pipet tips along the side so that you avoid adding too
much or too little SDS. Cumulative addition of SDS is only one
of many ways to obtain these data. For example, a larger vol-
ume of cyt c solution can be prepared so that a fresh sample can
be used for measurement at each different SDS concentration.

7. For both oxcyt c and redcyt c, far-UV data were obtained at the
following concentrations of SDS: 0, 0.1, 0.2, 0.4, 0.5, 0.6, 0.7,
0.8, 0.9, 1, 1.2, 1.4, 1.6, and 1.8 mM. Using the CD intensity
at 222 nm, the effect of SDS on the secondary structure of
the two cyt c proteins is shown in Fig. 2a. Redcyt c is clearly
more stable toward SDS than oxcyt c. The maximum decrease
in the oxcyt c CD signal is about 30 % and this level is attained
by 0.6 mM SDS. In contrast, the redcyt cCD signal only begins
to decrease after about 0.7 mM SDS. Based on these observa-
tions, the SDS concentration chosen for the TRORD
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Fig. 2. (a) SDS titration curves for oxcyt c and redcyt c. The CD signal for oxcyt c (black circles) shows almost an immediate
response to SDS, with a decrease in intensity detected at the lowest concentration of SDS (0.1 mM) measured. In contrast,
the redcyt c (white circles) CD signal does not begin to change until after 0.7 mM SDS. From these results, which represent
an average of 8 sets of data, it was determined that 0.65 mM SDS (at dotted line) would be used for the TRORD
experiments. The solid black line represents the intensity of unfolded redcyt c. (b) TRORD kinetic results for folding of the
redcyt c MG in 0.65 mM SDS. The kinetic trace represents the fit of the data (not shown) to a single exponential process
with a time constant of 50 � 16 ms. The increase in ORD signal magnitude is about 30 % upon folding from the redcyt c
MG to the native state.
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experiments was 0.65 mM. At this stage of the study, the initial
oxcyt c sample (with 0.65 mM SDS) was considered a putative
MG intermediate, with 30 % less secondary structure than the
native protein, until further structural characterizations
described next in Note 8. It was expected that upon photore-
duction of the oxcyt c sample, the instantaneous photoproduct
is redcyt c with the protein secondary structure of oxcyt c.
Because at 0.65 mM SDS, redcyt c prefers to be in the folded
conformation, the immediate redcyt c photoproduct will begin
to fold. Before proceeding with the TRORD experiments,
however, MCD spectra were measured to confirm that indeed
oxcyt c assumes an MG conformation and redcyt c is in the
native state at 0.65 mM SDS (see Note 8).

8. Different spectral regions are probed to fully understand the
structural changes that the protein undergoes in the presence of
SDS. In this study, the cyt c proteins were studied in three
different spectral regions (far-UV, near-UV, and Soret and visi-
ble) with CD andMCD. The 282 and 290 nmbands in the near-
UV region report on the integrity of the native tertiary interac-
tion around Trp59 and on the SDS-dependent appearance of the
MG state. With Soret and visible MCD measurements, the ter-
tiary contact between the protein and the heme group can also be
examined from the point of view of the heme axial coordination.
The secondary structure of the proteins is monitored using far-
UV CD. In summary, the following results confirmed that in
0.65 mM SDS, oxcyt c is indeed anMG species and redcyt c is in
the native state. For oxcyt c, the secondary structure is 30 % less
than the native state, there are nonnative tertiary fluctuations
around Trp59, as indicated by the disappearance of the 282 and
290 nm Trp bands, and the MCD spectra show that the heme
ligation in oxcyt c is largelyHis18-Fe-His (85 %) with about 15 %
His18-Fe-Met. In 0.65 mM SDS, the redcyt c far-UV and near-
UV CD are comparable to the corresponding native redcyt c
spectra and a comparison of the respective MCD spectra shows
only a slight difference in intensity for redcyt c with and without
0.65 mM SDS.

Different integration times and sets of averages are used
because of differences in signal strength in the different spectral
regions and in the wavelength range measured. For example,
because the MCD data are measured over 300 nm, a shorter
integration time (relative to the near- and far-UV measure-
ments that step across about 100 nm) is used to avoid reversion
of redcyt c back to oxcyt c during the collection time.

9. Use the Soret band (e409 ¼ 106,000 M�1 cm�1) or the visible
band (e530 ¼ 10,370 M�1 cm�1) to determine the concentra-
tion of oxcyt c (45). The extinction coefficients used to calculated
the concentration of redcyt c were: e519 ¼ 15,600 M�1 cm�1 or
e414 ¼ 134,770 M�1 cm�1. These values were calculated in
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this lab and are slightly different from those reported by
Marogliash (45).

In the presence of 0.65 mM SDS, the Soret band for oxcyt c
blue-shifts to 407 nm (OD ~ 0.47 in a 2-mm path length cell).
Upon addition of NADH, the absorbance at 340 nm is used to
monitor its concentration—the solution OD340 is expected to
be about 0.58, which includes the absorbance from both
NADH and cyt c.

Sodium dithionite has an absorption maximum at 314 nm
(e314 ¼ 8,000 M�1 cm�1 (46)). It is extremely sensitive to
oxygen, making it difficult to make solutions of known con-
centrations by weighing the solid under aerobic conditions.
Typically, a few crystals are added to avoid changing the con-
centration of the protein sample.

10. One approach to optimizing the overlap of the laser and probe
beams is to maximize the difference absorption spectrum in the
Soret region.

11. It is important to keep track of all your solution so that the
concentrations are accurate, but this does not mean that every
drop of solutionwill end up back in your original vial because it is
difficult to retrieve the residual solution in the cuvette and the tip
of the needle and syringe. To circumvent changes in concentra-
tion be sure to rinse the cuvette, syringe, and needle with the
solution being prepared at each step. This maintains your sample
concentration and is critical for the titration experiments. The
final volume might be slightly less than 10 mL, but the concen-
tration should not change if everything is rinsed diligently.

12. Howmuch data to collect for the buffer depends on how many
averages are planned for the protein sample. Typically, the latter
ranges from 8 to 32 averages at each time point per day of data
collection.

13. ORD measurements are based on the idea that when a small
reference rotation, b, is introduced into the probe beam polari-
zation axis, the CB from a chiral sample will add to or subtract
from b. Thus, the first polarizer (iii, Fig. 3) is rotated�b relative

i.Probe source

iv. Flow Cell

ii. Polarizer

Rotation 
±β

vi. Analyzer ix. Detection System

iii. UV-enhanced
Spherical Mirror

v. UV-enhanced
Spherical Mirror

viii. Lens

Fig. 3. Time-resolved optical rotatory dispersion apparatus for measurement of small sample volumes. The optics are
numbered, i–ix, and described accordingly in Subheading 3.2.

416 E. Chen and D.S. Kliger



to the cross position of the two polarizers. In general, for nano-
second TRORD studies in this lab, |ORsample| << b << 90�,
with b typically 0.5–1.5� for experiments in the visible region
and 1–3� for experiments in the far-UV region.

14. The volume of buffer remaining in the flow cell after it is flowed
out should not change the concentration of the protein sample
significantly.

15. Typically TRORD results reflect an average of �15 experi-
ments, with each experiment comprising 8–32 averages at
each time point. The number of time delays depends on the
kinetics of the folding reaction, a first determination of which is
obtained through time-resolved absorption measurements.
In this study, all TRORD/TRCD experiments on heme pro-
teins were prefaced by TROD measurements in the Soret
region (not reported). The results of those experiments provide
kinetic information that guides the decision of the best time
delays to measure for the TRORD studies (see Fig. 2b).

During the course of the experiment there will be a buildup
of redcyt c in the sample. A UV–vis spectrum of the sample will
show the visible absorption bands that are hallmarks of redcyt c.
The presence of redcyt c in the sample is not a problem because
it is blind to additional laser pulses. Rather, the limiting factor
will be the increasing absorption by NADH photoproducts at
260 nm (concomitantly with a decrease in absorption at the
340 nm band) during the course of the experiment.

16. At a concentration of 50 mM, oxcyt c in 0 M and 10 M urea
have ORD signal intensities of about 0.0007 and 0.0003. At
more than half the concentration, the OR spectrum in the
275–280 nm spectral region is effectively zero.
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Chapter 24

The Use of UV–Vis Absorption Spectroscopy
for Studies of Natively Disordered Proteins

Eugene A. Permyakov

Abstract

Absorption spectroscopy can be used to monitor structural changes upon transitions from ordered to
disordered state in proteins. Changes in environment of tryptophan, tyrosine, and phenylalanine residues
result in changes of their absorption spectra. In most cases the changes are small and can be measured only
in a differential mode.

Key words: Absorption spectrum, Proteins, Tryptophan, Tyrosine, Phenylalanine, Environment,
Natively disordered proteins

1. Introduction

Absorption of ultraviolet (UV) and visible (Vis) light by organic
molecules causes electronic transitions. When a molecule absorbs
UV–Vis radiation, the absorbed energy excites an electron into an
empty, higher energy orbital. In ultraviolet and visible spectroscopy,
the energy absorption causes transitions that occur between elec-
tronic energy levels of valence electrons, that is, orbitals of lower
energy are excited to orbitals of higher energy. The absorbance of
energy plotted against the light wavelength or frequency is called
absorption spectrum. UV–Vis spectra are often called electronic
spectra. Ultraviolet radiation has wavelengths of 200–400 nm. Vis-
ible light has wavelengths of 400–800 nm. UV–Vis spectroscopy
has many uses including detection of eluting components in high
performance liquid chromatography (HPLC), determination of the
oxidation state of a metal center of a cofactor (such as a heme),
determination of the maximum absorbance of proteins for mea-
surement of their concentrations or monitoring of structural
changes in proteins. Most organic compounds that absorb

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
Volume 1, Methods and Experimental Tools, Methods in Molecular Biology, vol. 895,
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UV–Vis radiation contain conjugated p-bonds. Both the shape of
the peak(s) and the wavelength of maximum absorbance (lmax) give
information about the structure of a compound and properties of
its environment.

Let us consider a tresspassing of a monochromatic light beam
through a cell with an absorbing solution. Intensity of the light
beam before the cell is I0, while its intensity after the cell is
decreased down to I. The ratio of these intensities is called trans-
mission coefficient T:

T ¼ I

I0
: (1)

In some cases it is useful to use absorption coefficient (1 � T):

1� T ¼ I0 � I

I0
¼ Ia

I0
; (2)

where Ia is an intensity of the absorbed light.
An increase in concentration of the absorbing substance or

thickness of the cell results in an increase in (1 � T) and a decrease
in T. It is of importance that these values are not directly propor-
tional to the solution concentration and cell thickness.

One can easely find the dependence of T on absorbing sub-
stance concentration and cell thickness. Let us consider very thin
layer dl of solution, which is perpendicular to the light beam
(Fig. 1). Let concentration of the absorbing molecules is n
(cm�3). Each molecule is characterized by an effective cross section
s (cm2), which is called absorption cross section. One can imagine it as
an area absorbing photons hiting in it. The value of s depends upon
light wavelength and is proportional to the probability of light
absorption. Total area of the absorbing targets per 1 cm2 of the

Fig. 1. Trespassing of a light beam through a cell with absorbing substance.
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solution of the thickness dl is sndl. An attenuation of the light
intensity by the layer dl is

dI 0

I 0
¼ �sndl : (3)

After integration of Eq. 3 one can obtain:

ln
I

I0

� �
¼ �snl ; (4)

where l is cell thickness. From Eq. 4 we can obtain an equation:

I

I0
¼ T ¼ e�snl ; (5)

which is called the Bouguer-Lambert-Beer law. One can easily see
that T and (1 � T) depend exponentially on n and l. The exponetial
dependence is not very convenient for determination of concentra-
tions. It is more convenient to use decimal logarithm and molar
concentration c (mol/L, M):

� log
I

I0

� �
¼ �log T ¼ ecl ¼ A; (6)

whereA is absorbance and e ismolar absorption coefficient (M�1/cm),
which is connected with s by the equation:

e ¼ NA � s � log e=1;000 ¼ 2:62� 1020 s, (7)

whereNA is Avogadro constant. Modern spectrophotometers mea-
sure a ratio of I to I0, i.e., the ratio of light intensity after the cell
with absorbing solution to the light intensity after a similar refer-
ence cell filled with solvent. Usually such instruments transform the
ratio to absorbance A according to Eq. 6. In contrast to T and
(1 � T), A is additive value: absorbance of a mixture of two solu-
tions is a sum of absorbances of these solutions. Interrelation
between (1 � T) and A is:

1� T ¼ 1� 10�A: (8)

In the case of small A values Eq. 8 can be rewritten as

1� T � A ln 10 � 0:4343A: (9)

The smaller is the A value, the more precise is Eq. 9.
The dependence of transmittance T on wavelength l is called

transmittance spectrum. Such spectra are usually used for characteri-
zation of optical filters but not substances, since their shape depends
upon both substance concentration and cell width. The dependence
of A on wavelength l is called absorption spectrum. The absorption
spectrum of a substance is usually normalized to a concentration unit
and cell width, i.e., the absorption spectrum of a substance is the
dependence of molar absorption coefficient e on wavelength l.
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Absorption spectra of water solutions of biologically significant
substances are relatively smooth curves with a single or multiple
maxima. In contrast, atoms and simple molecules in a gas phase give
line, discret spectra.

UV–Vis spectrometers come in four basic models: low-cost
single-beam, dual-beam, array-based, and handheld. Single-beam
techniques must apply a correction for the loss of light intensity as
the beam passes through the solvent. Dual-beam spectrometers use
a second solvent reference cell and perform the correction auto-
matically. Single- and dual-beam benchtop instruments use a broad
spectrum lamp as a light source, and most use a photomultiplier
tube as a detector. Some instruments employ photodiode array
detectors. Handheld instruments are usually dedicated to one
wavelength and analyte, for example, for water testing in the field.
Handhelds employ single wavelength light-emitting diode light
sources and photodiode detectors. Array-based instruments use a
very broad-spectrum tungsten lamp emitting between 200 and
1,000 nm, and use a photodiode array or charge-coupled device
as a detector. Array instruments do not scan the UV–Vis spectrum
in the traditional sense, but rather send and collect the entire
spectrum at once. Array instruments are useful when spectra must
be acquired quickly, for example, for fast kinetics experiments.

Figure 2a shows a functional scheme of a single-beam spectro-
photometer. The light from a lamp L (most often xenon lamp

Fig. 2. (a) A scheme of a single-beam spectrophotometer. L is a lamp (most often a xenon lamp); M is a monochromator;
C is a cell with a sample solution; PM is a photomultiplier. Photocurrent from PM is applied to an amplifier A and converter
CO and then the signal goes to a computer. (b) A scheme of a dual-beam spectrophotometer. Monochromatic light from a
lamp L is splitted into two beams by means of a beam chopper, BC. The two similar light beams pass through the
measuring and reference cells C1 and C2. Photomultiplier PM measures light signals by turn coming from the two cells.
After amplification by A the electrical signals are converted by CO to the ratio I1/I2 ¼ DT and then to DA ¼ �log(DT ).
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giving continuous emission spectrum in the UV and Vis regions)
passes through a monochromator M. A beam of monochromatic
light passes through a cell C with a sample solution and is collected
by a photomultiplier PM. Photocurrent from PM is applied to an
amplifier A and a converter CO and then the signal goes to a
computer. In the single-beam spectrophotometer the spectrum of
solvent is measured first. The spectrum is memorized in the con-
verter and used as a zero level in the measument of absorption
spectrum of a sample. The converter converts the signal into trans-
mittance T or absorbance A according to Eqs. 1 and 6, respectively.

In dual-beam spectrophotometers (Fig. 2b) monochromatic
light beam is splitted into two beams by means of a rotating mirror
with sector cuts (beam chopper, BC). The two similar light beams
pass through the measuring and reference cells C1 and C2. Photo-
multiplier PM measures light signals in turn coming from the two
cells. After amplification the electrical signals are converted to the
ratio I1/I2 ¼ DT and then to DA ¼ �log(DT). Thus, the dual-
beam spectrophotometer is intended to measure difference absorp-
tion spectra. It can measure common absorption spectra as well if
you use solvent as a reference. Dual-beam instruments are more
sensitive compared with single-beam ones and allow measurement
of a difference in absorbance up to 10�4.

Proteins contain aromatic amino acid residues, which absorb
light in the UV-range. These amino acids are tryptophan (Trp),
tyrosine (Tyr), and phenylalanine (Phe) (Fig. 3). All these mole-
cules possess conjugated double bonds formed by p-electrons.
Tryptophan has a nitrogen heteroatom.

Tryptophan has two absorption bands (see ref. 1 for a review):
the first one with maxima at 280 nm (e280 ¼ 5,500/M/cm) and
288 nm (e288 ¼ 4,500/M/cm) and a shoulder at 265 nm
(e265 ¼ 4,500/M/nm) and another one with maximum at
220 nm (e220 ¼ 36,000/M/cm) (Fig. 4a shows only long-wave
band most important for absorption spectroscopy of proteins).
The long-wave band demonstrates a weak vibrational structure:
a shoulder at 271 nm, the main maximum at 279.5 nm and a

Fig. 3. Aromatic amino acid residues.
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sharp peak at 288 nm. The absorption bands are due to
electron-vibrational p ! p* transitions in the indole ring, aromatic
p-system of which is formed by ten p-electrons. Quantum mechan-
ical calculations show uneven distribution of electron density
among the indol ring atoms, which results in a large dipole moment
of this molecule and a large change of the dipole moment upon the
transition of the molecule to the excited state. This, in its turn,
results in dipole–dipole and specific interactions between the chro-
mophore and molecules of polar solvents. Calculations of the
dipole moment of the ground state of indole gave the value
1.8–2.2 D (2).

The long-wave band of the indole chromophore in the region
from 250 to 290 nm is assumed to consist of two electron transi-
tions (see ref. 1 for review). An analysis of fluorescence polarization

Fig. 4. Absorption spectra of tryptophan (a), tyrosine (b), and phenylalanine (c) in water.
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spectra revealed two superimposed absorption bands with almost
perpendicular transition vectors, which were ascribed to the
1La A (transition vector along the short axis of the molecule,
absorption maximum at 270 nm) and 1Lb A (transition vector
oriented along the long axis of the molecule, absorption maxima at
280 and 290 nm). The absorption band with the maximum at
218 nm contains one more electron transition—1Bb A. It was
found that the 1La transition results in a change in charge distribu-
tion in the indole chromophore: electron density on the atoms 1
and 3 decreases, while electron density on the atoms 4, 7, and 9
increases (numbers start with the nitrogen atom and go counter-
clockwise). The 1Lb transition does not cause such changes. It was
revealed that the 1La transition is mostly due to the transition
from the highest occupied molecular orbital (HOMO) to the
lowest unoccupied molecular orbital (LUMO) (3). The transition
1Lb contains almost equal contributions of the HOMO !
LUMO + 1 and HOMO � 1 ! LUMO transitions.

Alkyl displacement in the position 3 of the indole ring results
in a red shift of the 1La and 1Lb bands by 400 and 1,400/cm
respectively. Semiempiric calculations show that orientations of
the transition dipoles in tryptophan and indole differ no more
then by 10�.

An increase in solvent polarity causes a red shift of the tryptophan
absorption spectrum (see ref. 1 for review). The shift for 1La is
essentially more pronounced than for 1Lb. The shift is caused by
both universal and specific interactions because of formation of com-
plexes with solvent molecules with participation of the NH-group of
indole ring. It should be noted however that the spectral changes for
indole chromophore induced by change in polarity are small and
detectable only by means of differential spectrophotometry.

Figure 4b shows absorption spectrum of tyrosine in neutral
water solution (only long-wave band is shown). The spectrum has
maxima at 222 nm (e222 ¼ 8,000/M/cm) and 275–277 nm
(e275 ¼ 1,230/M/cm) (see ref. 1 for review). The red band has a
slightly resolved vibration structure with shoulders at 267 and
282 nm. The absorption is caused by the p ! p* electron transi-
tions. The lowest singlet transition in tyrosine is the 1Lb band, while
a more intensive high energy transition is the 1La band (3). Forma-
tion of hydrogen bonds causes red shift of tyrosine spectrum and
increases its intensity.

Deprotonation of the hydroxylic group of tyrosine essentially
changes its absorption spectrum: it shifts to longer wavelengths and
its intensity increases (Fig. 4b). In this case the spectrumhasmaxima
at 240 nm (e240 ¼ 11,700/M/cm) and 293 nm (e293 ¼ 2,340/
M/cm). Ionization pKa of tyrosine in water is 10.04 � 0.03.
The values of ionization pKa for tyrosine residues in proteins vary
in a wide range and depend upon their environment.
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Figure 4c shows absorption spectrum of phenylalanine in neutral
water solution. The spectrum is characterized by a rich vibration
structure: maxima at 187.5, 205, 242, 252, 257 (main peak), 263,
and 267 nm. Its molar absorption coefficient at 257 nm is about
200/M/cm. Changes in pH or solvent polarity cause very small
changes in absorption spectrum of phenylalanine.

It should be noted that Trp, and especially Tyr, and Phe chro-
mophores possess relatively small dipole moments in the ground
state therefore their interactions with adjacent dipoles are weak and
they hardly feel any changes in environment. Trp chromophore is
the most sensitive to any changes in properties in its environment.

Absorption spectrum of a protein is a sum of absorption spectra
of its aromatic amino acid residues Trp, Tyr, and Phe, and cystine
residues. Most proteins contain all three absorbing aromatic amino
acids. There exist few proteins which do not contain tryptophans
and there are very few proteins which do not contain both trypto-
phans and tyrosines. Figure 5a shows absorption spectrum of pike
parvalbumin pI 5.0, which does not have Trp and Tyr residues and
its absorption is due to ten Phe residues. Figure 5b demonstrates
absorption spectrum of pike parvalbumin pI 4.2, which does
not contain Trp residues, but has ten Phe and one Tyr residue.
The absorption spectrum of cod parvalbumin containing nine Phe,
one Tyr, and one Trp is shown in Fig. 5c.

Many proteins lack rigid 3D structures under physiological
conditions in vitro; they exist instead as dynamic ensembles of
interconverting structures (see ref. 4 for review). These proteins
are called intrinsically disordered (IDPs). IDRs have dynamic struc-
tures that interconvert on a number of timescales, with similarities
to nonrigid states of normal globular proteins. The four different
protein conformations are structured (folded, ordered), molten
globular, premolten globular, and unstructured (unfolded). In
other words, IDPs can be either collapsed (as a molten globule)
or extended (as a coil or premolten globule). They are highly
flexible and lacking stable secondary and tertiary structures.
For this reason, environment of aromatic amino acid residues in
IDPs is also highly flexible which can be reflected in their absorp-
tion spectra. The Trp, Tyr, and Phe absorption spectra of IDPs can
be smoother and less structured compared with the spectra of
ordered proteins. It should be noted however, that these differ-
ences are usually small and can be revealed in most cases only by
means of differential spectrophotometry. Generally speaking, the
absorption spectroscopy method is not very suitable for studies of
IDPs. In this chapter we will try to show how the absorption
spectroscopy can be applied for studies of IDPs.

Parvalbumin is a small (Mr 12 kDa), acidic (pI 3.9–6.6), cytosolic
Ca2+-binding protein of the EF-hand superfamily, found in lower and
higher vertebrates, including humans (for review see ref. 5). It was
detected in fast-twitchmuscle cells, specific neurons of the central and
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peripheral nervous system, certain cells of several endocrine glands,
and sensory cells of the mammalian auditory organ, the organ of
Corti, and some other cells. The highest concentration of parvalbu-
min (up to several millimoles per liter) was found in fast muscles
(mainly in skeletal, but sometimes in cardiac). Parvalbumin was
shown to serve as a soluble relaxing factor accelerating the Ca2+-
mediated relaxation phase in fast muscles, which was supported by
direct gene transfer experiments and by studies of parvalbumin
knockout mice. The exact functions of these proteins are still
unknown, nevertheless their major role is assumed to be buffering,
transport of Ca2+, and regulation of various enzyme systems.

Fig. 5. Absorption spectra of pike parvalbumin pI 5.0 (0 Trp, 0 Tyr, 10 Phe) (a); pike parvalbumin pI 4.2 (0 Trp, 1 Tyr, 10 Phe)
(b); and cod parvalbumin (1 Trp, 1 Tyr, 9 Phe) (c).
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It has been found that metal-depleted forms of two pike
parvalbumin isoforms lack first-order thermal transitions due to
the absence of fixed tertiary structure, i.e., it seems to be an IDP
in these conditions (6). Here we demonstrate how the transition
of cod parvalbumin from the ordered Ca2+-loaded form to disor-
dered metal-free form can be monitored by means of absorption
spectroscopy.

2. Materials

Prepare all solutions using ultrapure water and analytical grade
reagents. Prepare and store all reagents at room temperature
(unless indicated otherwise).

Prepare 50 mL 20 mM HEPES buffer pH 8.5 using deionized
water. Unfortunately, tryptophan-containing cod parvalbumin is
not produced for sale by any commercial company, nevertheless it
can be relatively easily extracted from white muscles of cod or any
other Gadidae fish (5). Since parvalbumin has two strong calcium
binding sites per molecule, lyophilized parvalbumin samples usually
almost totally saturated by calcium ions. Molar absorption coeffi-
cient for cod parvalbumin at 280 nm is 7,189/M/cm (7), its
molecular mass is about 12 kDa.

Prepare 7 mL of 50 mMcod parvalbumin (A280 nm ¼ 0.36) and
add to it one equivalent of CaCl2 to be sure that parvalbumin is
saturated by calcium. It is better to use commercial stock solution
of CaCl2, since solid CaCl2 is extremely hygroscopic and needs long
drying before use.

Prepare 1 mL of 0.1 M EGTA, pH 8.5. Since parvalbumins
possess relatively high affinity for sodium ions, do not use disodium
salt of EGTA, use acid form of EGTA or its dipotassium salt instead.
It is better to use commercial stock solution of EGTA.

3. Methods

Any type of dual-beam spectrophotometers can be used for these
measurements, for example, Cary 100, Varian. Put 1 cm cell with
3 mL of Ca2+-parvalbumin solution in 20 mM HEPES to the first
cell-holder and put similar cell with 20 mM HEPES to the second
cell-holder as a reference. Measure protein absorption spectrum in
the region from 240 to 340 nm (Fig. 6). The spectrum contains
contributions from the absorption of phenylalanine (several small
peaks in the region from 250 to 280 nm), tyrosine, and tryptophan
residues. The existence of a distinct tryptophan peak at 292 nm
suggests a rigid and mostly unpolar environment of the single
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tryptophan residue in cod parvalbumin, which is typical for the
ordered calcium-loaded state of the parvalbumin.

In order to study a transition of cod parvalbumin from the
ordered calcium-loaded to intrinsically disordered apo-state one can
measure a differential absorption spectrum. Put four 1-cm quartz
cells to the spectrophotomer (Fig. 7). Two of them should contain
3mLof 50mMCa-protein solution in 20mMHEPES, pH8.5,while
two others should be filled with 3mLof the buffer. Add 20 mL 0.1M

Fig. 6. Absorption spectra of Ca2+-loaded and apo-states of cod parvalbumin in 20 mM
HEPES, pH 8.5.

Fig. 7. Arrangement of cells for measuring of differential absorption spectrum (Ca2+-loaded
parvalbumin against apo-parvalbumin).
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EGTA to the cells 1 and 20 to remove calcium from the protein and to
compensate an absorptionofEGTA in the short vave region. Add also
20 mL of the buffer to the cells 2 and 10 to compensate the dilution of
the protein in the cell 1.Measure differential absorption spectrum for
the sandwich system (Fig. 8). It is clearly seen in Fig. 8 that the
removal of calcium changes absorption and hence environment of
phenylalanine, tyrosine, and tryptophan residues.

One can obtain the absorption spectrum of apo-parvalbumin
measuring absorption the cell 1 against the cell 20. The resulting
spectrum of cod apo-parvalbumin is shown in Fig. 7. The removal
of calcium results in disappearance of the sharp peak in tryptophan
absorption spectrum at 292 nm and slightly changes absorption of
phenylalanine chromophores.

4. Note

It is worth to note that such pronounced changes in absorption
spectra upon transition from ordered to disordered state do not
happen very often. In most cases the spectral changes are very small
and cannot be measured even in a differential mode.

Fig. 8. Differential absorption spectrum of cod parvalbumin: Ca2+-loaded against apo-
state.
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Chapter 25

Intrinsic Fluorescence of Intrinsically Disordered Proteins

Paolo Neyroz and Stefano Ciurli

Abstract

Resolution of the intrinsic emission properties of a protein by different fluorescence spectroscopy techniques
is an invaluable tool to detect and characterize its structural architecture and conformational changes under
different experimental conditions. Indeed, the multidimensional character of fluorescence can provide
information on local chemical features, on solvent diffusional processes, and on rotational movements of
peptide chains or whole proteins. Here, we describe the details of quenching fluorescence experiments and
how to correlate the results to the peculiar structural information on the organization of intrinsically
disordered proteins (IDPs).

Key words: Fluorescence spectroscopy, Fluorescence quenching, Protein folding

1. Introduction

The emission of photons from an electronic excited state defines the
fluorescence phenomenon (1). This light emission has a distinct
energy distribution, a characteristic wavelength profile of its spec-
trum, as well as a distinct time-dependent distribution, that is, its
fluorescence kinetics or lifetime (2). Since fluorescence emission takes
place in the pico-to-nanosecond timescale, all the concomitant events
that may interfere with fluorescence can be in principle investigated.
In this respect, many biological reactions and processes take place
during this time window and for this reason fluorescence techniques
have gained a vast popularity among biology’s scientific communities.
In addition, the high sensitivity related to the emission fluorescence
signal allows measurements with biological samples at very low con-
centrations, typically in the micromolar range. In protein studies (2,
3), the intense fluorescence of tryptophan residues dominates the
contribution of the other aromatic residues showing weaker intrinsic
emission (tyrosine and phenylalanine) and provides an ideal tool to
perform fluorescence investigations using amounts of protein very

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
Volume 1, Methods and Experimental Tools, Methods in Molecular Biology, vol. 895,
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close to the biological concentration, under noninvasive experimental
conditions. Albeit the apparently limited source of structural infor-
mation offered by the unique environment of tryptophan residues in
proteins, the variety of biophysical parameters that can be potentially
investigated is rather wide because of the multidimensional character
of fluorescence.

In particular, here we describe how to obtain information
about tryptophan residues’ solvent accessibility by steady-state
fluorescence quenching experimental data (4). In quenching mea-
surements, the diffusion rate by which a quencher molecule affects
the intrinsic fluorescence of the emitting residue can be probed. If
different conditions are compared (i.e., native protein vs. unfolded
or partially unfolded forms), changes of the residue environment
can be detected (i.e., buried inside the protein core vs. exposed to
large interactions with the solvent).

2. Materials

Prepare all solutions using ultrapure water (prepared by purifying
deionized water to attain a sensitivity of 18 MO cm at 25 �C).
Guanidine hydrochloride (GuHCl) and potassium iodide (KI) are
analytical grade and stored at room temperature.

2.1. Preparation

of Protein Sample

1. Buffer: 50 mM Tris–HCl at pH 8.0.

2. Protein solution: 20 mM.

3. Quenching stock solution: KI (4 M) freshly prepared in buffer
(see Note 1).

4. Denaturing stock solution: GuHCl (6 M) and NaCl (4 M) (see
Note 2).

3. Methods

3.1. Fluorescence

Quenching

Measurements

Steady-state fluorescence intensities and emission spectra of the
protein solution are recorded using a steady-state spectrofluorome-
ter operating in photon-counting mode, bandpasses of 2.5 nm, and
an excitation wavelength of 295 nm (see Note 3). Use a quartz
fluorescence cuvette of 1 cm path length and 4 mL volume capacity.
In these experiments, the fluorescence of the protein solution is
measured at increasing concentrations of potassium iodide (KI)
used as quencher (see Note 4).
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3.1.1. Sample Preparation

in the Absence of Denaturant

(Experiment 1)

Prepare 11 samples as follows:

sampleN ¼ aN + b + c + d.

where: aN ¼ volume of the protein sample (1,240 mL).

b ¼ volume (mL) of KI stock solution (b ¼ 0, 10, 20, 40, 60, 80,
100, 120, 140, 160, 180, 200).

c ¼ volume (200 � b mL) of NaCl stock solution.

d ¼ volume (360 mL) of buffer.

3.1.2. Sample Preparation

in the Presence of

Denaturant (Experiment 2)

Prepare 11 samples as follows:

sampleU ¼ aU + b + c + d.

where: aU ¼ volume of the protein sample (1,240 mL).

b ¼ volume (mL) of KI stock solution (b ¼ 0, 10, 20, 40, 60, 80,
100, 120, 140, 160, 180, 200).

c ¼ volume (200 � b mL) of NaCl stock solution.

d ¼ volume (360 mL) of GuHCl stock solution.

3.1.3. Fluorescence

Intensity Measurements

The entire emission spectrum is recorded for each sample as a
function of increasing KI concentration. The maximum fluores-
cence intensity of each sample is used as input for a spreadsheet
software as shown in Fig. 1a (see Note 5).

3.1.4. Data Analysis The data are analyzed according to the Stern–Volmer equation (2, 5):

F0
F

¼ 1þKSV½Q �

where F0 and F are the fluorescence intensities measured in the
absence and presence of the quencher, KSV is the Stern–Volmer
constant, and [Q] is the quencher concentration (see Fig. 1a).
A typical result of this analysis is reported in Fig. 1b. A linear fit
of the data provides the Stern–Volmer constant,KSV, as the slope of
the straight line (see Note 6).

A typical example of the results is shown in Fig. 2. The Stern–-
Volmer constants KSV(N) of 1.2 M�1 and KSV(U) of 3.9 M�1 are
recovered from a fit to the points obtained in experiments 1 and 2,
respectively. The observed changes of the quenching constant KSV

indicate that the tryptophan residue moves from a native state,
hydrophobic-buried environment to a more polar-exposed, par-
tially unfolded state, upon addition of 1.2 M GuHCl.
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Fig. 1. Typical spreadsheet report of the experimental data and their display as Stern–Volmer plot. (a) Fluorescence
intensity counts (column 2) recorded as a function of the quencher concentration (column 1). Their transformation as F0/F
ratios is listed in column 3. (b) The data presented in panel (a) are used to generate a graph according to the Stern–Volmer
equation. The straight line is obtained by regression analysis of these data (solid line) to recover the slope representing the
Stern–Volmer constant, KSV (M

�1).
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4. Notes

1. The buffer should contain 1 � 10�4 M Na2S2O3 to avoid
I3

� formation. It is a good practice to protect the glass vessel
containing sodium thiosulfate with aluminum foil.

2. KI and GuHCl stock solutions are stored at 4 �C and are used
for no more than 2–3 days. The NaCl stock solution is stored at
4 �C.

3. Excitation and emission bandpasses of 2.5 nm are set to obtain
a good signal/noise ratio. The excitation wavelength of
295 nm is used to completely avoid the contribution of tyro-
sine and phenylalanine. The instrument is usually operates in
photon-counting mode, instead of analogic mode, to observe
very weak signals. In this way the operator can choose to
accumulate counts for equal dwell times at each step of the
monochromator, increasing the signal/noise ratio and improv-
ing the accuracy and precision of the measurement. Keep the
absorbance of the sample at the excitation wavelength as low as
possible (typically: 0.05 < OD295 < 0.20) to record the cor-
rect fluorescence intensity and to avoid inner filter effects.

4. Keep the ionic strength constant using NaCl.

Fig. 2. Stern–Volmer plots of the intrinsic fluorescence of Bacillus pasteurii UreG (modified
from ref. 4). Steady-state fluorescence intensity measurements were performed at 24 �C
using an excitation wavelength of 295 nm and observing the emission at 335 nm and at
347 nm, with the protein in the absence (filled triangle) and presence (open diamond) of
GuHCl 1.2 M, respectively.
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5. Reliable and less time-consuming data analysis can be attained
using the counts at the maximum intensity fluorescence peak
instead of performing full spectral integration.

6. A good linear distribution of the experimental data and the
recovery of an intercept close to 1 from the fitting procedure
are regarded as excellent markers of collisional quenching.
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Chapter 26

Binding Stoichiometry and Affinity of Fluorescent
Dyes to Proteins in Different Structural States

Anna I. Sulatskaya, Olga I. Povarova, Irina M. Kuznetsova,
Vladimir N. Uversky, and Konstantin K. Turoverov

Abstract

Protocol of determination of binding stoichiometry and affinity of fluorescent dyes with proteins in
different structural states is proposed. The proposed approach is based on the spectrophotometric deter-
mination of concentrations of dye bound to protein and free dye in solutions prepared by equilibrium
microdialysis. This technique allows also determining spectral properties of the bound dyes. The restric-
tions of the use of dye fluorescence intensity for characterization of its interaction with the target protein are
discussed. It is shown that the dependence of the dye fluorescence intensity on its optical density together
with the data on its binding parameter can give information about the dye fluorescence quantum yield. All
procedures are illustrated by interaction of 8-anilino-1-naphthalenesulfonate (ANS) with bovine serum
albumin.

Key words: Fluorescent dyes, ANS, Binding stoichiometry, Binding affinity, Bovine serum albumin,
Equilibrium microdialysis, Fluorescence intensity, Fluorescence quantum yield

Abbreviations

ANS 8-Anilino-1-naphthalenesulfonate
BSA Bovine serum albumin
ThT Thioflavin T
QS Quinine sulfate

1. Introduction

Today, fluorescencemethods penetrate all fields of biology. They are
used for visualization of different biochemical processes in cells and
tissues, for analysis of the structures of biomacromolecules and their
complexes in solution, for pathogenic changes diagnostics in
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medicine, and for environment monitoring. For this purpose, both
intrinsic fluorescence of objects under study (e.g., tryptophan
fluorescence of proteins) as well as extrinsic fluorescence of dyes
covalently bound to target objects, or probes such as 8-anilino-1-
naphthalenesulfonate (ANS) and thioflavin T (ThT) which bind to
proteins by weak noncovalent coupling are used. Fluorescent probe
ANS is used for testing the presence of hydrophobic clusters and
hydrophobic “pockets” in the structure of target objects (1, 2). ThT
is used for testing the appearance, kinetics of formation, and struc-
tural studies of amyloid fibrils (3–8). The very low fluorescence
quantum yield of these dyes in free state in aqueous solutions and
its significant increase on binding to proteins or their aggregates
makes these probes very attractive for investigators. The use of
fluorescent probes is always accompanied by the problem of deter-
mination of the parameters of dye binding to target proteins and the
bound dye properties. This work offers a protocol of sequential
procedures for determination of these characteristics by example
of ANS and bovine serum albumin (BSA) interaction. BSA was
chosen as a well studied protein which has hydrophobic clusters
on the surface in the native state and due to this binds various
ligands including ANS (2).

About 50 years ago Stryer published the work (1), in which, for
the first time, it was shown that ANS interaction with apomyoglo-
bin leads to significant increase in its fluorescence intensity and it
was suggested that this hydrophobic probe binds to hydrophobic
clusters of proteins. Later this suggestion was proven many times.
In particular, it was shown that this probe can efficiently interact
with serum albumins, which are known to have a variety of the so-
called hydrophobic pockets. At present, fluorescent probe ANS is
widely used as a test on hydrophobic clusters accessible for solvent
molecules (reviewed in ref. 9).

Interest to ANS dramatically increased when it became clear
that this dye can also be used as a probe for the presence of folding
intermediate state known as the “molten globule” state. For several
globular proteins which had no hydrophobic clusters on their
surfaces, it was shown that ANS did not interact with their
native/folded states or with completely unfolded states that rea-
lized at the high denaturant concentrations. It also did not interact
with coil-like, a-helical, or b-structural conformations of several
hydrophilic homopolypeptides. However, this dye formed highly
fluorescent complex with protein at the intermediate denaturant
concentration, i.e., under conditions in which equilibrium molten
globule-like partially folded intermediate can be found (10–14). In
the kinetic studies of protein folding, changes in the ANS fluores-
cence intensity typically followed the protein folding phases, reach-
ing maximal values at the folding times corresponding to the
maximal population of transiently formed partially folded molten
globule-like intermediates. Based on these data, it was proposed
that ANS interacts preferentially with the equilibrium and kinetic
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intermediates in the globular protein folding pathway (10–14).
This means that ANS can be used as a tool for simple and highly
visual examination of globular protein folding. This observation
opened a new era in the ANS use in equilibrium and kinetic studies
on proteins’ structural transformations, and the term “high affinity
to ANS” became one of the main characteristics of a protein mole-
cule in a molten globule state (15).

However the increase in ANS fluorescence intensity in the
unfolding–refolding process of a protein cannot be unambiguously
interpreted as an appearance of a molten globule-like partially folded
intermediate (16). In fact, the peculiarities of GdnHCl as a denaturant
need to be taken into account, since at low concentrations, it can cause
stabilization and even aggregation of proteins. This effect, for exam-
ple, was demonstrated for actin and carbonic anhydrase and it was
shown that this effect (i.e., protein aggregation) can determine the
increase in the ANS fluorescence intensity detected at low GdnHCl
concentrations. In particular, it was shown that the increase in the
ANS fluorescence intensity was not observed when these proteins
were unfolded by urea due to the lack of the aggregate formation.
The analysis of literature also showed that the increase in the ANS
fluorescence intensitywas typically observedwhen therewere grounds
to suggest protein aggregation. In particular, the increase in the ANS
fluorescence intensity was accompanied by the increase in the polari-
zation of intrinsic fluorescence of protein (13, 17, 18). Based on these
data, it was concluded that hydrophobic dye ANS binds to the aggre-
gates of proteins in the molten globule state rather than with the
hydrophobic clusters on the surface of a protein in themolten globule
state, as was commonly accepted (10, 15). Anyhow, thismust be taken
into account by the researchers who use ANS fluorescence intensity in
their studies of protein structure.

Due to its characteristics ANS can be a useful tool for examin-
ing intrinsically disordered (ID) proteins. The degree of structural
disorder in ID proteins can differ. In some cases, only a small
portion of the polypeptide chain is unstructured; in the other
cases, contrarily, only a small part of a protein polypeptide chain is
structured. Quite often, the structure of ID proteins resembles the
molten globule. The existence of unstructured regions might
determine the ability of the ID proteins to interact with a great
variety of partners and also can lead to aggregation. Therefore, ANS
can be used to study the structure of the ID proteins, their com-
plexes with partners, and their amorphous aggregates. Information
on the spectral properties of ANS can be found in several studies
(19–26). A few illustrative examples where ANS was utilized for the
characterization of ID proteins are represented below.

UreG is an essential protein for the in vivo activation of urease.
The exposure of protein hydrophobic sites, monitored using the
fluorescent probe bis-ANS, indicated that the native dimeric state of
BpUreG is disordered even though itmaintains a significant amount
of tertiary structure (27). ANS fluorescence also indicated that,
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upon addition of a small amount of GuHCl, a transition to a molten
globule state occurs, followed by formation of a pre-molten globule
state at a higher denaturant concentration. The hydrodynamic para-
meters obtained by time-resolved fluorescence anisotropy at maxi-
mal denaturant concentrations (3 M GdmHCl) confirmed the
existence of a disordered but stable dimeric protein core.

Spectrofluorimetric urea titration experiments with the use of
ANS fluorescence could distinguish between the binding of ANS
to the hydrophobic pocket of an ordered proteins and the binding
of ANS to a proteins in molten globule state, including ID proteins
(see below). This approach was utilized in the analysis of clusterin
(28) and the N-terminal transactivation domain of the human
androgen receptor (29).

Clusterin, also known as sulfated glycoprotein-2, TRPM-2,
GP-80, SP 40,40, and ApoJ, has been found in many tissues includ-
ing prostate, brain, kidney, liver, and plasma in many species
including rat, human, ram, and bovine (28). Clusterin was proposed
to have a wide range of biological functions including cell–cell
interactions, sperm maturation, complement inhibition, and lipid
transport. Furthermore, it was shown to have chaperone-like activ-
ity preventing the precipitation of denatured proteins in vitro (30).
Finally, clusterin is able to interact specifically with a wide range of
biological ligands including proteins such as complement compo-
nents, peptides such as amyloid b1–40, and lipids such as those found
in high-density lipoproteins (31, 32). Clusterin is associated with
cellular injury, lipid transport, and apoptosis, and it may be involved
in the clearance of cellular debris caused by cell injury or death.
A model was proposed where clusterin acted as a “biological deter-
gent,” binding to hydrophobic complexes and denatured proteins
to aid in their clearance from ducts or lumen during tissue remodel-
ing (33). To do so, clusterin was hypothesized to have a flexible or
dynamic binding site or sites allowing numerous associations to take
place. This hypothesis was tested by several methods, including
prediction of disorder from amino acid sequence, limited protease
digestion, far-UVCD, and ANS fluorescence (28). The comparison
of the response of the clusterin–ANS complex to the increasing urea
concentrations with those of proteins with structured binding pock-
ets and molten globular forms of proteins revealed that clusterin
likely contains a molten globule-like domain in its native state (28).

The androgen receptor is a ligand-activated transcription factor
that mediates the actions of the steroid hormones testosterone and
dihydrotestosterone. Its N-terminal domain (NTD) is intrinsically
disordered and structurally flexible and participates in multiple pro-
tein–protein interactions (34). Using a set of computational and
experimental approaches it has been shown that this domain, being
intrinsically disordered, exists in a collapsed disordered conforma-
tion, distinct from extended disordered (random coil) and a stable
globular fold (35). Particularly, the interaction of purified domain
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and the hydrophobic fluorescence probe ANS was investigated.
Incubation of the transactivation domain with ANS resulted in a
significant increase in fluorescence intensity and a blue shift of the
maximum emission to 465 nm (29). Furthermore, the urea-
induced unfolding of this domain was compared with that of the
structured protein BSA and a-lactalbumin in the molten globule
conformation, since BSA was shown to unfold cooperatively,
whereas the unfolding of the molten globular a-lactalbumin was
noncooperative. The transactivation domain of the androgen recep-
tor was similarly sensitive to urea and unfolded in a noncooperative
manner. Based on these data it has been concluded that the domain
in a native state is able to bind ANS and exhibited ANS binding
characteristics similar to those of a well-characterized molten
globule-state protein (29).

An ability to gain some ordered structure at extreme pH
values is a characteristic property of extended ID proteins (see
Chapter 20 for more details). pH-induced folding of a typical ID
protein, a-synuclein, was analyzed using a variety of biophysical
techniques, including changes in the ANS fluorescence (18). For
example, a decrease in pH led to a noticeable increase in the ANS
fluorescence intensity and detectable blue shift of the ANS fluo-
rescence maximum (from ~515 to ~475 nm), reflecting the pH-
induced transformation of a-synuclein from the natively unfolded
state to the partially folded partially compact conformation. The
transition from the natively unfolded to a partially folded confor-
mation took place between pH 5.5 and 3.0, and was completely
reversible. Furthermore, the pH-induced structural transitions
observed by ANS fluorescence and far-UV CD ellipticity occurred
simultaneously in a rather cooperative manner. This means that
the a-synuclein protonation resulted in the transformation of this
natively unfolded protein into a conformation with a significant
amount of ordered secondary structure and with increased affinity
to ANS. The position of the transition indicated that the proton-
ation of one or more carboxylates was responsible for the detected
structural changes (18).

The ability of ANS to interact with folded proteins possessing
solvent-accessible hydrophobic regions and with highly flexible
partially folded conformations brought the important question of
how to discriminate these dye–protein two complexes. Three
approaches developed to answer this important question are
described below.

(a) ANS fluorescence lifetimes. The ANS interaction with proteins
(both folded and partially folded) is accompanied by the
characteristic changes in the fluorescence lifetime of the probe
(35). The fluorescence decay of free ANS in aqueous or organic
solvents is well described by the monoexponential law, whereas
formation of complexes of this probe with proteins results in a

26 Binding Stoichiometry and Affinity of Fluorescent Dyes to Proteins. . . 445



more complicated dependence (35). Analysis of the ANS
fluorescence lifetimes in a number of proteins revealed that
at least two types of ANS–protein interactions might exist. At
interaction of the first type (characterized by fluorescence
lifetime of about 1–5 ns) the probe molecules are bound to
the surface hydrophobic clusters of the protein molecule and
are in a relatively good contact with the solvent.
At interaction of the second type (characterized by fluores-
cence lifetime of about 10–17 ns) the probe molecules are
embedded into the protein molecule and are poorly accessible
to the solvent and external quencher (35).

The changes in the long lifetime component correlate well
with the overall conformational changes of the protein mole-
cule observed upon its denaturation and unfolding (20, 35). In
fact, the values of the longest lifetime component of fluores-
cence decay were measured for complexes of ANS with six
different proteins: three of them, b-lactamase, lysozyme, and
b-lactoglobulin, can bind this dye in the native state, whereas
the others, bovine carbonic anhydrase, and human and bovine
a-lactalbumins, acquire large affinity to ANS after the transfor-
mation to the molten globule state. It has been shown that the
ANS interaction with the native proteins is characterized by the
shorter fluorescence decay time compared to the ANS–molten
globule complexes (tN ~ 10–11 ns and tMG ~ 15–17 ns,
respectively) (20, 35). This sensitivity of ANS molecules to be
inserted either into the folded protein or into the molten glob-
ule (tN � 12 ns as compared with tMG � 15 ns) was explained
by taking into account the capability of the dye to self-associate
(20). The penetration of the dye into the rigid hydrophobic
pocket(s) of native proteins is not necessarily accompanied by its
dissociation due to the considerable steric limitations, while the
liquid-like core of the molten globules cannot prevent such
dissociation. As a result, ANS molecules, being embedded
into the native proteins, exist as self-oligomers and exhibit
fluorescence with a shorter lifetime. Embedding into the mol-
ten globule proteins leads to the dissociation of ANS oligomers
and, as a consequence, to the increase in characteristic times of
fluorescence decay (20). Therefore, the interaction of ANS with
both molten globules and pre-molten globules of different
proteins results in fluorescence lifetimes characteristic of the
second type, with molten globules reacting more strongly
than pre-molten globules. In other words, there are some
“magic numbers”—the values of ANS fluorescence lifetime tN
� 12 ns and tMG � 15 ns—that show the conformational state
(the folded or the molten globule) of a protein molecule one
deals with (20).

(b) Urea titration of ANS fluorescence. This method is based on
the important observation that ordered proteins unfold coopera-
tively, whereas unfolding of molten globular forms typically is
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much less cooperative (19). It has been found that urea titrationof
ANS fluorescence therefore could be used to distinguish between
theANSbinding to the hydrophobic pocket of an ordered protein
and the binding of ANS to a molten globular form. In fact, this
analysis revealed that the urea-induced unfolding of such ordered
proteins as BSA, apomyoglobin, and hexokinase is characterized
by typical sigmoidal curves, whereas unfolding ofmolten globular
forms of apomyoglobin and a-lactalbumin is much less coopera-
tive.

(c) Comparison of the Stern–Volmer quenching by acrylamide and
trichloroethanol (TCE). Folded and molten globular ANS bin-
ders might be potentially discriminated by comparing the
Stern–Volmer quenching curves for a polar quencher,
acrylamide, with the quenching curves for a nonpolar
quencher, TCE. The essence of this method is based on the
following. If the hydrophobic groups surrounding a fluoro-
phore (e.g., ANS) are rigidly packed, then both acrylamide
and TCE are excluded and so both show little quenching. On
the other hand, if the hydrophobic groups surrounding the
fluorophore are loosely packed and dynamic, then the hydro-
philic quencher, acrylamide, is still excluded and so continues
to show little quenching. However, the hydrophobic quencher,
TCE, actually partitions into the hydrophobic region sur-
rounding the fluorophore. This leads to quenching that is
much stronger than if the fluorophore were completely
exposed on the protein surface. These concepts were proven
in a model system in which a tryptamine fluorophore was
complexed with SDS micelles (36). This approach was applied
for the characterization of three different forms of fd phage
(37). The fluorescence emission maxima and intensities for
the tryptophans in all three forms are nearly identical. Further-
more, there is very little difference in the acrylamide quench-
ing, suggesting that the indole rings are in tightly packed
environments. On the other hand, for the two contracted
forms (I- and S-forms), quenching by TCE is enormously
stronger than the quenching by acrylamide. Moreover, the
data show that the quenching by TCE is even stronger than
the quenching for a naked indole ring in water. How can
this be? The data for tryptamine in SDS show a similar
behavior. For SDS, the original interpretation was that the
internal, dynamic micelle could actually dissolve the TCE, so
its local concentration around the fluorophore is higher than in
the surrounding solution. Thus, these data suggest a similar
interpretation for the contracted forms of fd phage: the
residues surrounding the tryptophan are likely dynamic similar
to the inside of an SDS micelle, thus leading to high local
accumulation of TCE and very high quenching values (37).
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The existence of unstructured regions in ID proteins increases
the danger of the formation of ordered aggregates—amyloid fibrils,
which can be detected by the benzothiazole dye ThT. The first
works where ThT fluorescence was used as a test for amyloid fibrils
were done 50 years ago. The extremely low fluorescence quantum
yield of this dye in the solutions with low viscosity was explained by
the freedom of rotation of the benzothiazole and aminobenzoyl
rings that leads to appearance of non-radiative state with ’ angle
between benzothiazole and aminobenzoyl rings about to 90�. Due
to this phenomenon, ThT is typically referred to as a member of the
class of molecules known as molecular rotors. The restriction of
intramolecular mobility of ThT molecule caused by its interaction
with fibrils leads to the significant (by several orders of magnitude)
increase in its fluorescence intensity (8, 38).

The main characteristics of the probe–acceptor interaction are
binding affinity and stoichiometry. Since fluorescence of ThT and
ANS increases dramatically on interaction with proteins, it seems
natural to use fluorescence for characterization binding parameters.
These studies were based on the assumption that the fluorescence
intensity as a function of dye concentration reaches a plateau when all
of the binding sites are occupied. We show that the concentration
dependence for any fluorophore is the curve with saturation, and that
fluorescence, in principle, cannot be used for determining of the
binding parameters of dye interaction with acceptor.

The protocol for the determination of binding stoichiometry
and affinity of fluorescence probe with proteins is based on absorp-
tion spectrophotometry of solutions prepared by equilibrium
microdialysis. It is shown that fluorescence intensity can be used
for determination of fluorescence quantum yield (or quantum
yields in the case of several binding modes) if binding parameters
and molar extinction coefficient (or extinction coefficients) are
already determined. The proposed procedure is illustrated by the
results obtained for interaction of ANS with BSA. However, this
method is universal. It has already been used for determination of
ThT – amyloid fibrils binding parameters and spectral properties
and fluorescence quantum yield of this dye in the bound state
(39–41).

2. Materials

The samples of ANS from Serva (Germany), quinine sulfate from
AnaSpec (USA), andBSA fromKoch-Light LabLtd (England)were
used without additional purification. Absorption spectra were
recorded by spectrophotometer U-3900H (Hitachi, Japan). Fluo-
rescence measurements were recorded by homemade spectrofluo-
rimeter (42) and spectrofluorometer Cary Eclipse (Varian,
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Australia). Equilibrium microdialysis was done with Harvard Appa-
ratus/Amika (USA) device. It consists of two chambers (each of
500 mL) separated bymembrane (MWCO10,000) impermeable for
particles larger than 10,000 Da.

3. Methods

3.1. Determination

of the Binding

Stoichiometry

and Affinity of

the Dye–Protein

Interaction

1. Prepare solutions for microdialysis. Prepare the buffer solutions
with the required pH values [Note 1]. Prepare the solution of
protein with concentration Cp and solutions of ANS with
optical density in the range from 0.2 to 3 (5–7 concentrations).
Perform procedures described in steps 2–7 for each solution of
ANS.

2. Determine the optical density of the stock solution of the dye,
D0ðlÞ.

3. Determine the dye concentration in the stock solution:

C0 ¼ D0 lmaxð Þ
ef lmaxð Þ � l

; (1)

where ef(lmax) is molar extinction coefficient of free dye in
solution at the wavelength corresponding to the maximum of
absorption spectrum.

4. Put the dye solution of concentrationC0 in the chamber #1, and
theprotein solutionof concentrationCp in the chamber#2[Note
2]. Perform the dialysis at constant temperature (23 �C) and
agitation overnight. To meet these requirements, put the micro-
dialysis chambers on shaker in thermostat. If it is necessary to
determine thermodynamic characteristics of dye binding to pro-
tein, the experiments are performed at several temperatures.

5. Record the absorption spectrum of ANS in chamber #1 after
equilibration:

DðlÞ#1 ¼ Df ðlÞ: (2)

6. Determine the dye concentration in the chamber #1 (Cf),
which, under the equilibrium conditions, is equal to the free
dye concentration value in the chamber #2:

Cf ¼ Df ðlmaxÞ
ef ðlmaxÞ � l

: (3)

7. Determine the concentration of the dye bound to protein:

Cb ¼ C0 � 2Cf : (4)

8. Plot the dependenceCb ¼ f(Cf) orCb ¼ f(C0). On the basis of
the test experiment one has to decide on the principal possibility
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of spectrophotometric determination of the values Cb и Cf:
optical densities of these solutions (Db andDf) must correspond
to the working range of the spectrophotometer. In some cases,
the range of theCb andCf values can be expanded by recording
optical density in the cells with longer optical pathway.

For reliable determination of the number of binding sites
and binding constants, the procedures described in steps 1
through 8 have to be repeated for the large number of the D0

(C0) values. The strategy of choosing of the C0 and Cp values
for the following series of solutions is mainly determined on
the basis of the result of the first series of experiment.

9. Determine the binding constants, the number of bindingmodes,
and the number of binding sites in the dye–protein interaction.
If all dye binding sites in protein are identical and independent
from each other, then the binding constant of the dye to protein
(Kb) is determined as the ratio of the ligand–receptor complex
concentration (Cb) to the product of free receptor (nCp � Cb)
and free ligand (Cf) concentrations:

Kb ¼ Cb

ðnCp � CbÞ � Cf
: (5)

Here n is the number of binding sites.

Using Eqs. 4 and 5 it is easy to obtain the relation between the
bound dye concentration and the initial dye concentration:

Cb ¼
2þKbnCp þKbC0 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2þKbnCp þKbC0Þ2 � 4K2

bnCpC0

q

2Kb
:

(6)

More frequently, binding parameters n and Kb (or dissociation
constant Kd ¼ 1/Kb) are determined from three equivalent-to-
each-other equations:

Cb ¼ nCpCf

Kd þ Cf
: (7)

Klots plot:

1

Cb
¼ 1

nCp
þ Kd

nCp

1

Cf
; (8)

or Scatchard plot:

Cb=Cp

Cf
¼ nKb �Kb

Cb

Cp

� �
: (9)

Klots plots and Scatchard plots give visual presentation of the
number of dye–protein binding modes in assumption that all
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binding centers are independent. Linearity of these dependencies
suggests identity of all binding sites, and therefore supports the
existence of one binding mode. Nonlinear character of these plots
points on the existence of at least two different binding modes of
dye–protein interaction. In this case, Cb ¼ P

i

Cbi; while Cbi is

characterized by equations similar to those described in Eqs. 6–8.
Thus, in the case of i modes, we have

Cb ¼
X
i

niCpCf

Kdi þ Cf
: (10)

The values Kd1, Kd2, n1, and n2 can be determined by multiple
nonlinear regression (GraphPad), or by global analysis if alongside
with C0 the value of Cp was varied.

Figure 1 shows the results obtained for the ANS interaction
with BSA, which is known to have hydrophobic clusters on the
surface in the native state and therefore is known to bind various
ligands including ANS. In this case, if the values of binding con-
stants of modes 1 and 2 significantly differ, the dye interaction with
low constant binding mode may have nonspecific character (43).

3.2. Determination

of Molar Extinction

Coefficient of Dye

Bound to Protein

1. The case of one binding mode: In this case, the measured
absorption spectrum can easily be presented in the units of
the molar extinction coefficient:

ebðlÞ ¼ DbðlÞ
Cb � l

: (11)
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Fig. 1. Scatchard plots for ANS interaction with BSA. Experimental data (circles), best fit
curve and the volumes of binding constants (Kbi) and number of binding sites (ni) are
presented.
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2. The case of two binding mode: If the microdialysis results show
the existence of two binding modes, then on the basis of the
Kd1,Kd2, n1, and n2 values, the concentrations of dye bound to
each mode can be calculated as

Cb1 ¼ n1CpCf

Kd1 þ Cf
(12)

and

Cb2 ¼ n2CpCf

Kd2 þ Cf
:

Figure 2 shows the decomposition ofCb into two components,
Cb1 and Cb2. Taking into account that

DbðlÞ ¼ Db1 þDb2 ¼ eb1ðlÞCb1l þ eb2ðlÞCb2l ; (13)

the values of eb1ðlÞ and eb2ðlÞ can be determined using the known
values of DbðlÞ, Cb1, and Cb2 by multiple linear regression (e.g.,
using SigmaPlot). Figure 3 shows the relation between Db at
365 nm and Cb1 and Cb2 values that result in values of eb1ð365Þ
and eb2ð365Þ. Similarly, the values of eb1 and eb2 can be deter-
mined at the other wavelengths. Figure 4 shows the absorption
spectra of the dye bound to each of the two modes in units of the
molar extinction coefficient. These data illustrate that the molar
extinction coefficient of ANS bound to BSA depends on the
binding mode being greater than that of the free dye in solution
(Table 1).
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Fig. 2. Concentration of ANS bound to BSA as superposition of concentrations of the dye
bound to mode 1 (Cb1) and mode 2 (Cb2).
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Fig. 3. Absorption spectra of ANS, bound to mode 1 and mode 2 in the units of the molar
extinction coefficient.

Table 1
Binding parameters of ANS–BSA interaction and characteristics of bound dye

Mode ei,365 � 10�3, M�1 cm�1 Kbi � 10�3, M�1 ni q

ANS + BSA 1 5.4 140 5.6 0.45

2 4.8 1.5 11.9 0.08

Fig. 4. The dependenceDb ¼ Db1 þDb2 ¼ eb1Cb1lþ eb2Cb2l for ANS bound to BSA.
Best fit curve and the values of molar extinction coefficients eb1 and eb2 obtained by
multiple nonlinear regression are presented.
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3.3. Dependence of the

Fluorescence Intensity

on Optical Density of

Fluorescence Substance

and Total Optical

Density of Solution

The solution of ANS in the presence of BSA is a two-component
system, in which one component (free ANS unbound to protein)
absorbs the excitation light (optical density, Df) but does not
fluoresce, while the other component (ANS bound to protein)
absorbs the excitation light (optical density, Db) and fluoresces
with quantum yield qb. Therefore, ANS fluorescence intensity can
be presented as follows:

IANS ¼ kI0 1� 10�ðDbþDf Þ
� � Db

Db þDf
� qb: (14)

Here, I0 is the intensity of the excitation light and k is the
proportionality coefficient. Fluorescence intensity can be normal-
ized (kI0 ¼ 1) so that IANS ¼ ½Db=ðDb þDf Þ� � qb at
ðDb þDf Þ ! 1 and consequently, IANS ¼ qb at Db ! 1 and
IANS ¼ 0 at Df ! 1. In Eq. 14, two factors can be selected. One
factor is the function of total optical density of solution only and
does not depend on the contribution of the optical density of the
fluorescent component:

Wcalc;DbþDf
¼ 1� 10�ðDbþDf Þ

Db þD f
: (15)

The other factor is a product of optical density and the quan-
tum yield of the fluorescent component (Dbqb). Then the Eq. 14
can be written as follows:

IANS ¼ Wcalc;DbþDf
Dbqb: (16)

Similarly, the intensity of a single-component solution can also
be presented. In particular, for fluorescent dye quinine sulfate (QS),
which in this work was used as a standard substance with known
quantum yield, fluorescence intensity is

IQS ¼ ð1� 10�DQSÞ
DQS

DQS � qQS ¼ Wcalc;QS DQSqQS: (17)

It is evident that the dependence IQS ¼ f(DQS) is a curve with
saturation (IQS ¼ qQS at DQS ! 1), while the dependence
IQS=Wcalc;QS ¼ f ðDQSÞ is a straight line with a slope equal to the
fluorescent quantum yield of the dye (Fig. 5).

The experimentally measured fluorescence intensity can
decrease with the increase in the solution optical density, since the
increase in the total optical density of the solution results in
the increased absorption of the excitation light by the solution
layers adjacent to the front wall of the spectrofluorometer cell,
while the detecting system of spectrofluorometer “sees” the central
part of the cell, which is reached by the smaller fraction of the
excitation light. Due to this effect, after the total optical density
reaches some definite value, the recorded fluorescence intensity
begins to decrease with the further increase in the solution optical
density (Fig. 5). This effect detected both for the dye solution in
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the presence of protein and for the free dye solution is often
interpreted even by experienced researchers as dye association and
consequently fluorescence self-quenching associated with the
increase in the dye concentration (44).

The discussed effects depend on the instrument used in the
experiment and must be taken into account. This can be done by
replacing Wcalc with experimentally determined value W. As the
value Wcalc, the value of W is determined only by the total optical
density of solution and does not depend on the contribution of the
optical density of the fluorescent substance. That is why in Eqs. 16
and 17 the value ofWcalc must be replaced withW [Note 3]. All this
is also true in the case of the two-component solution. The
fluorescence intensity corrected by factor W dependent on the
total optical density of solution is the product of the optical density
and fluorescence quantum yield of the bound dye:
IANS W ¼ qbDb ¼ qbebCb= l. In this case Eq. 6 will be as follows
[Note 4]:

IANS

W
¼ qbeb

2þKbnCp þKbC0 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2þKbnCp þKbC0Þ2 � 4K2

bnCpC0

q

2Kb
l :

(18)

Thus, experimental dependence of fluorescence intensity on
the total concentration of the dye (C0) gives information on the
binding constant only if some special assumptions are made about
the values of qb and eb, which, as we showed, can differ from these
values measured for the free dye.

Fig. 5. The dependences of fluorescence intensity QS on its optical density (DQS)
calculated as Icalc ¼ ½ð1� 10�DQS Þ=DQS �DQS � qQS and experimentally recorded

IQS . The dependences Wcalc ¼ ð1� 10�DQS Þ=DQS and W ¼ IQS=DQSqQS on total

optical density are given in the Insert. Strait line is the dependence of DQSqQS on DQS

calculated as DQSqQS ¼ Icalc=Wcalc ¼ IQS=W .
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Figure 6 shows the dependencies of I and I/W of ANS
bound to BSA on the dye optical density (Db). It should be noted
that in the case of two binding modes the dependence of I/W on
Db is not linear. In the case of two binding modes, the use of
fluorescence intensity for the determination of the binding stoichi-
ometry and the binding constants is problematic, since in this case
I W= ¼ P

i

qbiDbi ¼
P
i

qbiebiCbi l. But these dependencies allow

determination of the fluorescence quantum yield of ANS bound
to different binding modes.

3.4. Determination

of the Fluorescence

Quantum Yield of

Dye Bound to Protein

On the basis of Eqs. 16 and 17, in whichWcalc is replaced byW, one
can write

Dbqb ¼ IANS

IAQS

WDQS

WDbþDf

DQSqQS: (19)

To exclude the influence of the factor dependence on the total
optical density it is necessary to record fluorescence intensity of
etalon solution, whose optical density is equal to the summarized
optical densities of free and bound ANS. In this case

Dbqb ¼ IANS

IQS;DbþDf

ðDb þDf Þ � qQS: (20)

The qb value is determined as an average of several values
independently measured for samples with different dye concentra-
tions after microdialysis.

Fig. 6. The dependencies of experimentally recorded fluorescence intensity (I ) and
reduced fluorescence intensity (I/W) of ANS bound to BSA on the dye optical density
(Db). Dashed line is the dependence of DQSqQS on DQS for fluorescence dye QS.
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In the case of two binding modes, a relation similar to Eq. 20 is
valid:

Db1qb1 þDb2qb2 ¼ IANS

IQS;DbþDf

ðDb þDf Þ � qQS: (21)

To determine the values of qb1 and qb2, it is necessary to know
the set of three related values Db1, Db2, and Db1qb1 þDb2qb2 that
correspond to one microdialysis experiment.

The dependencies of the Db1 ¼ eb1Cb1l and Db2 ¼ eb2Cb2l
values on Db can be determined using the values of the molar
extinction coefficients and concentrations of ANS molecules
bound to two modes and determined for the samples obtained
after microdialysis (Fig. 7). The dependence of the value
ðDb1qb1 þDb2qb2Þ on Db can be determined from Eq. 21. On the
basis of these data, the fluorescence quantum yields of the dye
bound to each mode can be determined using multiple nonlinear
regression (Fig. 8, Table 1).

4. Notes

1. Before starting the experiment it is necessary to perform exam-
ination of the dye binding to membrane (MWCO 10,000) and
chamber material.

Solution with the dye (ANS) in concentration C0 is put in
chamber #1 and solvent is put in chamber #2. The time needed
for equilibration depends on the type of membrane between
the chambers. For membrane MWCO 10,000 the equilibrium
is reached overnight.

0.0 0.2 0.4 0.6 0.8

0.0

0.1

0.2

0.3

0.4

0.5

Db

D
b1

, D
b2

Db1

Db2

Fig. 7. Optical density of ANS bound to BSA as superposition of optical densities of the dye
bound to mode 1 (Db1) and mode 2 (Db2).

26 Binding Stoichiometry and Affinity of Fluorescent Dyes to Proteins. . . 457



After equilibration it is checked whether:

DðlÞ#1 ¼ DðlÞ#2: (22)

DðlÞ#1 ¼ D0ðlÞ
2

: (23)

If Eq. 23 is not true then the value of Cb determined by
Eq. 4 must be corrected.

2. When incorporation of the dye to the receptor which solution
has noticeable light scattering is studied this light scattering
must be taken into account. In this case to determine true
value of optical density it is necessary to use a well-known
procedure (7).

3. It is necessary to take into account that the dependence ofWon
the total optical density of solution is determined by the type of
the used spectrofluorimeter. The difference between W and
Wcal is minimal for the spectrofluorimeter Cary Eclipse (Varian,
Australia) which has horizontally orientated slits.

4. The Eq. 18 is true if the solutions for determination of the
fluorescence intensity are prepared by microdialysis. If the dye is
inserted directly in the solution containing protein (Cb ¼ C0 �
Cf) this equation must be as follows:

I

W
¼ qbeb

1þKbnCp þKbC0 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þKbnCp þKbC0Þ2 � 4K2

bnCpC0

q

2Kb
l :

(24)

Fig. 8. Determination of the fluorescence quantum yield of ANS bound BSA. 3D dependence
of Db1qb1 + Db2qb2 from Db1 and Db2. Experimental data, best fit curve and the values of qb1
and qb2 determined by multiple nonlinear regression are presented.
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Chapter 27

Fluorescence Lifetime Measurements of Intrinsically
Unstructured Proteins: Application to a-Synuclein

Sarah Schreurs, Malgorzata Kluba, Jessika Meuvis,
and Yves Engelborghs

Abstract

Lifetimes of fluorescent states and their fluorescence intensities are strictly coupled and very sensitive to the
environment of the fluorophores. The advantage of measuring lifetimes, next to intensities, comes from the
fact that it can reveal heterogeneity and dynamic properties of this environment. In this way lifetime analysis
can be used to characterize static and dynamic conformational properties and heterogeneity of fluorescent
groups in different areas of a protein and as a function of time for an evolving protein. The phenomena that
determine the lifetime of a label are its intrinsic properties, dynamic quenching by neighboring groups,
exposure to the solvent, as well as Förster resonance energy transfer (FRET) between different groups. The
basic principles of these fluorescence phenomena can be found extensively described in the excellent book
of Lakowicz (Principles of fluorescence spectroscopy, 3rd edn. Springer, New York, 2006). The fluorescent
groups involved are either natural amino acid side chains like tryptophan (Trp) or tyrosine (Tyr), or
fluorescent labels covalently engineered into the protein. Even a single fluorescent group can show
indications of heterogeneity in the local environment. If several natural fluorescent groups are present,
the properties of the individual groups can be separated using site-directed mutagenesis, and additivity of
their contributions can be analyzed (Engelborghs, Spectrochim Acta A Mol Biomol Spectrosc 57
(11):2255–2270, 2001). If no fluorescent group is naturally present, site-directed mutagenesis can be
used to introduce either a fluorescent amino acid or a cysteine allowing chemical labeling.

Key words: a-Synuclein, Fluorescence lifetimes, Tryptophan, Tyrosine, Nitro-tyrosine, Anisotropy,
Förster resonance energy transfer, Alexa Fluor 488, Maleimide, Alexa Fluor 594, Oxazine, IAEDANS

1. Introduction

The excited state lifetime (t) of a fluorescent molecule is deter-
mined by its radiative (kr) and nonradiative rate (knr) constant:

t ¼ ðkr þ knrÞ�1 where the radiative rate constant is principally an
intrinsic property of the probe, and the non-radiative rate constant
is the sum of all the rate constants of the different parallel pathways

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
Volume 1, Methods and Experimental Tools, Methods in Molecular Biology, vol. 895,
DOI 10.1007/978-1-61779-927-3_27, # Springer Science+Business Media, LLC 2012
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which return to the ground state without emission (1). Therefore
the lifetime is generally very sensitive to the static and dynamic
properties of the probe’s environment. Consequently lifetime anal-
ysis of fluorescent probes engineered into proteins can reveal kinetic
information on the conformational state—heterogeneity, and—
dynamics of the protein (2). This is also true for intrinsically
unstructured proteins. Diverse phenomena, such as Förster reso-
nance energy transfer (FRET) or dynamic quenching, can be used
to collect information on local or more remote interactions (3). To
simplify the interpretation a unique set of interacting pairs has to be
present or introduced by mutagenesis and/or by orthogonal label-
ing. The easiest and cleanest system is to use a natural or an
engineered Trp residue and a second group introduced by chemical
coupling onto an engineered cysteine. The following pairs are
orthogonal and easy to introduce, and can lead to lifetime changes
based on the indicated phenomena (see Table 1).

Introducing two labels via thiol labeling always leads to complex
mixtures that need extensive purification (4). FRET calculated on the
basis of reduced intensities of donor fluorescence has to be corrected
for the percentage of labeling, while lifetime analysis can reveal the
lifetimes of the donor-alone and the donor–acceptor pairs separately,
showing again the advantage of lifetime analysis. However, it is diffi-
cult to resolve more than three separate lifetimes. Lifetime analysis is
necessary to obtain the anisotropy decay. In this case the fluorescence
decay has to be measured with the polarizer in the vertical (IV(t))
and in the horizontal position (IH(t)) assuming vertical excitation:

rðtÞ ¼ IVðtÞ=IHðtÞ � 1

IVðtÞ=IHðtÞ þ 2
:

Table 1
Distance dependent phenomena that influence the lifetime
of the fluorescence source

Fluorescence
source (donor)

Perturbant
(acceptor) Phenomenon

Distance
of action (3) (R0)

Tyr Trp FRET from Tyr to Trp 0.9–1.8 nm

Trp Nitro-Tyr FRET 2.6 nm

Trp Cys-IAEDANS FRET from Trp to IAEDANS 2.2 nm

Trp Cys-Oxazine Oxazine quenching by Trp Contact

Trp HisH+ Quenching Contact

Trp -SS- Quenching Direct or
indirect contact

Cys-Alexa
Fluor 488

Cys-Alexa
Fluor 594

FRET from Alexa Fluor
488 to Alexa Fluor 594

5.4 nm
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2. Materials

1. WT a-synuclein does not contain tryptophan (Trp) residues
but has four tyrosine (Tyr) residues at positions: 39 (N-end)
125, 133, and 136 (C-end). It should be realized that mutating
them alters the conformation of the protein (5). Many Trp
mutants have been constructed at positions (F4W, Y39W,
A69W, A90W, A124W, A140W) by Van Rooijen et al. (6)
and Trp fluorescence spectra have been characterized in terms
of local conformational properties. FRET between Trp and
nitro-Tyr has been studied, based on lifetime measurements,
for the pairs: 4–19, 19–39, 4–39, 74–94, 94–136, 4–136 by
Lee and coworkers (7, 8). Of course again the effect of the
modification itself has to be taken into account. We have stud-
ied the mutant Y133W to probe the conformation of the C
terminus. FRET was also observed between Tyr39 and engi-
neered 125W with distances evolving from 2.49 to 1.88 nm in
going from the monomer to late oligomers (12).

2. His-tag labeled a-synucleinHis-Y133W—was purified according
to the protocol described byGerard et al. (9). The purification of
His-A107C/Y133W—a-synuclein was performed similarly with
the addition of 1 mM DTT in all buffers. A HiPrep 26/10
desalting column (GE healthcare) equilibrated in 20 mM
NH4HCO3 pH ¼ 7.4 was used to remove salt and DTT after
which the pure fractions were pooled and lyophilized.

3. Fluorescence lifetime instrumentation.
Fluorescence lifetime analysis requires specialized instrumentation,
e.g., a pulsed light source and a fast, sensitive detection system
which are available usually only in specialized laboratories. Now-
adays several companies produce relatively cheap pulsed diode
lasers, which achieve only subnanoseconds wide excitation
pulses. More expensive laser systems are needed for obtaining
shorter pulses. Our laboratory setup contains the mode-locked
Titanium-Sapphire laser (Tsunami 3950C) powered by aMillen-
iaPro pumped laser and followed by a Picosecond Pulse Selector
(Model 3980-2) used for reducing the repetition frequency from
80 to 8 or 0.8 MHz and subsequently by the Flexible Harmonic
Generator (GWU-23PL) consisted of a compact frequency
doubler and frequency tripler in one housing, used for changing
the wavelength from 885 to 295 nm with ~10 ps pulse width.
All instruments were purchased from Spectra Physics. In the
emission path usually narrow bandpass filters or monochroma-
tors are used. In our setup we use Oriel cut-off filters in combi-
nation with a Glan—Thompson polariser (PTS15, Oriel) to
select either the vertically or the horizontally polarized compo-
nent, or the full intensity at the magic angle. A fast and sensitive
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detector is also needed, such as a microchannel plate or a
photomultiplier. Here the detection unit consists of a Lens-
PhotoMultiplier Tube (Model H5023, Hamamatsu Photonics)
with a wide band amplifier (1 GHz). Our instrument response
function (IRF) is determined by its response function. Photon
counting is usually done in the so-called reverse mode—the time
between an observed fluorescence photon (in our setup
registered by the ORTEC Model 425A Nanosecond Delay)
and the following excitation pulse (collected by the Trigger
Diode Assembly—TDA200, PicoQuant) is determined, which
allowsmuchmore efficientmemory usage than determination of
the time between the excitation pulse and the following observed
fluorescence photon. Several companies provide TCSPC cards
for single photon counting (e.g., Becker and Hickl, Picoquant)
and software for deconvoluting the decay curves from the width
of the excitation pulse and the IRF (e.g., PicoQuant).

3. Methods

3.1. Labeling

with IAEDANS (5-({2-

[(Iodoacetyl)amino]

ethyl}amino)

Naphthalene-1-

Sulfonic Acid)

Chemical labeling of (intrinsically unstructured) proteins by thiol
modification is described for a-synuclein in the chapter on FCS in
this book and in different articles in the reference list (4, 10). The
concentration of labeled—a-synuclein was determined by correct-
ing its spectrum for the contribution of IAEDANS to the absor-
bance at 278 nm using the following equation:

A278nmðproteinÞ ¼ A278nmðproteinÞ �A336nmðIAEDANSÞ
e278nmðIAEDANSÞ
e336nmðIAEDANSÞ

:

The following extinction coefficients were used: e278nm (Y133W

a � SYN) ¼ 9,970 M�1 cm�1, e278nm (IAEDANS) ¼ 745 cm�1 M�1

and e336nm (IAEDANS) ¼ 4,500 cm�1 M�1 (see Note 1).

3.2. Fluorescence

Lifetime Measurements

1. All fluorescence lifetime measurements of a-synuclein solutions
were performed using the described MilleniaPro-pumped
Tsunami mode-locked Ti:Saphire laser setup with the final exci-
tation wavelength of 295 nm which is ideally suited to selec-
tively excite the Trp residue in the presence of Tyr residues.

2. Each measurement consist of acquiring fluorescence emission
photons using a polarizer at the so-called magic-angle (Ymag

¼ 54.7�) with respect to the direction of polarization of the
excitation light. The acquisition was controlled by Timeharp
(PicoQuant) software and continued until 10,000 counts were
accumulated in the first channel. For emission wavelength
determination, a set of Oriel small-band-pass filters is used,
covering the wavelength region from 320 to 380 nm (width
at half maximum absorbance is about 9 nm).
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3. For deconvolution purposes, the dynamic instrumental
response function is first determined using a Ludox® colloidal
silica scattering solution with an emission filter of 295 nm.

4. Collected kinetic fluorescence decay curves are fitted to the
exponential model with reconvolution, using the FluoFit soft-
ware (PicoQuant):

I ðtÞ ¼
ðt
�1

IRFðt 0Þ
Xn
1

Ai e
ðt�t 0Þ=tidt 0;

where IRF is the experimentally measured instrument response
function, Ai the amplitude of the ith component in counts at
time zero, and ti the lifetime of the ith component, respectively.

The instrument is calibrated using 10 mMN-acetyl-L-trypto-
phanamide (NATA) solution in MilliQ water. The fitted
fluorescence lifetime of NATA is equal to 3.041 � 0.005 ns
which is consistent with the literature (11). Other references
can be used for different wavelength regions (11).

5. 140 mL samples with a concentration of ~70 mM were
measured in Hellma type 105.250-QS fluorescence cells.

The lifetimes of all the three Trp residues (4, 39, and 94)
introduced by Lee et al. varied around the following values:
t1 ~ 4 ns (35–50 %), t2 ~ 1.6 ns (35–50 %), and t3 < 1 ns
(~10 %). For His-Y133W mutant, we obtained similar values
t1 ¼ 4.26 ns (15 %), t2 ¼ 2.23 ns (54 %), and t3 ¼ 0.82 ns
(31 %). See Fig. 1 (see Note 2).

6. The lifetime measurements on their own are not very informa-
tive, but allow the measurement of the anisotropy decay, and
their reduction by FRET allows the calculation of distances and
distance distributions between W as a donor and the acceptor
groups (e.g., nitro-Tyr). Emission maxima for all Ws are close
to 350 nm and anisotropy decay is very fast indicating an
exposed Trp free to move. Upon aggregation the anisotropy
is somewhat reduced indicating a reduction of freedom in the
aggregates.

4. Notes

1. It is important to get a homogenous starting solution of
a-synuclein, in the chapter on FCS in this book the correct
labeling protocol is described to ensure monomeric starting
material.

2. The goodness of the fit is judged by the w2 value and the
random spreading of the weighted residuals W(t).
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Fig. 1. Fluorescence decay measurements on a-synuclein with the purpose to probe the
conformation of the C terminus and the influence of the proline residues. The instrument
response function (IRF) is given and the fluorescence decay of His-tagged a-synuclein
with mutation Y133W and His-Y133W-PA5 in which all the proline residues are mutated to
Ala. Furthermore the two proteins are labeled with IAEDANS on position A107C (for about
50 %). The measurements show the nice reproducibility of the data, and the surprising
absence of an effect of all the five proline mutations as well as the absence of FRET
between 133W and AEDANS at position 107.
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Chapter 28

Ensemble FRET Methods in Studies
of Intrinsically Disordered Proteins

Elisha Haas

Abstract

The main structural characteristic of intrinsically disordered proteins (IDPs) or intrinsically disordered
regions of globular proteins is that they exist as ensembles of multiple conformers which can continuously
interconvert, and at times, form ensembles of a more restricted number of conformers. Characterization of
the disordered state and transitions to partially or fully ordered states of such ensembles must be expressed in
statistical terms, i.e., determination of probability distributions of the various conformers. This can be
achieved by measurements of time-resolved dynamic non-radiative excitation energy transfer within ensem-
bles of site-specifically labeled IDP molecules. Distributions of intramolecular segmental end-to-end
distances and their fast fluctuations can be determined and fast and slow conformational transitions within
selected sections of the molecule can be monitored and analyzed.

Key words: IDP, Time resolved FRET, Site-specific labeling, Distance distributions, Intramolecular
diffusion coefficient, Fast fluctuations and conformational transitions

1. Introduction

Measurements of dynamic non-radiative excitation energy transfer
(FRET) (1–7), which is based on the distance-dependent interac-
tions between excited-state dipoles, can be applied for the determi-
nation of long-range distances between amino acyl residues in
disordered or partially folded proteins. This method has several
advantages which make it uniquely suited to the study of intrinsi-
cally disordered protein (IDP) structure: close to ideal time resolu-
tion; very high sensitivity, up to single molecule detection; accuracy
at distances representing molecular dimensions (10–100 Å); and
the ability to recover distributions of intramolecular distances of
fast fluctuating disordered protein molecules.

A series of parameters can be chosen to most fully characterize
the disordered states of protein molecules. These include the mean,

Vladimir N. Uversky and A. Keith Dunker (eds.), Intrinsically Disordered Protein Analysis:
Volume 1, Methods and Experimental Tools, Methods in Molecular Biology, vol. 895,
DOI 10.1007/978-1-61779-927-3_28, # Springer Science+Business Media, LLC 2012
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the width, the number of subpopulations, and the shape of the
distributions of the intramolecular distances. Ensemble time-
resolved FRET (trFRET) and single molecule detected FRET mea-
surements of double-labeled protein samples can provide all these
parameters. Both ensemble and single molecule FRET experiments
have been used in studies of IDPs. Comparison of intramolecular
distance distributions of an IDP with those of model polypeptides
which are known to be in a true fully disordered state (i.e., free of
any attractive or repulsive constraints other than the steric hin-
drance) can be a sensitive indicator of the disordered state.
A small bias relative to such model distributions of intramolecular
distances can serve as a sensitive measure of sub-domain structures
in otherwise disordered protein molecules.

In their disordered states, protein molecules undergo rapid
conformational fluctuations. The lifetime of the excited states of
donor probes in trFRET experiments (nanoseconds) defines time
windows that enable the detection of rapid fluctuations of intramo-
lecular distances both in the ensemble and in the single molecule
modes. Slower fluctuations can be detected by single molecule FRET
spectroscopy or autocorrelation analysis of intensity fluctuations of
double-labeled protein samples (8, 9).

FRET measurements are also useful for detection and analysis of
intermolecular interactions. A common characteristic of many IDPs is
the tendency to form amyloid aggregates. These protein–protein inter-
actions can be monitored by various modes of FRETmeasurements.

Below, we review methods and their applications based on the
Förster type distance-dependent interactions, which were devel-
oped for detection of inter- and intramolecular distance distribu-
tions in IDPs. We shall first briefly review the theoretical basis of the
FRET-based methods and then describe protocols for preparation
of labeled samples of IDPs suitable for FRET experiments. This will
be followed by sections describing the various analysis methods that
were developed. The present chapter is limited to the ensemble
methods.

1.1. Theoretical

Background

1.1.1. Non-radiative

Excitation Energy Transfer

Non-radiative transfer of excitation energy requires some interaction
between a donor molecule and an acceptor molecule (Fig. 1).
This transfer can occur if at least some vibronic levels in the donor
have the same energy as the corresponding transitions in the acceptor.
Energy transfer can result from different interaction mechanisms.
The interactions may be Columbic and/or due to intermolecular
orbital overlap. The columbic interactions consist of long-range
dipole–dipole interactions (Förster’s mechanism) and short-range
multipolar interactions. In the energy transfer process, the initially
excited electron on the donor, D, returns to its ground state orbital
on D, while simultaneously, an electron on the acceptor, A, is pro-
moted to an excited state. For permitted transitions onD andA, the

468 E. Haas



columbic interaction is predominant, even at short distances. This is
the case of the singlet–singlet transfer

1D� þ 1A! 1 D þ 1A�

which is effective over a long interaction range (up to 80–100 Å).
Two main mechanisms are relevant in the context of the appli-

cation of energy transfer for IDP research: the Förster mechanism
for long-range interactions, and the triplet–triplet transfer for the
detection of shorter range interactions.

Fig. 1. Energy-level diagram demonstrating the mechanism of resonance coupling of the
non-radiative transitions in the donor and acceptor probes under conditions where the
vibrational relaxation is faster than the energy transfer (very weak coupling). The non-
radiative transitions are shown in dashed lines and the radiative transitions are shown as
continuous vertical lines. The upper inset shows a scheme of the corresponding absorp-
tion and emission spectra of the probes and the overlap integral.
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The term fluorescence resonance energy transfer (FRET) is
commonly used to describe singlet–singlet energy transfer via
a mechanism based on long-range dipole–dipole resonance
coupling1(1).

1.1.2. Rate of Non-radiative

Excitation Energy Transfer

Within a Donor–Acceptor Pair

A molecule in an electronically excited state (donor) can transfer its
excitation energy to another molecule (acceptor) (1) provided that
the pair fulfills several conditions: (a) the energy donor must be
luminescent; (b) the emission spectrum of the donor should have
some overlap with the absorption spectrum of the acceptor; and (c)
the distance between the two probes must not exceed an upper
limit (usually within the range of up to 100 Å). The transfer is
readily observed when two different probes are involved, but trans-
fer within a homogeneous population of chromophores can occur,
as well. Such transfer was first detected in 1927 by Perrin, who
detected the loss of polarization of the emitted light (10).

The dipole–dipole interaction which leads to the transfer of
excitation energy is very weak, usually of the order of ~2–4 cm�1,
while the spectroscopic energies that are transferred are much
higher, ~15,000–40,000 cm�1.

Förster’s theory describes the rate of energy transfer for an
isolated pair of chromophores which fulfill the requirements for
energy transfer by the dipole–dipole interaction to be

kT ¼ 9 ln 10ð Þk2Fo
D

128p5N 0
Ar

6toD

ð1
0

f lð Þe lð Þl4dl (1)

kT ¼ 1

toD

Ro

r

� �6
(1a)

where k ¼ cosyDA � 3cosyDcosyA ¼ sin yD sin yA cosf� 2 cos yD
cos yA(yDA is the angle between the donor and the acceptor
dipoles; yD and yA are the angles between the donor and the
acceptor dipoles and the line joining their centers, and j is
the angle between the projections of the transition moments on
the plane perpendicular to the line through the centers). k2 can in
principle assume values from 0 (perpendicular transition
moments) to 4 (collinear transition moments), or 1 (when the
transition moments are parallel); F0

D and t0D are the quantum yield
and the fluorescence lifetime of the donor in the absence of
an acceptor; r is the distance between the centers of the two
dipoles (donor and acceptor); N 0

Ais Avogadro’s number per milli-
mole; f(l) is the fluorescence intensity of the donor in the range of

1The acronym FRET denoting fluorescence resonance energy transfer is inaccurate, because the transfer does not
involve any fluorescence but non-radiative transfer of the electronic excitation energy of the donor. This
mechanism does not depend on the fluorescence properties of the acceptor. The correct term should be EET
representing electronic energy transfer or excitation energy transfer or RET for resonance energy transfer. However,
since the term FRET has been accepted in the literature, we continue to use it here.
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l to l + dl normalized so that
Ð1
0 f ðlÞdl ¼ 1; and e(l) is the

absorption coefficient of the acceptor at the wavelength l. In
Eq. 1, r and l are in cm units, eA(l) is in cm2/mol, and J(l)
in units of cm6/mol. When those units are used Ro is defined by
Eq. 2 and is given by

R6
o ¼ 8:8� 10�28Fo

Dk
2n�4J (2)

where J is the overlap integral in Eq. 1. The energy transfer process
competes with the spontaneous decay of the excited state of the
donor, characterized by the rate constant koD ¼ 1 toD

�
. If eB(l) is

given in cm�1 mol�1 units, then R6
o ¼ 8:8� 10�25Fo

Dk
2n�4J .

Thus the probability r for the donor to retain its excitation energy
at the time t after excitation is given by

� 1

r

� �
dr
dt

¼ 1

toD
þ 1

toD

Ro

r

� �6
(3)

And the efficiency of E of energy transfer is expressed by

E ¼ R6
o

R6
o þ r6

(4)

Ro is thus the inter-dipole distance at which the transfer
efficiency (and the donor lifetime) is reduced to 50 % and has the
strongest dependence on changes of that distance (Fig. 2).

Fig. 2. Variation of the transfer efficiency, E, as a function of the distance between the
donor and the acceptor probes. The shadowed range represents the limits of the distance
range, where reliable measurements of distances are possible.
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There is a strong experimental support for Förster’s Eqs. 1–4
(reviewed by Steinberg (4). Weber and Teal (11) and Latt et al. (12)
showed the dependence on the overlap integral. TheR�6 dependence
was demonstrated by Stryer and Haugland (13).

Equation 4 shows that the distance between a donor and an
acceptor can be determined by measuring the efficiency of transfer,
provided that r is not too different from Ro and that all molecules
in the sampled ensemble share the same intramolecular distance
between the labeled residues. If this is not the case, an average
distance rav that would be extracted from the measured transfer
efficiency does not correspond to any simple average distance.

The efficiency of energy transfer is independent of the value of
the lifetime of the excited state of the donor. Efficient energy
transfer can occur even for “long-life” excited states (e.g., for
phosphorescence emission) provided that the quantum yield of
emission is reasonably high. Such transfer phenomena have been
observed. Equations 3 and 4 thus define the characteristic time and
distance ranges (“windows”) in which the transfer efficiency, E, is
most sensitive to conformational transitions and their rates (Fig. 2).
Typical values available for probes that are used in protein chemis-
try are in the range of 10–80 Å and down to picosecond time
intervals. Many conformational changes and processes in IDPs
occur on these timescales. Hence, the researcher can design experi-
ments with the time and distance resolutions most suitable for each
molecular question.

1.1.3. The Orientation Factor Distance determination by measurements of transfer efficiencies is
complicated by the strong dependence of the probability for
energy transfer on the orientation of the interacting dipoles.
Therefore knowledge of the orientation factor, k2, is essential for
applications of FRET in studies of protein conformations. When
the two dipoles undergo rapid orientational averaging during the
lifetime of the excited state of the donor, the orientation factor can
be averaged to yield a numerical value of 2/3. The large span of
possible k2 values, between 0 and 4, makes it the primary source of
uncertainty in distance determination by FRET measurements
(see Notes 1 and 2).

2. Materials

Prepare all solutions using ultrapure water and analytical grade
reagents. Use spectrograde solvents for fluorescence studies. All
materials used should be checked for fluorescence in the relevant
spectral range. For an example of the materials used for preparation
of labeled a-synuclein (aS) molecules see Note 7.
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3. Methods

3.1. Determination

of Intramolecular

Distances in Protein

Molecules Using FRET

Measurements

Clear presentation of theoretical background for the methods
described below may be found in the monographs by B. Valeur
(14), J. Lakowicz (15), W. Van Der Mear (6), and numerous
reviews such as (4, 16–20) published over the past 40 years.

3.1.1. Single Distance

Between Donor and Acceptor

Determination of distances by determination of FRET efficiency, E,
is possible by measuring the decrease of donor emission or an
enhancement of the acceptor emission by steady-state and time-
resolved methods.

r ¼ 1

E
� 1

� �1 6=

Ro (5)

Due to the comparative nature of this mode of determination
of E, the concentrations of the probes (and hence the labeled
protein molecules) and their microenvironments must be the
same for each set of measurements (see Note 1).

3.2. Steady-State

Detection Methods

3.2.1. Method 1:

Determination of Decrease

of Donor Emission

The competition of the FRET process results in decreased quantum
yield of donor emission:

E ¼ 1� FD

Fo
D

(6)

Since only relative quantum yields are to be determined, Eq. 13
can be written directly in terms of single wavelength donor emis-
sion intensities at wavelengths where the acceptor emission inten-
sity is negligible:

E ¼ 1� A lDð Þ
AD lDð Þ

ID lD;l
em
D

� �

I oD lD;l
em
D

� � (7)

The factor A/AD corrects for the absorption by the acceptor.
This method can be readily applied at the single molecule level
(see Note 2).

3.2.2. Method 2: Acceptor

Excitation Spectroscopy

The most direct measurement of E, independent of correction
factors or differences in concentrations, can be achieved via mea-
surements of acceptor excitation spectra. In this procedure, the
acceptor excitation spectra of the following three samples should
be measured under uniform solution conditions. These spectra are
(a) the acceptor excitation spectrum of the double-labeled protein
(labeled by both the donor and the acceptor), IAðlD; lemA Þ; (b) the
excitation spectrum of the acceptor in the absence of a donor, using
protein sample labeled by the acceptor alone, Iref 0ðlD; lemA Þ
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(a reference for E ¼ 0); and (c) the excitation spectrum of the
acceptor attached to a double-labeled (donor and acceptor) refer-
ence compound for which E is well known under the conditions of
the measurements Iref 1ðlD; lemA Þ. The acceptor excitation spectra of
the three samples monitored at an acceptor emission wavelength
(with negligible donor emission contribution) are then normalized
at the acceptor excitation wavelength. E can then be obtained with
high accuracy by

E ¼ IA lD; l
em
A

� �� Iref0 lD; l
em
A

� �

Iref1 lD; l
em
A

� �� Iref 0 lD; l
em
A

� � (8)

(Reduced noise can be achieved by using the ratio of the area
under the excitation spectra in the donor absorption range.) This
is the preferred method for the determination of E by steady-state
methods. Non-FRET mechanisms of quenching of the donor
might affect the determination of E by Method 1. Control experi-
ments should be performed to confirm that the missing donor
emission intensity is observed in the acceptor emission. Such
non-FRET change of the donor emission does not affect the
determination of E by method 2. Both steady-state methods
might be affected by the “inner filter effect” and care must be
taken to account for changes in emission intensity due to this
phenomenon.

3.3. Time-Resolved

Detection Methods

Time-resolved emission of the donor or the acceptor fluorescence
provides direct information regarding the transfer rates indepen-
dent of the concentrations, as this information is provided by the
shape of the fluorescence decay curves, and not the amplitudes.
The donor and the acceptor fluorescence decay curves contain
additional information not available from the steady-state measure-
ments. This information, which can be extracted directly by proper
analytical procedures, is of particular interest for studies of IDPs.
Analysis of trFRET experiments can resolve conformational subpo-
pulations, distributions of distances, and fast conformational fluc-
tuations on nanosecond timescales.

3.3.1. Determination of

Donor Fluorescence

Decay Rates

When an acceptor is located close enough to the donor, two
competing processes affect tD, the lifetime of the excited state of
the donor, and the transfer rate,

1 tD ¼ 1 toD þ kret
��

(9)

The transfer efficiency can be determined using the fluores-
cence lifetimes of the donor,

E ¼ 1� tD
toD

(10)
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and the apparent mean distance is calculated by

r ¼ Ro

tD toD
� � 1

� �1 6=
(11)

When a non-exponential decay of the donor alone (toD) is
observed, a common situation due to heterogeneity of microenvir-
onments, average lifetime values can be used to calculate E,
provided that the deviation from monoexponentiality is moderate:

E ¼ 1� tDh i
toD
� � (12)

where

th i ¼
X
i

aiti
X
i

ai

,

When the heterogeneity of the decay rates is enhanced by the
FRETeffect, distribution analysis accompanied by appropriate con-
trol experiments should be applied.

3.3.2. Determination

of Intramolecular Distance

Distributions

The distance between two selected residues in an IDP is by definition
nonuniform, and hence Eqs. 6 or 10 should be replaced by distance
analysis, assuming a probability distribution of the intramolecular
distance between the labeled sites, No(r), with finite full width at
half maximum (FWHM) determined. In that case, the FRET effi-
ciency determined by steady-state measurements is averaged over the
efficiencies of all fractions in the distribution,

<E> ¼
ð1
0

NoðrÞ R6
o

R6
o þ r6

dr (13)

where No(r)dr is the probability of the fraction of molecules with
D–A pairs at distance r to r + dr. No(r) can be resolved when the
experiment is repeated with several pairs of probes of different Ro

values (21). A single time-resolved experiment contains all the
information needed for the determination of No(r).

When the fast conformational exchange within the ensemble of
labeled IDP molecules is slow relative to the lifetime of the excited
state of the donor, No(r) can be recovered by modeling i(t) using
the expression

iðtÞ ¼ k

ð1
0

NoðrÞ exp � t

toD
1þ Ro

r6

� �6
Þ

 #
dr

"
(14)

where k is a proportionality factor. Knowledge ofRo and toD enables
the extraction ofNo(r) from the multiexponential decay curve, i(t).
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3.3.3. Evaluation

of the Effect of Fast

Conformational

Fluctuations and

Determination

of Intramolecular Diffusion

Coefficients

When exchange of conformers occurs between fractions of an IDP
ensemble under equilibrium conditions (where the equilibrium
probability distribution of the distances is unchanged) the transfer
efficiency is enhanced. This enhancement is modeled as an intra-
molecular diffusion of the labeled sites on the chain, which acts
toward restoration of the equilibrium probability distribution.
This phenomenon can be viewed as a process of diffusion under
the conformational force field which governs the equilibrium
probability distribution of the intramolecular distance, No(r)
(22–24). Equation 15 considers both the energy transfer reaction
term, k(r), and the restoration force by the diffusion term. Equa-
tion 15 is the basis for the experimental data analysis (22, 25) for
determination of the parameters of the distribution, No(r):

@Niðr; tÞ
@t

¼ D

N0ðrÞ �
@

@r
N0ðrÞ @

@r
N iðr; tÞ

	 

� kiðrÞNiðr; tÞ (15)

where i denotes the ith species of the donor fluorescence decay
(in the absence of an acceptor), N*

i(r,o) ¼ N0(r) (the equilibrium
distance distribution); N*

i(r,t)dr is the probability for molecules
with an excited-state species i of the donor to have an intramolecu-
lar distance in the range r to r + dr and Ni(r,t) ¼ N*

i(r,t)/N0(r).
D is defined as the intramolecular diffusion coefficient of the seg-
ments carrying the two probes; ti and ai are the lifetime and the
normalized pre-exponential factor, respectively, of the excited state
of the ith species of the donor in the absence of an acceptor. ki(r),
the reaction term, includes the spontaneous emission rate and the
Förster energy transfer rate:

ki rð Þ¼ 1

ti
þ 1

tr

8:79� 10�25 n�4 k2 J
r6

 !
(16)

tr is the radiative lifetime of the donor, and the other terms were
defined in Eqs. 1–1a. Equation 16 considers the variation of Ro

due to variations of the donor quantum yield F0
D. This is repre-

sented by the ratio of the donor lifetime components and the
radiative lifetime, which is assumed to be independent of local
environmental effects.

The solution of Eq. 15 is obtained by numerical methods. Since
the boundaries are chosen in such a way that the distribution
function is very small at both the upper and lower extreme dis-
tances, reflective boundary conditions are arbitrarily used (26):

½d �N ðr; tÞ=dr�r¼rmin;rmax ¼ 0 (17)

iDc ðtÞ, the calculated fluorescence decay curve of the donor, is
readily obtained from �N(r,t) by the relationship (22)

iDc ¼m

ðrmax

rmin

N 0ðrÞ
X
i

ai N iðr; tÞ
" #

dr (18)
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where m is a constant, and ai is the pre-exponential factor of the i
th

excited-state species of the donor in the absence of an acceptor.
The ideal case is such that the fluorescence decay of the donor

in the absence of an acceptor is mono-exponential. In such a case,
all molecules share a single value ofRo, the sum in Eq. 18 reduces to
one term, and the reactive term, ki(r) (Eq. 16), can be replaced by a
simpler expression:

kðrÞ ¼ �1=toD½1þ Ro=rð Þ6� (19)

In a case where the diffusion rate is known to be negligible on
the timescale of the lifetime of the excited state of the donor, the
Fick term in Eq. 15 is zero and No(r) can be derived directly from
an analysis of the donor decay curve. In such a case, Eq. 15 can be
replaced by (23) (see Note 3):

iDc ðtÞ ¼ k

ð1
0

NoðrÞðexp�kðrÞÞdr (20)

3.3.4. Global Analysis The routine global analysis procedure includes joint analysis of at least
one set containing at least two or four fluorescence decay curves of
the probes attached to the protein: (a) The “DD-experiment,” deter-
mination of tD the fluorescence decay of the donor in the presence of
FRET (excitation at the donor excitationwavelength and detection at
the donor emission wavelength); (b) The “DA-experiment,” determi-
nation of tA, the acceptor emission, in the presence of FRET, with
excitation at the donor excitation range, anddetectionof the acceptor
emission at the long wavelength range. Two internal reference mea-
surements are included for determination of the probes’ lifetime
when attached to the same corresponding sites as in the double-
labeled mutant but in the absence of FRET; (c) The “D-experiment,”
a measurement of toD, the emission of the donor in the absence of an
acceptor, using protein molecule labeled by the donor alone; and (d)
The “A-experiment,” measurement of toA, the decay of the acceptor
emission in the double-labeled protein, excited directly at a wave-
length where the donor absorption is negligible or using a protein
preparation labeled by the acceptor only. When collected under the
same laboratory conditions (optical geometry, state of the instru-
ment, time calibration, linearity of the response, and solution
parameters) used for the first two experiments, the D- and
A-experiments serve as “internal standards” for the time calibration
of this experiment and the dependence of the spectroscopic charac-
teristics of the probes.

3.3.5. Rigorous

Error Analysis

The statistical significance of the value of any one of the free
parameters that is determined by any curve fitting method can be
evaluated by a rigorous analysis procedure. This procedure, if
repeated for every free parameter, actually generates projections of
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the w2 hypersurface on specific axes in the parameter space. Error
limits at any required significance level can then be determined
using an F-test (24). This procedure considers all correlations
between the parameters. The evaluation of each analysis and of
the significance of the parameters is based on four indicators: (1)
the global w2 values; (2) the distributions of the residuals; (3) the
autocorrelation of the residuals; and (4) the error intervals of the
calculated parameters obtained by the rigorous analysis procedure.
In addition, each “DD-experiment” is analyzed by a multiexpo-
nential (three or four exponentials) decay model. The w2 values
obtained in these analyses serve for evaluation of the significance of
the w2 values obtained for each set of experiments in the global
analysis, based on the solution of Eqs. 15–18.

3.4. Strategies for

Site-Specific Double

Labeling of Proteins

Site-specific labeling can be achieved by seven basic strategies:
(a) Use of natural probes including the tyrosine or tryptophan
residues and a few prosthetic groups. Site-directed mutagenesis
can be applied for the preparation of single-tryptophan and
single-tyrosine mutants; (b) Nonselective chemical modification
of reactive side chains and chain terminal reactive groups (amine,
carboxyl, and mainly sulfhydryl groups) combined with high-
resolution or affinity chromatography-based separation methods;
(c) Solid-phase synthesis of protein fragments and ligation of syn-
thetic peptide fragments, or of a genetically truncated protein
fragment and a synthetic, labeled complementing fragment. Total
synthesis of labeled protein molecules is applicable for medium-size
proteins, e.g., the total synthesis of Ab fragments(27, 28); (d)
Production of edited mutants with no more than one pair of
exposed reactive side chains, preferably cysteine residues (29, 30),
or one cysteine and one tryptophan (17, 31–33) at the desired sites,
followed by chemical modification and chromatographic separa-
tion. Nitration of tyrosine residues has also been successfully
applied (34); (e) Cell-free protein synthesis and the use of edited
t-RNAs and edited genetic code for the incorporation of nonnatu-
ral amino acids into selected sites in the chain (35); (f) Enzyme-
catalyzed insertion of fluorescent substrates, taking advantage of
the specificity and mild conditions of the enzymatic reaction (36);
and (g) Use of a protein genetically fused with one or two fluores-
cent proteins (37) (see Note 3).

A major consideration involved in the preparation of site-
specifically labeled natively disordered proteins is avoiding aggrega-
tion. Procedures should be rapid with short incubations, and avoid
extreme conditions. Therefore the simpler labeling strategies are
preferred. Strategy (a) offers minimal posttranslational processing
steps and avoids the potential artifacts and uncertainties involved in
chemical labeling. On the other hand, the main limitations of using
the natural probes are the limited arsenal of available probes; their
less than ideal spectral characteristics; the limited range ofRo values
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that can be achieved using them; and the fact that most proteins
contain several Trp and Tyr residues. Applications of strategy
(b) are limited to small proteins or proteins where a limited number
of the reactive side chains can be found (38). Strategy (c) allows a
high degree of flexibility and freedom for the design of labeled
proteins (35, 39). The limited scope of application of this approach
at the present time is mainly due to the multistep operations
involved and the low yields. In most FRET experiments, the sensi-
tivity of the fluorometric detection systems makes this method
satisfactory and promising. Strategy (f) is not of general use due
to the limited number of known suitable enzymatic reactions and
the multiplicity of reactive side chains. The well-documented catal-
ysis of peptide bond synthesis by proteolytic enzymes was described
(for C-terminal labeling of RNase A) but it is not easy to apply as a
general method. Transglutaminase catalysis of insertion of primary
amino groups attached to fluorescent probes was also attempted
(40–42), but the development of strategy (d) offers simpler route.
Strategy (g) is good for in vivo experiments, but not so useful for
structural studies IDPs in vitro due to the very large size of the
“probes.” Strategy (e) is theoretically the ideal strategy—using such
techniques, any protein with any number of Cys or Trp residues can
be labeled. But, even though the technique was developed more
than 20 years ago, it is still not widely used due to its sophistication
and low yields.

Strategy (d) (production of edited mutants with single labeling
sites) is currently the most general and practical approach for several
reasons: first, in general, natively disordered proteins do not have
disulfide cross-links and cysteine residues are rare. In many proteins
these residues can be replaced by Ser or Ala residues without major
perturbations of structure and function. Thus, most natively disor-
dered proteins can be engineered to have two exposed sulfhydryl
side chains. Second, the arsenal of sulfhydryl reactive pairs of probes
covering a wide range of spectroscopic characteristics and Ro values
is abundant, and the experimental design can be optimized to meet
a wide variety of distances and labeling conditions. That is also the
main strategy that can be applied for single molecule FRET experi-
ments (43) (see Note 4).

3.4.1. Preparation of Double-

Labeled Mutants Using

Engineered Cysteine

Residues (Strategy d)

Preparation of protein mutants labeled by a single Trp and a single
chemically modified Cys (or Tyr) residue is the simplest strategy.
When this pair cannot satisfy the spectral requirements needed for a
specific experiment, the challenge is then to develop methods for
selectivemodificationofeachoneof the tworeactive sulfhydryl groups
in the same protein molecule. This method was used by Grupi and
Haas (33, 44) in a study of the molecule a-synuclein. This is a 140
residue molecule which is implied in the onset of the Parkinson
disease. The labeling strategy is shown in Fig. 3 (see Note 5).
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Sub-milligram amounts of labeled proteins can suffice for a full
set of FRET experiments under equilibrium conditions. Such min-
ute amounts of site-specifically double-labeled protein samples can
be prepared, based on high-resolution chromatography which can
resolve a mixture of the possible products of a nonselective reaction
of two-cysteine mutants with a fluorescent reagent. Homogeneous
double-labeled products can be obtained in a second cycle of
reaction and separation. A limited degree of selectivity of the first
labeling reaction can sometimes be achieved by altering reactivity of
selected side chains by means of changes in solvent composition
(organic solvents, salt components, and pH) and temperature (45).
More drastic effects can be obtained by addition of ligand (sub-
strates, inhibitors, or protein–protein interactions) (46).

Chromatographic resolution of labeled disordered protein
mutants based on the site of labeling is difficult. Separation between
single- and double-labeled fractions following the first round of
labeling of a two-cysteine mutant is feasible. In principle, a mixture
of double-labeled mutants, where the donor and the acceptor can
be attached to either one of the sites, can be used, provided that the
spectral characteristics of the probes are the same at both sites.

It is also possible to use a mixed disulfide resin for separation of
fractions with free cysteine residues in the process of labeling two-
cysteine mutants. The single-labeled mutants which are used for
the reference measurements can be prepared by straightforward
labeling of single-cysteine mutants. Caution must be taken, since
in several cases it was shown that the spectroscopic properties of a
probe attached at one site on a protein are significantly modified by
the addition of a second cysteine for the double labeling. In this
case, it is desirable to use the corresponding single-labeled protein

Fig. 3. The design of a labeling plan of overlapping backbone segments in the N terminal
domain of the human a-Synuclein molecule. a-Synuclein is a 140-residue IDP. Strategy (d)
(see text) was used by Grupi and Haas with engineered Trp residues as the donor and a
coumarin derivative attached to engineered Cys residues as acceptor. Labeled segments
are marked . The residues labeled with either Tryptophan or coumarin are marked as
large cloud-like entities indicating tryptophan side chains. Glycine residues aremarked small
knots to emphasize their expected flexibility and contribution to the dynamics of the segment.
The possible disorder of the backbone is represented by bends and squiggles (reproduced
from ref. 33, with permission).
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sample of the two-cysteine mutant, in which the second cysteine
residue is blocked by a nonfluorescent alkylating reagent such as
iodoacetamide (see Note 6).

3.5. Experimental

Aspects of FRET

Applications in

Characterization

of Monomer Structure

and Intermolecular

Interactions

The transfer efficiency in an ensemble of disordered protein
molecules cannot be used for calculation of mean inter-probe dis-
tances due to its nonlinear distance dependence and the intrinsic
heterogeneity of the conformations. Only quasi-mean distances can
be determined, and changes of FRET efficiency can be related to
changes in the distances. This limitation highlights the strength of
ensemble trFRETmethods and the singlemolecule detectionmodes.

3.5.1. Steady-State

Determination of Transfer

Efficiency

Donor Emission

The most commonly used method for steady-state determination of
transfer efficiency is based on the determination of the extent of
quenching of donor emission in the double-labeled samples
(Eqs. 6–7). Emission of the donor is recorded at a wavelength
range free of acceptor emission; then, E ¼ 1� IDA ID= where IDA

and ID are the donor emission intensities in the presence and absence
of an acceptor, respectively. Both intensities should be normalized to
the same donor concentration. It may be difficult to determine the
concentration of the donor in the presence of an acceptor. This
difficulty (which is eliminated in the time-resolved experiment) can
be circumvented by enzymatic digestion of each sample after deter-
mination of IDA (47). A second emission intensity measurement
immediately after the digestion thus provides ID and an internal
reference (48). The FRET interaction does not affect the shape of
the spectra of the probes. Therefore, nonlinear least squares fitting of
the absorption and emission spectra of the double- and single-labeled
samples can be used to overcome the concentration normalization
problem (49). The nonlinear least squares fitting of the entire emis-
sion spectral range can improve the accuracy of transfer efficiency
calculations when the donor and acceptor emissions overlap (18, 50).

Acceptor Excitation

Spectroscopy

The most direct and error-free determination of FRET efficiency by
steady-state experiments is obtained when the excitation spectra of
the acceptor are recorded for the following three samples and then
normalized (at the acceptor excitation range) and superimposed
(Fig. 4). The three samples (and corresponding spectra) are (a) the
acceptor single-labeledmutant I exA

� �
, (b) the double-labeledmutant

I exDA

� �
, and (c) a special double-labeled reference of well-

documented transfer efficiency, Eref (preferably a compound in
which the two probes are very close, Eref ¼ 1.0), I exref

� �
. The

integrated areas under the three curves in the donor excitation
wavelength range provide the transfer efficiency free of instrumental
artifacts and concentration effects:

E ¼ I exDA � I exA
Eref I exref � I exA

(21)
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Time-Resolved

Measurements

Equations 10–12 are used for the determination of the average
FRET efficiency by time-resolved measurements. The main techni-
cal advantage of this measurement is that there is no need to know
the concentrations of the proteins, and the accuracy of the lifetime
measurements surpasses that of the steady-state intensity measure-
ments.

The fluorescence decay curves of the probes in trFRET experi-
ments contain detailed information on heterogeneity of the ensem-
bles of proteins (Fig. 5).

The technology of time-resolved fluorescence measurements
matured during the last quarter of the twentieth century. Fluores-
cence decay can be detected either by the single-photon counting
method or by the phase modulation method, and in principle, both
methods are equivalent. While phase experiments are relatively easy
to perform, single-photon counting techniques offer more
straightforward methods for incorporation of acceptor decay
curves in the analysis, and easier control of background subtraction
and other corrections.

Data Analysis The basic procedure used for analysis of trFRET experiments is
based on curve fitting methods. In this procedure, the parameters
of the distance distribution function, the diffusion coefficient, the
fluorescence lifetimes, and their associated pre-exponents are
searched (24, 51).

The calculated fluorescence decay profile, Fcalc t ; lex; lemð Þ, is
composed of both the donor and the acceptor decay curves,

Fig. 4. Steady-state determination of relative FRET efficiencies of the labeled segments in the N terminal domain of the
a-Synuclein molecule. (a) Emission spectra of the species labeled by donor in the absence of an acceptor (DO) (green), the
species labeled by both donor and acceptor (DA) (red ), and a species labeled by the acceptor without donor (AO)
(blue)-labeled mutants. (b) Excitation spectra of DO (green ), DA (red ), and AO (blue)-labeled mutants; emission wavelength
was 332 nm. FRET is observed as increased emission of the acceptor in the DA mutants relative to the AO mutants when
both spectra are normalized at the acceptor excitation wavelength. Subtraction of the DA curve from the AO curve gives the
absorption spectra of the protein (black). (c) Excitation spectra of eight DA-labeled mutants and a reference AO excitation
spectrum. The labeled segments are AO (brown), 4–39 (gray), 39–66 (light blue), 66–90 (purple), 4–26 (blue), 18–39
(yellow), 4–18 (green), 26–39 (red), and 18–26 (black). (d) The integrated emission intensity between 270 and 300 nm of
the excitation spectra reveals the transfer efficiency dependence on segment length (reproduced from ref. 33 with
permission).
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FDðtÞ and FAðtÞ, respectively, which are calculated using the Förster
theory applied to the relevant model distribution,

Fcalc t ; lex; lemð Þ ¼ FAðtÞ þ FDðtÞ (22)

Several computational methods were developed to search for
the set of free parameters. The maximum entropy method (MEM)
is also applied to the analysis of time-resolved fluorescence (52) and
FRET experiments (53). These yield the theoretical decay curve
best fitted to the experimentally recorded fluorescence decay curves
Fexp t ; lex; lemð Þ (54, 55). This procedure is inherently difficult since
the analysis of any multiexponential decay curve is a mathematically
“ill-defined” problem (56, 57). The quality of fit of the experimen-
tal and calculated curves is judged by the minimization to the
w2 values and the tests for randomness of the deviations (51, 57).

Fig. 5. Fluorescence decay curves of tryptophan in DO and DA mutants of a-Synuclein, the
associated residuals, and the autocorrelation function. The decay rate of the tryptophan
residue in the DA mutant is accelerated due to the FRET effect. The distribution of the
residuals (bottom) and the autocorrelation function (upper right ) served as indicators of
the quality of fit of the experimental data to a multiexponential function. The average
lifetime of tryptophan for all DO mutants was 2.2 < taverage < 2.7. The lifetime compo-
nents were t1 � 4 ns (30–55 %), t2 � 1.8–2.3 ns (30–45 %), and t3 � 0.8 ns
(15–30 %) (reproduced from ref. 33 with permission).
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The differential Eq. 15 does not have a simple general analytical
solution (except for specific cases). Consequently, a numerical solu-
tion based on the finite difference (FA) method (58, 59) was
applied. Therefore the most common current practice is the use
of model distribution functions for No(r) with a small number
of free parameters (Fig. 6). The model used in the experiments
described below is a Gaussian distribution (No(r) ¼ C( f 4pr2 exp
� a1(r � m1)

2 (+ 1 � f )4pr2 exp � a2(r � m2)
2) where ai and mi

are free parameters which determine the width and the mean of the
distributions, respectively, f is the fraction of subpopulation 1, and
C is a normalization factor). A model including the contribution of
intramolecular diffusion can also be used in this context (Fig. 7).

Uncertainties in the values of these parameters (due to correla-
tions) are routinely reduced by global analysis of multiple indepen-
dent measurements. In particular, coupled analysis of the
fluorescence decay of both the donor and the acceptor probes con-
tributes to over-determination of the free parameters (24). What-
ever methods are used for data analysis, the best fit must be tested
by the statistical tests and fine details of the distribution of the
residuals.

3.6. Applications

of trFRET for

Characterization

of Natively Disordered

Proteins

The first pioneering application of FRET investigation of a natural
flexible polypeptide was reported by Edelhoch, Brand, and Wilchek
in 1963 (60, 61). Edelhoch and his colleagues applied strategy (a),
using a pair of intrinsic probes (Tyr to Trp transfer). Since then,
the technology of both site-specific labeling and steady-state and

Fig. 6. End-to-end distance (EED) distributions of eight labeled segments in the N terminal
domain of the a-Synuclein molecule at 20 �C. EED distributions were calculated by fitting
the fluorescence decay data to a distance distribution model with a diffusion parameter.
The broken line at 36 Å indicates the distance beyond which the uncertainty in the
distance determination is increased due to the specific Förster critical distance of the pair
used here (reproduced from ref. 33 with permission).
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time-resolved fluorescence measurements has advanced; together
with the methodological developments, the number and power of
the applications of FRET measurements in characterization of disor-
dered peptides and proteins proliferated.

In this section, we describe several examples of the application
of the methods presented above, which demonstrate the unique
advantages of FRET-based methods in the field of IDP research.
Two major types of FRET applications were reported: (a) charac-
terization of the ensemble of conformations of the monomer IDP
by means of intramolecular FRET measurements and (b) charac-
terization of the structure and kinetics of formation of supramolec-
ular structures, particularly of amyloid aggregates.

3.6.1. Characterization

of Ensembles of Disordered

Polypeptides or Disordered

Sections Within Proteins

by Intramolecular Ensemble

FRET Methods

Ensemble Properties of Long

IDPs

Several groups applied ensemble FRET-based methods in studies of
full-length IDPs such as a-synuclein and tau protein. aS is a 140
residue IDP which is implicated in the etiology of Parkinson
disease. Extensive mapping of the degree of disorder in segments
of the a-synuclein backbone in the monomer state was reported by
Lee et al. (34) and Grupi and Haas (33). Labeling strategy (d) was
combined with ensemble trFRETexperiments, and a series of intra-
molecular segmental end-to-end distance probability distributions
were determined by analyses of the Trp fluorescence decay curves.
Gray’s group used nitration of Tyr residues to create a nonfluores-
cent acceptor, while the Haas group inserted Cys residues
which were alkylated by Iodo-acetamidocoumarin-4-carboxylic.
Subtle but significant variations in the extent of disorder along the
aS backbone were reported. The determination of the temperature

Fig. 7. Temperature dependence of the mean and width of the aS segmental end-to-end distance distributions as well as
the intramolecular diffusion coefficient. The mean of the segmental end-to-end distance distribution (Å); the corresponding
FWHM of each distribution (Å); and the intramolecular diffusion coefficient (Å2/ns). The parameters are plotted as a
function of temperature over the range of 5–40 �C. Confidence intervals for the mean distance are within two std (97.7 %),
and for the FWHM and diffusion coefficient are within one std (67.7 %) (reproduced from ref. 44 with permission).
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dependence of the segmental end-to-end intramolecular diffusion
coefficient yielded further indications of very subtle conformational
constraints which might be relevant to the onset of aggregation
(33). Fink et al. (62) used labeling strategy (a) and monitored the
steady-state detected transfer between Tyr (39) and Trp (125) in aS
at the initiation of oligomerization and found a two-step decrease of
the distance. Extensive studies of the ensemble properties of the aS
molecule using multiple methods were reported by the Jovin and
Subramaniam groups (63–66) who obtained a general view of the
properties of this ensemble under various conditions by combina-
tion of FRET experiments and very sophisticated NMR experi-
ments. Weak but significant conformational constraints were
detected in particular possible interaction between the C terminal
domain and the NAC and the N terminal domains. Such interac-
tionsmight be important in the control of the stability of the soluble
disordered monomer conformation.

The tau protein was studied intensively by Von Bergen and
Mandelkow who used both labeling strategies (a) and (d) to moni-
tor intermolecular transfer (67) during initiation of aggregation.
A series of labeled FRET pairs spanning the tau molecule were
created by inserting tryptophan (donor) and cysteine (labeled
with IAEDANS as an acceptor). The observed distances do not fit
the random coil model and both ends of the molecule were shown
to approach one another. The results indicate that tau protein
retains some global folding even in its “natively disordered” state,
combined with high flexibility of the chain. Similar to the study of
Grupi and Haas (33), this report emphasizes the importance of the
FRET-based methods in detection of subtle deviations from full
disorder which might be key to the understanding of the mecha-
nism of amyloid transition (68).

3.6.2. Characterization

of the Ensemble of Ab
Fragments

The ensemble of the amyloid b (Ab) conformers (a protein
fragment which is involved in the etiology of Alzheimer’s disease)
was studied by several groups using labeling strategy (c), since even
the full-length molecule is manageable by current peptide synthesis
methods.

Kim and Lee (27) applied labeling strategy (c) and intramolec-
ular trFRET in a study of end-to-end distance distributions in a
synthetic Ab11–25 fragment in the course of amyloid aggregation.
The distribution of donor fluorescence lifetimes in a DA species
showed that during the course of amyloid aggregation induced by a
stepwise increase of unlabeled peptide concentration, the amyloid
peptides undergo multistep conformational changes. The peptides
begin in a random coil (monomers) conformation; when aggrega-
tion is induced, they first form a collapsed coil configuration (multi-
mers), followed by a micellar structure, and finally an extended
b-sheet in fibrils. The authors demonstrate that the end-to-end
distance of micellar Ab11–25 becomes much shorter than that of
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the collapsed coil or fibril structure. These results indicate that the
monomeric Ab fragment undergoes specific conformational transi-
tions in the formation of micelles.

3.6.3. Characterization of

Supramolecular Structures

by Intermolecular FRET

Measurements

The ordered structures of globular proteins are quite stable,
unaffected by moderate changes of the solution conditions, and
undergo cooperative transitions upon strong perturbations of the
native conditions. This is not the case with IDPs and intrinsically
disordered regions (IDRs), which exist as ensembles of multiple
conformations with very similar energy; hence they are prone
to major conformational shifts under mild changes of the solution
conditions. Therefore, amyloid transitions and aggregation of IDPs
under physiological conditions are very common. Intermolecular
FRET-based methods can be very useful in investigation of this
transition, and several methods were developed in order to address
the task of deciphering the mechanism of formation of amyloid
oligomers and fibrils.

Glabe et al. (30) used strategy (d) for preparation of
single-labeled Ab peptides, and applied steady-state detected inter-
molecular FRET measurements. Intermolecular FRET was found
immediately after transition to folding conditions, suggesting that
soluble Ab(1–40) is also dimeric at more physiological conditions.

Chakrabartty and colleagues (69) applied labeling strategy (c)
in a study of the mechanism of fibrillogenesis of Ab(9–25) at
physiological concentrations of peptides. Using the FRET-based
fibrillogenesis assay, they found that fibril formation by Ab(9–25) is
reversible and cooperative. Two imidazole-carboxylate salt bridges
per monomer were identified, and the kinetics of exchange of
monomers with the fibrils was measured.

Bu and Callaway (70) applied labeling strategy (c) with Trp and
Cys residues as sites of labeling of synthetic Ab peptide and detected
steady-state transfer efficiency in search for hairpin structures
within the monomer. They concluded that beta sheets involving
the essential Ab(14–23) fragment strongly prefer the antiparallel
topology. Gustiananda et al. (28) also used a similar approach
(strategy (c) and steady-state detected intramolecular FRET) to
study the disordered domain of the prion protein (PrP). An inter-
esting approach was used in which the FRET experiments were
simulated by molecular dynamic (MD) methods. Conformational
distributions and average dansyl-Trp distances were obtained
directly from MD simulation with excellent agreement with
the experimental data. This study showed that the repeat sections
of the PrP molecules are partially disordered but collapsed so
that the end-to-end distances are shorter than expected for random
coil peptides of the corresponding length. This study demonstrates
the possibility of incorporating MD, emission intensities, and
anisotropy measurements in the analysis of steady-state detected
FRET measurements. It also demonstrates the limitations of the
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steady-state FRET detection mode in studies of partially disordered
polypeptides, where the mean transfer efficiency does not relate to
any simple mean distance.

3.6.4. Studies of the

Ensemble Properties of IDRs

Several reports of studies of applications of FRET methods in
studies of disordered domains in otherwise ordered proteins dem-
onstrate the advantages of FRET methods, when the common
structure determination approaches cannot be applied.

Tapley et al. used intramolecular FRET to show that the par-
tially unfolded character of active small chaperone molecule, HdeA,
allows the chaperone to adopt different conformations as required
for the recognition and high-affinity binding of different substrate
proteins. Tapley, Banta, and colleagues used labeling strategy (f)
and determination of transfer efficiency (using the acceptor emis-
sion) between two fluorescent proteins (CFP and YFP) attached to
a disordered section (RTX domain) of the Bordetella pertussis ade-
nylate cyclase. The apparent average end-to-end distance changes
across the nine segment repeats of the RTX domain were moni-
tored. This is a particularly low resolution application of the FRET
method, but the main advantage of this labeling strategy is the
potential of in vivo studies of the conformational states and transi-
tions. An example of this direction was reported by Xu et al. who
studied the intermolecular interactions of p53 in the cell (71).
In these studies the importance of the partial disorder in control
and multiplicity of functions was demonstrated.

A major challenge of deciphering the conformations and
dynamics in the p53 molecule is being met by the Fersht group.
p53 exists in solution as a large tetrameric complex with partly
IDRs, an intrinsically disordered N-terminal domain (NTD, resi-
dues 1–94), and a C-terminal negative regulatory domain
(360–393) (72). The structure of the two ordered domains was
determined by the standard structure determination methods.
The IDRs were studied by NMR, SAXS, and SM-detected FRET
and ensemble trFRET-based experiments. Labeling strategy (c)
combined with trFRET was applied in a study of four synthetic
peptide fragments of the NTD. Huang et al. (73) took advantage
of solid-phase synthesis and introduced a nonnatural residue,
naphthyl-alanine, as a donor. This probe has a long fluorescence
lifetime and almost monoexponential decay (in the absence of an
acceptor) which enhances the accuracy of the determination of the
parameters of the distance distribution and the intramolecular
diffusion coefficient. All the peptides gave wide end-to-end dis-
tance distributions, supporting the hypothesis that the NTD is
intrinsically disordered (73). In addition, all four peptides gave
very small intramolecular diffusion coefficient values, which are
much smaller than the reported values for very flexible peptides
(22, 33). The reduced intramolecular diffusion coefficient, which
is a measure of the rates of fast conformational fluctuations, shows
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that intersegmental interactions probably impose mild structural
constraints on these ensembles of multiple conformers. This work
is a good example of the strength of single molecule and ensemble
trFRET-based methods in dealing with the challenge of character-
izing IDRs within otherwise ordered proteins.

Future Challenges FRET-based methods have capabilities which are particularly
suitable for IDP research. With the further development of this
field, these techniques will acquire even more utility. A major future
challenge is a study of how protein conformations within the cell
modulate various functions. This would provide the missing link
between protein dynamics and function. The main factor that limits
the application of FRET experiments in the study of IDPs is the
difficulty in preparing double-labeled protein samples. Every pro-
tein is a different case and a protocol that is successful with one
protein might be unsuccessful with the next one (see Note 6).

4. Notes

1. Themain uncertainties that should be eliminated in FRET-based
experiments are (a) the possible bias of the Förster critical
distance used in the calculation of a distance by incomplete
averaging of the orientations of the probes and (b) multiexpo-
nential decay of the donor emission that can result from the
distribution of either the distances or the orientations in
trFRET experiments. Various approaches were proposed for
the reduction of these uncertainties and the determination of
the range of possible errors in distance determination. Dale
et al. (74–76) reported the most extensive studies and devel-
oped methods for estimation of the range of the orientation
factor, <k2>min, and <k2>max, using anisotropy measure-
ments. Rapid reorientation during the lifetime of the excited
state of the probes is reflected in the anisotropy measurements
and therefore can be estimated experimentally for each prepara-
tion (for details of all the angles taken into account see Dale
et al. (75, 76) and Van der Meer (6) pp. 55–83).

An ideal case, where full averaging is an intrinsic charac-
teristic of the system, is achieved with single-atom probes,
such as lanthanides and chelated transition metal ions (5,
77–79). An alternative approach to this problem is based on
the fact that many chromophores show mixed polarizations in
their spectral transitions, i.e., their absorption and emission
across the relevant spectral range of overlap involve a combi-
nation of two or more incoherent dipole moments (80). Haas
et al. (79) showed that the occurrence of mixed polarizations
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in the energy donor and acceptor may markedly limit the range
of possible values that k2 can assume, and thus, under favorable
conditions may alleviate the problem of the orientation factor in
FRET experiments. This is the case for many common probes
which have high levels of mixed polarization, such as aromatic
probes and derivatives of naphthalene. This effect, when consid-
ered in planning FRET experiments by using probes that show a
high degree of internal depolarization, can reduce the k2-related
uncertainties to a range in which they do not exceed the other
common experimental uncertainties. An improved approxima-
tion of the value of k2 is obtained when the contribution of the
rotation of the whole molecule to the emission anisotropy of the
probes is first subtracted from the observed anisotropy. This
procedure can be performed when the anisotropy decay is deter-
mined and the analysis shows the relative amplitude associated
with the decay component corresponding to the molecular rota-
tional diffusion.

The uncertainty in r can be further reduced by employing
two independent FRET experiments. In these experiments,
different pairs of probes are used for FRET determination of
the distance between a single pair of sites in a protein molecule.

2. The distance range for the statistically significant determina-
tion of distances for each pair is defined by the characteristics
of the probes and is given by the Ro value. Equation 4 shows
that the limits of that range are r ¼ Ro � 0.5 Ro (Fig. 2).
Maximal sensitivity of the FRET effect to small changes in r
is observed when r ¼ Ro. Therefore optimal design of FRET
experiments includes the selection of a pair of probes that
have an Ro value close to the expected distance between the
labeled sites.

Modulation of the value of Ro of any specific pair in order
to adjust it to the expected r value is limited to a narrow range
due to the sixth power relationship between Ro and the spec-
troscopic constants of the probes. Equation 1 shows that the
donor quantum yield Fo

D and the overlap integral parameters
are the most readily available for manipulation to modulate the
Ro value.

The Donor Quantum Yield Fo
D. F

o
D should be determined

for each probewhen attached to the proteinmolecule at the same
site used for the FRET experiment. Many experiments showed
that theFo

D is affected by the site of attachment of the probes, by
modifications at other sites in the protein molecule, by attach-
ment of an acceptor at second sites, by changes of solvent condi-
tions, and by ligand binding or conformational changes.
Therefore Ro should be determined repeatedly after any such
changes in the conditions to avoid misinterpretation of changes
of Ro as changes of r. Ro depends on the sixth root of Fo

D and is
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therefore not very sensitive to uncertainties inFo
D and its manip-

ulation is quite limited. For instance, a twofold decrease of Fo
D

would result in ~9 % decrease of Ro. Increasing Fo
D while main-

taining the same probes usually requires change of solvent and
therefore is not very useful in IDP studies; however, Fo

D can be
decreased by adding quenching solute without a change of sol-
vent.

Bound donor probes may have several modes of interac-
tions with the macromolecular environment in the ground or
in the electronically excited state. In such a case, each subpop-
ulation which has a different lifetime also has a different Ro, as
indicated in Eqs. 1–2.

The Spectral Overlap Integral, J. The most effective varia-
tion of Ro is available by selecting probes according to the
overlap of their spectra. The value of J depends on the local
environment of the probes. As a rule, absorption spectra vary
to only a limited extentwith a change of solvent, temperature, or
local environment, but emission spectra may be very sensitive to
such changes of the local environment of the probes. An exam-
ple of this dependence is the fluorescence of indole derivatives
(81). The selection of probes with narrow emission and absorp-
tion spectra andwith high extinction coefficients of the acceptor
can yield highRo values.

3. Practical implementation of the FRET approach in characteri-
zation of IDP ensembles either in the ensemble or the single
molecule modes involves three very different steps:

1. Design and preparation of pure, homogenous, structurally
and functionally intact double-labeled protein samples

2. Spectroscopic determination of transfer efficiencies and fluo-
rescence decay profiles of the probes and control experiments

3. Data analysis
A minimum of two labeled protein species should be
prepared for each well-controlled trFRET experiment.
These are (a) a site-specifically double-labeled (by both
donor and acceptor) species and (b) a single donor-labeled
species (at the same site as in (a)). The best results can be
obtained when the following requirements are satisfied: (a)
the mean distance between the two selected sites should be
close to the Ro distance of the pair of probes used; (b) the
ensemble characteristics of the labeled protein derivatives
should be minimally perturbed; (c) the probes should be of
small size and with minimal potential interactions with the
backbone or the side chains; and (d) the probes should have
ideal spectroscopic characteristics to enable detection and
data analysis free of correction factors. Proteins are rarely
totally unaffected by chemical or mutational modifications
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and the spectroscopically ideal probes are usually also very
large. Therefore, the design process is a matter of optimiza-
tion, not maximization.

The extent of perturbation is an important factor in the
evaluation of the FRET results. Occasionally, modified protein
molecules are found to be unsuitable for planned experiments
due to very strong perturbations. Consequently, an alternative
modification design should be attempted. The concern for
purity cannot be overemphasized, since background fluores-
cence or fluorescence of impurities can drastically distort the
results of distance determinations.

Incomplete labeling of the reference single-labeled
mutant in each set should not prevent the use of the prepara-
tion in FRET experiments, provided that the extent of label-
ing is known. Even incomplete labeling of the double-labeled
mutant can be tolerated in ensemble steady-state or time-
resolved detected experiments, provided that the extent of
labeling is known, and (in some cases) the partially labeled
fractions do not exceed ~25 % of the total population of
labeledmolecules. The strict requirements for complete label-
ing and accurate knowledge of the extent of labeling are
relaxed in single molecule FRET experiments. In these mea-
surements, it is possible to discard records of single molecule
emission intensity that do not show both donor and acceptor
emission during data processing.

4. For optimal accuracy of distance determination in disordered
proteins by steady-state or time-resolved FRET, the following
spectral characteristics of the probes are desired: (a) Ro of the
selected pair should be as close as possible to the expected mean
distance between the two labeled sites (including the linker of the
probes); (b) the orientation of the probes should be averaged
during the lifetime of the excited state of the donor; (c) for time-
resolved ensemble experiments, the ratio should be tD tA 	 3= ;
(d) photostability; (e) minimal environmental sensitivity of the
spectral characteristics of the probes; (f) large Stokes shifts of the
acceptor (to achieve minimal overlap of the emission spectra of
the donor and the acceptor); and (g) a high extinction coefficient
to enable measurements of dilute solutions (where aggregation
problems are minimized).

5. Possible pitfalls associated with the preparation of labeled pro-
tein samples for fret folding experiments

(a) Incomplete specificity of the labeling might prohibit mean-
ingful interpretation of FRET data, particularly for flexible
systems. Distributions of labeling reactions (e.g., mixtures of
species with different distances between the labeled sites)
might, when used in FRETexperiment, be thought to repre-
sent distributions of a specific distance. In principle, under
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conditionswhere theextentofmislabeling is known, it should
be possible to adjust the model in the analysis algorithm and
account for subpopulations of a distance distribution and
relate them to the labeled species.

(b) Impurities: Two types of impurities are of concern: the first
is the presence of fluorescent impurities and background
emission, and the second is incomplete labeling. As long as
the background emission is not too high (ca. <20 % of the
signal), and the emission can be determined independently
(control experiments), reliable distance determination is
possible by careful subtraction of the background emission.
Incomplete labeling of the single-labeled samples should
not interfere with analysis of trFRETdata, provided that the
extent of the partially labeled fraction is independently
known (82) and does not exceed ca. 20 % of the population.

(c) Conformational bias due to the labeling procedure: The
ensembles of conformers of disordered proteins are partic-
ularly sensitive to effects of solvent (83) and chemical or
mutational modifications.

Structural perturbations can be minimized by the proper
choice of labeling sites and probes. Rigorous control experi-
ments for determination of the extent of perturbation due to
the modifications are mandatory. Control experiments can
include the determination of biological activities, aggregation
curves, and detection of structural properties using CD, IR,
and other spectral characteristics.

6. Expression and purification of aS mutants. aS was expressed
from a pT7–7 plasmid encoding the WT protein. All trypto-
phan- and cysteine-containing single and double mutants were
introduced using the QuikChange site-directed mutagenesis
kit (Stratagene), and were confirmed by DNA sequencing.
BL21(DE3)-competent cells (Stratagene) were grown in LB
in the presence of ampicillin (0.1 mg/ml). Cells were induced
with IPTG when cultures reached an OD600 of 0.6–0.7,
cultured at 37 �C for 4 h and harvested by centrifugation at
6,000 � g. The cell pellet was resuspended in 10 mM
Tris–HCl, 2 mM EDTA, pH 8.0, stirred for 20 min on ice,
and sonicated. DNA was sedimented by adding Streptomycin
sulfate (Sigma) to a final concentration of 10 mg/ml, and the
mixture was stirred for 10 min on ice. After centrifugation at
13,000 � g, the supernatant was collected and proteins were
precipitated by ammonium sulfate at 300 mg/ml. The solution
was stirred for 30 min on ice and centrifuged again at
13,000 � g. The pellet was resuspended in 10 mM Tris–HCl,
pH 7.4, 2 mM DTT and desalted using Centricon columns
(Millipore, 10 kDa MWCO). The solution was loaded on a
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200 ml DEAE-Cellulose column (Sigma) and aS was eluted at
~300 mM NaCl with a salt gradient from 0 to 500 mM NaCl.
aS concentration was determined by UVabsorption at 280 nm
using an extinction coefficient of 1,490 L/mol cm for each
Tyrosine and 5,500 L/mol cm for Tryptophan. The molecular
weight of the recombinant aS was verified by electrospray
ionization mass spectroscopy (ESI-MS). Protein samples were
stored at �20 �C.

Thawed protein samples were incubated with DTT for
15 min. Buffer was exchanged on a Sephadex G-75 column
equilibrated with 50 mM Hepes buffer pH 7.3 containing
2 mM EDTA, or by dialysis. The Cys mutants (~2 mg/ml)
were labeled with I-Cou or IAA in polystyrene Falcon tubes at a
5:1 molar ratio of label to protein, in the presence of 2 M
Guanidine-HCl, and 50 mM TCEP. Typically, the reaction
solution was incubated for 2 h at room temperature in the
dark, under mild agitation, at the end of which, DTT was
added in order to block excess dye molecules. Nonspecific
labeling of positively charged residues was tested by a control
labeling reaction of a WT protein. The labeled samples were
dialyzed against 20 mM Tris–HCl, 2 mM EDTA, pH 8.

Samples were purified on an RP-HPLC c18 column
(Vydac). The pH of the collected samples was immediately
neutralized by addition of a concentrated solution of Tris–HCl
buffer (pH 8) followed by dialysis against 50 mM Tris–HCl,
2mMEDTA, pH8 at 40 �C. Sample purity was analyzed byRP-
HPLC c18 column and by SEC-HPLC. Size exclusion was
preformed with a G2000swXL column (Tosohaas), calibrated
with globular protein standards (Aldolase, 161 kDa; Bovine
serum albumin (BSA), 66.4 kDa; Albumin, 42.7 kDa; Chymo-
trypsin, 25.6 kDa; Trypsin inhibitor, 20.5 kDa; Lysozyme,
14.4 kDa; and pABA, 0.37 kDa). The running buffer was
50 mM Tris–HCl, 300 mM NaCl, pH 7 at a flow rate of
1 ml/min.

In order to accurately determine the extinction coefficient
of aS mutants labeled with I-Cou, we prepared a sample of L-
cysteine (Sigma 30129) labeled with I-Cou. The e280 of the
dye was calculated at 280 nm from the known extinction
coefficient at 332 nm (e332nm ¼ 18,000 L/mol cm): e280 ¼
Abs332/Abs280 � e332nm ¼ 6,475 L/mol cm. From this
value, the total e280 of DA and AO protein samples labeled
with I-Cou was estimated at 17,525 L/mol cm and 12,070 L/
mol cm, respectively. The Abs332/Abs280nm ratio of a single-
labeled DA and an AO-labeled protein was 1 and 1.5, respec-
tively, and served as an additional confirmation for labeling at a
1:1 protein:dye ratio.
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Chapter 29

Fluorescence Correlation Spectroscopy to Determine
the Diffusion Coefficient of a-Synuclein and Follow
Early Oligomer Formation

Sangeeta Nath, Manli Deng, and Yves Engelborghs

Abstract

Fluorescence correlation spectroscopy (FCS) can be used to determine the diffusion coefficient of
fluorescently labeled a-synuclein. It is a technique based on the use of a confocal microscope. By applying
FCS in a combination of short sampling times and repeated measurements, the disappearance of individual
a-synuclein molecules (called monomers) and the formation of oligomers can be characterized during the
early aggregation process.

Key words: a-Synuclein, Fluorescence correlation spectroscopy, Early intermediates, Fluorescence
fluctuations, Heterogeneity in solution, Labeling, Alexa488, Maleimide, Heterogeneity

1. Introduction

Confocal microscopy not only reveals heterogeneity and structure,
when scanning biological samples, but can also be used to study
dynamics in the living cell, by analyzing the intensity fluctuations
that appear in time, when fluorescent molecules are diffusing in and
out of the confocal volume. This application of confocal micros-
copy is called fluorescence correlation spectroscopy (FCS).
The method also reveals heterogeneity in solution by a distribution
of diffusion coefficients and the formation of spikes when bright
objects are formed. This analysis of heterogeneity in time can be
quantified to study protein–DNA interaction (1) or complex for-
mation (2). Here we study the diffusion of a-synuclein and the
formation of early oligomers. The idea is to use trace amounts (nM)
of labeled protein in the presence of a large excess of unlabeled
protein and follow the aggregation process by measuring the reduc-
tion in time of the diffusion coefficient of the fluorescent species.
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a-Synuclein with an engineered cysteine (A140C) was labeled with
Alexa488 and was used as a fluorescent probe in trace amounts
(3–4 nM) in the presence of 100 mM unlabeled a-synuclein. The
combination of short sampling times and repeated measurements
produce a size distribution of the oligomers. Initially, a very sharp
distribution is obtained (diffusion coefficient 114 � 15 mm2/s)
probably corresponding to monomers (3). Subsequently a distinct
transient population appears, followed by the gradual formation of
broader sized distributions of higher oligomers. At longer time
scales, further aggregation leads to the formation of big aggregates
that are moving too slow to contribute to the short-term fluctua-
tions. The overall aggregation process can then be followed by the
decrease of the number concentration of fast diffusing fluorescent
species.

2. Materials

1. Wild-type a-synuclein (140aa) was purified according to the
protocol described in Hoyer et al. (4). The A140C mutant of
a-synuclein was purified similarly to wild type, but in the pres-
ence of 1 mM DTT in the buffers. Salt and DTT was removed
from the purified a-synuclein using a HiPrep™ 26/10 desalt-
ing column equilibrated with 20 mM Hepes buffer of pH 7.4.
After desalting, samples were aliquoted (usually 300 mL with
concentration between 100 and 200 mM) and flash frozen with
liquid nitrogen and stored immediately at �80 �C.

2. Buffers required. 20 mM HEPES buffer pH 7.4; 20 mM
Hepes buffer, 150 mM NaCl, pH 7.4. Prepare all buffers and
aqueous solvents using ultrapure deionized water. Buffers and
solvents should be filtered (pore-size 0.2 mm) and degassed
directly before use.

3. Alexa488 C5 maleimide. Alexa488 is a well-standardized fluo-
rescent probe with excitation maximum at 493 nm and emis-
sion maximum at 519 nm. It is quite photo stable and
independent on pH between pH 4 and 10 (Molecular Probes,
Invitrogen). Dry Alexa488 C5 maleimide (1 mg) was dissolved
in 70 mL ultra-dry DMSO to obtain a 20 mM stock solution.
Its concentration can be determined on the basis of its molar
extinction coefficient of 72,000 at 493 nm (Invitrogen).

4. TCEP (Tris-(2-carboxyethyl)phosphine). Dry TCEP is dis-
solved in HEPES buffer to obtain a 20 mM solution. The
solution is stored at �20 �C.

5. FCS measurements were performed on a commercial laser
scanning microscope (LSM 510) equipped with an FCS unit,
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i.e., the ConfoCor II combination (Carl Zeiss, Jena, Germany).
A confocal microscope has to be equipped with a fast and
sensitive detector, e.g., a photomultiplier or an avalanche pho-
todiode. The fluctuating signal has to be stored with a short
binning time, e.g., 50 ns. Autocorrelation analysis can be done
by hardware correlators, or by software correlation. The latter
is preferred because in this way the original data are stored and
available for rebinning.

3. Methods

3.1. Labeling of Purified

Protein Using the

Fluorescent Probe

1. A sample of a-synuclein from the�80 �C store was left to thaw
at room temperature for 20 min.

2. A140C-synuclein (100 mM, 100 mL) was first treated with
TCEP by adding 5 mL from the TCEP stock solution. It was
then labeled with a two- to fivefold molar excess of Alexa488
C5 maleimide (1–2.5 mL of stock solution) in 20 mM HEPES
buffer of pH 7.4. If TCEP is used to regenerate the thiol of
A140C-synuclein, it is not necessary to remove it before label-
ing (see Note 1).

3. Upon the addition of Alexa488 C5 maleimide stock solution,
the protein solution was immediately vortexed to avoid local
effects of the hydrophobic solvent. The mixture was incubated
for 1 h at 20 �C and vortexed (1,800 rpm, 5–10 s) twice during
the incubation (see Note 2).

4. Removal of excess label. PD-10 columns were pre-equilibrated
with HEPES pH 7.4 and labeled protein was eluted with the
same buffer and separated from excess-free dye and TCEP. For
samples up to 500 mL, two subsequent PD Minitrap G-25 are
used, and for samples up to 100 mL two PD spintrap G-25, with
column volumes of 2.1 and 0.5 mL, respectively (see Note 3).

5. The concentration of labeled-synuclein was calculated from its
spectrum by correcting for the contribution of the dyes to the
absorbance at A277.

A277ðproteinÞ ¼ A277 �A277ðAlexaÞ:

A277ðAlexaÞ ¼ A493ðAlexaÞ
e277ðAlexaÞ
e493ðAlexaÞ

:

The followingmolar extinction coefficients were used: a-synuclein
e277(synuclein) ¼ 5,800 M�1 cm�1 and Alexa488 e493 ¼ 72,000
M�1cm�1. The ratio e277/e493 of Alexa ¼ 0.125 as obtained from
the spectrum of pure Alexa488 C5 maleimide (it is assumed that the
spectrum at 277 nm does not change upon reaction). (The stoichiom-
etry obtained in this way may be overestimated because there may be
some non-covalently bound dye present, see further.)
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3.2. Fluorescence

Correlation

Spectroscopy

1. FCS measurements were performed on the ConfoCor II.
The instrument was calibrated with Alexa488-carboxylic acid–
succinimidyl ester for which the diffusion coefficient
(435 mm2/s at 22.5 �C) was determined with high accuracy
by scanning FCS (5) (see Note 4). This calibration allows to
calculate the dimensions of the confocal volume (ox ¼ oy and
oz and calculate S, see further).

2. FCS measurements on a-synuclein were done at a concentration
of 3–4 nM labeled protein mixed with different concentration of
unlabeled protein, to ensure that the number of fluorescent
molecules in the confocal volume (0.312 fL) is limited to 1–4.

3. The autocorrelation curves can be fitted with the following
relation, using the general fitting programme Origin:

GðtÞ ¼ 1þ GTðtÞ � GDðtÞ:

GTðtÞ ¼ 1þ TRe
�t=tx

1� TR

� �
:

GDðtÞ ¼ 1

N

� �
F1

1þ t=tD1

� �
1

1þ S2ðt=tD1Þ
� �1=2(

þ 1� F1

1þ t=tD2

� �
1

1þ S2ðt=tD2Þ
� �1=2)

:

S ¼ ox

oz
and D ¼ o2

x

4tD
:

G(t) is the global autocorrelation curve, t is the correlation time,
GT(t) is the part of the autocorrelation curve at the fast timescale,
representing different photo-physical processes, e.g., triplet forma-
tion, TR and tx are the amplitude and the relaxation time of the
photo-physical processes, GD(t) is the part representing diffusion,
N is the average number of fluorescent particles in the confocal
volume, tD1 (F1) and tD2(1 � F1) are, respectively, the diffusion
time (fraction) of free Alexa dye and dye bound to a-synuclein, S is
the structure parameter, ox and oz are the radial and axial radii of
the confocal volume, and D is the diffusion coefficient of the
labeled species.

The FCS measurements often reveal the presence of a small
fraction (<20 %) of free dye (see Note 3). A typical autocorrelation
curve of labeled a-synuclein with its fitting is seen in Fig. 1.

3.3. Oligomers

Formation of

a-Synuclein

1. Oligomers are formed when nM concentrations of labeled
protein are mixed with unlabeled a-synuclein at micromolar
concentrations, at 45 �C in 20 mM Hepes buffer, pH 7.4 and
150 mM NaCl with constant magnetic stirring (500 rpm) or
shaking.

2. Prior to the experiments, the unlabeled a-synuclein, after taken
out from�80 �C stock and thawing, was centrifuged for 30min
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at 13,400 rpm (18,500 � g) in a Galaxy 14D centrifuge
(Sorvall) to remove any existing oligomers and fibrils.

3. Turbidity was measured at 350 nm at different time point to
follow the kinetics of the oligomer formation.

4. The process of oligomer formation can also be followed by FCS.
The FCS measurements can be done during a short sampling
time (e.g., 10 s) and repeatedly to produce a distribution of
diffusion coefficients. When applied to a solution of labeled
A140C-Alexa488-Synucleinmixed with unlabeled protein, initi-
ally, a sharp peak is obtained (diffusion coefficient 114 � 15
mm2/s) probably corresponding to monomers. With increasing
time, a distinct transient population appears, followed by the
gradual formation of broader sized distributions of higher oligo-
mers (see Fig. 2). It should be noted that this distribution reflects
the heterogeneity of the solution, but cannot be assumed to
reflect correctly the distribution of individual species.

5. At a later stage the large aggregates started to precipitate on the
glass slide. Initially however, when the diffusion coefficients are
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Fig. 1. Typical autocorrelation curves of labeled a-synuclein at nM concentrations. Twenty-five curves are shown and the
fit (dark line) to their average. The fit determines two components: 5 % of free dye and 95 % protein with D ¼ 90 mm2/s.
(The information about the triplet state, i.e., 3.8 % amplitude and a triplet lifetime of 4 ms is obtained from the
autocorrelation curve of the free label and used as such here.) Residuals of the fit are shown below (1,000� enlarged).
The obtained w2 ¼ 1.012.
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corresponding to small oligomers, no big aggregates are visible
on the glass slide, nor in solution.

3.4. Monomer

Disappearance Kinetics

from the Reduction

of the Number of

Molecules in the

Confocal Volume

1. The amplitude of the autocorrelation curves reflects the inverse
of the average number of fluorescent molecules in the focal
volume (1=N ).

2. The analysis of the data shows that there is an increase of
the fraction of free dye and a concomitant decrease of labeled
a-synuclein fraction with aggregation time.

3. In absolute terms the number of free dye remains constant and
can be used as a kind of internal standard. There is a significant
decrease in the number of labeled a-synuclein molecules and
this decrease is concentration dependent. It reflects the disap-
pearance of labeled molecules in big aggregates that are
excluded from the measurements.

4. The number concentration of labeled a-synuclein molecules
correlates nicely with the level of the fluctuating signal between
the bright pulses that appear in the signal (3).

5. The reduction of the number concentration is not mainly due
to the incorporation of multiple fluorescent molecules in big
oligomers. FCS measurements were done after dilution
(104–105 times) of labeled protein with unlabeled monomer
a-synuclein. Therefore, the chance of having more than

50

60

70

80

90

Aggregation of a-SYN at 100µM conc and 45°C

0
1
2
3
4
5

13
1

10
5

84 70 60 53 47 42 38 35 32 30 28 26 23 21 18 15 13 12 11 5 4 3 2 2 2 1 1 1

0

3

6
0

10

20

30

40

Diffusion coefficient (µm² /sec)

Ti
m

e 
(h

)

6
7

P
o

p
u

la
ti

o
n

 d
is

tr
ib

u
ti

o
n

 (
%

)

Fig. 2. Evolution of the measured diffusion coefficients as a function of aggregation time. Unlabeled a-synuclein
(at 100 mM) was mixed with nM labeled synuclein and incubated at 45 �C with continuous stirring. Repetitive FCS
measurements were performed and the distribution of the measured diffusion coefficients is plotted vs. the incubation time
from 0 to 6 h. The distribution is initially very sharp but broadens considerably with time.
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one labeled molecule in an oligomer is insignificant, when the
aggregates are not too big.

6. Experimentally this is confirmed by the fact that the brightness
of the oligomers does not increase. Of course the spikes are due
to big oligomers with multiple labeling.

7. Confocal images of the bottom of the glass slide and of the
solution (100 mm from the glass bottom) can be made using
laser scanning microscope (LSM 510) and show the gradual
formation of larger aggregates.

4. Notes

1. In the past, we labeled proteins also at pH 8.8 to avoid oligomer
formation during labeling, but the maleimide is less stable at
this pH and the reaction is less specific. Nevertheless we could
obtain nicely labeled A140C-synuclein with a high diffusion
coefficient.

2. It is very important to get pure monomeric a-synuclein as
starting material. Here, we use brief vortexing instead of
continued stirring to prevent the aggregation of a-synuclein
at neutral pH.

3. The separation of free dye and labeled protein is always a
compromise between efficient chromatography and dilution
of the sample. Insufficient removal of the free dye may be due
to ineffective gel chromatography, but it could also be due to
the presence of nonspecifically bound dye molecules that are
not fully removed by the gel chromatography at 100 mM, but
are released upon dilution to nanomolar concentrations.

1. It is best to calibrate the confocal microscope with a dye that
can be excited at the same wavelength of the label used. In the
past, Rhodamine 6G was often used to calibrate FCS instru-
ments (6). In this way we obtained fair agreement with D
obtained by dynamic light scattering for a set of different
proteins (7). The more precise technique of scanning FCS has
allowed to determine an absolute D of a number of labels
which can be found in ref. 5.
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