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     Foreword 

    Numerous organisms in nature have evolved defense behaviors to preserve them-
selves against predators. Ironically, many of these behaviors are seemingly at odds 
with the ultimate goal of survival. One such behavior, thanatosis (of Greek origin, 
meaning “putting to death”), is a defense mechanism in nature whereby an animal 
feigns death in order to avoid detection and possible death by a predator. This behav-
ior is most commonly associated with the Virginia Opossum, where when threat-
ened, it can switch on a near death appearance by “playing possum” and fooling 
would-be predators. This evolutionary trait holds insight for cancer research, 
because similar behaviors may be invoked by the cancer cells within the animal 
providing a defense for tumor cells. 

 Cancer is a complex disease and, by reputation and outcome, also an aggressive 
disease that can quickly overtake and kill its host. However, recent scienti fi c 
advancements have shown that cancer is capable of a variety of growth patterns, 
from rapid replication and spreading to a more controlled dormant phenotype evad-
ing detection. Unfortunately, a dormant phenotype is by its very nature more dif fi cult 
to detect and treat. 

 Despite amazing biomedical advances and billions of research dollars, cancer 
remains one of the most destructive and elusive diseases known to humankind. 
Statistically, cancer will be the cause of death for 25 % of the US population, and 
according to the World Health Organization, it will be the number one global killer 
this year. Ironically, part of the challenge is due to the success we have had in pre-
venting and treating cancer and other acute diseases which increases survival, and 
subsequently, the at-risk population. Part of this can be explained by the increase in 
lifespan throughout the world and the knowledge that cancer is primarily a disease 
of the aged. In addition, the diversity of the disease and patient population suggests 
a multitude of etiologies and subsequent treatment strategies. The Cancer Genome 
Atlas (TCGA) has highlighted the complexity of cancer at the molecular level. 
Human behavior also plays a signi fi cant role especially in the prevention of cancer. 
Smoking and diet are the most common behaviors that continue to have an impor-
tant impact on cancer incidence but remain dif fi cult to alter. 
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 With the knowledge that cancer incidence is increasing throughout the world, we 
must continue to advance detection and treatment of the disease. With encouraging 
and important exceptions, treatment remains somewhat generic and unchanged over 
the past decades. Surgery, which was pioneered over a century ago, remains the 
most recommended and successful treatment for solid tumors. Most chemothera-
peutic strategies re fl ect more broad-based agents targeting fundamental cellular 
processes such as DNA replication. We currently know more about the physiology 
and biology of cancer than ever before, and we are beginning to use this knowledge 
for a more specialized approach to the prevention, detection, and treatment of can-
cer. Most indicative of this has been recent success of targeted therapies such as 
Herceptin or Gleevec, which are used to treat aggressive forms of breast cancer and 
leukemia, respectively. Unfortunately, these treatments, while promising, have pit-
falls of patient selection and resistance development. Since cancer is most success-
fully treated at early or less aggressive stages of the disease, research into the growth 
kinetics of cancer continues to hold a great deal of promise for future advances 
against the disease. 

 Tumor dormancy is a critical stage in cancer development where cancer cells can 
remain occult and asymptomatic. Dormancy can occur at various stages of the can-
cer’s progression from early stage development, as micro-metastasis, or as a resid-
ual disease following “successful” treatment. This last niche as residual disease is 
critical in long-term survival of the patient. While many questions remain unknown 
about tumor dormancy, we do know that the process, like so many in biology, 
involves multiple components and physical scales. At the cellular level, the cell 
cycle, senescence, and apoptosis are critical, while at the micro-environmental and 
organismal level, angiogenesis and the immune system are major players. The role 
that all of these components play in the initiation and cessation of dormancy remains 
a central question in cancer biology. Other questions exist as to the molecular and 
cellular markers of dormancy and how this phenotype is manifested in diverse tumor 
types under various conditions including current therapies. Obviously, answers to 
these questions will require a systems biology approach that can consider the vari-
ety of molecular and cellular components at work. 

 The National Cancer Institute (NCI) established the Integrative Cancer Biology 
Program in 2004 to study cancer biology from a systems biology perspective. The 
Center of Cancer Systems Biology at Steward St. Elizabeth’s Medical Center is part 
of this effort and sponsored the  fi rst Annual Workshop on Systems Biology of Tumor 
Dormancy. The organizing committee included: Nava Almog, Heiko Enderling, 
Cassedra Enayo, Lynn Hlatky, Clare Lamont, and Melissa Klumpar. This interna-
tional workshop brought together clinicians, biologists, mathematicians, and com-
puter scientists to discuss the critical issues of tumor dormancy with emphasis on 
angiogenesis, the immune system, and cancer stem cells. The workshop included 
presentations by mathematicians Heiko Enderling, Kathleen Wilkie, and Philip 
Hahnfeldt, and biologists Nava Almog, Stefano Indraccolo, Tobias Schatton, Julio 
Aguirre-Ghiso, Bruno Quesnel, and Dean Felsher. Working groups held during the 
meeting allowed workshop participants to discuss current problems related to tumor 
dormancy and develop novel mathematical/computational models. Mathematicians, 
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biologists, and clinicians in each working group engaged in interdisciplinary dia-
logues and model development. During the three-and-a-half day workshop, the mod-
eling groups developed exciting new projects and laid the foundation for collaborations 
and joint manuscript submissions. The proceedings in this book re fl ect those presenta-
tions and discussions and in collection, represent an important reference for the state 
of science and hope in the  fi eld of tumor dormancy. 

 Tumor dormancy remains one of the least understood aspects of cancer biology. 
While its obvious phenotype represents a challenge in detection, elimination, and 
long-term survival, it also gives new hope in cancer treatment. If we can understand 
the mechanism of control of dormancy or gain new insights into the molecular and 
cellular controls of cancer growth or dormancy, then we have the potential to manip-
ulate those processes for better therapies and outcomes. Knowledge gained from 
publications such as this will bring the  fi eld closer to practical approaches, knowing 
that while the tumor “can run, it can’t hide.” In the end, even the tricks of the opos-
sum can be detected by the knowledgeable predator. 

 Dan Gallahan, Ph.D. 
 Deputy Director, Division of Cancer Biology 

 National Cancer Institute, National Institutes of Health 
 Bethesda, Maryland, USA 
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 Awareness of the existence and importance of tumor dormancy has come from a 
number of disparate clinical and translational directions, attesting to the broad 
applicability of this phenomenon. To do the topic justice, it is necessary to brie fl y 
recount the settings in which dormancy has been encountered, and most impor-
tantly, to assess what has been learned and what stands yet to be learned from those 
encounters, both in the clinic and in the laboratory. 

 Curiously, attention has turned to the subject of tumor dormancy amidst an 
intense clinical focus on the opposite phenomenon—advanced, “out-of-control” 
cancers. It is not lost on anyone in the  fi eld that, while very important therapeutic 
strides have been made against particular cancers, including blood-borne, germ-
cell, and childhood cancers since the declared War on Cancer in 1971, the situation 
for adults manifesting most advanced epithelial cancers remains problematic. These 
high-pro fi le refractory cancers, including those of the lung, breast, brain, pancreas, 
colon, and ovary, carry fearsome statistics and metastatic disease often foreshadows 
an inevitable course. Our mainstay strategies of direct tumor attack, employing a 
growing repertoire of chemotherapeutic and radiation protocols, often provide 
impressive initial responses, but over the long run frequently prove inadequate. 

 It therefore stands to reason attention is feverishly focused on  fi nding new meth-
ods to detect cancer earlier while the condition remains treatable. Indeed, the search 
for cancer in asymptomatic people has taken on a life of its own, placing as much 
emphasis on discovering it in the seemingly healthy as treating it in the obviously 
sick. The battle has even pitted alternative methods of detection against one another. 
The National Lung Cancer Screening Trial (NLST) was conducted to resolve the 
issue of whether people at risk for lung cancer would bene fi t more from screening 
with the powerful low-dose spiral computed tomography (CT) than conventional 
chest X-ray. The trend was suf fi cient to end the trial early—a sizeable 20 % improve-
ment in survival was noted when CT was employed. But there were some tradeoffs. 
With CT, only 3.6 % of lesions requiring clinical follow-up proved to be positive for 
cancer, while for X-rays, the rate was 52 % higher at 5.5 %. 

 It may at  fi rst seem paradoxical that a clear improvement in detection technology 
for cancer should also be yielding higher rates of false detection. One might argue 
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that, as our ability to resolve increases, so should the accuracy of the claims surrounding 
what we are examining. But this would not take into account that with the power to 
resolve comes not only a better resolution of what was visible before, but also the abil-
ity to view what were previously undetected lesions, some of which may pose a dis-
tinctly different level of threat. This possibility was brought to the fore in a seminal 
study (Black and Welch,  NEJM , 1993), which reported on histological  fi ndings from 
autopsies of adults dying of non-cancer causes. Similar to the NLST study, the limits 
of diagnostic capabilities using re fi ned methods for gross visualization were tested. 
Surprisingly, for a range of cancer types, it was determined that the prevalence of 
microscopic detectable cancer far outweighs the actual macroscopic disease inci-
dence—that virtually all of us by adulthood are cancer carriers, whether we manifest 
symptoms or not. Thus, by looking more closely for cancer disease in our quest to 
avoid its advanced refractory state, one is discovering that cancers commonly exhibit 
growth dynamics not characteristic of symptomatic disease. The picture emerging is 
that overtly transformed cancer cells commonly face cancer-host interaction bottle-
necks that limit tumor growth before becoming overt disease. 

 One major realization of this altered dynamic is the state of tumor dormancy. 
Once thought an exceptional occurrence, dormancy is now appreciated to be a com-
mon stage in the course of many cancer types. The implications of this realization 
are nothing short of dramatic—extending in three major directions. The  fi rst is the 
epidemiologic notion of cancer risk, which if properly de fi ned as the eventual expe-
rience of symptomatic disease, must now be conceptually disconnected from its 
current interpretation as the risk of creation of the  fi rst cancer cell. Secondly, we 
must reconsider the practical implications for whether to treat the ever-smaller 
tumors detectable by our improving technologies that may be dormant and therefore 
pose a much-reduced threat. Lastly, and perhaps most importantly, we must under-
stand how intrinsic dormancy bottlenecks can effectively control cancer in ways we 
have not been able to match with our therapeutic anti-cancer armamentarium. 

 A proper accounting of dormancy in cancer progression would clearly improve 
risk estimation for symptomatic cancer presentation. Heretofore, classic thinking 
has maintained that stochastic DNA damaging events and gene mutations lead to 
eventual cell transformation and the  fi rst cancer cell, from which symptomatic can-
cer inevitably arises. The prevalence of tumor dormancy has removed the word 
“inevitably” from this statement, radically altering the classic risk models. 
Understanding the rami fi cations stands to better inform policy-making decisions, 
e.g., limits for exposures to carcinogens in the workplace and the environment. As 
cases in point, the Biological and Environmental Research Division of the 
Department of Energy (DOE) is charged with researching the cancer risk associated 
with nuclear waste cleanup, and more generally the hotly debated question of 
whether there exist low-dose limits to exposure below which there is no lasting 
damage. In addition, the Space Radiation Program Element of the Human Research 
Program at the National Aeronautics and Space Administration (NASA) is commit-
ted to estimating the excess radiogenic cancer risk for astronauts embarking on 
extended space missions. The matter of tumor dormancy is proving pivotal to both 
objectives. 
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 The therapeutic question of treatment of slow-growing tumors, although not new, 
has also attracted attention in light of the question of “over-diagnosis” of cancers 
that would not progress. In contrast to “false positives,” these represent the detection 
of histologically con fi rmed cancers, but cancers that are destined not to present as 
symptomatic disease over the person’s lifetime. Contributing to this class are dor-
mant and suf fi ciently slow-growing tumors—ironically the very types of tumors our 
early-detection technologies are best designed to detect. One recently published 
study of the subject involved 39,888 Norwegian women with diagnosed invasive 
breast cancer who had either participated in their new breast cancer mammography 
screening initiative, or not. What the investigators found was that, when tracking the 
number of detected cancers in the unscreened group, they never quite added up to 
the number detected by screening—the difference representing “pseudodisease,” 
i.e., dormant or near-dormant tumors detected by screening that never would have 
advanced to routine clinical presentation over the patient’s lifetime. They estimated 
that for every 2,500 people screened, one cancer death would be avoided, but six to 
ten individuals would undergo unnecessary treatment for a disease they were never 
destined to experience. More generally, the problem of overdiagnosis tends to exag-
gerate the success statistics for any screening study, as every treatment for screen-
detected pseudodisease contributes a guaranteed “cure.” 

 The most far-reaching implications of tumor dormancy, however, may well come 
from translational research. Looking forward, the phenomenon of tumor dormancy, 
or near dormancy, offers a unique opportunity to understand a natural means of 
modulating disease progression. Appreciating this, the Workshop on Tumor 
Dormancy held at the SEMC in Boston this last summer was focused on presenting 
for interactive discussion the various underpinnings and implications of this simple 
dynamic state. These settled into four broad contexts—the roles of (1) the immune 
response, (2) cancer stem cells (CSCs), (3) organ context, and (4) induction of 
angiogenesis. 

 The immune system was discussed for its rather complicated inclusion of tumor 
dormancy, sandwiched as it is as the second “E” (for “Equilibrium”) between the 
earlier tumor attrition (“Elimination”) phase and the  fi nal tumor release (“Escape”) 
phase, known collectively as the three “E’s” of immunoediting. The immune 
in fl uence was portrayed as a contest of sorts between the tumor cells (prey) and the 
immune cells (predators), with the outcome being anything but intuitive. In line 
with recent studies, a biphasic immune response was noted. One surprising observa-
tion was that limited immunity may actually hasten escape from the equilibrium 
phase it helps establish and encourage cross-resistance to agents. In this way, tumor 
dormancy can actually limit the effectiveness of therapy. 

 By a quite distinct mechanism, CSCs, along with their non-stem counterparts, 
were proposed to play an analogous role in producing biphasic dependencies 
between cell targeting and overall population response. When CSC migration or 
non-stem cell killing is low, CSCs become encased in their own progeny, thwarting 
CSC expansion and thus population growth overall. However, when CSCs are able 
to occupy adjacent open areas of the tumor with the help of either higher cell migra-
tion or a higher attrition of the non-stem progeny, the tumor may more ef fi ciently 
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undergo “self-metastasis” at its periphery, thereby helping to expand the tumor as a 
whole. Other work demonstrated a more transcendent control, operating through the 
myc oncogene. The effect of its inactivation is to block self-renewal, tying this pro-
cess again back to CSCs. 

 The role of context in controlling growth was seen also to extend beyond the 
stem and non-stem composition. Evidence exists that organ-speci fi c molecular 
signaling can determine whether a metastatic lesion will expand or remain dor-
mant. By examining the different signaling pro fi les at these sites, it has been pos-
sible to ascertain what may be dominant controlling factors. Key players prove to 
be stress-activated kinases, transcription factors, e.g., p53, and cell cycle inhibi-
tors, e.g., p21. 

 Finally, a fourth major topic discussed was the role of tumor angiogenesis in 
de fi ning the dormant state and its implications for tumor development. Once again 
cancer growth dynamics are seen to be controlled by a balance of opposing 
in fl uences; either through balanced proliferation and cell death in the case of pre-
vascular lesions that are not yet angiogenically competent, or a balance between 
pro- and anti-angiogenic factors emanating from the post-vascular tumor. Potential 
mechanisms governing dormancy control in these two cases were discussed; the 
former showing a novel in fl uence of miRNAs, and the latter showing evidence of 
tumor exploitation of what are likely normal organogenic growth controls. In work 
that may be glimpsing a global in fl uence of immunity, stem cells, and context in 
dormancy, a tumor model focusing on a stem-like ABCB5+ subpopulation of mela-
noma cells revealed simultaneous immune in fl uence along with angiogenic 
control. 

 The take-home message from these seemingly disparate underpinnings of the 
dormancy state may well be the commonalities revealed. Tumor dormancy may 
generally be described as a balance between opposing forces, working through 
molecular, population, and inter-tissue levels. Most of the mechanistic drivers are 
proving not to be de novo creations, but mechanisms “borrowed” in a distorted way 
from normal tissue controls. This is providing an impetus for a new frontier in treat-
ment approach—one that could conceivably limit progression of refractory cancers 
by employing existing natural control processes. “Putting the genie back in the bot-
tle,” if you will, a goal that has evaded tumor-directed attacks thus far, may well be 
achievable through exploitation of tumor dormancy—a dynamic which has already 
proven it can do just that.   

Lynn Hlatky, Ph.D.
Director, Center of Cancer Systems Biology

Steward Research & Specialty Projects Corp. 
St. Elizabeth’s Medical Center

Tufts University School of Medicine
Boston, Massachusetts, USA 
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   Preface 

    The concept of this book arose from the  fi rst in a series of annual workshops orga-
nized by the Center of Cancer Systems Biology at Steward St. Elizabeth’s Medical 
Center, Tufts University School of Medicine, and supported by the National Cancer 
Institute’s Integrative Cancer Biology Program. This inaugural workshop focused 
on Systems Biology of Tumor Dormancy and was held in Boston, Massachusetts in 
late July 2011. The goal of the workshop, and by extension, of this book, was to 
present research advances in the  fi eld of tumor dormancy from diverse experimental 
and clinical perspectives using biological, mathematical, and computational 
approaches. 

 As the editors, we are grateful to the team at the Center of Cancer Systems 
Biology who organized and hosted the workshop and would like to extend our 
appreciation to all workshop speakers and contributing authors who diligently 
worked on their respective chapters. We would also like to thank Melissa Klumpar 
and Brandy Weidow for their help in editing the chapters, and Melanie Tucker and 
Connie Walsh from Springer Publishing who guided us through this journey and 
kept us on course. 

 We hope that this book stimulates your interest in tumor dormancy, as well as in 
exploring interdisciplinary research techniques. 

 Enjoy.  

Boston, MA, USA Heiko Enderling
 Nava Almog
 Lynn Hlatky 
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  Abstract   Micro-tumors can remain dormant for prolonged periods of time before 
they switch and enter the rapid growth phase. This initial stage in tumor progression 
is clearly understudied. In spite of high prevalence, signi fi cant clinical implications 
and increased interest by the research community, tumor dormancy is still poorly 
understood. The topic of tumor dormancy also suffers from a lack of de fi nition and 
an agreed upon terminology to describe it. Additionally, the number of reproducible 
experimental models available for studying indolence of human micro-tumors is 
quite limited. Here, we describe the development of a general class of in vivo mod-
els of indolent human tumors and how these models can be used to elucidate molec-
ular and cellular mechanisms involved in the regulation of dormancy. The models 
consist of human tumor cell lines that form microscopic cancerous lesions in mice. 
Although these lesions contain viable and fully malignant cancer cells, the tumors 
do not expand in size but remain occult for prolonged periods until they eventually 
spontaneously switch and become fast-growing tumors. Consistent with Judah 
Folkman’s vision that tumors will remain occult and microscopic until they acquire 
the ability to recruit new and functional blood vessels, the dormancy period of the 
micro-tumors is associated with impaired angiogenic capacity. Such models can be 
used for dissecting the host and the tumor-derived regulatory mechanisms of tumor 
dormancy. Understanding the process by which dormant tumors can overcome 
growth constraints and emerge from dormancy, resuming size expansion, may pro-
vide insights into novel strategies to prolong the dormancy state or to block tumor 
formation in the early stages, before they are physically detected or become 
symptomatic.  

    N.   Almog, PhD   (*)
     Center of Cancer Systems Biology, Steward Research 
& Specialty Projects Corp., St. Elizabeth’s Medical Center , 
  Tufts University School of Medicine, 736 Cambridge St. , 
 Boston ,  MA   02135 ,  USA    
e-mail:  Nava.almog@tufts.edu   

    Chapter 1   
 Genes and Regulatory Pathways Involved 
in Persistence of Dormant Micro-tumors       

      Nava   Almog         
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  Keywords   Micro-tumors  •  Angiogenesis  •  Occult cancer  •  Tumor progression  
•  Microenvironment      

   Introduction 

 Tumor dormancy is a clinical phenomenon in which tumors do not expand in size 
over a prolonged period of time  [  1–  6  ] . It has long been recognized as a signi fi cant 
problem in the management of cancer patients  [  3,   7–  10  ] . Tumors can enter a latent 
phase during various stages in tumor progression including post-angiogenic stages 
of tumor progression  [  11  ] . However, in this chapter we only discuss dormancy of 
 microscopic tumors , which are usually present with a maximal diameter of 1–2 mm. 
Here, dormant tumors are de fi ned by their inability to expand beyond a microscopic 
size (see Fig.  1.1 ). Importantly, it is demonstrated that such small harmless lesions 
have the potential to switch to become fast growing, clinically apparent, and lethal. 
These microscopic cancerous lesions are observed as: one of the earliest stages in 
tumor development; as micro-metastasis in distant organs; and as minimal residual 
disease left after surgical removal or treatment of primary tumors  [  10,   12–  15  ] . 
Indeed, the mortality of cancer patients is largely determined by the occurrence of 
metastases, which often are too small to be detected but eventually can lead to 
relapse  [  12,   16–  19  ] .  

 Although the concept of dormant tumors is more accepted and better studied 
when occurring as minimal residual disease, or as micro-metastases which remain 

  Fig. 1.1    Tumors often remain microscopic and clinically undetectable over long periods of time. 
This schematic of tumor growth can represent growth of primary or secondary cancers (metasta-
ses). Dormant micro-tumors can persist at a small steady size for years, remaining undetectable by 
commonly used imaging techniques       
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asymptomatic for decades, tumor dormancy is likely at least as prevalent as a stage of 
primary tumors. Microscopic and occult cancerous lesions are often found in other-
wise healthy people  [  6,   20  ] . This implies that many people carry small and occult 
cancerous lesions without knowing it and that it is more common than frequently 
recognized. 

 In recent years, the  fi eld of tumor dormancy has been gaining signi fi cant atten-
tion: A number of reviews and essays on the topic have been published in leading 
journals such as  Nature   [  6  ] ,  Nature Reviews Cancer   [  2,   3  ] , as well as  Nature Reviews 
Clinical Oncology   [  4  ]  and  Nature Medicine   [  15  ] , along with a specially dedicated 
issue of  APMIS  journal published in 2008. Moreover, dormancy has been the topic 
of dedicated sessions in several prominent cancer research conferences, and is cur-
rently a topic of considerable interest to NCI. Although an improved understanding 
of the manner by which tumors are induced to remain dormant would have impor-
tant implications for cancer treatment and screening, and despite increased interest 
in the research community, to date, the dormant phase of tumor growth remains 
largely unexplored as a point of therapeutic intervention. The vast majority of can-
cer research is done on fast-growing and easily detectable tumors, which are more 
accessible for studies, such as signaling pathways investigations, drug response 
examinations, and biomarker analyses. 

 It is now clear that a number of biological processes can contribute to tumor 
dormancy, and they all support the role of the microenvironment, tumor stroma, and 
host response. These include tumor cell senescence, immune response of the host, 
hormonal control or block or insuf fi ciency of tumor angiogenesis potential  [  1,   2,   5, 
  8,   17,   21–  26  ] . Indeed, only in the last few years it has been fully appreciated that the 
tumor constitutes a highly integrated ecosystem in which different cellular popula-
tions depend upon each other. Clearly, dormancy of cancerous lesions depends on 
crucial signals from the microenvironment and the tumor stroma  [  27–  29  ] . It is still 
to be determined, however, whether tumors attain dormancy through mechanisms 
involving extrinsic interactions (e.g., with the microenvironment) or from intrinsic 
properties of the cells.  

   Dormant Primary Tumors 

 The phenomenon of tumor dormancy can well explain the clinical phenomenon of 
minimal residual disease left after an apparent successful treatment of cancer and 
the very late relapses often seen in cancer. For example, it is well known that it can 
take years to decades following breast cancer treatment before local or distant recur-
rence becomes clinically detectable. The frequent recurrence of breast cancer 
strongly suggests that cancer seeds are left at the site of primary tumor growth or 
shed and seed in distant sites as dormant lesions. These lesions could eventually 
emerge from dormancy erupting into fast-growing tumors  [  17  ] . Moreover, patients 
can present with a metastasis, yet have “unknown primary tumors” which cannot be 
located  [  30  ] . 
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 Studying dormancy of  primary  tumors in clinical settings is extremely challenging. 
Evidence for the existence of primary micro-tumors in clinically healthy individuals 
comes primarily from histological studies that report a high prevalence of micro-
tumors, even in young children (for a review, see  [  20  ] ). However, even when such 
micro-tumors are detected in retrospective autopsy studies, it cannot be determined 
how long the lesions were present and whether they would remain occult or continue 
growing. 

 A feasible way to prove the existence of and to study the prevalence of primary 
dormant  microscopic  tumors is by comparing the frequency of micro-tumors found 
at autopsies with the frequency of detectable  macroscopic  tumors. When analyzing 
such data it is important to make sure that early precancerous lesions are excluded. 
It is also crucial to determine the prevalence of proliferating cells in the tumor, and 
exclude cases of very slow growing micro-tumors which have no or very few prolif-
erating cells  [  31,   32  ] . While such studies are rare, many reports document the high 
prevalence of micro-tumors in retrospective autopsy studies. 

 One of the most striking observations of a high incidence of occult tumors was 
found in a systemic autopsy study of carcinoma of the thyroid. Although the fre-
quency of detected occult papillary carcinoma in this study was 35.6% (at least one 
papillary carcinoma was found in 36% of the thyroids examined), the  estimated  
frequency of such tumors, based on size and the sampling methodology, was over 
100% (suggesting there could be more than one carcinoma in each thyroid exam-
ined)  [  33,   34  ] . Interestingly, such micro-tumors were found not only in older adults, 
but also in individuals younger than 40 years old  [  35  ] . Since clinically apparent 
thyroid cancer is found in less than 1% of the population  [  36  ] , it can be concluded 
that the vast majority of micro papillary thyroid cancers remain occult. Similarly, it 
is estimated that over 33% of women aged 40–50 years old have clinically undetect-
able breast cancer  [  34  ] , although only 1% or less of the population develops clini-
cally detectable breast cancer  [  36,   37  ] . It is statistically evident therefore, that a 
large proportion of such micro-tumors  never  develop into clinical disease. In fact, 
tumor dormancy can last for a lifetime  [  5,   6  ] .  

   Experimental In Vivo Models of Human Tumor Dormancy: 
How Can You Measure what You can’t See? 

 Although tumor dormancy has been recognized as a clinical problem for many 
years, very few examples of spontaneous tumor dormancy have been documented in 
experimental animal models  [  20  ] . However, tumor dormancy in experimental ani-
mal models may be a frequent occurrence that goes unrecognized. The fact that it is 
not commonly seen in the laboratory is most probably due to the fact that the major-
ity of researchers select for rapid and consistent tumor growth. 

 To better understand the pathogenesis and underlying regulatory mechanisms of 
dormancy in human tumors, we previously established in vivo xenograft models of 
human tumor dormancy that include breast cancer, glioblastoma, osteosarcoma, and 
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liposarcoma. In these models, human tumor cell lines are injected into immunocom-
promised (SCID) mice and form microscopic dormant tumors. We showed that in 
these models, tumor dormancy is associated with impaired angiogenic potential. To 
date, these are the only available in vivo models we are aware of, in which human 
tumor cell lines derived from malignant cancers form dormant and occult tumors 
when injected into mice and then spontaneously emerge from dormancy into rapid 
growth. All of these models were generated from commercially available human 
tumor cell lines and did not include any arti fi cial genetic modi fi cation. These mod-
els were generated using two discrete approaches, developed in the Folkman labora-
tory. Both approaches are based on recognizing the heterogeneity of tumor cell 
populations in fully malignant tumors. 

 Achilles et al. described the  fi rst approach in 2001  [  38  ] . The angiogenic hetero-
geneity in a human liposarcoma was studied by the generation of single-cell derived 
clones from a liposarcoma cell line (Fig.  1.2 ). While this parental liposarcoma cell 
line, as well as a majority of the single-cell derived clones, generated fast-growing 
and highly angiogenic tumors when injected into mice, other clones generated non-
angiogenic microscopic tumors that did not grow and instead remained occult over 
100 days after cell inoculation. This was the  fi rst direct proof that an angiogenic 
tumor can contain subpopulations of tumor cells with little or no angiogenic activ-
ity. These cells, when expanded in culture and injected into mice, will form small, 
avascular tumors at the site of injection. The angiogenic capacity of tumor cells can 
be therefore, correlated with the growth rate of the tumors they can generate.  

 This work implies that non-angiogenic tumor cells can “hitchhike” in tumors that 
contain angiogenic cells and suggests that the growth rate of a tumor will rely on the 
total angiogenic output of all the tumor cell subpopulations. This is consistent with the 
“hot spots” often observed in histological analysis of tumor vascular density  [  39  ] . 

 Two of the single-cell derived clones that were generated in the Achilles studies 
were used for our studies: Clone 9 which generates fast-growing liposarcomas and 
Clone 4 which generates dormant, non-angiogenic liposarcomas (Fig.  1.3 ). Although 
we have used only two of these clones, this method of isolating cells that form dor-
mant tumors is applicable to other tumor types and tumor cell lines (data not shown). 
However, biochemical markers of tumor dormancy could make this approach much 
easier and cost-effective.  

 The second model approach was developed from the observation that many human 
tumor cell lines do not “take,” or do not form aggressive tumors, when injected into 
immune-de fi cient mice, coupled with Dr. Folkman’s hypothesis that such cell lines 
might actually “take” and generate dormant tumors that remain microscopic and 
occult for long periods of time. Indeed, a number of such cell lines were shown to 
form microscopic and avascular tumors at site of injection  [  30  ] . Some of the dormant 
tumors generated by this means eventually switch and “escape” from dormancy to 
form aggressive tumors (Fig.  1.2b ). 

 For our studies, three human cell lines from different tumor types were chosen 
based on their “no-take phenotype.” These include breast carcinoma, glioblastoma, 
and osteosarcoma. Similar to the dormant clones of the liposarcoma, when injected 
into SCID mice, these cell lines generated microscopic tumors that remained occult 
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for over 100 days  [  40  ] . Following prolonged periods of dormancy, however, some 
of the tumors spontaneously emerged from dormancy and formed fast-growing and 
aggressive tumors at the site of injection. Cells from these “switched” tumors were 
cultured, con fi rmed to be of a human origin and maintained as clones in tissue cul-
ture conditions. When these cells, cultured from dormant tumors that had switched 
to fast growing were re-injected into mice, fast-growing tumors were observed soon 
after tumor cell injection. This implies that cells from tumors that emerged from 

  Fig. 1.2    Summary of the two approaches to generate pairs of cell lines that form either dormant or fast-
growing tumors. ( a ) Isolation of cellular subpopulations that form dormant or fast-growing tumors. 
Single-cell derived clones are prepared from a heterogeneous cancer cell population (such as a human 
tumor cell line) that forms fast-growing tumors (shown in  fi gure as a heterogeneous tumor cell popula-
tion of  red  and  blue cells ). Tumors generated from these different clones have a spectrum of growth 
rates. While majority of the single-cell derived clones will generate fast-growing tumors ( red  tumor 
cells in  fi gure), a percentage of such clones will generate dormant, microscopic tumors    ( blue  tumor cells 
in  fi gure). Screening for clones that form either dormant or fast-growing tumors requires in vivo tumor 
growth monitoring. ( b ) Isolation of cells from tumors that had spontaneously escaped from dormancy. 
Human tumor cell lines that are known to have a “no take” phenotype are injected into mice ( blue  tumor 
cell suspension in  fi gure). These cells form microscopic tumors that remain occult for long periods of 
time until some of them spontaneously switch to rapid growth ( red  tumor in  fi gure). These tumors that 
escaped dormancy are used to generate new tumor cell lines ( red  tumor cell in culture dish in  fi gure). 
Cell lines from tumors that switched ( red  tumor cell suspension in  fi gure) form fast-growing tumors 
immediately after injection into new mice       
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dormancy had acquired  stable intrinsic changes  that confer the tumor growth ability 
beyond the limiting diameter of a few millimeters. 

 For each tumor type (glioblastoma, osteosarcoma, and breast carcinoma), we cur-
rently have a pair of clones: One clone that generates dormant tumors (the parental 
cell line) and one clone that generates fast-growing tumors (established from the 
tumors that escaped from dormancy). Together with the pair of dormant and fast-
growing liposarcoma (described above), we have a panel of pairs of cell lines from 
four different tumor types that each share a common genetic background but differ in 
their in vivo tumor growth patterns. In all these tumor models, the dormant tumors 
remain occult at the site of injection for prolonged periods of time until they eventu-
ally switch to rapid growth. Once these tumors pass the dormancy threshold, they 

  Fig. 1.3    Representative images of human liposarcoma grown in mice. ( a ) 37 days after subcutane-
ous injection of human SW872 liposarcoma Clone 4 cells into SCID mice, small tumors can be 
detected only after  fl ipping the skin. Rarely, a more vascularized tumor with a diameter over 2 mm 
can be observed. Such tumors might be during the initiation of the “switch” from dormancy. In 
sharp contrast, at that same time point, tumors generated from Clone 9 of the human SW872 
liposarcoma are considerably larger, easily detected by gross examination, and highly vascular-
ized. ( b ) Persistence of dormant tumors generated from Clone 4 of the human SW872 liposarcoma 
can be detected by bioluminescence. Luminescence from tumor cells (that were labeled with 
luciferase before injection) indicates the presence of viable and metabolically active cells at the 
site of injection. 80 days after subcutaneous injection, the tumors can be detected by biolumines-
cence although they are not detected by gross examination       
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grow at kinetics similar to the fast-growing and angiogenic tumors. On the other hand, 
the fast-growing tumors initiate rapid mass expansion soon after the tumor cell injec-
tion and grow exponentially. The same pattern of tumor dormancy or fast tumor 
growth is seen both in subcutaneous and orthotopic injection sites of our breast can-
cer, liposarcoma, and glioblastoma models. 

 Importantly, the observation that tumors remain microscopic until they switch 
and then grow at a pace similar to fast-growing tumors strongly supports the assump-
tion that the growth of the microscopic tumors is restricted by thresholds or bottle-
necks. Only when tumors are able to surpass these, can they expand in size. This is 
in sharp contrast to tumors that simply have a very slow pace of growth. 

 Moreover, our experimental models allow us to address a fundamental question 
in tumor dormancy: Do the elements necessary for the induction of dormancy origi-
nate within the host (e.g., tumor microenvironment) or within the tumor cells? Both 
the dormant and fast-growing tumors are injected at the same sites and are grown in 
identical “stromal” conditions, yet the dormant tumors will remain microscopic, 
while the fast-growing ones quickly become macroscopic. This strongly suggests 
that intrinsic changes in the  tumor cells  are the basis for the differential growth pat-
terns of the tumors. It is also clear that intense intercellular communication with the 
tumor stroma plays a critical role in dormancy regulation. However, it seems that 
the signals dictating stromal behavior originate in the tumor cells. Importantly, the 
selection for cells that “switched” from the dormancy period is evident only in vivo, 
since prolonged growth of the tumor cells in culture does not affect the growth 
kinetics of the tumors generated from them (   Almog, unpublished). Clearly, the 
selection for cells that can generate fast-growing tumors is derived from microenvi-
ronment pressure and signaling communication with the host. 

 The unique advantage of the experimental system we developed is the unlimited 
source of cells that will form dormant tumors (which are otherwise rarely obtained 
from in vivo tumors), together with counterpart tumor cells that will form fast-
growing tumors, both derived from the same parental tumor cell population. This 
enables detailed and extensive molecular and cellular analyses. Indeed, we are cur-
rently using these models to study common pathways that are uniquely expressed in 
dormant tumors of various tumor types. Understanding the underlying mechanisms 
of tumor dormancy could have signi fi cant implications in the prevention and treat-
ment of cancer: The human tumor cell lines that form dormant tumors in mice can 
be used not only as models for dormant primary tumors, but also as possible models 
for the clinical observations of very late cancer recurrences.  

   Angiogenesis Regulation of Tumor Dormancy 

 Dr. Judah Folkman was the  fi rst to suggest the fundamental relationship between 
angiogenic potential and the ability of a tumor to grow malignantly, and that dor-
mancy can be associated with lack of angiogenesis  [  22,   41  ] . By now, it is well 
established that tumor growth beyond the size of 1–2 mm is angiogenesis-dependent 
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 [  42–  45  ] , and several experimental models of angiogenesis-related dormancy have 
been reported. Evidence of this was  fi rst observed using tumor implants in rabbit 
eyes  [  22  ]  in which the same tumor remained dormant and avascular when implanted 
in the anterior chamber, but grew progressively when implanted in the iris. Holmgren 
et al. described another example of spontaneous dormancy. They observed micro-
metastases that remained occult as a result of systemic inhibition of angiogenesis 
mediated by the primary tumor  [  23  ] . 

 In a spontaneous tumor model (RIP1-Tag2) in transgenic mice, tumors arise in the 
pancreatic islets as a result of the expression of the simian virus 40T antigen (Tag) 
oncogene. After 13 weeks, only 4% of tumors are angiogenic and contain evidence 
of neovascularization, whereas the remaining 96% stay microscopic and nonangio-
genic. The spontaneous progression of nonangiogenic lesions to the angiogenic 
phenotype in this model was termed the  angiogenic switch   [  46  ] . Although this name 
implies a short-acting “on-off” switch, the transition of a non-angiogenic avascular 
cancerous lesion to a highly angiogenic and fast-growing tumor encompasses a series 
of steps  [  47  ] . The successful culmination of this continuously productive process is 
the development of fully functional (although possibly abnormal) vessels capable of 
sustaining suf fi cient blood  fl ow to support tumor mass expansion. 

 In our experimental models, tumor dormancy is clearly associated with impaired 
angiogenic potential. While no major cellular differences can be observed in vitro 
between cell lines that form dormant or fast-growing tumors, including morphol-
ogy, proliferation, migration, and colony formation in soft agar, the tumor growth 
patterns in vivo are strikingly different  [  40,   49  ] . Similar to dormant tumors gener-
ated from other cell lines  [  30  ] , dormant tumors generated from all of our models 
(SW872 liposarcoma, MDA-MB-436 breast carcinoma, T98G glioblastoma, and 
KHOS-24 osteosarcoma) have a high prevalence of proliferating cells. Tumor mass 
does not expand due to the high rate of apoptosis of tumor cells, which balances 
their proliferative capacity. 

 Noticeably, in contrast to fast-growing tumors that are highly vascularized, dor-
mant tumors are mostly avascular. In most cases, vasculature can be observed only 
on the periphery of dormant tumors. In immunohistochemistry analysis and staining 
of endothelial cells, large vessels with open lumens are frequently seen in fast-
growing tumors, while in dormant tumors, rare aggregates of endothelial cells are 
observed  [  40,   49  ] . In a detailed examination of tumor vasculature in liposarcomas 
by confocal analysis, a typical tumor vasculature comprised of interconnected and 
tortuous vessels is observed in the fast-growing tumors, whereas the vessels observed 
on the periphery of dormant tumors appear as nonfunctional tubes with aberrant 
morphology and many blunt ends  [  1  ] . 

 Furthermore, when the relative area of endothelial cells in dormant tumors was 
followed over time, a decrease in microvessel density (MVD) was observed between 
days 14 and 60 after cell injection. A sharp increase in MVD was associated with the 
transition of tumors from dormancy to rapid growth and mass expansion  [  49  ] . This 
suggests that tumor dormancy is associated not just with impaired angiogenic capac-
ity, but also with  inhibition  of angiogenesis. The inhibition is terminated following 
the induction of the angiogenic switch. 
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 A signi fi cant and consistent difference between cells that form dormant tumors and 
those that form fast-growing tumors in our models is the secretion of the angiogenic 
inhibitor, thrombospondin-1 (TSP-1)  [  40,   49  ] . When in vitro secretion of pro- and 
anti-angiogenic factors from cells that form dormant tumors was compared with those 
that form fast-growing tumors, the dormant tumor-forming cells, regardless of tumor 
type, secreted relatively high levels of TSP-1. Other angiognesis inhibitors might also 
play a role in dormancy regulation, but these have yet to be determined. 

 It should be noted that once these dormant tumors undergo the angiogenic switch 
and initiate growth and expansion of mass, the tumor growth kinetics are similar to 
those of their paired rapidly growing angiogenic tumors. This further supports the 
concept that the fundamental mechanism underlying tumor dormancy in these mod-
els is impaired angiogenic capacity, rather than a decreased proliferation rate. 

 In summary, in our experimental models, blockage of tumor progression and 
persistence of micro-tumors is associated with the inability of the tumor cells to 
sustain the induction of functional new capillary blood vessels. This implies that not 
only the onset, but also the extent of angiogenesis is a critical determinant of tumor 
progression and growth.  

   Molecular Signature of Tumor Dormancy 

 The fact that tumor cells undergo genetic alterations during the switch from dor-
mancy to rapid growth prompted us to identify the genetic pro fi les of indolent 
tumors. For this purpose, we utilized our experimental model of paired dormant and 
fast-growing tumors originating from the same parental cell lines. We ran genome-
wide expression pro fi ling assays to determine the consensus signature across our 
human tumor dormancy models. 

 We identi fi ed several genes that were differentially expressed between our dor-
mant and fast-growing tumors, regardless of tumor type, and characterized common 
tumor dormancy-associated genes  [  50  ] . Around 700 genes were signi fi cantly dif-
ferentially regulated in the same pattern (either induced or suppressed) in all four 
dormant and fast-growing tumor models examined. A number of these dormancy-
associated genes had previously been shown to be involved, or associated with, 
tumor angiogenesis and tumor progression. 

 The molecular process most differentially expressed between dormant and fast-
growing tumors was the  regulation of angiogenesis .  Thrombospondin , a known 
angiogenesis inhibitor  [  43  ] ,  angiomotin , a mediator of the angiogenesis inhibitor 
angiostatin  [  51  ] , and  tropomyosin , a suggested mediator of the anti-angiogenic 
activity of endostatin  [  52  ] , were shown to be upregulated in all of the dormant tumor 
cells examined. Dormant tumors also expressed TGFbeta2, which was previously 
shown to inhibit FGF-2-induced corneal endothelial cell proliferation  [  53  ]  and to 
modulate extracellular matrix component expression  [  54  ] . In addition, dormant 
tumors induced the expression of proline-4-hydroxylase, which was previously 
shown to upregulate levels of several angiogenesis inhibitors  [  55  ] . Interestingly, 
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although all dormant tumors had elevated levels of EphA5 and the histone H2BK, 
the RNA levels of these two genes in dormant glioblastoma was particularly and 
dramatically elevated  [  50  ] . The expression of EphA5 was shown to correlate with 
disease stage in glioma patients and to have distinct patterns of expression in plasma 
of both control and tumor-bearing mice. EphA5 plasma levels decrease in tumor-
bearing mice even when the tumors are still microscopic in size. 

 On the other hand, tissue inhibitor of metalloproteinases (TIMP-3), shown to 
control tube stabilization and tube morphogenesis  [  56  ] , CD73/Ecto-5 ¢ -
Nucleotidase, shown to prevent vascular leakage  [  57  ] ; and endothelial cell speci fi c 
molecule-1 (ESM-1), whose expression is increased by VEGF and FGF-2  [  58  ] , 
were all shown to be upregulated in angiogenic fast-growing tumors. RNA levels 
of EGFR (EGF receptor 1) and PI3k, well-known players in tumor progression, 
were also elevated in angiogenic fast-growing tumors. Interestingly, two members 
of the insulin-like growth factor pathways have opposite patterns of expression. 
While the insulin-like growth factor receptor I (IGFR1) RNA is elevated in fast-
growing angiogenic tumors, the RNA levels of the insulin-like growth factor bind-
ing protein 5 (IGFBP5) are elevated in the dormant non-angiogenic tumors. 

 In summary, the speci fi c expression pro fi les of tumor dormancy-associated genes 
are associated with the conversion of dormant tumors into fast-growing angiogenic 
tumors and can be considered as molecular characteristics of indolent tumors.  

   Future Direction: What Needs to be Changed? 

 By the time a tumor is diagnosed, it is very likely that it has been growing undetected 
for a number of years  [  5  ] . The recent focus in translational cancer research on devel-
oping biomarkers for early stages in tumor development may enable the diagnosis of 
cancer well before a patient becomes symptomatic or before the anatomical location 
of a tumor is detectable. The relatively long period in which tumors remain occult 
and asymptomatic could provide critical time for assessment of ef fi cacy of several 
treatment methods directed to eliminate such micro-tumors  [  59–  61  ] . The develop-
ment of novel anti-angiogenic drugs with minimal toxicity, together with the impli-
cation of “metronomic therapy” in which low doses of currently used chemotherapy 
drugs are used  [  62–  64  ] , both offer the possibility of a long-term prophylactic treat-
ment of occult cancer to create a manageable chronic disease. Based on these ideas, 
it is reasonable to foresee that tumor dormancy could be prolonged therapeutically. 
Still, better models for dormancy of micro-tumors and improved methods for deter-
mining which ones will progress to emerge from dormancy are crucially needed. 

 The experimental models that we have developed reliably recapitulate aspects of 
dormancy found in human tumors. While it is clear that intrinsic genetic determi-
nants in the cancer cells dictate whether these cells will form dormant or fast-growing 
tumors, it is the pressure from the microenvironment that  selects  for clones that have 
switched to become angiogenic. Still, further analysis of master regulators of tumor 
dormancy are needed to better control this phase in tumor progression. 
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 It is becoming well accepted that microRNAs (miRNAs) play a critical role in 
cancer  [  65  ] . MiRNAs repress expression of target genes and can act as either onco-
genes or tumor suppressors in tumor development. It is estimated that one miRNA 
could regulate gene expression of multiple target genes and therefore act as a  master 
regulator  of gene expression  [  66  ] . Importantly, disregulation of miRNAs is well 
known to correlate with various diseases, including cancer  [  67  ] . Therefore, it is pos-
sible that dormant tumors might have a unique miRNA expression pro fi le that can 
be distinguished from that in fast-growing tumors. Identifying tumor dormancy-
speci fi c miRNAs could serve as a major contribution to our understanding of molec-
ular mechanisms underlying tumor dormancy and potentially as novel biomarkers 
that would indicate the presence or state of an otherwise occult tumor. 

 A promising opportunity for cancer research is the recent shift from an almost 
exclusive focus on macroscopic and aggressive symptomatic tumors  [  5,   12  ] , to inclu-
sion of current investigations into the  regulators  of the  early stages  in micro-tumor 
(primary and metastases) growth. Such a shift, however, requires a fundamental 
change in thinking by both basic biology and clinical oncology researchers. Active 
dialogue and interaction with investigators across disciplines would facilitate novel 
approaches to studying this biologically complex topic. Chances for successful treat-
ment of cancer signi fi cantly increase with early detection. Innovative tumor systems 
designed to model dormancy, can aid in the identi fi cation of biomarkers of early 
tumors and facilitate an understanding of the mechanisms which lead tumors to exit 
the dormancy stage and to initiate rapid tumor growth. Such pre-clinical models can 
also serve to provide molecular insight for the design of combination therapies that 
block the mechanisms allowing escape from dormancy, with the goal of better con-
trolling the progression stage of cancer thereby reducing cancer-associated mortality 
and morbidity.      
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  Abstract   An increasingly appreciated focus of carcinogenesis research is on 
mechanisms governing tumor growth after the fact of cancer cell creation. Of par-
ticular interest are dynamical interactions between tumor and host cell populations 
that can themselves strongly impact the fate of established cancer lesions. Regardless 
of tumor type, all cancers face the common problem of having to breach the barrier 
of angiogenic competency in order to advance from a microscopic lesion to symp-
tomatic disease. If pre-angiogenic tumor cells are held in dormancy due to cell cycle 
arrest, this will postpone the need to traverse this higher-level barrier. On the other 
hand, the barrier itself may prove limiting to a tumor at its diffusion-limited size, 
creating a population-level dormancy characterized by balanced proliferation and 
cell death. In both cases of dormancy, the “angiogenic switch” has not yet occurred. 
We here describe and mathematically quantify an underappreciated third dormancy 
state de fi ned by an angiogenic balance following the angiogenic switch. In this state 
we term “post-vascular dormancy,” a tumor has attained angiogenic competency, 
but again demonstrates balanced proliferation and cell death because ambient pro- 
and anti-angiogenic in fl uences are offsetting. Interestingly, autopsies have shown 
virtually all of us carry latent tumors in pre- or post-vascular states, many of which 
lie under the threshold of routine clinical detection. We show how, in the post-vascular 
case, tumor latency can arise from an elaborate mechanism of self-controlled growth, 
mediated through the tumor–vascular interaction. Underlying this observation is the 
 fi nding that a tumor produces both angiogenesis stimulators and inhibitors, with the 
latter having greater in fl uence, both locally and systemically, as the tumor grows—a 
mechanism we hypothesize is an aberrant co-option of normal organogenic regulation. 

    P.   Hahnfeldt, PhD   (*)
     Center of Cancer Systems Biology, Steward Research and 
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That a tumor can limit its own growth raises the prospect that chronic therapies 
aimed at suppressing this tumor–host dynamic may compare favorably to current 
strategies which often yield favorable short-term responses but fail to deliver long-
term tumor suppression.  

  Keywords   Angiogenic balance  •  Tumor–host dynamics  •  Organogenic regulation  
•  Post-vascular dormancy  •  Carrying capacity  •  Logistic growth  •  Stable disease      

   Introduction 

 Against the backdrop of intra- and inter-tumor heterogeneity and genomic instability 
that are hallmarks of carcinogenesis  [  1–  3  ] , uncovering unifying principles of action 
that underlie the complex nature of cancer would seem improbable. Yet, there is 
abundant evidence that tumors are exquisitely dependent on their host environment 
to manifest the malignant phenotype. The classic experiments of Illmensee and Mintz 
 [  4  ]  showed that teratocarcinoma tumor cells can phenotypically revert to contribute 
to normal mouse development when inserted into blastocysts. More recently, 
Bhowmick et al.  [  5  ]  showed that the loss of TGF-beta responsiveness in adjacent 
 fi broblasts can result in prostate neoplasia and invasive squamous cell carcinoma of 
the forestomach. These events show, respectively, that an aberrant, unstable genome 
is not inconsistent with controlled phenotypic behavior, while conversely cells with 
no prior overt oncogenic alteration to their genomes can go on to exhibit malignancy. 
These and other  fi ndings  [  6,   7  ]  demonstrate an overriding ability of the tumor niche 
to control tumor development. Perhaps the best evidence for the potent role of the 
tumor/microenvironment dynamic in controlling growth of established tumors comes 
from the  fi nding that nearly all adults harbor indolent tumor lesions  [  8,   9  ] . As the 
sizes of many of these tumors lie at or somewhat beyond what diffusion of nutrients 
could accommodate, both pre- and post-vascular forms are likely represented, under-
going balanced proliferation and cell death  [  10–  13  ]  as they await an environmental 
alteration favoring net growth. Such an alteration could come from increased angio-
genic induction by the tumor. But host response is not simply one of accommodating 
pro-growth tumor cues. Instead, the tumor plays an elaborate role in in fl uencing 
whether the niche permits or denies tumor growth. Kaplan et al.  [  14  ]  showed that a 
certain class of vascular endothelial growth factor receptor-1-positive hematopoietic 
progenitors must  fi rst be recruited by the primary tumor to initiate the “pre-metastatic 
niche” before a tumor metastasis can seed there and develop. Previously, the revela-
tion that tumors produce both stimulators and inhibitors of angiogenesis  [  15,   16  ]  had 
already pointed to a potentially complicated tumor control dynamic. Exploring this 
possibility, we have shown that tumor growth can be controlled rheostatically by 
shifting the balance between tumor-derived angiogenesis stimulators and inhibitors 
 [  17  ] . Moreover, as the inhibition is shown to be systemic in scope and would eventu-
ally dominate for large enough tumors, we have gone on to propose the tumor-metastasis 
system should also exhibit asymptotic self-control. This organized growth has 
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profound implications for the nature of oncogenesis and treatment. Among these is 
the notion that chronic therapy designed to maintain a cancer as “stable disease” 
inde fi nitely might have decided advantage as a therapeutic recourse in those instances 
where strategies with eradicative intent have typically fallen short of their mark.  

   The Bottlenecks of Tumor Dormancy 

 Histologically con fi rmed tumors may fail to progress beyond a certain size for a num-
ber of reasons. The  fi rst to be proposed is the “dormant cancer cell,” a hypothesis 
advanced by Willis  [  18  ]  to explain discrepancies between natural progression and 
observed tumor latency, i.e., the time to recurrence following surgery. The effect has 
variously been attributed to extended mitotic arrest of tumor-propagating cancer stem 
cells and their progeny (Fig.  2.1a )  [  19,   20  ]  and immune response  [  21,   22  ] . But inter-
ruptions to growth may also occur at the population level. As mentioned, a major bar-
rier to tumor development can be the natural impediment of diffusion-limited nutrient 
availability. For non-angiogenic tumors, this causes them to become dormant at less 
than a millimeter or so in size, as cells must lie within ~200  m m or so of the nearest 
capillary to be adequately nourished. One way this might be realized is through the 
balanced creation and death of cancer stem cell progeny (Fig.  2.1b ). In addition, for 
those somewhat larger tumors that already evidence a vascular contribution, we pro-
pose that a limitation can be the failure to stimulate the additional vascularization 
required for continued expansion (Fig.  2.1c ). Both types of dormancy would be 
classi fi ed as population-level because the cells themselves are quite active, proliferat-
ing and dying at balanced rates  [  10–  13  ] . Apparently, tumors held in one or the other 
form of population-level dormancy are much more prevalent than overt clinical can-
cers  [  8  ] . Further, it is clear many of these dormant cancers will not progress suf fi ciently 
rapidly to ever pose a disease threat  [  8,   9  ] . Indeed, in the Mayo lung cancer screening 
trial, consisting of chest X-ray and sputum cytology testing  [  23  ] , chest X-ray and spu-
tum testing over 6 years detected 143 lung cancers (90 speci fi cally by screening plus 
53 in connection with clinical procedure) compared to just 87 in the control group. Ten 
more cancers were detected over the next 5 years in the control group, leaving a differ-
ence of 46 cancers that persisted over a 16-year follow-up  [  24  ] . Similar disparities 
between prevalence and clinical incidence have been observed in breast cancer. In a 
consecutive autopsy study of 110 women  [  25  ] , histologically con fi rmed breast cancers 
were detected in 39% of women in the age 40–50 cohort, while only 1% of women in 
this age group actually suffer from the disease. These results underscore the power of 
the tumor–host interaction to impede the course of even con fi rmed cancers.  

 At the same time, there is no guarantee a given lesion will remain nonthreaten-
ing. Almog et al.  [  26  ]  have shown that a non-angiogenic clone of human liposar-
coma can escape dormancy after an extended period (~130 days). In their islet cell 
RIP-Tag model, Hanahan and Folkman  [  27  ]  also found a certain percentage of non-
angiogenic tumors would spontaneously convert, i.e., “switch,” after 13 weeks. 
Considering stages of advancing pancreatic disease, we showed at the molecular 
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  Fig. 2.1    ( a – c ) Three scenarios for tumor dormancy. In  Scenario 1 , cancer cells are arrested in G0/G1. 
As the population cannot proliferate, the barrier of angiogenic competency is not tested (the “car” is 
off). Simple diffusion remains adequate to sustain the population. The population is considered 

 



232 The Host Support Niche as a Control Point for Tumor Dormancy...

level that as disease transits from chronic pancreatitis to pancreatic cancer to metastatic 
disease, there is a progressive upregulation of the large class of pro-angiogenic 
genes, with a simultaneous downregulation of a class of anti-angiogenic genes  [  28  ] . 
The work demonstrated that the angiogenic switch may be triggered over the course 
of an  en masse  pro-angiogenic regulation by the tumor of a large network of normal 
genes associated with vascular control. The extent of genetic involvement in the 
switch would be consistent with a  fi nding by Indraccolo et al.  [  29  ] , who showed that 
a more intense pro-angiogenic stimulus may be required for a pre-vascular lesion to 
breach the diffusion limitation barrier than is required to drive a post-angiogenic 
lesion after the fact (Figs.  2.1b,c ). If so, this does not appear to be an obstacle that 
limits growth of subsequent metastases. The frequent observation of explosive 
growth of pre-vascular metastases after excision of the primary  [  15,   30,   31  ]  is com-
paratively easy to reconcile with the idea that the loss of primary tumor-derived 
angiogenesis inhibitors is suf fi cient to release the metastases from dormancy. In this 
scenario, no second burst of angiogenic activity at the pre-vascular metastatic sites 
is required. On the other hand, it may be argued that the metastatic sites have already 
been pre-conditioned so as to obviate the need for the burst  [  14  ] . A second possibil-
ity for why a pre-vascular lesion may need more angiogenic stimulus is because it 
is nowhere near the tipping point of angiogenic balance in the  fi rst place, so that 
induction of angiogenesis may require more stimulatory upregulation than would 
otherwise be required for growth after a switch. In any event, escape from pre-
vascular dormancy arguably constitutes a major step in cancer progression. At the 
same time, there is no reason to think the original notion of angiogenic balance in 
the post-switch context has now become irrelevant—in fact, the meaning becomes 
more important than ever.  

   The Post-vascular Dormant Tumor 

 Inherent in the notion of a post-vascular dormant tumor is the notion of an ongoing, 
balanced expression of angiogenesis stimulators and inhibitors in the tumor milieu. 
Putting this another way, a dormant tumor that has switched at the level of a pre-
vascular lesion could in principle be restored to a dormant status as a larger, post-vascular 

Fig. 2.1 (continued) pre-vascularly dormant at the cell level. In terms of an angiogenic balance, just 
where the population is relative to the tipping point is unspeci fi ed. In  Scenario 2 , there is no cell cycle 
arrest, but cells are proliferating and dying as the population attempts to breach the angiogenic com-
petency barrier (the “car” is running and pushing against the barrier, but cannot surmount it). The 
population cannot grow, and so is considered pre-vascularly dormant at the population level. Again, 
while the population awaits angiogenic competency, it still remains unspeci fi ed how close it is to 
actually crossing the switch. In  Scenario 3 , the population has previously attained angiogenic com-
petency and breached the angiogenic switch barrier. Because it is now equipped with vasculature and 
in a position to readily grow or regress in response to either a net pro- or an anti-angiogenic stimulus 
(the “car” is free to move forward or backward in response to any forward or reverse throttle), a state 
of neither growth nor shrinkage (stable disease) implies an angiogenic balance       
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lesion through a suitable re-balancing of factors in the niche (Fig.  2.1c ). If this were 
to happen spontaneously, or if the tumor/niche system were to hover at the point of 
angiogenic balance for prolonged periods of time, larger but dormant or very slowly 
growing variants of many clinical tumors should be observable. Such is the case. In 
the breast cancer microlegal autopsy study of 110 women aged 20–54 years  [  25  ] , 
20% had occult tumors, with some reaching >5 mm in size, well beyond the size 
where vascularization would be required. In a directed study of growth rates of 147 
breast cancers based on mammography scans, von Fournier et al.  [  32  ]  found a 
remarkable distribution of doubling times, ranging from 44 to 1,869 days. Tumors 
at the higher end would be considered dormant by most standards. Moreover, at 
detection, the mean diameter of the 147 tumors was 17 mm (95% con fi dence limits: 
15–18 mm), so the dormant and slow-growing lesions observed were certainly post-
vascular. These data suggest that a tumor that escapes pre-vascular dormancy by 
undergoing an angiogenic switch  [  10,   26,   27,   33  ]  may potentially remain near or be 
restored to a dormant or near-dormant state, even as a post-vascular lesion. This is 
important from the standpoint of competing risks, in the sense that the growth may 
be slow enough for the tumor to no longer pose a risk of compromising morbidity 
or survival in that person’s lifetime (Fig.  2.2 )  [  9  ] .  

 Nevertheless, the potential for macroscopic, post-vascular dormancy remains to 
be recognized in the general literature. This is especially curious given that the con-
cept of angiogenic balance  [  34  ]  has often been used to characterize pre-vascular 
dormancy (e.g.,  [  13  ] ), a state where the proximity to the precise tipping point of 
angiogenic induction is quite unclear (Fig.  2.1a , b). In point of fact, the concept may 
better apply to what Kerbel and Folkman  [  35  ]  have termed “stable disease.” This is 
a form of clinically evident dormancy that, because it already possesses a vascular 
component poised to expand or shrink in response to even slight shifts in the angio-
genic state of the microenvironment, is more arguably in a state of angiogenic bal-
ance (Fig.  2.1c ).  

   A Dynamic Carrying Capacity Representation 
for Angiogenesis-Dependent Tumor Growth 

 In a typical ecological system consisting of a population and a de fi ned level of envi-
ronmental support, various quantitative relationships, including the Verhulst equa-
tion and its logistic variants, have been used to describe population growth over 
time  [  36  ] . These generally show the population size  V ( t ) to be exponential initially 
(re fl ecting abundant support vs. demand), but later to exhibit growth deceleration in 
the form of an asymptotic approach to some  fi nal value  K .  K  re fl ects the maximum 
population size the environment can support, otherwise known as the carrying 
capacity of the environment. Models generally presume the level of support  K  is 
 fi xed, with some functional deviations to adjust for technical features, e.g., the point 
of in fl ection (the point ( t  

0
 ,  V ( t  

0
 )) where  d  2  V ( t )/d t  2  = 0) or the rate at which the population 
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approaches its carrying capacity. These principles have proven to be robust enough 
to  fi nd application to tumor growth  [  37  ] . 

 The generalized logistic equation for tumor size  V ( t ) can be expressed in the 
form:

     

αλ
λ

α

⎛ ⎞⎛ ⎞= − ≠ > ≥ <⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
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 In the limit   a   → 0, this reduces to the Gompertz equation:
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  Fig. 2.2    The threat of cancer is determined in the progression phase. Even when the steps leading 
to cancer are completed and a tumor is growing, whether the cancer will ever present as symptom-
atic disease is determined by its rate of progression. If the tumor is growing quickly, symptoms 
followed by potential lethality is a strong possibility. If instead the tumor is growing more slowly, it 
may reach the point of clinical detection, but may not become life-threatening over the normal life-
time of the patient. On the other hand, if the tumor is growing very slowly, such as in the case of 
dormancy or near dormancy, the tumor may not even be diagnosed. In this case, the patient effec-
tively had no disease, even though from a genetic standpoint a cancer was created. Autopsy data 
suggest most of us are in this category, carrying latent disease that will not present itself clinically       
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 The growth rate overall is proportional to   l  , and   a   controls the rate at which 
tumor size approaches the asymptotic limit, i.e., the steepness of the ascending part 
of the curve. The parameter   a   also determines the point of in fl ection, which occurs 

at     ⎛ ⎞= ⎜ ⎟⎝ ⎠+

1/
1

1

α

α
V

K
  for   a   > −1 (or     −= 1e

V

K
  in the Gompertz case). 

 Where we depart from this implementation is in the consideration of the carrying 
capacity  K  as variable, rather than  fi xed. This is necessary to take into account the 
well-established ability of a tumor to induce angiogenesis, which increases nutrient 
delivery to the tumor and thereby permits continued tumor growth. Identifying induced 
vascularization with  K , then, leads to a coupled set of differential equations:

     
d d
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 It remains to solve for the  K  dependence. To do this, we consider the quantitative 
implications of the fact that tumors produce or activate both stimulators and inhibi-
tors of its vascular niche  [  15,   16  ] . Assuming spherical symmetry and a growth rate 
small compared to the distribution of angiogenesis agent, we can write a diffusion-
consumption equation for the concentration  m  of angiogenesis factor within and 
outside a tumor of radius  r  

0
 .
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where  D  2  is the diffusion of agent,  c  is its clearance rate, and  s  is its rate of produc-
tion (we will assume  s  =  s  

0
  inside the tumor and  s  = 0 outside). 

 By making the substitutions

     (a) / and (b) / /r xD c m y x s c= = +    (2.5)  

the equation reduces to the modi fi ed Bessel function of order ½

     
⎛ ⎞+ − + =⎜ ⎟⎝ ⎠

2
2 2

2

d d 1
0,

d 4d

y y
x x x

xx    (2.6)  

which has two linearly independent solutions. If we choose the  fi rst to be  fi nite at 
 x  = 0, and the other to be  fi nite as  x  → ∞, they become:

     1 2

sinh( ) exp( )
and

x x
y y

x x

−
= =    (2.7)   

 From Eq. ( 2.5 ) and assumptions about  s , these expressions immediately yield the 
agent concentrations inside and outside the tumor

     
0

inside outsidesinh and exp
sA r c B r c

m m
r D c r D

⎛ ⎞ ⎛ ⎞−
= + =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠    (2.8a)  
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where A and B are constants. The constants are solved for by having the two 
solutions and their derivatives be continuous across the tumor boundary at  r  =  r  

0
 . 

We obtain

     

0 0 0

0 0 0 0

A 1 exp and

B cosh sinh .

s D r c r c

D Dc c

s D r c r c r c

D D Dc c

⎛ ⎞ ⎛ ⎞− −
= +⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠

⎛ ⎞⎛ ⎞ ⎛ ⎞
= −⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠⎝ ⎠

   (2.8b)   

 To assess the action of angiogenesis stimulators and inhibitors, we now take into 
account the relatively slow clearance of endogenous inhibitors and the relatively 
fast clearance of endogenous stimulators  [  15,   16,   38,   39  ] . 

 We consider the two limiting cases  c  <<  D  2 / r   
0
  2   and  c  >>  D  2 / r   

0
  2   and values of  r  near 

or inside the tumor.

     
≈ − ≈

3
2 2 2 20 0 0

0 inside 0 outside2 2
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6 3
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s s r
c D r m r r m
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   (2.9b)   

 The concentration pro fi les are shown in Fig.  2.3 .  
 It is clear from Case 1 that at any location  r  

0
    f  near or within the growing tumor (i.e., 

for 0  £   f  <  » 1), the concentration of inhibitor is increasing as the square of the tumor 
radius, or as  V    2/3 . The inhibitor term in the growth rate  f  ( K ,  V ) of the carrying capacity 
 K  would therefore be expected to be proportional to  V    2/3 . By contrast, stimulator con-
centration does not increase at all anywhere, so can be said formally to increase as  V  0 . 
It could also be said to increase as  V / K , which also has zero net volume scale. We 
decided on the latter because tumors were thought not to display transient oscillation in 
tumor size for smaller tumors, as the use of V0 predicts theoretically, although in retro-
spect, it appears some oscillations in tumor size for small tumors do take place. In any 
event, the choice of  V/K  is not expected to alter the results dramatically. 

 The form for the carrying capacity growth rate  f ( K ,  V ), then, becomes  aV / K – bV    2/3 . 
Eq. ( 2.3b ) becomes

     = − 2/3d
.

d

K
aV bKV

t    (2.10)   

 As a con fi rmation of these results, we previously performed animal experiments 
where we implanted Lewis lung tumors subcutaneously in the  fl anks of C57Bl/6 
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  Fig. 2.3    Tumor growth is dictated by the pharmacokinetics of tumor-derived angiogenic stimula-
tion and inhibition. The observation that a tumor produces both angiogenesis stimulators and 
inhibitors, and that the inhibitors are cleared much more slowly, has important implications for 
tumor growth. ( a ) Mathematical analysis shows that, in the extreme case of very fast clearance of 
stimulators and very low clearance of inhibitors, stimulators maintain a constant concentration 
within the tumor independent of its size. Stimulator concentration away from the tumor is negli-
gible (rectangular function shown in yellow). Meanwhile, inhibitor concentration tends to grow 
at a rate proportional to the square of the tumor radius  r  

0
  everywhere (bell-shaped function in 

yellow grows in height as  r  
0
 ). ( b ) The faster accumulation of inhibitor everywhere assures that 

inhibitor will eventually overtake stimulator, causing the tumor to become dormant (stable dis-
ease). While this is a predicted outcome for any tumor, whether this happens before it becomes 
symptomatic or life-threatening will depend on individual patient circumstance. In any case, 
shifting the angiogenic state of the tumor environment towards inhibition, e.g., with therapeutic 
intervention, could cause stable disease to occur at a point consistent with host viability. Such a 
strategy of chronic tumor maintenance may comprise a favorable alternative to eradicative-intent 
treatments in some situations       
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mice  [  17  ] . This was the model used by O’Reilly et al.  [  15  ]  in their study of angiosta-
tin, which was actually  fi rst isolated from this tumor. We observed tumor growth in 
a normal setting and in settings where angiogenesis inhibitors (angiostatin, endosta-
tin, and an exogenous inhibitor TNP-470) were introduced exogenously by various 
schedules. The goal was to see if the model as derived could explain tumor growth 
and in particular, the effect of angiogenesis stimulation and suppression by the 
tumor on its own growth. For the purpose of modeling the inhibitor injections, we 
appended a term –d Ke ( t ) to Eq.  2.10  to account for background antiangiogenic drug 
administration.

     
2/3

inh0

d
( ), where  ( ) ( )exp( ( ))

d

tK
aV bKV dKe t e t r t c t t dt

t
= − − = − −′ ′ ′∫    (2.11)  

Here, e( t ) is the concentration of injected inhibitor,  r ( t  ¢ ) is the rate of injection of 
inhibitor (in practice, nearly an impulse function), and  c  

inh
  is the clearance rate of the 

injected inhibitor. We assumed basic exponential clearance pharmacokinetics. 
 We  fi t the model to control growth of tumors, solving for the tumor–host param-

eters   l  ,   a  ,  a , and  b  ( fi nding   a   to be about zero, giving us a Gompertz form for 
Eq.  2.5a ) then tested its predictive power for cases where the systemic environment 
was arti fi cially made angio-inhibitory by injection, supplementing any tumor-de-
rived angiogenesis inhibition. Tumor responses under the three antiangiogenic 
agents were used to calculate the inhibitor effectiveness coef fi cient  d  and the clear-
ance rate  c  

inh
  for each agent in the equation for e( t ). We were able to con fi rm that 

clearance rates for the administered inhibitors angiostatin and endostatin were 
indeed quite long, supporting the same assumption made for the action of the endog-
enous inhibitor activated by the Lewis lung tumor (angiostatin). Our data also pre-
dicted  de novo  that TNP-470 should be quite effective in terms of its suppression per 
unit concentration per unit time, but that its effectiveness is likely limited by a rela-
tively fast clearance rate compared to the other inhibitors examined. This is sup-
ported by direct pharmacokinetic analysis  [  40  ] . The behavior of  K / V  with time is 
shown in Fig.  2.4a . Of note,  K  is not simply advancing marginally ahead of  V , as 
might be expected if it is just accommodating the growing nutritional needs of the 
tumor, nor is the ratio monotonically decreasing, as would be expected if the growth 
were in accordance with Gompertz or any conventional logistic form with a  fi xed 
carrying capacity. Instead, an entirely new form is revealed, de fi ned by an active 
advancement of carrying capacity well ahead of growth early on, followed later by 
an equally active curtailment of carrying capacity, and thus tumor growth.   

   The Mathematics of Control of Distant Metastases 

 A basis for thinking about the tumor-metastasis system is laid out in general terms 
by the  fi nding that tumors are capable of producing stimulators and inhibitors of 
angiogenesis, with the inhibitors generally having longer half-lives. That this may 
translate to distant control of a metastatic site is suggested by the solutions to our 
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original dynamic carrying capacity construct for the distribution of angiogenesis 
factor within and outside the tumor. It is seen that the inhibitor can accumulate at 
some distance from the tumor, while stimulator does not accumulate, despite tumor 
size. Of course, we used extremes of clearance rate to model this point. In fact, 
while inhibitors do generally have more persistence, there will be a variation in 
clearance rates, with some of the stimulators on the more slowly clearing end of the 
spectrum perhaps having an in fl uence comparable to that of inhibitors that happen 

  Fig. 2.4    The dynamic carrying capacity model for the progression-level bottleneck of angiogen-
esis we previously derived based on murine studies ( a ) was demonstrated to be predictive of angio-
genesis-dependent breast tumor growth humans ( b ). In the human data, growing tumors call for 
proportionally quickly rising support/tumor ratios  K  

m
 / V  

m
  early on (7.62–45.1), then a collapsing 

ratio later on (45.1–2.5). This reveals an active tumor–host dynamic that is inconsistent with sim-
ple vascular induction due to nutrient demand. It is also inconsistent with conventional Gompertz 
or logistic growth dynamics. That the basic dynamic applies to both mice and humans points to a 
conserved mechanism that may have an origin in organogenesis       
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to be on the more quickly clearing end. One would have to consider the details of 
each instance. For now, we do know there is some connection between the growth 
of metastasis and signals from the primary. There are a number of reports citing 
increased vascular density in metastases after removal of the primary  [  41  ]  and 
increased detection of metastases overall  [  42  ] .  

   Human Cancers 

 To test how our “dynamic carrying capacity” interpretation of angiogenic control of 
tumor growth carries over to the human circumstance, we have begun to study the 
growth of 420 nondormant, untreated breast tumors as part of a study conducted at 
the University of Heidelberg  [  37  ] . As the data for each patient  i  come in the form of 
volume scans  V  

ij
  corresponding to scans j = 1, …,  n  

i
 , with the  fi rst scan being assigned 

a time   t   
i1
  = 0 days, the objective was to merge the scan data across patients to permit 

a global analysis of tumor/vascular development to compare to that performed with 
the mouse data. To do this, we again applied the general logistic growth relationship 
Eq. ( 2.1 ), but to  fi rst derive a sense of absolute times to associate with the scans, we 
regressed the data onto the solution to Eq. ( 2.1 ) expressed as

     0( , , ) for 0, 0, 0, ( ) .λ α λ= ≠ > ≥ <t f K V a t V t K    (2.12)   

 Here,  V  
0
  is the tumor size at tumor age  t  = 0, assumed to be one cell, i.e., 

1.0 × 10 −6  mm 3 . The objective of the regression was to  fi nd formal expressions for the 
overall   l   and time offsets  T  

i
 ( K ,   a  ) for the scan data ( t  

ij
 ,  V  

ij
 ) of Patient  i  that would 

translate that patient’s scan times   t   
ij
  into estimated absolute tumor ages  t  

ij
  (=   t   

ij
  +  T  

i
 ( K , 

  a  )) based on the collective behavior of the intra-patient tumor volume measurements. 
We then reinserted these formal expressions back into the solution of Eq. ( 2.1 ), now 
written more conventionally using ln( V ( t )/ V  

0
 ) as the dependent variable:

     0 0ln( ( ) / ) ( , , , ).V t V g K V t= a    (2.13)   

 Finally, we used Eq. ( 2.13 ) to perform another regression of the data ( t  
ij
 ( K ,   a  ), 

 V  
ij
 ) to  fi nd the best  fi t with respect to  K  and   a  , thereby solving explicitly for  K ,   a  , 

and so the  t  
ij
  themselves. With the tumor data points thus rendered in the form ( t  

ij
 , 

 V  
ij
 ) for the  j th scan of Patient  i , we then re fi t to Eq. ( 2.13 ) subsets of these data lying 

in the volume cohorts 0 <  V   £   V  
m
 , for  V  

1
  = 100 mm 3 ,  V  

2
  = 250 mm 3 ,  V  

3
  = 500 mm 3 , 

 V  
4
  = 1,000 mm 3 ,  V  

5
  = 2,000 mm 3 ,  V  

6
  = 5,000 mm 3 ,  V  

7
  = 15,000 mm 3 , and 

 V  
8
  = 215,600 mm 3  to  fi nd analogous parameter values  K  

m
 ,   a   

m
 , and   l   

m
  corresponding 

to each of these cohorts. These  fi ts included a  fi nal one to the full cohort 
( V  

8
  = 215,600 mm 3 ), which contained all tumor measurements (the largest tumor 

size measured was 215,600 mm 3 ). This last  fi t was not redundant to the original that 
allowed us to solve for  K ,   a  , and  t  

ij
  in the  fi rst place, because the full cohort  fi t was 

done with explicit knowledge of the  t  
ij
 , just as with the other cohort  fi ts. Times cor-

responding to the arbitrary  V  
m
  values were inferred from the full-cohort  fi t to 
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Eq. ( 2.13 ), and plotted against the ratio of  K  
m
 / V  

m
  surmised from each of the cohort 

 fi ts  m  = 1, …, 8. The overall intent of this cohort analysis was to crudely trace out 
the dynamic behavior of  K / V  as a function of tumor age by independent methods to 
compare with that of the animal model. 

 What we found is shown in Fig.  2.4b . Of note, both in this case (Fig.  2.4b ) and 
in the mouse (Fig.  2.4a ), there is a slightly left-skewed curve describing how the 
ratio of carrying capacity (vascular support)  K  leaps well ahead of tumor size  V  
initially, then almost as rapidly descends so as to cap off the potential tumor size. 
The human data thus corroborates the  fi nding in mice; that tumor support is not 
passively controlled (e.g., by need for O 

2
 ), as originally believed, but is dynami-

cally reset by the tumor throughout growth, up to a point where a tumor will start 
to curtail its own growth (approach a dormant state) through active capping of 
endothelial support. Whether it can attain this state soon enough to be host-viable 
will depend on the precise case-speci fi c details of the tumor–niche interaction, as 
modi fi ed by therapeutic intervention. The potential signi fi cance of this reciprocal 
tumor–host dynamic is also glimpsed in work by Kaplan et al.  [  14  ] , where it is 
shown that homing of VEGFR1-positive hematopoietic progenitors to would-be 
sites of tumor metastasis (“pre-metastatic niches”), although a tumor-directed 
event, is a precondition for eventual tumor metastasis to those sites. If the pre-
metastatic conditioning program is blocked, metastases do not occur. Suggesting a 
generalization beyond cancer, Lammert et al.  [  43  ]  and Yoshitomi and Zaret  [  44  ]  
described a control in line with our proposed “endothelio-centric” paradigm  [  17  ]  
for organ development, in that endothelial growth at the organ site is seen to pre-
cede and permit growth of the parenchyma, which in turn controls growth of the 
supporting vasculature. As further support for our hypothesized connection 
between angiogenesis and organogenesis, Greene et al.  [  45  ]  tracked liver regrowth 
after partial hepatectomy, and showed that the regenerating organ plateaus to a 
 fi nal size that varies with the angiogenic status of the host. Mice given angiogen-
esis stimulators during regeneration developed larger-than-normal livers, while 
those given angiogenesis inhibitors had smaller  fi nal liver sizes.  

   Conclusion 

 The notion that cancer often occurs as “stable disease,” a state of post-vascular dor-
mancy viewable clinically, has vital implications for antiangiogenic therapy, and in 
particular how we interpret therapeutic progress towards overcoming the original 
angiogenic switch. Once it is recognized that achieving an angiogenic balance, and 
thus “stable disease,” may be achievable with a macroscopic tumor without shrink-
ing it to microscopic size, this opens the door for new thinking about what consti-
tutes successful response. Current notions of “complete or partial response,” 
referring to total or partial tumor shrinkage as measures of the effectiveness of 
classic maximum tolerated dosing (MTD) regimens, would give way to “failure of 
the tumor to progress,” the likely hallmark of successful antiangiogenic therapy. 
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New therapeutic designs might entail altering the self-imposed theoretical dormancy 
“set point” of the tumor downward to a level consistent with symptom-free disease 
over the lifetime of the patient (Fig.  2.5 ). In this way, the achievement of a tolerable 
equilibrium between tumor and host could stand quite favorably against eradicative-
intent strategies whose very aggressiveness may often be the instrument of their 
own defeat.       
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  Fig. 2.5    Two strategies for tumor therapy compared. Maximum tolerated dosing (MTD) strategies 
and targeted strategies aimed at total tumor eradication hold the promise of cure. For some cancers, 
this is a course with a substantial success rate, albeit often with undesirable side effects. For most 
cancers, however, good responses are often followed by resistance and tumor regrowth, assisted in 
rebound by the host support left behind ( a ). Part of the reason may be that the tumor and its vascu-
lar niche are not being co-suppressed as a unit, which may be better accomplished using more 
chronic treatments that include anti-angiogenics. While cures are no longer the goal, stable disease 
consistent with excellent quality of life may be achievable ( b )       
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  Abstract   While it is well established that an angiogenic switch marks escape from 
tumor dormancy in xenograft models, the molecular pathways involved in the con-
trol of tumor cell proliferation or survival by angiogenesis remain substantially 
uncharted. We recently demonstrated that signals stemming from angiogenic 
endothelial cells (EC) regulate the behavior of dormant cancer cells. Speci fi cally, 
we observed that the Notch ligand Dll4, induced by angiogenic factors in EC, 
triggers Notch3 activation in neighboring tumor cells and promotes a tumorigenic 
phenotype. Evidence that Notch signaling is involved in tumor dormancy was 
further strengthened by the observation that MKP-1 levels—a broadly expressed 
phosphatase—are controlled by Notch3 by regulation of protein ubiquitination and 
stability. Notch3 and MKP-1 levels are consistently low in dormant tumors, and this 
is accompanied by relatively high levels of phosphorylated p38, a canonical MKP-1 
target previously associated with maintenance of tumor dormancy. These results 
elucidate a novel angiogenesis-driven mechanism involving the Notch and MAPK 
pathways that controls tumor dormancy. More in general, angiogenic EC could 
form part of the vascular niche, a specialized microenvironment which appears to 
regulate metastatic outgrowth and future studies are needed to clarify the contribu-
tion of EC in the regulation of cancer stem cell behavior in the niche. 

 The notion that EC could communicate signals to tumor cells raises questions 
about the possibility of achieving tumor dormancy by counteracting angiogenesis. 
In experimental tumors, anti-VEGF drugs typically prune the newly formed vascu-
lature, thus reducing microvessel density, blood  fl ow, and perfusion. These drugs 
eventually increase hypoxia and cause tumor necrosis but dormancy is rarely 
observed. Our group recently reported that anti-VEGF therapy causes a dramatic 
depletion of glucose and an exhaustion of ATP levels in tumors. Moreover, we found 
that the central metabolic checkpoint LKB1/AMPK—a cellular sensor of ATP levels 
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that supports cell viability in response to energy stress—is activated by anti-VEGF 
therapy in experimental tumors and it has a key role in induction of sustained tumor 
regression. These functional links between activation of the LKB1/AMPK by anti-
angiogenic therapy and tumor dormancy suggest a role for metabolism in the regu-
lation of this phenomenon.  

  Keywords   Angiogenesis  •  Notch  •  Dll4  •  MKP-1  •  VEGF  •  LKB1  •  AMPK      

   Aim of the Chapter 

 Tumor dormancy is a condition de fi ned by the presence of fully transformed cells 
which do not cause symptomatic cancer  [  1  ] . Existence of this phenomenon in 
patients is supported by various observations, including very late relapses of cancer 
(especially, melanoma, breast, and renal cancer)  [  2  ] , the development of cancer of 
donor origin following organ transplantation  [  3  ] , and the common detection of dis-
seminated tumor cells (DTC) in patients lacking bone marrow metastasis  [  4  ] . 
However, progress in decoding the molecular mechanisms behind clinical tumor 
dormancy has been very low, in part due to the dif fi culties of obtaining samples of 
dormant tumor cells from patients. 

 In preclinical models, dormant tumor cells exist either as solitary cells inter-
spersed into organs or, alternatively, as non-angiogenic subcutaneous tumors 
or micrometastases. Cancer cells found in the context of spontaneous or experimen-
tal quiescent metastasis are generally in proliferation-arrested or low-proliferation 
conditions  [  5–  9  ] . In contrast, in angiogenesis-dependent models of tumor dormancy, 
a balance of proliferation and apoptosis is generally observed  [  10–  14  ] . The mecha-
nisms involved in the regulation of the behavior of single, quiescent cells and micro-
metastatic foci are likely different. This chapter describes the signaling pathways 
which might be triggered by the angiogenic switch or by anti-angiogenic therapies in 
tumors and discuss possible implications for tumor dormancy.  

   The Angiogenic Switch and Tumor Dormancy 

 Failure to induce an angiogenic response has been considered of paramount impor-
tance in the establishment of the dormant state of tumors which have passed the 
pre-angiogenic stage  [  15  ] . The escape of tumors from dormancy is considered to 
depend, at least in some experimental systems, on the “angiogenic switch,” a dis-
crete event that can be triggered by various signals including genetic mutations, 
hypoxia and other metabolic stress, mechanical stress, and the immune/in fl ammatory 
response  [  16  ] . In some cases, angiogenic pro fi ling of early and late cancer samples 
has shown that the latter often acquire expression of a broader angiogenic pattern 
 [  17  ] , thus supporting the hypothesis that tumors abandon dormancy due to increased 
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angiogenic output. As human tumors often contain cell populations heterogeneous 
in angiogenic activity  [  13  ] , spontaneous progression of non-angiogenic lesions to 
the angiogenic phenotype could occur following a selection process. In this regard, 
the notion that dormant tumors often contain cycling cells may in part explain their 
evolution to aggressive tumors; cell proliferation is likely to contribute by favoring 
the emergence of angiogenic clones or tumor cells otherwise able to escape from 
starvation imposed by insuf fi cient nutrients supply. Alternatively, micrometastases 
may escape dormancy due to lack of a systemic control, such as the disappearance 
of circulating angiogenesis inhibitors (e.g., angiostatin or endostatin)  [  18,   19  ]  or 
loss of control by the adaptive immunity  [  20,   21  ] . 

 Although the importance of the angiogenic switch during tumor progression is 
 fi rmly established, it is assumed that a sustained production of angiogenic factors is 
required for tumor growth. In different tumor models, these factors can be released 
by (1) the tumor cells themselves, (2) tumor-in fi ltrating host in fl ammatory cells, or 
(3) resident  fi broblasts. Dormancy could theoretically arise from interference with 
any of these sources of angiogenic factors, depending on the model considered, as 
extensively reviewed elsewhere  [  22–  26  ] . Hypoxia and necrosis are often found in 
solid tumors and could contribute to the angiogenic switch both by up-regulating 
pro-angiogenic factors such as VEGF and CXCL12 through induction of hypoxia 
inducible factor 1 a (alpha) HIF-1 a (alpha)  [  27  ] , or by recruitment and activation of 
pro-angiogenic myeloid cells through necrosis-mediated mechanisms  [  28  ] . It should 
be considered that the glycolytic phenotype of cancer cells is directly associated 
with the extent of necrosis in some tumor models  [  29  ] , thus suggesting that certain 
metabolic features of cancer cells (i.e., the Warburg effect) could indirectly control 
the angiogenic switch. 

 Transgenic mouse models which develop spontaneous tumors via well-de fi ned 
stages provide a valuable resource to investigate several aspects of the angiogenic 
switch. In several of these models, indeed, the development of foci of transforma-
tion is strictly associated with the induction of a neo-vasculature  [  30–  34  ] . VEGF is 
often involved in the angiogenic switch, as observed for instance in the TRAMP 
model of prostatic cancer, where its expression marks the transition from pre-
angiogenic to angiogenic PIN lesions  [  33  ] . In this and other models, up-regulation 
of pro-angiogenic molecules appears to be partly driven by hypoxia through 
HIF-1 a (alpha) accumulation, which occurs as a consequence of increased cell pro-
liferation  [  33  ] . In other transgenic models, such as the Rip Tag model of pancreatic 
cancer and the K14-HPV16 model of cutaneous squamous cell carcinoma, 
hematopoietic cells in fi ltrating the tumors release MMP-9, a metalloproteinase 
that in turn makes extracellular matrix-bound VEGF biologically active and brings 
about the angiogenic switch  [  35–  38  ] . 

 In apparent contrast with the dominant view that tumor growth demands sus-
tained angiogenesis, a few years ago we observed that a short-term angiogenic burst 
may also suf fi ce to break dormancy. Poorly angiogenic human T acute lymphoblas-
tic leukemia cells (T-ALL) failed to form tumors in NOD/SCID mice; microscopic 
or small, dormant tumors containing viable cancer cells were found to persist in vivo 
in the injection sites. Our key  fi nding was that the local co-injection of angiogenic 
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third-party cells or a single injection of the angiogenic factor bFGF interrupted the 
state of cell dormancy by providing a temporarily limited and spatially con fi ned 
angiogenic burst  [  12  ] . Once angiogenesis was switched on, and endothelial cells 
(EC) had escaped from their quiescent state, low level production of angiogenic 
factors by the tumor cells suf fi ced to allow progressive tumor growth. Overall, these 
 fi ndings were summarized in a hypothesis that we termed “spike hypothesis”  [  12  ] . 
We hypothesized that an induction threshold has to be overcome to start the process 
of neoangiogenesis in the tumor microenvironment. This threshold may be physi-
cally represented by the amount of angiogenic factors required to turn quiescent EC 
into proliferating cells that is conceivably higher than levels required to keep them 
proliferating, which de fi ne the maintenance threshold  [  12  ] . In this regard, it could 
be predicted that a short-term exogenous “spike” of angiogenic factors within the 
tumor microenvironment could suf fi ce to start the process of angiogenesis and 
tumor growth. As an implication of this hypothesis, large tumors may not necessarily 
be formed by highly angiogenic cells, assuming that they passed through an angio-
genic phase during their early phases of development. What could bring about the 
“spike” in quiescent tumors? In our opinion, in fl ammation could represent a rela-
tively common event capable of delivering a timely regulated and localized angio-
genic switch. In this respect, although frank in fl ammation is not often encountered, 
a sort of smouldering in fl ammatory reaction, mainly sustained by myeloid cells of 
the monocyte/macrophage lineage, is commonly observed in tumors, including 
clinical samples (for a review see references  [  39,   40  ] ), and there is sound evidence 
of its contribution to tumor angiogenesis  [  41,   42  ] . Since in our experimental model 
transient angiogenesis triggered the outgrowth of a population of subcutaneously 
injected tumor cells  [  43  ] , one cannot conclude whether or not this mechanism 
might contribute to reactivation of isolated dormant cells. However, Husemann 
et al. recently showed that quiescent DTC from transgenic NeuT mice can be 
recruited into proliferation following bone marrow transplantation into irradiated 
non-transgenic recipients  [  44  ] . Speculatively, poorly characterized events related to 
irradiation (such as in fl ammation) might have contributed to unmask the tumorigenic 
potential of DTC.  

   Angiogenesis Triggers Both Positive and Negative 
Regulatory Signals in Tumor Cells: Implications 
for the Homeostasis of Cancer Stem Cells 

 Recent studies have shown that a specialized microenvironment, termed niche, 
could be required to support cell subpopulations endowed with stem cell potential 
 [  45  ] . The principal function of the niche is not merely to provide a docking site, but 
also to dynamically modulate stem cell function, normally maintaining stem cells in 
a quiescent state and activating their proliferation under conditions of physiologic 
challenge  [  46  ] . 



413 Insights into the Regulation of Tumor Dormancy by Angiogenesis…

 Several reports highlight the importance of EC for the promotion of stem cell 
survival. Glioblastoma stem cells, for example, appear to depend on a vascular niche 
for their survival. The  fi rst observation supporting this hypothesis was provided by 
the study of Bao et al., who showed that high-level production of VEGF by stem 
cell-like glioma cells might contribute to their tumorigenic potential  [  47  ] . Calabrese 
and colleagues, however, were the  fi rst to provide conclusive evidence that stem 
cells from various brain tumors are maintained within vascular niches that mimic 
the neural stem cell niche  [  48  ] . Importantly, by co-transplanting brain tumor cells 
and EC into immunode fi cient mice, it was found that EC-derived factors promote 
tumor formation in the brain. These results were supported by a subsequent study 
which showed that C6 rat glioma cells with stem cell features are also maintained 
by factors secreted by EC  [  49  ] . More recently, the existence of a vascular niche 
relevant for the establishment of liver metastasis has been validated in colon cancer 
models  [  50  ] . 

 Tumor cells can also program the niche at distant sites of colonization, as 
elegantly shown by Lyden and co-workers  [  51  ] , who analyzed the cellular events 
leading to the formation of the “pre-metastatic niche” in distant organs. By  fl ow 
cytometry and immuno fl uorescence studies, these authors showed that hematopoi-
etic progenitor cells (HPC) labeled with green  fl uorescent protein arrive and form 
clusters of cells in the tissue parenchyma before establishment of metastasis. These 
HPC express the VEGF receptor 1 (VEGFR1) along with other hematopoietic 
markers, including CD34, CD11b, c-kit, and Sca-1. A critical anchor for HPC is 
 fi bronectin, which is newly synthesized by resident  fi broblasts and  fi broblast-like 
cells and interacts with the integrin VLA-4, which is expressed by VEGFR1 +  HPC, 
thus allowing their adherence and initiation of cellular cluster formation  [  52  ] . This 
pre-metastatic niche assembled by VEGFR1 +  HPC, EC,  fi bronectin, and other com-
ponents, such as tenascin C (TNC)  [  53  ] , provides a marked support to metastasis 
growth, and its disruption has been hypothesized to predispose to tumor dormancy 
 [  52  ] . These seminal studies highlight the existence of a specialized microenviron-
ment, termed “niche,” and the metastasis-promoting role of soluble factors pro-
duced by EC or HPC or by ECM components. 

 Our group has recently investigated the possible involvement of a cell-to-cell 
interaction in the escape from tumor dormancy. Using a model of angiogenesis-
dependent dormancy of T-ALL cells  [  12  ] , we found that bFGF induces expression 
by the EC and other stromal cells of Dll4, a ligand of the family of Notch known 
to regulate Notch signaling during angiogenesis  [  54  ] . Dll4 appears to interact with 
Notch 3, which is abundantly expressed by leukemia cells, and activates Notch 3 
signaling in the T-ALL cells, which protects them from apoptosis and initiates 
progressive tumor growth  [  55  ] . Other Notch paralogs could also be activated by 
ligands expressed by angiogenic EC in other tumor types. 

 One of the mechanisms downstream of Notch3 in this tumor model involves 
MKP-1—a broadly expressed phosphatase—whose levels are controlled by Notch3 
by regulation of protein ubiquitination and stability  [  56  ] . Notch3 and MKP-1 levels 
are consistently low in dormant tumors, and this is accompanied by relatively high 
levels of phosphorylated p38, a canonical MKP-1 target previously associated with 
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maintenance of tumor dormancy  [  57–  59  ] . Interruption of dormancy by angiogenic 
factors is accompanied by increased MKP-1 expression and reduction of phospho-
rylated p38/ERK levels. MKP-1 seems indeed to be essential in this tumor model, 
as its attenuation by shRNA maintains dormancy  [  56  ] . On the other hand, MKP-1 
overexpression in dormant tumor cells does not lead to progressive tumor growth 
(unpublished data), thus indicating that MKP-1 does not fully replace Notch signal-
ing in this model. 

 These  fi ndings suggest that EC embedded in tissues undergoing angiogenesis 
may communicate activation signals to tumor cells mediated by the Notch-Dll4 
molecular interaction, which contributes to the switch towards an aggressive pheno-
type (Fig.  3.1 ). Intriguingly, Dll4 expression by the EC is an early event which 
precedes perfusion of the newly formed blood vessels; later on, angiogenesis sup-
ports further tumor growth by supplying oxygen and nutrients to tumor cells, 
according to its canonical function (Fig.  3.1 ).  

 As Notch receptors and ligands are commonly expressed in solid tumors  [  60  ] , we 
speculate that regulation of Notch activation by the tumor microenvironment could 
occur quite frequently, although consequences on tumor growth could largely vary 
depending on the cellular context considered and the intensity/duration of the sig-
nals. In line with this hypothesis, Sansone et al. recently described Jagged-1-
dependent activation of Notch3 signaling in breast cancer cells and its implications 
in the regulation of stem cell features  [  61  ] , and there is increasing evidence of the 
importance of this triggering mechanism in colon cancer  [  50,   62  ] . Notably, new 

  Fig. 3.1    Positive signals stemming from angiogenic blood vessels regulate tumor growth.  Left 
panel : cancer cells incapable of inducing the angiogenic switch remain dormant in tissues due to a 
balance between proliferation and apoptosis. These cells receive limited oxygen and nutrient sup-
ply from the existing vasculature. Notch receptors are expressed on tumor cells but ligands (Dll4) 
expression in the tumor microenvironment is low.  Mid panel : an exogenous angiogenic switch, for 
instance due to in fl ammation and recruitment of angiogenesis-promoting haematopoietic cells, 
such as macrophages, activates EC proliferation and migration and stimulates EC expression of the 
Notch ligand Dll4. Re-modeling of existing vessels allows for cell-to-cell contacts between tumor 
and EC followed by triggering of Notch signaling in tumor cells. Augmented Notch activation 
conveys a survival signal into tumor cells which can favor proliferation over apoptosis. Escape 
from tumor dormancy begins in a pre-perfusion phase.  Right panel : upon completion of the angio-
genic process, functional new blood vessels are in place and feed tumor cells thus allowing further 
expansion of the tumor mass       
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 fi ndings indicate that TNC, a component of the extracellular matrix whose expres-
sion is elevated during in fl ammation, can be downstream of Notch in certain tumor 
cells  [  63  ]  and further stimulates Notch signaling, hypothetically by acting as non-
canonical Notch ligand  [  53  ] . This feed-forward loop further highlights the complex-
ity of regulation of Notch signaling by the tumor microenvironment. It remains to 
be determined whether pathway-activating signals within the metastatic niche are 
delivered selectively to speci fi c subsets of tumor cells, such as cancer stem cells. 

 Ultimately, this novel role of angiogenesis in tumors is not unexpected. EC were 
indeed known to enhance neurogenesis and to promote formation of pancreatic and 
liver tissue independently of their ability to form vasculature  [  64–  66  ] . Moreover, 
angiogenesis has been hypothesized to control tissue mass in the prostate  [  67  ] . In 
liver, activation of VEGFR1 on sinusoidal EC results in the paracrine release of 
hepatocyte growth factor, IL-6, and other cytokines that stimulate the proliferation 
of hepatocytes  [  68  ] . In liver, it is possible that anti-angiogenic drugs like sorafenib—
which block VEGFR1 signaling and are used to treat hepatocellular carcinoma 
 [  69  ] —might interfere with EC-tumor cell communication, although this has not 
been experimentally addressed so far. 

 It is also important to stress that EC can also send negative signals to tumor 
cells. In this respect, it was previously reported that interaction of KAI1 on tumor 
cells with DARC on EC can suppress the metastatic properties of prostate cancer 
cells  [  70  ] . Adhesion of KAI1 +  tumor cells to DARC +  EC inhibited cell prolifera-
tion, reduced cell survival, and induced senescence markers p21 and TBX2 in the 
tumor cells. The translational relevance of this observation for patients is, however, 
still unknown. 

 In conclusion, there is some evidence that EC may regulate proliferation of nor-
mal or transformed cells, either through secreted signaling molecules or intercellu-
lar contacts.  

   Counteracting the Angiogenic Switch with Anti-VEGF 
Drugs: Implications for Tumor Dormancy 

 The notion that angiogenic EC may signal to tumor cells has provoking theoretical 
implications for anti-angiogenic therapy. Will regression of the vasculature down-
regulate key oncogenic pathways in tumor cells and promote tumor dormancy? 
Conceivably, EC-mediated activation of oncogenic signaling pathways (such as 
Notch) will be critical only for the subset of tumors which depend on paracrine or 
third-party stimulation (Fig.  3.2 ). A clinical setting where this mechanism could be 
important is when anti-angiogenic therapy is administered to patients with micro-
scopic metastases, following surgery of the primary tumor.  

 Alternatively, one could expect that anti-angiogenic therapy causes cancer cell 
death—due to oxygen and nutrients starvation—thus perturbing the homeostasis of 
quiescent cancer stem cells. This scenario—quite possible in established tumors—
would ultimately favor relapse, as opposed to dormancy (Fig.  3.2 ). 
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 If we consider clinical studies, tumor dormancy was not observed in patients 
treated with  fi rst generation anti-angiogenic drugs such as sunitinib or bevacizumab, 
although prolonged disease stabilization was occasionally reported. Remarkably, 
radiologic results have been quite heterogeneous. In some cases, tumors respond to 
anti-angiogenic therapy by decreasing tumor volume by more than 33%, qualifying 
it for a partial response according to RECIST criteria (response evaluation criteria 
in solid tumors). In most patients, however, signi fi cant changes in tumor density 
with no decrease in tumor dimensions are observed. This is often associated with 
central tumor cavitation and necrosis  [  71  ] , an observation which suggests that 
VEGF blockade may perturb the energy balance in cancer cells. 

 Stimulated by these clinical observations, in a recent study we investigated 
how metabolic parameters contribute to determine the pathologic response to 
VEGF blockade in tumor xenografts  [  29  ] . A landmark observation of our study 
was that the level of “glucose addiction” of tumor cells dictates the amount of 
necrosis caused by angiogenesis inhibition. This was explained by the fact that 
VEGF blockade acutely perturbs glucose levels in tumor xenografts, as shown by 
bioluminescence metabolic imaging. Although it is well recognized that very low 
glucose concentrations can be present in large solid tumors, due to their compromised 

  Fig. 3.2    Anti-angiogenic therapy and tumor dormancy: two alternative scenarios can be envis-
aged. ( a ) Vessel regression interrupts signaling between EC and tumor cells, thereby lowering 
activation of key oncogenic pathways in cancer cells, such as Notch, and leading to tumor dor-
mancy. ( b ) Anti-angiogenic therapy kills a large majority of metabolically active tumor cells, due 
to oxygen and nutrients starvation. However, quiescent cancer stem cells survive and are recruited 
into cell division, due to perturbation of homeostatic mechanisms. Proliferation of the surviving 
cells is high and tumor relapse eventually occurs due to acquired resistance mechanisms       
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vascular functions  [  72,   73  ] , with regard to the effects of anti-angiogenic drugs 
previous studies mainly characterized hypoxia changes in tumors, assuming that 
glucose would remain available due to its high diffusion capacity in tissues. Our 
results indicate that this assumption should be revised. Notably, glucose uptake 
was maintained following anti-angiogenic therapy, as shown by  fl uorodeoxyglucose 
PET imaging, indicating that delivery of glucose through the vasculature is not 
compromised despite a substantial decrease in microvessel density  [  29  ] . Similar 
observations were reported in patients with rectal cancer after bevacizumab mono-
therapy  [  74  ] . So it appears that glucose catabolism is very high after anti-angio-
genic therapy—accounting for very low steady-state levels—whereas glucose 
uptake is high. These results are partially explained by HIF-1 a (alpha) accumulation 
in treated tumors. 

    A related study investigated by Magnetic Resonance Spectroscopy (MRS) meta-
bolic changes in glioblastoma following anti-VEGF treatment. The authors observed 
a tendency toward accumulation of lactate, alanine, choline, myo-inositol, creatine, 
taurine, and mobile lipids together with induction of HIF-1 a (alpha) and activation of 
the phosphatidyl-inositol-3-kinase pathway  [  75  ] . This combination of metabolic 
changes has previously been associated with increased hypoxia in human brain tumor 
spectra  [  76  ]  and partially overlaps with our  fi ndings in ovarian cancer xenografts 
 [  29  ] . In patients, radiologic techniques including perfusion CT and dynamic con-
trast-enhanced MRI have shown suppression of tumor vascular permeability induced 
by anti-angiogenic agents, which transiently ameliorates hypoxia and improves 
delivery of chemotherapy  [  77  ] . In any case, following this initial normalization win-
dow, hypoxia and nutrients insuf fi ciency increase, as found in animal models. 

 The marked metabolic changes caused by anti-angiogenic therapy might be 
predicted to activate AMP-activated protein kinase (AMPK), a central metabolic 
sensor found in all eukaryote systems that governs glucose and lipid metabolism in 
response to alterations in nutrients supply and intracellular energy levels, as well as 
cell polarity, cell proliferation, and gene expression regulation  [  78,   79  ] . AMPK is a 
heterotrimer that consists of a catalytic subunit, AMPK a (alpha), and two regulatory 
subunits, AMPK b (Beta) and AMPK g (gamma). There are two distinct isoforms of 
the AMPK a (alpha) subunits designated AMPK a (alpha)1 and AMPK a (alpha)2 
which differ in their tissue speci fi city, subcellular localization, and mechanism of 
activation. Mainly, this protein kinase is activated in response to an increase in the 
AMP/ATP ratio within the cell and it is phosphorylated at Thr-172 in the catalytic 
subunit by upstream kinases including LKB1 or calmodulin-dependent protein 
kinase kinase beta [CAMKK b (Beta)]  [  80,   81  ] . In addition, AMPK can also be acti-
vated by a variety of pharmacological agents, such as metformin and AICAR  [  82  ] . 
AMPK activation reprograms cellular metabolism and enforces metabolic check-
points to stop proliferation by acting on mTOR complex 1 [mTORC1, p53, and 
other molecules  [  83  ] ]. In particular, AMPK acts to restore cellular energy balance 
by promoting ATP generating processes, such as fatty acid beta oxidation, and 
simultaneously by inhibiting ATP consuming processes, such as fatty acid synthe-
sis, gluconeogenesis, and protein synthesis. This is initially achieved by direct phos-
phorylation of some key metabolic enzymes (such as Acetil-CoA carboxylase, 
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ACC) and subsequently by modulation of gene expression  [  84  ] . Several recent studies 
in cell culture models and in vivo have shown that growth of tumor cell lines was 
inhibited by AMPK activation, highlighting this kinase as cancer relevant “druggable” 
target, particularly in combination with chemotherapy  [  85,   86  ] . 

 Since AMPK is activated when intracellular levels of ATP decline and intracel-
lular levels of AMP increase, as often happens during nutrient starvation and 
hypoxia, a certain level of AMPK activation is commonly seen in solid tumors  [  87  ] , 
and we also observed AMPK activation in the peri-necrotic areas of our control 
xenografts  [  29  ] . Moreover, we found that anti-angiogenic therapy increased AMPK 
activation levels in tumors, probably as a consequence of the dramatic glucose 
depletion and ATP level exhaustion, as demonstrated by immunohistochemistry 
analysis of pAMPK and pACC levels in tumor xenografts treated with anti-VEGF 
 [  29  ] . Our results are supported by a clinical study that showed that bevacizumab 
increased total AMPK and pAMPK levels in renal cell carcinoma patients  [  88  ] . 

 AMPK-de fi cient tumor cells are hypersensitive to energy stress-inducing agents 
 [  89,   90  ] . It is thus possible that defects of AMPK activation may in part account for 
the reduced survival of certain tumor cells under glucose starvation and/or hypoxia 
in vitro or anti-angiogenic therapy in vivo. Indeed, in our study highly glycolytic 
cells that failed to activate AMPK developed large necrotic areas after short-term 
anti-VEGF therapy. Intriguingly, attenuation of AMPK a (alpha)2 in poorly glyco-
lytic cells compromised their survival under glucose deprivation in vitro, caused a 
metabolic switch (i.e., increased glycolysis), and increased necrosis in xenografts 
following anti-angiogenic therapy  [  29  ] , thus supporting this hypothesis. 

 How does this impact on the outcome of anti-angiogenic therapy? In the con-
text of established tumors, we may predict that tumors lacking LKB1 or AMPK 
continue to proliferate faster than their AMPK-containing counterparts, but then 
succumb to necrosis owing to the inevitable energy shortage. Necrosis is rarely 
complete in tumors, even following treatment with vascular damaging agents 
which cause acute and profound perturbations of oxygen and nutrients supply 
 [  41  ] . The few tumor cells surviving these treatments, generally located within the 
viable rim of the tumor, account for an expected tumor relapse. Necrosis is also a 
very potent inducer of macrophage recruitment and activation  [  26  ] , and it could 
be foreseen that these hematopoietic cells actively contribute to the angiogenic 
switch, thereby facilitating engraftment of tumors bearing mutations in the LKB1/
AMPK pathway (Fig.  3.3 ). In contrast, tumors with a functional LKB1/AMPK 
pathway and integrity of downstream effectors involved in control of cell prolif-
eration, such as p53, might be driven into a quiescent state (Fig.  3.3 ). Indeed, 
preliminary results from my laboratory using IGROV-1 xenografts—a prototype 
of poorly glycolytic tumors with wild-type p53 and LKB1/AMPK pathways 
 [  91  ] —indicate that prolonged anti-VEGF treatment causes marked tumor regres-
sion not followed by tumor relapse upon discontinuation of anti-angiogenic ther-
apy (unpublished data). Although further studies are needed to investigate 
proliferation and apoptosis in the regressed tumors, our  fi ndings provide initial 
support of the hypothesis illustrated in Fig.  3.3 . Moreover, reintroduction of func-
tional LKB1 in cancer cells lacking endogenous LKB1 activity greatly impaired 
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subcutaneous tumor engraftment in SCID mice, possibly leading to a dormant 
state (unpublished data). In this experimental setting, it is conceivable that limita-
tions on glucose and oxygen diffusion imposed by the initial lack of angiogenesis 
caused activation of an AMPK-mediated metabolic growth checkpoint and growth 
inhibition in LKB1-pro fi cient cells. Altogether, these ongoing studies suggest a 
role for the LKB1/AMPK pathway in angiogenesis-dependent types of tumor 
dormancy.   

   Conclusions 

 Lack of angiogenic potential can explain certain types of tumor dormancy, conceivably 
due to limiting oxygen and nutrients supply. I propose here that angiogenesis could 
play a wider role in the regulation of this phenomenon than currently held. Indeed, 
there is increasing evidence that tumor cells, and in selected instances cancer stem 
cells, need to interact with a vascular niche to fully express their oncogenic poten-
tial. I hypothesize that angiogenesis could be involved in the establishment or the 
maintenance of a tumor-promoting vascular niche around quiescent cancer cells. 
Dissecting the molecular pathways regulated by angiogenic EC in tumor cells, such 
as Notch, will be fundamental for improved understanding of the mechanisms of 
tumor dormancy. 

 If inability to activate the angiogenic switch keeps tumors dormant, why shouldn’t 
be possible to induce tumor dormancy by regressing the established tumor vasculature? 

  Fig. 3.3    Metabolic perturbations caused by anti-angiogenic therapy: predictions for tumor 
dormancy. As recently shown in preclinical models  [  29  ] , glucose and ATP steady-state levels are 
dramatically reduced by anti-VEGF therapy. The LKB1/AMPK pathway is activated: tumor cells 
slow down anabolic processes and cell proliferation, eventually entering quiescence. However, 
if LKB1/AMPK or downstream components are disabled, metabolic processes are not down-
regulated and cell proliferation is not compromised. Tumors initially undergo partial necrosis due 
to energy imbalance, followed by in fi ltration of macrophages and tumor relapse.  N  necrotic area. 
From Zulato E. et al., Metabolic effects of anti-angiogenic therapy in tumors. Biochimie Apr 
2012;94(4):925–931. Modi fi ed with permission from Elsevier Ltd       
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The de fi nitive answer to this question is complex and certainly awaits future work. 
   Impact of angiogenesis inhibition on oncogenic signaling pathways and on the behav-
ior of cancer stem cells and metabolic features of tumors are all examples of topics that 
deserve further investigation. 

 Finally, a key limitation in the tumor dormancy  fi eld is represented by the models. 
Knowledge on mechanisms of tumor dormancy is generally grounded on observations 
in tumor xenografts grown in immunode fi cient mice, owing to the dif fi culty of identi-
fying dormant cells seeded in visceral organs such as the lungs or the liver. Hence, the 
challenge for the future will be to develop new technical approaches which will enable 
us to dissect the molecular pathways involved in the regulation of tumor dormancy in 
preclinical models closer to human cancer, in particular tumor-prone genetically engi-
neered immunocompetent mice. A deeper understanding of tumor dormancy will not 
only lead to future therapeutic targets for cancer, but will identify the minimal number 
of steps that are required to suppress growth of transformed cells.      
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  Abstract   The cancer stem cell hypothesis postulates that only a subpopulation of 
cancer cells in a tumor is capable of initiating, sustaining, and reinitiating tumors, 
while the bulk of the population comprises non-stem cancer cells that lack tumor 
initiation potential. The interactions of these two phenotypically distinct popula-
tions can provoke various nonlinear growth kinetics in the emerging tumor. An envi-
ronmentally independent, intrinsic dormant state is an inevitable early tumor 
progression bottleneck within a range of biologically realistic cell kinetic parame-
ters. In certain conditions, cell kinetics can combine to enable escape to tumor pro-
gression, yielding morphologically distinct self-metastatic expansion of multiple 
self-limiting tumor clones.  

  Keywords   Cancer stem cells  •  Tumor dormancy  •  Self-metastasis  •  Agent-based 
model      

   Introduction 

 It has been a long held paradigm that once a cell has transformed into a cancer cell 
and acquired all required traits  [  1  ]  it will inevitably proliferate, eventually forming 
a clinically presenting cancer. Standard treatment options share the philosophy of 
delivering the maximum tolerable dose to in fl ict maximum gross tumor reduction. 
When the tumor shrinks below clinical detection, complete response or complete 
remission is declared. Often the tumor has been eradicated and treatment indeed 
was successful; in other cases the tumor will grow back more aggressively than the 
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primary tumor, thus worsening patient prognosis  [  2,   3  ] . One potential explanation is 
that conventional treatment, in general, selects for resistant, aggressive sub-clones 
in the tumor  [  4–  6  ] , an idea given some support from the tumor-initiating, or “cancer 
stem cell (CSC)” hypothesis  [  7–  13  ] . If tumor-initiating cells are the engine of tumor 
progression  [  14  ] , then it follows that non-initiating cancer cells may naturally com-
pete with and even hinder tumor-initiating cell dynamics  [  15  ] . The extent to which 
solid tumors remain asymptomatic at small sizes marked by balanced cell prolifera-
tion and cell death lends support to this hypothesis  [  16–  19  ] , revealing that cancers 
can exhibit self-limiting kinetics under generalizable circumstances. 

 CSCs are often hailed as the “Holy Grail” of cancer research  [  20  ] , as they are 
assumed to be the sole initiators and drivers of tumor growth, and thus their eradica-
tion may offer targeted tumor treatment without the need to extinguish the entire 
tumor population. CSCs are not derived from somatic stem cells per se, but nonethe-
less conceptually exhibit stem-like behavior of symmetric and asymmetric division 
and possess the unique ability to repopulate a heterogeneous population after 
deleterious insults. CSCs can be enriched through expression of speci fi c surface 
markers, for example in breast (CD44+ CD24−/low;  [  21  ] ), colon (CD133+;  [  22  ] ), 
brain (CD133+;  [  23  ] ), and prostate tumors (CD44+ CD24−;  [  24  ] ). Serial re-trans-
plantation of populations enriched for CSCs can consistently form tumors using 
correspondingly fewer numbers of cells per implant. Interestingly, the new tumors 
mimic the original fraction of cells that express stem cell surface markers  [  21  ] . 
Large numbers of tumor cells not expressing these markers, although apparently 
transformed, cannot initiate new tumors even in immunocompromised mice  [  25  ] . 
Although contributing in substantial proportion to the bulk tumor, these cells can 
retard tumor growth—especially in early stages—as they compete with tumor-driv-
ing CSCs for space, oxygen, and nutrients  [  15  ] . 

 While CSCs have received a lot of attention, the contribution to total tumor 
growth kinetics of their non-stem counterparts has been less thoroughly investi-
gated, if not ignored outright. If CSCs are the subpopulation in a tumor that drives 
progression, then how do the non-stem cancer cells contribute to tumor fate? We set 
out to explore the interactions of CSCs and non-stem cancer cells during early avas-
cular tumor growth. Understanding the interaction of intrinsic cell kinetics that 
combine to keep tumor populations in a dormant state would clearly be an invalu-
able augment to current treatment modalities. A worthwhile therapeutic consider-
ation may then be to ask whether a tumor may be controlled through a strategy of 
chronic containment—i.e., maintaining the tumor in a dormant, nonmalignant state 
by exploiting existing global tumor kinetics that work to thwart those of the more 
aggressive subpopulations of the tumor. Clearly, elucidating such a strategy will 
require a means to identify and track the complicated interactions among the com-
peting subpopulations. To these ends, experimentally validated hybrid mathemati-
cal-computational agent-based models have proven to be powerful tools to quickly 
simulate complex, emerging system dynamics that depend on the behavior of their 
components and their interactions  [  26–  28  ] . Before such agent-based models of 
CSC-initiated tumor growth can be developed, a closer look at the conceptual under-
standing of CSCs and their non-stem cancer cell counterparts is required.  
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   Cancer Stem Cells and Non-stem Cancer Cells 

 The CSC hypothesis is a conceptual construct that emerged from a variety of obser-
vations. Most assumptions that went into the formulation of the CSC hypothesis are 
based on individual observations of transient biological information and functional 
assays, and are yet to be thoroughly validated. As reliable biological markers are 
still to be identi fi ed, puri fi cation of CSCs and proper characterization remains elu-
sive. Nevertheless, a conceptual framework about cellular fate has been derived 
from the following phenomena:

    1.    A single CSC can initiate and reinitiate a tumor.  
    2.    A single CSC gives rise to a heterogeneous population of CSC and non-stem 

cancer cells (CC).  
    3.    CC cannot initiate or sustain a tumor.  
    4.    Tumors consisting only of CC will inevitably die out.     

 The abstract interpretations of these observations are:

    (a)    CSC are immortal and have in fi nite proliferation potential.  
    (b)    CSC can divide symmetrically to increase the number of CSCs.  
    (c)     CSC can divide asymmetrically to simultaneously self-renew and produce a 

CC.  
    (d)    CC only divide symmetrically to produce more CC.  
    (e)    CC have a discrete,  fi nite proliferation potential, and inevitably die.     

 The different fates and division patterns of CSC and CC are summarized in Fig.  4.1 . 
For a complete understanding of cellular division mechanisms, Fig.  4.1  also includes 
two additional panels describing symmetric differentiation of CSC (one CSC gives 
rise to two CC) and dedifferentiation of CC into CSC. Both of these mechanisms are 
increasingly discussed in the literature in the context of plasticity of cellular fate 
 [  29–  33  ] . To rigorously understand the contribution of CSC and CC  phenotypes  to 
tumor growth dynamics and tumor dormancy, we ignore  cell fate  plasticity and limit 
our study to the above-described mechanisms.  

 The division mechanisms and phenotypic differences between CSC and CC 
introduce two independent parameters. The  fi rst parameter is the ratio of symmetric 
and asymmetric division of CSC. Let  p  

s
  denote the probability of symmetric divi-

sion with 0  £   p  
s
   £  1, where  p  

s
  = 1 represents 100% symmetric division. Therefore, the 

probability of asymmetric division is 1− p  
s
 . Parameter values of  p  

s
  = 0 and  p  

s
  = 1 yield 

homogeneous populations of CCs and CSCs, respectively. These cases will be dis-
cussed separately to set the boundaries of the problem. The second parameter is the 
proliferation potential of CC or number of mitotic divisions that a cell may undergo 
before the generational life span is exhausted and subsequent division attempts 
result in cell death. The progressive reduction in proliferation potential up to cell 
death offers a quantitative visualization of the “Hay fl ick limit”  [  34,   35  ] , a preset 
lifetime for cells that continuously decrements after mitosis, ostensibly due to the 
shortening of telomeres, the noncoding replicative protective ends of the DNA 
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 [  36–  38  ] . Let   r   denote the proliferation potential of a CC with 0  £    r    £    r   
max

 , where   r   
max

  
is the proliferation potential of a daughter CC that arises from an asymmetric CSC 
division (Fig.  4.2 ). It is conceivable that once transformed, host cells of different 
ages and/or from different organs confer a variety of proliferation potentials to their 
respective progeny  [  39  ] . With each division, the proliferation potential of CC 
decreases and the daughter cells inherit the decremented proliferation potential   r  −1. 
Proliferation attempts at   r   = 0 result in cell death.   

   An Agent-Based Model of Cancer Stem Cell-Initiated 
Tumor Growth 

 Agent-based modeling (ABM) is a computational methodology to simulate emerg-
ing properties of a dynamic system in time and space that has been widely used in a 
variety of  fi elds such as ecology  [  40  ] , radiobiology  [  41  ] , vascular biology  [  42  ] , or 
morphogenesis  [  43,   44  ] . Such models are well suited to predict the response of 
complex systems within or out of their equilibrium state. Over the past decade, 
ABM-based studies have also expanded into the areas of cancer and tumor biology 
 [  45–  52  ] . In ABM, the system is represented as a collection of autonomous, deci-
sion-making agents, or cells, that have a set of intrinsic state variables and prede fi ned 
instructions, which determine how they behave and interact with each other and the 
local environment. Cell properties and rules of interaction are based, when possible, 

  Fig. 4.1    Division fates of cancer stem cells ( yellow ellipse ,  top panel ) and non-stem cancer cells 
( red hexagon ,  bottom panel ). Symmetric differentiation of cancer stem cells and dedifferentiation of 
non-stem cancer cells are shown for completeness only and are omitted in the agent-based model       
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on empirical observations from in vivo and in vitro biological experiments, with 
empirically immeasurable phenomena consolidated into hypothesized dynamic 
parameters. The full details of cells and their interactions as the simulation pro-
gresses can be visualized, measured, and perturbed  [  44  ] . Simulations of the interac-
tion of multiple cell populations and single cells with one another and with their 
immediate environment can result in multifaceted population dynamic behaviors 
such as co-operation or competition  [  53  ] . ABM can capture the complex interactive 
consequences of these dynamics while allowing for the behavioral distinction 
between the CSC and CC compartments. 

 In the proposed ABM discussed here, all cells are modeled as individual objects, 
and the fate of each cell is tracked throughout the simulation. Comparable to many 
in vitro experiments, the proposed ABM simulates tumor growth in a two-dimen-
sional setup (Fig.  4.3 ). We introduce a computational lattice with 350 × 350 grid 
points, each of which representing (10  m m) 2  to host at the most one cancer cell at 
any time. Each cell is described by a set of intrinsic properties including prolifera-
tion potential   r  , migratory capability   m    , and probability of symmetric division  p  

s
 . 

Cells are equipped with a migration rate of   m     = 150  m m day −1 , traversing one cell 
width every 96 min. Therefore, simulation time is advanced at small proportional 
intervals of  D   t  = 96 min, re fl ecting the time it takes for a single cell to migrate to an 
adjacent lattice point. Cells are assumed to divide on average once per day, and the 
probability of cell division scaled to the simulation time steps is 1/15  »  0.067 per 

  Fig. 4.2    Schematic of the phenotypic hierarchy dependent on proliferative potential   r   
max
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96-min interval. Each cancer cell in the simulation follows these prescribed rules, 
and emerging tumor population growth dynamics are derived from multiple sto-
chastic simulations. At each time increment, cells are chosen at random and their 
behavior is updated dependent on their internal state and the local environment. A 
cell that is completely surrounded by other cells is assumed to be inhibited from 
migration or proliferation and thus forced into a quiescent state (Fig.  4.3 ). This is 
a  fi rst-order approximation of the rising physical pressure and subsequent quies-
cence observed in tumor populations despite suf fi cient availability of oxygen and 
nutrients  [  54,   55  ] . The simulation framework and decision process for all cells at 
each time increment is visualized in Fig.  4.4 . To understand the kinetics of the 
individual cell types in the model, simulations are  fi rst performed for homoge-
neous populations of CSC and CC.    

   A Homogeneous Population of Cancer Stem Cells 

 We  fi rst simulate tumor growth for a homogeneous population of CSCs. At time 
 t  = 0, the simulation is initiated with one CSC in the center of the computational lat-
tice. To ensure a pure CSC population, the probability of symmetric division is set 
to  p  

s
  = 1. As the simulation progresses, new CSCs are formed and a population 

develops. Within the growing population, cells occupy lattice points, space becomes 
limited and cells are forced to become quiescent. Only cells on the outer rim have 

  Fig. 4.3    ( a ) In vitro clonogenic assay. Cell colonies grow on top of a plastic surface. ( b ) In silico 
agent-based model. Cell colonies growing on a computational grid subdivided into equal-sized 
lattice points. ( c ) First-order abstraction and implementation of intratumoral pressure that forces 
cells into quiescence. A cell without neighbors can freely migrate and proliferate, whereas a cell 
completely surrounded adopts a quiescent state       
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suf fi cient space to proliferate and/or migrate, and macroscopic expansion is 
restricted to the outer rim (Fig.  4.5 ). Under these conditions, the homogeneous pop-
ulation of CSC grows with radial symmetry. As all cells in the population are CSC, 
any cell can be removed, reseeded, and the observed growth repeats (Fig.  4.5 ). Due 
to rising competition for space, intratumoral pressure inhibits proliferation of cells 
in the interior of the population and thus growth is decremented exponential  [  56  ] , 
comparable to early phases of logistic and Gompertz growth  [  54,   57,   58  ] .   

   A Homogeneous Population of Non-Stem Cancer Cells 
and Tumor Dormancy 

 We now simulate tumor growth for a homogeneous population of CC. Let   r   
max

  = 20, 
arbitrarily chosen. Analogous to homogeneous populations of CSC, the initial tumor 
expansion is exponential until intratumoral space becomes limited, cells are forced 

  Fig. 4.4    Simulation  fl owchart for all cell decisions at each time increment (reproduced from  [  39  ] )       
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into quiescence, and proliferation is restricted to cells at the periphery. However, the 
cells on the periphery decrement their proliferation potential at each division, such 
that their daughter cells inherit a shortened lifespan. Newly produced cells will be 
placed towards the population periphery, and thus the cells with the lowest remaining 
proliferation potential   r   reside at the outer rim. Eventually these cells exhaust their 
remaining potential, cease proliferation, and die. Net population growth is halted, 
and a decline in cell number begins (Fig.  4.6 ). With cell death at the periphery, previ-
ously quiescent cells become exposed to space again and reenter the proliferation 
cycle, until they inevitably exhaust proliferation potential and die. The dynamics of 
cell death at the periphery and reactivation of interior cells continues, marked by 
continuously decreasing overall population size due to the progressively declining 
proliferation potentials of the remaining CC cells. At all times, the tumor can be 
described as a solid mass of “layers” of cells with decreasing proliferative potentials 
(visualized by color gradient in Fig.  4.6 ). The outermost layers are exposed to space 
and are thus the site of active cell proliferation and death, which accounts for the 
overall tumor dynamics observed. As layer after layer dies off (due to proliferation 

  Fig. 4.5    Simulation of colony formation from a single CSC cell with 100% symmetric divisions 
( p  

s
  = 1). ( a ) Representative simulations showing a monotonically growing pure population of CSC. 

Any cell (shown at  t  = 15) can be removed from the population to seed a new population with iden-
tical growth pattern. ( b ) Growth curve of the population shown in ( a ) ( blue circles ) compared to 
theoretical exponential growth ( red squares ). ( c ) Visualization of the population at three discrete 
time points marked by the  # ,  ## ,  and   ###  in ( b ), and differentiation between proliferating ( green ) 
and quiescent ( blue ) CSC       
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attempts at   r   = 0), the tumor population, as a whole, exhibits what could be character-
ized as a protracted period of dormancy, with strong oscillations. Eventually, the last 
fraction of quiescent cells reenters proliferation, marking the start of the  fi nal regres-
sion period leading to the complete regression of the tumor population (Fig.  4.6 ). The 
maximum size the tumor reaches and the length of the dormancy phase are both 
dependent on the initial proliferation potential   r   

max
  of the founding cell. Smaller 

values of   r   
max

  yield smaller tumors and shorter dormancy phases  [  15  ] , whereas CC 
with larger   r   

max
  can form tumors that theoretically would grow to sizes above clinical 

detection thresholds and persist for months or years before a  fi nal regression (Fig.  4.7 ). 
To grow to a macroscopic size, however, these tumors would need to overcome envi-
ronmental bottlenecks, such as oxygen and nutrient diffusion limits (angiogenesis-
dependent dormancy) and immune surveillance (immune system-dependent 
dormancy).   

 This ABM simulation of tumor growth from non-stem cancer cells, albeit naïve 
and simplistic, may offer an intuitive explanation of two frequently observed phe-
nomena. First, the large frequency of microscopic in situ tumors  [  18  ]  of the breast, 
prostate and thyroid revealed at autopsy in non-cancer patients that died of other 
causes  [  17,   59  ]  may, in part, be due to transformation events in somatic cells that 
lack the self-renewal and immortality potential of stem cells. The uncontrolled pro-
liferation of the non-stem cancer cells yields a tumor mass that is self-limiting, can 
exhibit long phases of dormancy, and will ultimately regress if no further events 
confer self-renewal and immortality to at least one of the transformed cells. 

 Second, more recent observations enabled through advances in diagnostic imag-
ing and increased implementation of screening for early detection show that the 
natural course of some clinically presenting tumors is spontaneous regression  [  60, 
  61  ] . Without CSCs, this simple model suggests that although some tumors have the 
intrinsic ability to grow beyond screening detection limits, they will ultimately 
regress. For tumors devoid of CSCs to grow to sizes observable with medical imag-
ing (>1 million cells) they must be initiated with suf fi ciently large   r   

max
  values; in 

  Fig. 4.6    Simulation of colony formation from a single CC cell with   r   
max

  = 20. ( a ) Simulation 
snapshots at various time points. ( b ) Temporal evolution of cell counts in a homogeneous popula-
tion of non-stem cancer cells. An initial growth phase is followed by a decline in number, dor-
mancy phase with oscillations, and  fi nal regression       
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our simulations greater than 25 (Fig.  4.7 ). The actual proliferative potential of both 
non-transformed and of cancer cells is not well determined. Seminal studies by 
Hay fl ick and Moorhead suggest that human fetal cells divide in culture 40–60 
times  [  34,   35  ] . Hematopoietic progenitors are estimated to divide between 20 and 
30 times  [  62  ] , whereas progenitors in the colonic crypt may undergo only four to 
six divisions  [  63  ] . These values, however, may further depend on host age  [  64  ] . 
Thorough studies to quantify proliferative potential of cells of different organ, host 
age, and transformation state are yet to be performed. 

 Another interpretation of the presented simulation results augments diffusion-
limited dormancy and angiogenesis discussions. Although the angiogeneic switch is 
probably the best-studied bottleneck standing between tumor dormancy and contin-
ued tumor progression  [  16,   57,   65,   66  ] , simulations with our model suggest that not 
all tumors that acquire angiogenic capability are inevitably fated to progress. 
Complete regression even after the angiogenic switch is plausible in tumors com-
prising only non-stem cancer cells that have suf fi ciently large proliferative poten-
tials to grow beyond diffusion limit.  

   Tumor Dormancy in Heterogeneous Tumors 

 Simulations of homogeneous populations of CSCs and CCs revealed different 
tumor dynamics—monotonic growth for pure CSC populations and growth, dor-
mancy and regression in CC populations, respectively. As the CSC hypothesis 
proposes tumors are composed of a heterogeneous population of CSC and CC, 
we now simulate progression of tumors with both subpopulations. A single CSC 
is initiated at time  t  = 0, equipped with a low frequency of symmetric  division 

  Fig. 4.7    Simulation of tumor growth from a single CC with limited proliferation potential   r   
max

  in 
a three-dimensional domain of 350 × 350 × 350 grid points ( » 43 mm 3 ) to avoid boundary-in fl icted 
growth modulation. With increasing proliferation potential,   r   

max
  tumors grow to larger sizes and 

exhibit longer dormancy periods until  fi nal regression. Oscillations during the dormancy period are 
not apparent in this plot due to log-scale presentation of cell count       
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 p  
s
  = 0.01 (i.e., 1%; at each CSC division there is a 1% chance of increasing the 

CSC pool) to re fl ect the low frequency of CSC reported in the literature  [  67  ] . 
The proliferation potential of all  fi rst generation CC, i.e., the CC daughter of an 
asymmetric CSC division, is designated be   r   

max
  = 10. The effects of changing the 

model parameters will be discussed later. With the low probability of symmetric 
CSC division, the initial offspring of the founding CSC are likely CC, which in 
turn produce more CC with decremented proliferation potential. As observed in 
the cases of homogeneous populations, the heterogeneous tumor grows initially 
exponentially and later decremented exponentially due to the rising competition 
for space and thus intratumoral quiescence. As the founding CSC is rapidly out-
numbered by CC it becomes trapped in the quiescent tumor core. Proliferation is 
restricted to the outer rim that only consists of CC (Fig.  4.8 ). With decrementing 
proliferation potentials in CC, tumor growth is eventually halted analogously to 
homogeneous CC populations (c.f. Fig.  4.6 ). Although the tumor contains a CSC 
with the ability to further tumor growth, the non-stem CC spatially inhibit the 
CSC and thus negatively modulate tumor progression kinetics. In this CSC/CS 
simulation, growth of the tumor is seen to be inhibited by its own mass, consis-
tent with empirical and theoretical  fi ndings  [  57,   68  ]  (although in those studies 
inhibition was proposed to be due to the increasing levels of tumor-inhibitory fac-
tors by additional tumor mass rather than cell crowding and spatial inhibition). 
Again, these initial conditions give rise to a dormancy phase subject to oscillations 
resulting from cell death at the periphery and the consequential activation of 
previously quiescent cells. These dynamics repeat until most CC exhaust their 
proliferation potential and vacate the space they occupied. Eventually, the CSC 
in the very core of the population can reenter proliferation. If the resulting daughter 

  Fig. 4.8    Growth dynamics of a heterogeneous population of cancer (stem) cells. ( a ) Representative 
simulation result of a slowly progressing tumor with long dormancy periods subject to oscillations. 
Simulation snapshots (enlarged for visualization purpose) show formation of self-metastases with 
color code:  yellow , CSC;  red  to  black  gradient, remaining proliferative potential of CC ( red  = 10, 
 black  = 0). ( b ) Simulation of tumor growth to 30,000 cells. Shown are average and standard error 
for  n  = 5 independent simulations, and representative simulation results at  t  = 200, 400, and 600. 
Color code as in ( a )       
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cell(s) are again CC, tumor growth dynamics repeat. If the CSC divides symmetri-
cally, a second CSC is born. As the simulation progresses, the two CSC can sepa-
rate via migration and eventually form two nearby spatially distinct populations 
of tumor cells—each of which is limited in size and entering their respective 
phases of dormancy. The two subpopulations are subject to the above kinetics 
until stochastically a new CSC is born and the seeding of a third cluster begins. 
This repetitive seeding of new clusters in the vicinity of each other has been 
termed “self-metastatic tumor progression” by us and others  [  58,   69,   70  ] . 
Collective tumor growth accelerates, and although each cluster exhibits dor-
mancy, the length of the overall tumor dormancy periods shorten, with the mac-
roscopic kinetics evolving toward continuous population growth (Fig.  4.8 ).  

 Both the emergence from and the length of the tumor dormancy period in hetero-
geneous populations of CSC and CC are dependent on the interplay of cell-intrinsic 
parameters. Rigorous computational exploration of the three-dimensional parameter 
space (cell migration speed   m    , probability of symmetric CSC division  p  

s
 , and non-

stem cancer cell proliferation potential   r   
max

 ) yields the following macroscopic 
conclusions:

    1.    Population kinetics that inhibit CSC proliferation yield prolonged periods of 
tumor dormancy and slow tumor progression.  

    2.    Population kinetics that allow for CSC proliferation yield shorter periods of 
tumor dormancy and faster tumor progression.     

 On the cellular level, increasing cell migration speed (  m    ) loosens intratumoral spa-
tial competition, facilitating more frequent CSC division and thus accelerated tumor 
expansion  [  69  ] . Increasing the frequency of symmetric CSC division ( p  

s
 ) yields 

shorter dormancy periods and faster self-metastatic expansion  [  71  ] . In general, any 
increase in CC proliferation potential (  r   

max
 ) produces larger populations of CC that 

impede CSC proliferation and thus prolongs tumor dormancy and negatively modu-
lates tumor progression  [  15  ] . Reducing   r   

max
 , however, only accelerates tumor pro-

gression in certain cases. While a lowered proliferation potential of CC reduces the 
spatial barrier to symmetric expansion of CSC, a proliferation potential that is too 
low prevents a signi fi cant contribution of CC to overall cell count, and tumor growth 
becomes increasingly dependent on the comparatively rare symmetric expansion of 
CSC. An optimal value for   r   

max
  balancing spatial availability with CC persistence 

can be derived from stochastic simulations and can be shown to be crucially depen-
dent on other model parameters  [  39  ] . 

 The complex interplay of CSC and CC yields unexpected emergent growth 
dynamics of heterogeneous tumors that depends on the interactions of both sub-
populations. While CSC are the necessary “engine of tumor progression”  [  14  ]  tumor 
growth is surprisingly also modulated by their non-stem CC counterparts. Intrinsic 
cell kinetics often combine such that dormancy is a predominant, early phase in 
tumor progression, and escape from dormancy to tumor progression con only be 
observed in narrow areas of the parameter space (Fig.  4.9 )  [  15  ] .   
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   Discussion 

 The CSC hypothesis is an attractive conceptual construct of tumorigenesis. The 
interplay of CSC with their non-stem cancer cell (CC) counterparts, however, is not 
intuitive but can be computationally analyzed utilizing an ABM approach. 
Simulations of the model revealed novel insights into tumor progression and can 
describe dormancy during early growth—i.e., before nutrient diffusion limitations 
and initiation of angiogenesis. These results augment the current understanding of 
tumor progression, speci fi cally tumor progression within the CSC hypothesis. 

 The model presented further suggests that populations devoid of CSC can form 
tumors of sizes equal to or even greater than the oxygen diffusion limit  [  72,   73  ] , and 
thus will require angiogenic capacity to further their growth. If successful, however, 
these tumors will cease expansion at a nontrivial plateau, enter a dormancy phase 
marked by oscillations, and inevitably regress if no further transformation event 
confers stem cell properties to the system. Tumors without CSC can grow up to and 
well beyond sizes detectable by diagnostic imaging. The natural course of their 
progression, however, is complete regression, which offers an intuitive explanation 
to observations of this phenomenon in neuroblastoma and breast cancer  [  60,   61  ] . 

  Fig. 4.9    Exploration of parameter space (here migration speed   m     and non-stem cancer cell prolif-
erative potential   r   

max
 ) reveals large areas of very  fl at tumor growth rates interpreted as tumor dor-

mancy (increasing growth rate color-coded as heat map from  blue  to  red ). Only when cell kinetics 
combine in a speci fi c manner escape from dormancy and fast tumor growth can be observed.    
Representative simulation snapshots are shown       
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 The remarkably large number of solid tumors that remain asymptomatic at small 
sizes  [  17,   18  ]  and the observation of accelerated repopulation after cytotoxic treat-
ment suggest that CC may naturally compete with and even hinder tumor-initiating 
cell dynamics  [  15  ] . If CC are sensitive to conventional cytotoxic treatments, it is 
conceivable that they may also be susceptible to other agents. Such agents might 
alter CC kinetics to improve their competitive potential with CSC to thwart tumor 
growth and maintain tumors in a dormant state. Novel treatment approaches include 
migration inhibitors  [  58,   74  ]  as well as pro-senescence treatment  [  75  ]  that disable 
cell proliferation while avoiding the gross cell kill implicated in accelerated repopu-
lation of disease  [  76,   77  ]  and progression along a more aggressive trajectory  [  78  ] . 
The concept of disease control, rather than comprehensive eradication, is becoming 
an increasingly popular vision in the literature  [  79  ] . 

 The presented study is based on a minimal set of biological assumptions and 
kinetic parameters. Although abstract, such an approach offers a platform to quan-
titatively explore the cause–effect relationships between intrinsic cell mechanisms 
and macroscopic tumor growth. Due to the effort to implement mechanistically 
nonoverlapping parameters to describe the cellular behaviors of the composite 
tumor population, robust conclusions can be drawn to help design future experi-
ments and identify novel therapeutic targets and strategies.      
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  Abstract   The development of metastasis is the major cause of death in cancer 
patients. In certain instances, this occurs shortly after primary tumor detection and 
treatment, indicating these lesions were already expanding at the moment of diag-
nosis or initiated exponential growth shortly after. However, in many types of can-
cer, patients succumb to metastatic disease years and sometimes decades after being 
treated for a primary tumor. This has led to the notion that in these patients residual 
disease may remain in a dormant state. Tumor cell dormancy is a poorly understood 
phase of cancer progression and only recently have its underlying molecular mecha-
nisms started to be revealed. Important questions that remain to be elucidated 
include not only which mechanisms prevent residual disease from proliferating but 
also which mechanisms critically maintain the long-term survival of these dissemi-
nated residual cells. Herein, we review recent evidence in support of genetic and 
epigenetic mechanisms driving dormancy. We also explore how therapy may cause 
the onset of dormancy in the surviving fraction of cells after treatment and how 
autophagy may be a mechanism that maintains the residual cells that are viable for 
prolonged periods.  
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   Introduction 

 Metastasis is responsible for the majority of cancer-related deaths. However, our 
understanding of this complex process is incomplete, which limits our opportunities 
to prevent metastatic development. There are several fundamental questions that 
remain mostly unanswered in this  fi eld: How does early dissemination contribute to 
a dormant cell population and what are the underlying mechanisms? How does 
the tumor microenvironment aid this process? Are primary tumor niches responsi-
ble for programming disseminated tumor cells (DTCs) to grow or enter quiescence 
in target organs? What role does the microenvironment of the target organ play in 
determining the timing or extent of DTC dormancy? 

 The “seed and soil” theory of metastasis proposes that a natural match exists 
between the DTCs (the seeds) and the target organ (the soil) in which they can grow 
into overt lesions  [  1  ] . This theory is derived from the relatively predictable pattern 
of target organ metastasis that depends on the tissue origin of the primary tumor. 
However, it remains dif fi cult to predict the timing of metastasis because, even in 
those sites propitious for growth, it can take years to decades for metastases to 
develop  [  1  ] . Indeed, certain cancers, such as breast carcinoma and melanoma, are 
well known for their propensity to relapse after a long disease-free period, often 
decades after initial diagnosis and treatment of the primary tumor. Moreover, it has 
been proposed that these long periods of asymptomatic disease are due to minimal resid-
ual disease (MRD), because DTCs enter a nonproductive or dormant state  [  1,   2  ] . 

 In cancer patients, DTCs can be found in sites where they typically form secondary 
lesions, as well as in sites where they rarely do  [  1  ] . Thus, despite being able to dis-
seminate, these DTCs are presumably “growth-suppressed” by the microenviron-
ments of certain organs. Insights into these mechanisms should lead to the 
identi fi cation of novel biomarkers that indicate whether patients harbor dormant 
disease, and should uncover new signaling pathways that can be modulated to either 
maintain the dormancy of DTCs or eliminate them entirely by blocking critical 
survival pathways. 

 To date, several mechanisms have been proposed to explain clinical dormancy 
(i.e., asymptomatic disease) in cancers. The lack of proliferation markers in surviv-
ing DTCs obtained from patients and  fi ndings from experimental studies suggest 
that solitary DTC dormancy may be controlled by mechanisms of quiescence  [  1  ] , a 
reversible growth arrest that can be induced by different signals  [  3  ] . Angiogenic 
dormancy or immune system-mediated tumor mass dormancy may also be respon-
sible for maintaining the dormancy of residual disease  [  4,   5  ]  (see Almog and 
Quesnel chapters in this book). 

 The primary tumor and target organ microenvironments are intimately intercon-
nected by the biology of DTCs (Fig.  5.1 ). Three potential scenarios that relate to this 
concept may explain DTC dormancy. First, DTCs from invasive cancers activate stress 
signals in response to the dissemination process and/or due to a growth-suppressive 
microenvironment of the target organ (see “ The Target Organ Microenvironment 
and DTC Dormancy ” section for examples of such microenvironments and their 
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components), ultimately leading to induction of dormancy  [  1  ] . Second, therapy and/
or microenvironmental stress conditions (e.g., hypoxia, reactive oxygen species) 
acting on tumor cells in the primary lesion endow these tumor cells with speci fi c 

  Fig. 5.1    Upon arrival at secondary sites, the crosstalk between the DTCs and the new microenvi-
ronment will determine the fate of the DTCs: In a permissive microenvironment ( right ), such as the 
lungs, interactions with the extracellular matrix (ECM), and stromal cells of the favorable microen-
vironment will allow DTCs to adapt and integrate growth-promoting signals, such as those derived 
from  fi bronectin, which will result in activation of mitogenic signaling (high ERK/low p38 ratio), 
thereby promoting DTC proliferation and the formation of micrometastasis. On the contrary, in 
restrictive microenvironments ( left ) such as bone marrow or liver for some cancers, either the loss 
of surface receptors or the interaction with non-growth-permissive ligands will result in activation 
of stress signaling (low ERK/high p38 ratio) that will induce both quiescence and survival signals, 
which will in turn lead to a prolonged phase of dormancy. Activation of p38 induces a G 
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1
  arrest 

that is partly mediated by transcriptional activation of BHLHB3, NR2F1, and p53, which control 
the expression of different regulators of the cell cycle, such as p21, p27, p15, and p18, which medi-
ate tumor cell growth arrest. Furthermore, active p38 a  induces an ER-stress response that coordi-
nates growth arrest and survival through the activation of PERK, IRE-1, and ATF6. PERK 
contributes to both quiescence and survival of DTCs. Upon activation, PERK induces phosphory-
lation of EIF2 a  and attenuation of translation initiation, which leads to downregulation of cyclin 
D1/D3 and CDK4 and to the induction of quiescence. On the other hand, the other arms of the 
ER-stress pathways, ATF6 a  and IRE1 a , contribute to DTC dormancy by promoting survival. 
IRE1 a  activation leads to the induction of XBP and the activation of the transcription of survival 
genes, whereas activation of ATF6 a  induces survival through the upregulation of Rheb and activa-
tion of mTOR signaling, allowing DTCs to adapt to the  in vivo microenvironment. In addition to 
this, as part of the ER-stress response, the chaperone BiP/Grp78 is also activated, and this leads to 
inhibition of Bax activation to prevent apoptosis and thus, promote survival and drug resistance       
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gene expression signatures that prime newly formed DTCs to enter dormancy. Here, 
speci fi c primary tumor “stress microenvironments” may in fl uence the DTCs to 
enter long-term dormancy when the cells initially arrive at secondary sites. Third, 
lesions that are pathologically de fi ned as noninvasive carry a subpopulation of cells 
that possess the ability to undergo micro-invasion and disseminate. Although these 
DTCs are able to intravasate into and extravasate out of the systemic circulation, 
they remain un fi t for expansion in secondary sites. Nonetheless, they can survive in an 
arrested state over an extended period and perhaps undergo occasional cell divi-
sions, progressing via epigenetic and genetic pathways to eventually become a 
fully metastatic cell able to grow at the secondary sites. In this chapter, we focus 
both on how solitary DTC fate is in fl uenced by tumor–host interactions occurring 
in primary tumors and target organs, and on how autophagy may serve as a cell-
autonomous survival function in residual disease (Fig.  5.2 ). We propose that 
DTCs undergo dormancy to survive speci fi c stressful microenvironments (see 
section “ The Target Organ Microenvironment and DTC Dormancy ”) and, therefore, 
that blockade of the survival signals in dormant cells will ultimately lead to their 
eradication.    

   Early Dissemination as a Contributing Factor to Dormancy 
and MRD 

 The present paradigm proposes that metastases arise from rare clones that evolve 
in the primary tumor and acquire characteristics that allow them to disseminate and 
grow in secondary sites  [  6,   7  ] . This somewhat linear model motivates the predic-
tion that tumor cells will emerge with metastatic capacity only if they are derived 
from evolutionarily “late-progressed” tumors (i.e., those with multiple malignancy-
associated genetic alterations). It also suggests that tumor cells endowed with met-
astatic capacity should be absent or infrequent in patients carrying premalignant/
invasive lesions (with fewer genetic alterations, see below)  [  6,   7  ] . However, a major 
challenge to this theory was posed by a series of studies in breast cancer from the 
Klein lab, which suggested that dissemination had already occurred in lesions that 
were considered to develop “early” in tumor progression and were pathologically 
de fi ned as noninvasive, such as atypical ductal hyperplasia (ADH) and ductal car-
cinoma in situ (DCIS)  [  6,   8–  11  ] . These studies also indicated that the pause 
observed in the progression of early DTCs may be due to a “lead time”  [  6,   8–  11  ] . 
This refers to the time when DTCs with a limited number of genetic alterations are 
able to survive, but are unable to ef fi ciently proliferate to gain additional mutations 
that would favor growth ectopically. This is supported by the fact that genetic alter-
ations in DTCs detected in patients with ADH or DCIS are very heterogeneous 
 [  12  ] . In contrast, genetic anomalies in DTCs from patients carrying diagnosed 
metastatic disease are signi fi cantly more homogeneous, suggesting that certain 
genetic traits are selected for active expansion in the secondary site and that the 
original heterogeneity in DTCs is reduced  [  6,   8–  12  ] . 
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 Modeling of tumor cell dissemination during early stages of cancer progres-
sion in MMTV-Neu (Neu) mice showed that premalignant lesions contained 
micro-invasive cells and that dissemination to lungs and bone marrow (BM) was 
readily detected  [  9  ] . In uveal melanoma, a cancer with 50% incidence of late liver 
recurrence (>10 years) in humans  [  13  ] , analysis of tumor doubling times led to the 
conclusion that dissemination had occurred at least half a decade before diagno-
sis. In an uveal melanoma mouse model  [  14  ] , it was shown that dissemination 
occurred early and dormant (i.e., growth-arrested) DTCs were commonplace. In a 
 Drosophila melanogaster  model using CSK (C-terminal Src kinase)-null  fl ies, 

  Fig. 5.2    Activation of autophagy in response to different forms of stress can promote survival 
during growth arrest, making autophagy a component of dormant tumor cell survival. Autophagy 
is a stress-response mechanism that can be activated in response to various microenvironmental 
stresses such as hypoxia, extracellular matrix (ECM) detachment, endoplasmic reticulum (ER) 
stress, growth factor withdrawal, metabolic stress, activation of tumor suppressor genes (aplasia 
Ras homolog member I [ ARHI ]), or therapy-induced stress (Gleevec). Once activated, autophagy 
can mediate cell survival through different mechanisms that usually involve the activation of  ATG  
genes, although it can also inhibit TRAIL-mediated apoptosis, for example. Some evidence exists 
that autophagy might contribute to tumor dormancy through the induction of tumor cell survival; 
for example, in ovarian carcinoma, ARHI-induced autophagy was shown to contribute to cell sur-
vival and tumor dormancy through restoration of PI3K signaling. Furthermore, in gastrointestinal 
stromal tumors (GIST), autophagy is induced in response to Gleevec, which leads to the induction 
of a dormant state in which these tumor cells can survive for extremely prolonged periods. Because 
autophagy can protect cells from different microenvironmental induced stresses, one can speculate 
that autophagy might be one of the mechanisms activated to promote the survival of dormant dis-
seminated tumor cells in restrictive microenvironments       
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early dissemination required Src activation without loss of E-cadherin or obvious 
induction of an epithelial-mesenchymal transition, which is supposedly a prereq-
uisite for dissemination  [  15  ] . 

 It is possible that early dissemination accounts for the variable periods of 
dormancy time because early DTCs are genetically and/or epigenetically un fi t for 
expansion. Alternatively, DTCs carrying genetic alterations that favor growth or 
those originating from more progressed lesions may be kept “in-check” by the 
microenvironment, whereby epigenetic or therapy-derived mechanisms  [  1  ]  contrib-
ute to tumor cell dormancy during or after the “lead time”  [  1,   16  ] . In support of the 
microenvironment playing a role, a recent report suggested that breast cancer 
patients with cells disseminated to the BM had longer disease-free periods than 
patients who were negative for cells in this site  [  17  ] . This suggests that the bone 
microenvironment may change the timing of cancer progression by favoring dor-
mancy. Nonetheless, it remains unclear how the primary tumor or the target organ 
microenvironments may control the lead time in solitary DTCs, and the kinetics 
driving genetic progression during this lead time remain poorly understood. 

 The possibility of therapy-induced quiescence may follow different mechanisms. 
In multiple myeloma, treatment with a proteasome inhibitor (bortezomib) has been 
found to induce post treatment protracted quiescence and survival of a fraction of 
cancer cells  [  18  ] . Furthermore, it has been shown that BCR-ABL blasts detected by 
 fl uorescence in situ hybridization (FISH) in chronic myelogenous leukemia patients 
who had responded to interferon-γ treatment 5–10 years earlier had no detectable 
mRNA for the oncogene  [  19,   20  ] . This suggests that epigenetic or post-transcrip-
tional mechanisms may be dominant and suppress gene expression, including even 
those genes that are mutated or ampli fi ed. This potentially explains why, despite the 
presence of genetic alterations, these cells remain at a residual level. This dormancy 
may be explained by mechanisms similar to those controlling hematopoietic stem 
cell dormancy, whereby inactive STAT1 and Akt1 as well as low Sca-1 levels appar-
ently maintain dormancy of these cells. In fact, it has been proposed that treatment 
with interferon- may break the dormancy of leukemic stem cells by activating 
(activity and expression) the above-mentioned molecules, and that these cells are 
now prone to being targeted by BCR-ABL inhibitors  [  21  ] . This also suggests that, 
while chemotherapeutic drugs or other treatments kill a large fraction of cells, they 
can also cause induction of a residual dormant cell population that may subsequently 
be poised for recurrence (see below).  

   The Target Organ Microenvironment and DTC Dormancy 

 Solitary DTCs in target organs can establish interactions with the extracellular 
matrix (ECM), immune cells, and vasculature  [  22  ] . Studies using breast cancer cell 
lines selected for vigorous growth in target organs identi fi ed gene expression pro fi les 
that favored organ-speci fi c colonization  [  23  ] . On the contrary, some genes including 
the metastasis suppressor gene (MSG)  MKK4 , via  p38 , can suppress metastases 
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 [  24  ] , and this seems to depend on stress signals from the microenvironment (see 
Fig.  5.1 )  [  25  ] .  MKK4  belongs to a family of genes that selectively blocks metastatic 
growth, and includes  KISS1 ,  MKK6 ,  BHLHLB3/Sharp-1  (another  p38 -induced gene 
 [  26  ] ), and  Nm23-H1 , among others  [  25,   27  ] . Because these genes suppress the 
growth and expansion of DTCs at target organs, yet fail to impede primary tumor 
growth, this further supports that the target organs with speci fi c tissue microenvi-
ronments are required for these molecules to exert their growth-suppressing 
functions. 

 In squamous carcinoma cells (HEp3), reduced expression of urokinase (uPA) 
receptor (uPAR) deactivates  a 5 b 1 integrins, which makes these cells incapable of 
binding ef fi ciently to  fi bronectin  [  28  ] . This results in reduced focal adhesion kinase 
(FAK) and epidermal growth factor receptor signaling, as well as in p38 activation. 
Thus, a failure by tumor cells to establish appropriate interactions with the ECM 
may induce growth-restrictive signals that fuel a quiescence state  [  1  ] . Furthermore, 
the loss of  b 1 integrin or FAK signaling in breast cancer models can induce dor-
mancy, and activation of the Src-MLKC pathway can prevent dormancy  [  1,   29  ] . 
In addition, a  fi brous collagen-I-enriched microenvironment in lungs can trigger 
intravenously injected mouse breast cancer cells to exit dormancy  [  29  ] . In contrast, 
microenvironments rich in  fi brillar collagen-I induce melanoma quiescence by acti-
vating the discoidin domain receptor 2 and p15INK4b induction  [  13  ] . Collectively, 
these studies demonstrate that the loss of growth pathways induced by either thera-
pies or a restrictive (i.e.,  fi brotic or non- fi brotic target tissues depending on the 
tumor type) tissue microenvironment is accompanied by the activation of stress 
pathways; this immediately motivates the hypothesis that the integration of these 
two types of signals within a DTC is responsible for both entry into and exit from a 
dormant state (see Fig.  5.1 ). 

 In HEp3 squamous carcinoma cells, while the activation of p38 a / b  inhibits 
ERK1/2 signaling, it also activates a stress-adaptive response known as the unfolded 
protein response (UPR)  [  26,   30,   31  ] . These signals lead to an epigenetic reprogram-
ming and induction of survival and quiescence of dormant HEp3 (D-HEp3) cells 
 [  32  ] . D-HEp3 cells inoculated in vivo enter a deep G 
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induction of  p21 ,  p27 ,  p18 , and  p15   [  26  ] . At least three transcription factors (TFs), 
p53, BHLHB3/41/Sharp1 and NR2F1, are regulated by p38 a / b  and required for 
dormancy of tumor cells in vivo  [  26  ] . This program is activated in dormant DTCs 
recovered from the bone marrow (BM) but is reversed when tumor cells exit dor-
mancy or grow persistently in lungs (our unpublished results) (see Fig.  5.1 ). 
BM-derived dormant HEp3 cells display a low ERK/p38 signaling ratio and induc-
tion of BHLHB3/41/Sharp-1, NR2F1, and p53. Interestingly, MSGs, such as  MKK4  
and  MKK6 , are upstream activators of  p38   [  25  ] , whereas BHLHB3 is a target of  p38  
required for quiescence induction  [  26  ] . Thus, it seems that different mechanisms 
converge in the regulation of the ERK/p38 signaling ratio and result in induction of 
either proliferation or dormancy. 

 An important question is whether the target organ microenvironment, where 
DTCs reside, induces dormancy programs, and if so, how? In tumors like those in 
head and neck squamous cell carcinoma and breast cancer, bone metastasis occurs 
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at a frequency of 10–30%  [  7,   33,   34  ] . However, the detection of BM DTCs is much 
higher (>50% of patients)  [  6,   35  ] . This suggests that not all DTCs ultimately form 
overt metastasis and/or that a delay takes place. In mouse models of cancer (xeno-
grafts or transgenic), BM metastases are rarely observed. For example, in MMTV-
Neu transgenic mice, BM DTCs are readily detected but mice never develop bone 
metastasis  [  9  ] . However, if the BM microenvironment is modi fi ed via irradiation  [  9  ]  
or if p38 a / b  is systemically inhibited, then DTCs expand ( [  9  ]  and our unpublished 
data). Thus, in certain organs, restrictive signals mediated at least by p38 a / b  signal-
ing can prevent occult DTCs from expanding. 

 In the search for signaling mediators that play a role in dormancy of DTCs in the 
BM, transforming growth factor-beta (TGF b ), a cytokine rich in the BM microenvi-
ronment  [  36–  39  ] , has emerged as a potential factor. Although tumors have been 
shown to depend on TGF b  to metastasize  [  40,   41  ] , this ligand, depending on the 
degree of progression of tumors, can also be a potent inhibitor of epithelial tumor 
cell proliferation  [  42,   43  ] . TGF b  is also required to maintain the quiescence of stem 
cells and progenitors in the BM  [  36–  39  ] . Thus, some tumors may remain sensitive 
to TGF b  growth inhibition in microenvironments where this factor is present (i.e., 
BM)  [  44  ] . In early-stage melanoma, TGF b  is anti-proliferative, thus functioning as 
a tumor-suppressor, but in advanced melanoma it is pro-invasive  [  45–  47  ] . How 
these two opposing scenarios develop is not entirely clear  [  45,   48  ] . Furthermore, 
there is clinical evidence of early spread of uveal melanoma and, in a smaller pro-
portion of patients, cutaneous melanoma thinner than 0.76 mm in depth  [  49–  51  ] . It 
is possible that, similar to early dissemination in breast cancer  [  10  ] , melanoma may 
spread before the conversion from TGF b -inhibitory phenotype to pro-invasive 
behavior is activated, and when single cells arrive at distant sites, such as the liver 
or BM  [  9  ] , they may remain in cell cycle arrest for prolonged periods due to high 
levels of and/or high responsiveness to TGF b .  

   ER-Stress Signaling Pathways Contribute to Growth Arrest 
and Survival Programs During Tumor Cell Dormancy 

 While exploring the mechanisms that drive quiescence and survival of dormant 
HEp3 cells, the Aguirre-Ghiso lab discovered that HEp3 cells display a high ERK1/2 
to p38 a / b  signaling ratio that favors proliferation in vivo  [  52–  54  ] . The reprogram-
ming of cells into dormancy (D-HEp3 cells) results in a reversion of this ratio, and 
now p38 signaling predominates over ERK. In addition, p38 appears to activate a 
negative feedback loop  [  28,   55,   56  ] . Using proteomics and microarray studies, the 
same group revealed that D-HEp3 cells develop an UPR characterized by enhanced 
endoplasmic reticulum (ER) signaling (see Fig.  5.1 ). In fact, all three arms of the 
UPR—ATF6 a , IRE1 a , and PERK—are activated in these cells  [  30,   31,   57,   58  ] . 
These studies led to the discovery that, in addition to inducing growth arrest, dor-
mant cells utilized these signals to robustly withstand stress insults and survive 
in vivo for months. Among the three ER transmembrane signaling molecules, only 
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PERK was found to contribute to the quiescence of D-HEp3 cells  [  30,   31,   57,   58  ] . 
It did so by attenuating translation initiation, which resulted in the downregulation 
of cyclin D1/D3 and CDK4 in these cells  [  30  ] . In fact, inducible activation of PERK 
signaling using a dimerizable Fv2E-PERK fusion protein and the divalent ligand 
AP20187 was suf fi cient to fully abrogate tumorigenicity and induce growth arrest, 
in some cases irreversibly  [  30  ] . PERK also contributes survival signals for D-HEp3 
cells. In fact, inhibition of PERK made these cells susceptible to both glucose depri-
vation and chemotherapeutic drug-induced killing (see Fig.  5.1 )  [  30,   31  ] . 

 The other arms of the ER-stress pathways, ATF6 a  and IRE1 a , were also found 
to regulate tumor cell dormancy by promoting survival and adaptation to the in vivo 
microenvironment  [  57  ] . RNA interference (RNAi)-mediated targeting of ATF6 a  
caused a decrease in the number of viable D-HEp3 cells in vivo without interrupting 
their dormancy  [  57  ] . RNAi targeting of XBP-1, a transcription factor (TF) that is 
exclusively activated by IRE1 a  through noncanonical splicing, also induced dor-
mant D-HEp3 cell killing  [  57  ]  (and unpublished results). Neither RNAi to ATF6 a  
or XBP-1 affected the tumorigenicity of T-HEp3 cells. Thus, the survival capacity 
of these genes seems to operate primarily in the cells that enter quiescence and not 
in the proliferative counterpart (see Fig.  5.1 ). 

 The mechanism of survival for ATF6 a  has also been explored in more detail. It 
has been shown the basal survival capacity of D-HEp3 cells to adapt and enter dor-
mancy in vivo is not mediated by classical target genes regulated by ATF6 a  during 
the UPR, including genes for the chaperone BiP/Grp78, secretogranin II, and a glu-
cose transporter  [  57  ] . We found that ATF6 a  induced Rheb, a small GTPase of the 
Ras family that directly activates the survival protein mTOR. Indeed, analysis of the 
mechanisms revealed that p38-dependent activation of ATF6 a  results in Rheb 
induction and stronger activation of mTOR → P-S6K → P-S6 signaling  [  57  ] . This 
pathway confers only dormant cells with resistance to rapamycin, as RNAi targeting 
of Rheb or ATF6 restored sensitivity to the mTOR inhibitor. Most importantly, dor-
mant D-HEp3 cells can no longer adapt to the in vivo microenvironment and die at 
least in part through a caspase-3–dependent apoptotic pathway (see Fig.  5.1 )  [  57  ] . 

 Moreover, p38 also induced the expression of the chaperone BiP/Grp78 (see 
Fig.  5.1 ). This chaperone is induced during ER-stress and is an essential survival 
factor as it is a primary regulator of protein folding in the ER lumen. Numerous 
studies have shown that BiP serves as a survival factor not only in response to 
ER-stress but also to other damaging agents, such as chemotherapeutic drugs  [  31  ] . 
The upregulation of BiP in dormant HEp3 cells and its induction by p38 suggests 
that p38 signaling, like ATF6 activation, could tap into BiP function to provide sur-
vival signals  [  31  ] . However, as mentioned above, BiP did not provide a survival 
advantage for basal in vivo adaptation  [  57  ] , which raises the possibility that BiP 
may only protect dormant cells under extreme damaging conditions such as those 
encountered during chemotherapy  [  31  ] . In fact, it has been demonstrated that dor-
mant D-HEp3 cells were inherently resistant to chemotherapy compared with their 
tumorigenic counterpart, and that this was not due to enhanced expression of ATP-
binding cassette transporters  [  31  ] . Furthermore, RNAi targeting of BiP greatly sen-
sitized dormant D-HEp3 cells to etoposide and doxorubicin treatment. In contrast, 
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the lower levels of BiP in the T-HEp3 cells, when further decreased by RNAi, had 
no effect on the sensitivity of these cells to chemotherapy. Analysis of the mecha-
nism revealed that BiP inhibited the activation of the pro-apoptotic factor Bax  [  31  ] . 
Recent follow-up on our studies by other investigators revealed that in fact BiP 
inhibits Bax by regulating its inhibitor Bik (see Fig.  5.1 )  [  59  ] . 

 These studies highlight a mostly overlooked aspect of dormancy: cells, from 
either early primary lesions or more advanced tumors, must survive for prolonged 
periods before resuming growth. Our results suggest that there may be mechanisms 
that selectively protect quiescent cells from a hostile microenvironment or from 
stress imposed by the therapies used to treat different cancers. This may be an evo-
lutionary conserved response to stress. For example, organisms like  Caenorhabditis 
elegans  are able to pause development and enter a dormant dauer stage in response 
to nutritional stress or oxidative stress derived from the environment  [  1,   60–  62  ] . 
Numerous studies in yeast also suggest that stress signaling and induction of quies-
cent growth are coupled with the induction of survival pathways that protect the 
organism from stress conditions during growth arrest  [  63  ] . This prompts the ques-
tion of whether these mechanisms are active in DTCs in patients and whether they 
can be exploited therapeutically.  

   Autophagy and Survival of Residual Disease 

 With increasing scrutiny on how fundamental cellular stress-response pathways 
impact survival and expansion of dormant tumor cells, autophagy has emerged as an 
attractive target against dormant tumor cells (see Fig.  5.2 ). Importantly, multiple 
routes of autophagic degradation exist within cells, including: (1) macroautophagy, 
in which cytoplasmic contents are sequestered in double membrane autophago-
somes and subsequently delivered to the lysosome; (2) microautophagy, where 
cytoplasm is directly engulfed by the lysosomal membrane; and (3) chaperone-
mediated autophagy, where proteins with a speci fi c signal sequence are transported 
to the lysosomal lumen by a receptor-mediated process  [  64  ] . Of these routes, mac-
roautophagy (hereafter called autophagy) has been most extensively studied for its 
potential functions in cancer. Macroautophagy is tightly regulated by a limited num-
ber of highly conserved genes called  ATG s ( A u T ophaGy-related genes), which were 
originally identi fi ed in yeast  [  65  ] . These landmark studies have led to numerous 
recent breakthroughs in mammals, demonstrating a critical role for autophagy in 
both physiological and pathological processes, including cancer initiation and pro-
gression  [  64  ] . 

 The bulk degradation of cellular material through autophagy allows cells to recy-
cle both nutrients and energy during starvation and stress; in this regard, autophagy 
is proposed to function as a  fi tness mechanism that allows tumor cells to survive 
provided the offending stressor is removed in a timely manner  [  66,   67  ] . This indis-
pensable contribution of autophagy as a stress-response mechanism is poignantly 
illustrated by studies in mice, in which the genetic deletion of critical  ATG s results 
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in neonatal lethality within a day of birth  [  68,   69  ] . A potential role for autophagy in 
dormancy was originally broached in  C. elegans  during dauer diapause, a stress-
induced, dormancy-like state that occurs when larvae are exposed to hostile envi-
ronments  [  70  ] . Notably, in this model, defective autophagy (achieved via RNAi 
against multiple  ATG s) potently compromised survival during dauer, implying a 
conserved mechanism by which autophagy promotes survival during quiescent 
states  [  70  ] . Since autophagy is activated in response to various microenvironmental 
stresses implicated in tumor dormancy, including the UPR (ER-stress), hypoxia, 
and ECM detachment, an important outstanding issue is how autophagy impacts the 
survival, as well as the maintenance of the quiescent state, in dormant tumor cells. 

 Studies in breast cancer models suggest that decreased mitogenic signaling result-
ing from impaired integrin and growth factor signaling facilitates tumor dormancy 
 [  71,   72  ] . Speci fi cally, suppression of β1-integrin signaling induces dormancy in the 
MMTV-PyMT model of breast cancer and squamous carcinoma  [  28,   72  ] . Thus, it is 
possible that, because DTCs cannot ef fi ciently engage a foreign ECM, impaired inte-
grin signaling may stimulate autophagy for survival and maintenance of the dormant 
state. Consistent with this hypothesis, β1-integrin signaling blockade is a potent 
inducer of autophagy in ECM-detached cells, and autophagy protects cells from 
detachment-induced apoptosis (anoikis) (see Fig.  5.2 )  [  73  ] . Moreover, autophagy 
may contribute to the ability of solitary dormant cells to resist extrinsic apoptotic 
stimuli. In breast cancer metastases to bone, where DTCs remain dormant in the BM 
for extended periods of time, the tissue necrosis factor (TNF) ligand TRAIL is abun-
dantly expressed in the BM microenvironment and can kill tumor cells; nonetheless, 
mechanisms involving Src-mediated TRAIL resistance promote the survival of indo-
lent cells in the BM  [  74  ] . Because autophagy can protect cells from TRAIL-induced 
apoptosis, one can speculate that autophagy may similarly promote the survival of 
dormant cells in the BM  [  75,   76  ] . Interestingly, we found that D-HEp3 cells have 
constitutively higher levels of autophagy, as measured by green  fl uorescence protein-
tagged LC3 and endogenous LC3 incorporation into autophagosomes, as well as 
elevated expression of speci fi c autophagy-regulating genes including  ATG6 ,  ATG7 , 
and  ATG8  (unpublished results). Our ongoing studies also reveal that ATF6, but not 
PERK, is responsible for LC3 processing into autophagosomes. 

 Recently, autophagy has been shown to be crucial for the survival of dormant cells 
in models of ovarian cancer and gastrointestinal stromal tumor (GIST)  [  77,   78  ] . The 
tumor suppressor aplasia Ras homolog member I ( ARHI ) is downregulated in over 
60% of ovarian cancers and the re-expression of  ARHI  in a variety of human ovarian 
cancer cell lines induces autophagy (see Fig.  5.2 ). In xenograft ovarian tumors,  ARHI  
overexpression promotes the formation of dormant tumors, which correlates with an 
increased level of autophagosome formation; accordingly, when  ARHI  expression is 
subsequently reduced, the tumor regains proliferative potential and rapidly re-grows. 
However, upon treatment of  ARHI -induced dormant tumors with the lysosomal 
inhibitor chloroquine, this regrowth is dramatically reduced, suggesting that 
autophagy contributes to survival during  ARHI -induced dormancy  [  77  ] . 

 Another demonstration of autophagy as a survival pathway in quiescent cells 
comes from studies of GIST, the  fi rst solid tumor to be treated successfully with the 
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small-molecule tyrosine kinase inhibitor imatinib mesylate (Gleevec) (see Fig.  5.2 ) 
 [  78  ] . However, less than 5% of GISTs regress signi fi cantly upon Gleevec treatment; 
rather, in the vast majority of patients, tumor cells inde fi nitely remain in a dormant, 
quiescent state in the presence of imatinib. Recent work indicates that this dormant 
state, termed stable disease, is closely associated with the induction of autophagy in 
response to imatinib. Upon inhibiting autophagy using RNAi-mediated  ATG  deple-
tion or antimalarials, such as hydroxychloroquine and quinacrine, GIST cells 
undergo high levels of apoptosis both in vitro and in vivo. Thus, autophagy appears 
critical for the establishment of a dormant state in which GIST cells can survive 
inde fi nitely  [  78  ] . Moreover, these results in GIST broach the exciting idea that 
autophagy can be more widely exploited to kill or prevent the expansion of quies-
cent or dormant cancer cells, which are notorious for their resistance to both con-
ventional and targeted therapies  [  79  ] . 

 Tumor dormancy is also postulated to be a stress-management mechanism 
adopted by DTCs to cope with an unfavorable microenvironment by completely 
withdrawing from the cell cycle  [  1  ] . p27 Kip1 , the cyclin-dependent kinase inhibitor 
involved in G 

0
 /G 

1
  cell cycle arrest, was identi fi ed as a downstream target of the 

energy-sensing LKB1-AMPK pathway, as well as shown to induce autophagy and 
facilitate cell survival in response to growth factor withdrawal and metabolic stress 
(see Fig.  5.2 )  [  80  ] . Thus, DTCs may depend on p27-mediated autophagy to survive 
in an inhospitable microenvironment and to resist chemotherapy. HEp3 cells in 
which p38 signaling induces dormancy also have induced strong expression of p27 
during their prolonged dormancy, further supporting this notion  [  26  ] . However, the 
exact biological role for autophagy during quiescence remains largely unknown; if 
autophagy promotes growth suppression in quiescent cells, one can alternatively 
hypothesize that it may limit the outgrowth of dormant cells into frank macrometas-
tases. These questions are important, and it will be critical to determine whether 
autophagy plays a quiescence or survival-inducing role (or both) in quiescent DTCs. 
If autophagy induces a pro-survival state then strategies to block it could eradicate 
DTCs. In the case that it contributes to both quiescence and survival, then more 
detailed mechanistic analysis of these pathways will be required to reveal ways to 
block only the survival signals without interrupting quiescence. 

 Overall, these results motivate future work, especially those using in vivo pre-
clinical models, to assess how autophagy in fl uences the quiescence and/or survival 
and biological behavior of dormant breast cancer cells, and speci fi cally whether 
autophagy inhibition can be exploited to prevent the development of macrometasta-
ses in cancer patients.  

   Concluding Remarks 

 Our knowledge on how the biology and genetics of DTCs in fl uence dormancy and 
progression of metastasis remains limited. Many open questions still exist, which 
will likely become central themes in the future. For example, how is DTC fate 
affected by the primary tumor microenvironment, how do therapies applied to 
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patients affect DTCs, and how do the target organs condition these responses? 
If DTCs are indeed the “seeds” of metastases, it will be imperative to directly inves-
tigate these questions by analyzing DTCs from patients. Importantly, an analysis of 
DTCs that survive therapy of the primary tumor will inform us on how these treat-
ments, as well as target organs, impact adaptation and/or selection of subsequent 
recurrent metastatic disease. For example, the demonstration that DTCs undergo 
autophagy or tap into UPR survival signals to survive and persist for prolonged 
periods will be a promising  fi nding that will motivate clinical trials targeting speci fi c 
components of the autophagy or UPR machinery to eradicate these cells (i.e., main-
tenance therapy). Studies on dormancy may also yield information on how to main-
tain signals that propel quiescence, such as a combination of MEK inhibitors and 
agonists that mimic p38 a / b  activation. A deeper understanding of the signals that 
maintain dormancy may lead to the identi fi cation of drugs that should be avoided in 
patients because of their potential to break this state, and thus, enhance disease pro-
gression. Although the study of DTCs and dormant disease is dif fi cult, unraveling 
the inherent complexity of this poorly understood step of metastasis biology should 
profoundly impact cancer patients.      
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  Abstract   Cancers are frequently addicted to initiating oncogenes that elicit aberrant 
cellular proliferation, self-renewal, and apoptosis. Restoration of oncogenes to nor-
mal physiologic regulation can elicit dramatic reversal of the neoplastic phenotype, 
including reduced proliferation and increased apoptosis of tumor cells (Science 
297(5578):63–64, 2002). In some cases, oncogene inactivation is associated with 
compete elimination of a tumor. However, in other cases, oncogene inactivation 
induces a conversion of tumor cells to a dormant state that is associated with cellular 
differentiation and/or loss of the ability to self-replicate. Importantly, this dormant 
state is reversible, with tumor cells regaining the ability to self-renew upon onco-
gene reactivation. Thus, understanding the mechanism of oncogene inactivation-
induced dormancy may be crucial for predicting therapeutic outcome of targeted 
therapy. One important mechanistic insight into tumor dormancy is that oncogene 
addiction might involve regulation of a decision between self-renewal and cellular 
senescence. Recent evidence suggests that this decision is regulated by multiple 
mechanisms that include tumor cell-intrinsic, cell-autonomous mechanisms and 
host-dependent, tumor cell-non-autonomous programs (Mol Cell 4(2):199–207, 
1999; Science 297(5578):102–104, 2002; Nature 431(7012):1112–1117, 2004; 
Proc Natl Acad Sci U S A 104(32):13028–13033, 2007). In particular, the tumor 
microenvironment, which is known to be critical during tumor initiation (Cancer 
Cell 7(5):411–423, 2005; J Clin Invest 121(6):2436–2446, 2011), prevention 
(Nature 410(6832):1107–1111, 2001), and progression (Cytokine Growth Factor 
Rev 21(1):3–10, 2010), also appears to dictate when oncogene inactivation elicits 
the permanent loss of self-renewal through induction of cellular senescence (Nat 
Rev Clin Oncol 8(3):151–160, 2011; Science 313(5795):1960–1964, 2006; N Engl 
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J Med 351(21):2159–21569, 2004). Thus, oncogene addiction may be best modeled 
as a consequence of the interplay amongst cell-autonomous and host-dependent 
programs that de fi ne when a therapy will result in tumor dormancy.      

   Oncogene Addiction: A Mechanism of Tumor Regression 

 Tumors are induced either by the alteration of normal cellular genes into mutant, 
active forms, termed oncogenes, or by the loss of expression of tumor-suppressor 
genes, that elicit neoplastic features including increased cellular proliferation and 
resistance to programmed cell death (apoptosis). Oncogene addiction is the phe-
nomenon by which the resulting tumor cells, as a consequence of a multitude of 
genetic and epigenetic changes, remain exquisitely dependent upon a single genetic 
mutation in oncogenes for the persistence of their neoplastic phenotype (Figs.  6.1  
and  6.2 )  [  13,   14  ] . The  fi rst indication that tumor cells could be addicted to onco-
genes came from in vitro observations that tumor-derived cell lines sometimes 
exhibited proliferative arrest and/or apoptosis upon the suppression of an oncogene 
or the restoration of expression of a tumor suppressor  [  15  ] . These observations 
hinted that therapeutic agents targeting the repair or suppression of these mutant 
gene products could be generally effective for the treatment of cancer.   

 Later, the development of transgenic mice that can conditionally express onco-
genes enabled the direct in situ interrogation of the role of speci fi c oncogenes in 
the initiation and maintenance of tumorigenesis. Many mouse models have been 

  Fig. 6.1    Oncogene addiction elicits tissue-speci fi c effects.  MYC  inactivation has been shown to 
have different outcomes depending upon the tissue origin of tumors, including proliferative arrest, 
differentiation, apoptosis, and/or cellular senescence. The speci fi c consequences of oncogene 
addiction have a dramatic impact on whether targeted therapies will result in tumor dormancy or 
tumor elimination. In particular, although oncogene inactivation in  MYC -induced lymphoma, 
osteosarcoma elicits complete tumor elimination due to a combination of proliferative arrest, 
differentiation, cellular senescence, and apoptosis. In contrast, upon  MYC  inactivation in hepato-
cellular carcinoma, a small population of cells possessing self-renewal capacity persists that 
therefore gives rise to a new tumor upon oncogene reactivation       
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generated to explore the tumor-speci fi c consequences of the suppression of 
oncogenes, including  MYC ,  RAS ,  BRAF , and  BCR-ABL  (Table  6.1 )  [  2–  4,   16–  19  ] . 
In these models, the consequences of oncogene inactivation include proliferative 
arrest, apoptosis  [  2  ] , differentiation  [  3,   4  ] , and senescence  [  5  ] , as well as the inhibi-
tion of angiogenesis  [  20,   21  ] . These observations implied that many cancers are 
addicted to a single oncogene.  

 Further studies established that the speci fi c consequences of oncogene inactivation 
are highly dependent upon the tissue or origin from which the cancer was initiated. 
Even upon brief inactivation of an oncogene, the diversity of these outcomes is 
evidenced by the induction of a permanent loss of the neoplastic phenotype in 
osteosarcoma and lymphoma (Fig.  6.1 )  [  2,   3  ] . In marked contrast, oncogene sup-
pression in hepatocellular and breast carcinoma  [  4,   19  ]  induced regression of 
tumors, whereas restoration of oncogene activity restored their neoplastic features, 
suggesting a state of tumor dormancy (Fig.  6.1 ). In yet other cases, the inactivation 
of the oncogene failed to cause signi fi cant tumor regression, such as in a murine 
model of  MYC -induced lung adenocarcinoma  [  22  ] . Thus, the instances in which 
inactivation of a speci fi c oncogene that initiated tumorigenesis is suf fi cient to 
reverse tumorigenesis depend upon both cellular and genetic context. 

  Fig. 6.2    Oncogene addiction comprises both cancer cell-autonomous and non-cell-autonomous 
mechanisms of tumor regression. Oncogene inactivation reverses many of the hallmarks of cancer 
to lead to tumor regression. Cell-intrinsic programs such as proliferative arrest, followed by 
apoptosis, differentiation, and self-renewal vs. cellular senescence are induced upon oncogene 
inactivation ( left ). Host-dependent phenomena, including immune system activation and destruction 
of the tumor vasculature, are also crucial for oncogene inactivation-induced tumor regression 
( right ). Notably, cellular senescence is both a tumor cell-intrinsic and a host-regulated consequence 
of oncogene addiction; however, recent evidence indicates that only in an immune-intact host will 
targeted therapy result in complete tumor elimination       
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 Importantly, the clinical relevance of oncogene addiction has been established 
through the development of effective therapeutics  [  23,   24  ] . The identi fi cation of 
potent agents, such as imatinib for chronic myelogenous leukemia and gastrointes-
tinal stromal tumors  [  25  ] , trastuzumab for breast cancer  [  26  ] , and vemurafenib for 
melanoma  [  27  ] , amongst other drugs  [  28  ] , supports the paradigm of exploiting 
oncogene addiction for cancer therapy. Moreover, these successes underscore how 
elucidating the underlying principles of oncogene addiction may be generally 
exploited as a strategy for treating a broad spectrum of cancers. 

 Oncogene addiction had been presumed to be largely a consequence of 
cell-autonomous mechanisms that occur through processes intrinsic and exclu-
sively dependent upon biological programs that are governed within a tumor cell, 
including proliferation and apoptosis (Fig.  6.2 ). Several mechanisms have been 
proposed for oncogene addiction, including the notion of abnormal tumor cell 
genetic circuitry  [  1  ] , reversibility of tumorigenesis  [  29  ] , oncogenic shock  [  30  ] , 
and synthetic lethality  [  31  ] . More recently, the host microenvironment has been 
shown to play a critical role in how oncogenes initiate and maintain tumorigenesis 
(Fig.  6.2 )  [  32–  35  ] .  

   Oncogene Addiction, Tumor Dormancy, Senescence, 
and Self-renewal Programs 

 Even brief inactivation of an oncogene may result in tumor regression  [  2  ] . However, 
in some instances, although oncogene inactivation appears to result in the complete 
loss of the neoplastic properties of a tumor, the reactivation of the oncogene results 
in rapid restoration of neoplastic properties  [  4  ] . Tumors that are not fully eliminated 
may also recur due to resistance to the targeted therapy conferred by mutation(s) in 
either the targeted gene or a downstream pathway  [  36–  38  ] . This tumor dormancy, or 
the persistence of a state of minimal residual disease (MRD), therefore represents 
an immense hurdle to tumor elimination and ultimately patient survival  [  39  ] . 

 One convergent feature of oncogene addiction appears to be the loss of self-
renewal capacity (Figs.  6.1  and  6.2 )  [  40–  43  ] . Self-renewal is de fi ned as a cell’s 
ability to replicate limitlessly. The importance of self-renewal as an essential feature 
of cancer cells has been appreciated for decades  [  44  ] . Self-renewing cancer cells 
give rise to other self-renewing cells, as well as transient-amplifying cells, that are 
characterized by their rapid, yet limited, proliferation. This latter population makes 
up the bulk of a tumor. Recently, it was shown that a subpopulation of tumor cells 
retains a limitless lifespan potential. These cells are deemed cancer stem cells 
(CSCs)  [  45–  50  ] . CSCs are maintained by multiple signaling pathways, regulated by 
transcription factors, including  MYC   [  50–  53  ] . The regression of tumors upon onco-
gene inactivation is likely a consequence of an inhibition of the self-renewal capac-
ity of CSCs  [  45,   48,   50  ] . 
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 At least in some cases, the loss of self-renewal in cancer cells has been associated 
with molecular and morphological features that have been described as cellular senes-
cence  [  41  ] . Senescence is a cellular program that was  fi rst described as a barrier to 
limitless proliferation of normal cells grown in vitro  [  54,   55  ] , and subsequently was 
shown to be a conserved response to many types of cellular stress, including telomere 
shortening  [  56,   57  ] , DNA damage  [  58,   59  ] , chemotherapy treatment  [  60–  62  ] , and 
oncogene activation  [  63–  66  ] . Cellular senescence is associated with permanent 
changes in gene expression, chromatin condensation, and induction of cell cycle arrest 
programs that involve p15(INK4b), p16(INK4a), and/or p53, and it is correlated with 
an increase in acidic beta-galactosidase enzymatic activity  [  67–  71  ] . 

 Oncogene addiction may elicit cellular senescence through at least four different 
mechanisms:  fi rst, through induction of expression of cell cycle arrest proteins includ-
ing p15(INK4b), p16(INK4a), and p21(CIP1)  [  5  ] ; second, through restoration of 
autocrine programs that induce cellular senescence, such as TGF-beta (TGF- b ) sig-
naling  [  72,   73  ] ; third, through unopposed MAPK signaling  [  74,   75  ] ; and fourth, via 
immune mechanisms that are apparently mediated through secreted cytokines, such as 
thrombospondin-1 (TSP-1)  [  76,   77  ] . These mechanisms might also be involved in 
inducing senescence in self-renewing CSCs, as well as the other tumor cells. 

 Thus, oncogene addiction could be modeled as a consequence of the balance 
between self-renewal and cellular senescence programs (Fig.  6.2 ). Cellular senes-
cence is de fi ned by its irreversibility, and it is the converse of self-renewal. Furthermore, 
cellular senescence appears to be a likely mechanism that would dictate tumor 
dormancy, and it would necessarily eliminate self-renewing CSCs. The absence of 
senescence could promote the persistence of dormant tumor cells with the latent ability 
to give rise to a new tumor upon cessation of a therapy. Hence, whether oncogene 
inactivation induces tumor elimination or tumor dormancy also appears to depend 
upon the balance between self-renewal and cellular senescence programs.  

   Oncogene Addiction, Tumor Dormancy, 
and the Tumor Microenvironment 

 Tumor cells evolve in a host with an intact immune system  [  78  ] . Coevolution of 
incipient tumors cells with host cells is integral to each step of tumorigenesis, including 
tumor initiation  [  6,   7  ] , prevention  [  8  ] , and progression  [  9  ] . Tumors appear to undergo 
immune editing, which is important for both their generation and therapeutic destruc-
tion  [  79,   80  ] . Thus, tumorigenesis is a consequence of interactions between neoplastic 
cells and host cells  [  32  ]  that interact to regulate tumorigenesis  [  81  ] . 

 Speci fi c immune effectors and secreted factors have been implicated in the initiation 
of tumorigenesis  [  6,   7  ] , as well as tumor growth, survival, and metastasis  [  81  ] . 
Immune effectors, including macrophages, T-cells and B-cells, have been shown to 
have a role in either promoting  [  82–  84  ]  or inhibiting  [  73,   85–  87  ]  tumorigenesis. For 
example, NK (natural killer) cells  [  88  ]  can inhibit metastasis, whereas CD4 +  T-cells 
 [  89  ]  and macrophages  [  90  ]  have been shown to promote metastasis. Similarly, in 
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human patients, autoimmune stimulation or in fl ammation can be associated with 
increased tumorigenesis  [  78,   91–  93  ] . Immunocompromised hosts exhibit an increased 
incidence of certain tumors  [  79  ] . Consequently, the presence or absence of immune 
effectors, such as CD4 +  T-cells, is associated with a favorable  [  94  ]  or non-favorable prog-
nosis  [  95  ]  depending on tissue type, thereby indicating the complexity of the interaction 
between the host immune system and the evolving tumor. Indeed, immune cells and 
cytokines are important to the pathogenesis of tumorigenesis. 

 Oncogene activation can directly in fl uence the immune response  [  96–  100  ] . 
The  RET  oncogene in normal human thymocytes induces an in fl ammatory response 
that leads to tumor tissue remodeling, angiogenesis, and metastasis  [  101  ] .  RAS  up-
regulates expression of the cytokines IL-6  [  102  ]  and IL-8  [  103  ] , which contribute to 
tumorigenesis. Furthermore,  MYC  can suppress CD4 +  T-cells to maintain the 
angiogenic tumor microenvironment in multiple tumor models  [  76,   104  ] . However, 
 MYC -dependent activation of macrophages is also associated with tumor suppres-
sion  [  73  ] . Hence, oncogene activation and inactivation can have dramatic conse-
quences on both the tumor cells and tumor microenvironment (see Table  6.1 ). 

 The host immune system is also important for the ef fi cacy of therapeutics  [  10–  12  ] . 
Patients with impaired immunity have decreased overall and progression-free survival 
in a variety of solid and hematologic malignancies  [  105,   106  ] . In colorectal carcinomas, 
the type, density, and intratumoral location of the T-cell in fi ltrate has proven a more 
robust predictor of patient outcome than the TNM or Duke’s classi fi cation  [  11  ] . 
More generally, the host immune status in fl uences the ef fi cacy of conventional 
chemotherapy and radiation therapies  [  106  ] . 

 In mouse models, the immune system can be directly interrogated mechanistically 
to de fi ne its role in therapeutic response  [  11  ] . For example, in mouse models of 
hepatocellular carcinoma, pancreatic cancer and B-cell lymphoma, innate immune 
components such as mast cells  [  107  ]  and macrophages  [  73  ]  have been implicated as 
barriers to tumor growth and facilitators of tumor regression. In models of colon and 
breast adenocarcinomas, chemotherapeutic agents and radiation therapies have been 
shown to elicit immunogenic apoptosis of cancer cells  [  108  ] . 

 Multiple mechanisms of the immune system contribution to therapeutic response 
have been suggested, including both innate and adaptive immune effector cells, as 
well as speci fi c cytokines  [  10–  12  ] . Recently, it was proposed that restoration of 
tumor cells’ “ fi nd me” and “eat me” immune stimulatory signals could potentially 
be used to treat cancer  [  108,   109  ] . Hence, the promotion of both the adaptive and 
innate arms of host immunity might be highly useful toward the complete elimina-
tion of tumor cells  [  108,   109  ] .  

   Immune Effectors and Tumor Dormancy Versus Elimination 

 Speci fi c cellular and cytokine-mediated immune effectors might de fi ne the conse-
quences of oncogene inactivation. In experimental mouse models of  MYC- or BCR-
ABL- induced hematopoietic tumorigenesis, CD4 +  T-cells appear to be essential in 
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the mechanism of tumor regression upon oncogene inactivation (Fig.  6.3 , Table  6.1 ) 
 [  76  ] . In a previous study, oncogene inactivation in  MYC -induced tumors in CD4 +  
T-cell immunode fi cient mice resulted in signi fi cantly delayed kinetics of tumor 
regression and failed to completely eradicate tumor cells, leaving up to 1,000-fold 
more MRD than in wild-type hosts  [  76  ] . Other effectors are also recruited to the 
tumor site, suggesting their possible contribution  [  110  ] .  

 CD4 +  T-cells contribute to sustained tumor regression by at least two mecha-
nisms: enforcing both the induction of cellular senescence and the suppression of 
angiogenesis (Fig.  6.3 , Table  6.1 )  [  76  ] . Of importance, both of these processes have 
previously been characterized as hallmarks of oncogene addiction (Figs.  6.2  and 
 6.3 ). CD4 +  T-cells may mediate their in fl uence on the tumor and its microenvironment 
directly or indirectly through the expression of many cytokines  [  111–  114  ] . 

 TSP-1 was found to be a critical mediator of CD4 +  T-cell-induced, sustained 
tumor regression upon  MYC  inactivation (Fig.  6.3 ). Furthermore, TSP-1 might con-
tribute to remodeling of the tumor microenvironment upon oncogene inactivation 
 [  76,   115  ] , and it is a potent anti-angiogenic and immune-modulatory cytokine that 
can induce apoptosis of endothelial cells and regulate T-cell chemotaxis  [  116  ] . 

  Fig. 6.3    Tumor dormancy vs. tumor elimination is regulated by an intact host immune system. 
Oncogene inactivation results in tumor regression regardless of host immune status due to prolif-
erative arrest, apoptosis, and/or differentiation. In an intact host, the immune system is subse-
quently activated to facilitate elimination of the residual tumor cells via induction of cellular 
senescence and destruction of the tumor vasculature. However, in the absence of an immune 
system, tumors establish a state of dormancy, due to lack of inhibition of self-renewal and angio-
genesis, followed by eventual escape from therapy and tumor recurrence       
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TSP-1 may also mediate its effects through the regulation of TGF- b   [  117  ] . TGF- b  
can play a tumor-suppressive role in the tumor microenvironment  [  118,   119  ] . 
In particular, TGF- b  can contribute to both the restraint of tumor onset and oncogene 
addiction through the regulation of cellular senescence upon  MYC  activation and 
inactivation  [  72,   73  ] . 

 Additional cytokines and effectors may be involved in CD4 +  T-cell-mediated 
oncogene addiction. Cytokines that appear to play a role include eotaxin-1, IL-5, 
interferon-gamma (IFN- g ), and tissue necrosis factor-alpha (TNF- a ); the down-
regulation of “pro-tumor” cytokines, such as vascular epidermal growth factor 
(VEGF), IL-1 b , and MCP-1 upon  MYC  inactivation may also play a role  [  76  ] . 
Whether any of these cytokines contribute more generally to the phenomenon of 
oncogene addiction remains to be seen. 

 CD4+ T-cells coordinate multiple components of both the innate and adaptive 
immune system  [  120  ] , suggesting a likely contribution of other immune effectors to 
oncogene addiction. Indeed, in oncogene-induced hepatocellular carcinoma, pan-
creatic cancer and B-cell lymphoma, innate immune cell types such as mast cells 
 [  107  ]  and macrophages  [  73  ]  have been implicated as barriers to tumor growth and 
facilitators of tumor regression. 

 Notably, the restoration of the p53 tumor suppressor has been shown previously 
to induce tumor senescence, elicit chemokine expression, and induce the activation 
and recruitment of innate immune cells that contribute to tumor clearance  [  77  ] . 
Thus, the restoration of normal cellular function of a single tumor suppressor or 
oncogene can elicit oncogene addiction through changes in the tumor microenvi-
ronment, dependent upon various host immune effectors. 

 Both cellular and cytokine-associated immune mechanisms are essential com-
ponents of oncogene addiction. They de fi ne the kinetics, extent, and durability of 
tumor elimination (Fig.  6.3 ). In the absence of an immune system, and upon oncogene 
inactivation, tumor cells persist, in a dormant state. However, in the presence of a 
fully intact immune system, there is complete elimination of tumor cells.  

   Therapeutic Implications: Tumor Dormancy Versus Elimination 

 For maximal clinical ef fi cacy, a therapeutic for cancer would ideally either com-
pletely eliminate a tumor or induce a permanent state of dormancy. Since both tumor 
cell-intrinsic and host-dependent programs appear to be required to elicit oncogene 
addiction, it seems that it would be critical to consider both the tumor and the host 
in order to design a therapeutic that is most ef fi cacious. Therapies that target pro-
grams in cancer cells but suppress the immune system, or those that stimulate the 
immune system but have no effect on the biology of a tumor cell, may not be as 
effective as therapies that modulate both processes in concert. In particular, thera-
pies that target the tumor but suppress the immune system could blunt their overall 
ef fi cacy. Many existing anticancer therapies cause immunosuppression and lym-
phodepletion that may undermine their ef fi cacy  [  10  ] . 
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 To best identify anticancer therapies, it is critical to perform preclinical evaluation 
in host model systems that have an intact immune system and recapitulate a tumor 
microenvironment. In vitro or animal models in which a host is immunocompromised 
would not correctly identify the best therapeutic agents precisely because the 
kinetics of tumor cell elimination, the degree of tumor elimination, the ablation of 
MRD, and the duration of a clinical response could all be dictated by mechanisms 
related to the host. 

 The ability to identify whether a therapy will induce dormancy vs. elimination 
seems critical to evaluating potential therapeutics. The regulation of self-renewal 
vs. cellular senescence appears to be the key determinant of the fate of a tumor. The 
ability to interrogate self-renewal may be intrinsic to evaluating and predicting ther-
apeutic activity. Therefore, the direct targeting of self-renewal/cellular senescence 
programs through the inactivation of particular oncogenes or other gene products 
may be a particularly effective strategy for treating cancer. This critical decision in 
cell fate appears to be tightly coupled to interactions between tumor cells, host cells, 
and cytokines, and it de fi nes whether a tumor expands, regresses, or becomes dor-
mant (Fig.  6.3 )  [  39  ] . Hence, therapeutics that target self-renewal and/or activate 
cellular senescence could be very effective; for example, therapeutics that induce 
p53 or modulate genes that regulate the cell cycle machinery would likely be effec-
tive  [  41  ] . Therapeutic strategies that modulate the tumor microenvironment may 
also be useful adjuncts, including drugs that target angiogenesis  [  121  ] . A combina-
tion of approaches would likely be most effective for tumor elimination. 

 Finally, the appreciation that immune mechanisms can dictate the balance 
between self-renewal and senescence suggests that therapeutic manipulation of a 
host’s immune system and secreted cytokines may be an important treatment 
 strategy. Speci fi c host immune effectors and chemokines profoundly in fl uence the 
consequences of therapeutic oncogene inactivation, radiation therapy, and chemo-
therapy  [  11  ] . The integration of targeted and immune therapies may be the most 
ef fi cacious strategy in treating cancer  [  122  ] .  

   Modeling and Predicting Tumor Dormancy Versus Elimination 

 The mechanistic understanding of oncogene addiction should make it possible to 
predict therapeutic ef fi cacy. Oncogene addiction involves both tumor cell-intrinsic 
and host-dependent programs that regulate self-renewal, proliferation, apoptosis, 
and cellular senescence. Hence, the incorporation of these cellular programs into a 
model may yield a model that can predict oncogene addiction  [  30,   123  ] . One such 
possible approach would be to presume that cancer cells behave stochastically and 
can exist in three different states: proliferating, apoptotic, or quiescent/dormant. 
Then, the acquisition of even very simple measurements of proliferation and apop-
tosis combined with assessments of tumor size could be used to mathematically 
predict oncogene addiction  [  123  ] . 
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 Such modeling has revealed some possible insights into the mechanism of 
oncogene addiction and tumor regression following oncogene inactivation  [  123  ] . 
A simple differential decay between pro-survival and pro-death signals is suf fi cient 
to explain the majority of what occurs upon oncogene inactivation. A decay of 
both pro-survival and pro-death signals follows targeted oncogene inactivation. 
Although, the  fi nal level of the pro-death signal is comparable to the pro-survival 
signal, it is precisely because the death signals induced by the oncogene are 
extinguished more slowly after oncogene inactivation than the survival signals 
that tumors regress. These results support the oncogenic shock hypothesis,  fi rst 
suggested by both Settleman and Kaelin  [  30,   31  ] . 

 Mathematical modeling of the response to targeted therapy indicates that simple 
measurements of tumors before and after initiation of a therapeutic may be useful 
toward predicting therapeutic outcome  [  124  ] . A variety of different computational 
approaches could be used, and this could potentially be useful in enabling the more 
rapid identi fi cation of therapeutics as well as the more rapid discontinuation of ther-
apies that are not effective (Fig.  6.4 ). This approach would exploit both existing and 

  Fig. 6.4    Utilizing modeling to predict when oncogene inactivation will result in tumor dormancy vs. 
tumor elimination. A combinatorial, iterative approach can be used to model the consequences of 
oncogene addiction, thereby allowing for prediction of response to targeted therapy in patients. 
Continuing progress in molecular imaging and biomarker discovery will be crucial for the validation 
of mathematical models of oncogene addiction in primary animal models of cancer. In parallel, the 
advent of new molecular imaging tools in the clinic will allow for incorporation of discoveries in 
these preclinical models into assessment of human cancer patient response to therapy       
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emerging imaging techniques to rapidly and reliably assess tumor cell proliferation 
and apoptosis ex vivo  [  125–  129  ] .  

 Even simple models may be able to predict oncogene addiction with measure-
ment of proliferation and apoptosis alone  [  123  ] . However, the inclusion of certain 
additional parameters, such as immune cell in fi ltration, onset of cellular senescence, 
loss of self-renewal, and suppression of angiogenesis, would likely improve the 
modeling. New molecular imaging approaches, as well as proteomic technologies, 
may enable the measurement of such parameters (Fig.  6.4 ). Then, the application of 
both mechanistic and predicting modeling may further enable the goal of predicting 
when targeted inactivation of a gene product or combination of products would 
elicit tumor elimination or tumor dormancy.  

   Summary 

 An understanding of the mechanistic basis of oncogene addiction will reveal when the 
inactivation of a particular oncogene will elicit sustained tumor regression vs. tumor 
dormancy. Oncogene addiction is associated with many changes in cellular programs, 
including proliferative arrest, apoptosis, differentiation, and apoptosis. Yet, central to 
determining the consequences of oncogene inactivation appears to be whether this elic-
its a permanent loss of self-renewal through the program of cellular senescence. 
Importantly, both cell-autonomous tumor-intrinsic mechanisms and host-dependent 
mechanisms contribute to the consequences of oncogene inactivation and of self-
renewal. Hence, modeling approaches that incorporate both tumor and host factors 
appear to likely be able to predict the consequences of targeted oncogene inactivation, 
their in fl uence on self-renewal programs, and thus the clinical ef fi cacy of therapeutics.      
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Chapter 7
Multifaceted Kinetics of Immuno-Evasion
from Tumor Dormancy

Alberto d’Onofrio

Abstract Tumor progression is subject to modulation by the immune system. The
immune system can eliminate tumors or keep them at a dormant equilibrium size,
while some tumors escape immunomodulation and advance to malignancy. Herein,
we discuss some aspects of immune evasion of dormant tumors from a theoretical
biophysics point of view that can be modeled mathematically. We go on to analyze
the mathematical system on multiple timescales. First, we consider a long timescale
where tumor evasion is likely due to adaptive (and somewhat deterministic)
immuno-editing. Then, we consider the temporal mesoscale and hypothesize that
extrinsic noise could be a major factor in induction of immuno-evasion. Implications
of immuno-evasive mechanisms for the outcome of immunotherapies are also
discussed. In addition, we discuss the ideas that population level tumor dormancy
may not be a quiescence phenomenon and that dormant tumors can, at least if
modulated by the immune system, live a very active and noisy life!

Keywords Tumor dormancy • Immune system • Immuno-evasion • Immuno-
editing • Systems biomedicine

Introduction

Tumor cells express specific antigens, for example through under- or over-expressed
proteins, mutated proteins, or many other factors, that can trigger a response from
both the innate and adaptive immune system (IS) [29, 61, 80]. This finding led to
the hypothesis of immune surveillance formulated in 1908 by the Nobel laureate
Paul Ehrlich [48]. According to this hypothesis, the IS can act to potently inhibit
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and even eliminate tumors [15, 48]. The interest in tumor immune surveillance
had a resurgence after the late 1950s, thanks to studies by Burnet [15–17] and
Thomas [90], who must be considered the other two fathers of immuno-oncology
in addition to Ehrlich. Immune surveillance remained a very debated hypothesis up
to the late 1990s due to inconsistent or inadequate animal models [46, 47]. Only
in the past decade or so has a large amount of experimental and epidemiological
data been accumulated which evidently demonstrated that the IS can suppress
tumors [47]. Tumor suppression, however, is only one phase of tumor–immune
interactions. Termed as the three “E”s of immunomodulation, the IS can Eliminate
tumors, keep them in a state of Equilibrium, or allow them to Evade and progress to
malignancy [47].

The competitive interaction between tumor cells and the IS involves a large
number of players and events, and is as such extremely complex. Furthermore,
the interactions between tumor cells and the IS are strongly nonlinear and time-
varying phenomena at two different scales, slow and fast, which offer possible
causes of tumor evasion from immune control [47]. The fast scale corresponds to
early phases of growth when cells of the IS learn to recognize and target tumor
cells [52, 86], and neoplasms may Escape and progress before an effective immune
response can be launched [52, 86]. Additionally, tumor cells might be identified as
“self” by the IS and hence easily escape [29, 57]. On the other hand, a series of
adaptive phenomena shape the onco-immune interplay at the slow scale, enabling a
dynamic Equilibrium such that the tumor survives in a dormant state undetectable
by diagnostic equipment [47]. The presence of an IS-induced dormant tumor state
was indirectly inferred from clinical data for many decades and predicted by
mathematical models [28, 71, 73, 88]. Only recently Koebel and coworkers [64]
were able to show experimentally in a mouse model such an IS-induced Equilibrium
state. The IS-induced dormant state can remain at a constant size or be subject to
“short term-small amplitude” oscillations [53, 59, 75, 93], making microscopically
oscillating dormant states conceivable.

Externally induced dormant equilibria and oscillating micro-attractors can be
disrupted. Disease-related impairments of innate and adaptive ISs or immunosup-
pressive treatments preceding organ transplantations have been shown epidemiolog-
ically and in mouse studies to allow tumors to escape from dormancy and continue
growth [47, 89].

However, there is a major class of causes of disruption of the equilibrium that are
not related to immunosuppression. Indeed, dormant tumors may themselves develop
strategies to escape IS control [47, 64, 80]. From an ecological point of view, it is
conceivable that tumors adapt to survive in a hostile, antitumor immune-mediated
environment [47]. For example, tumors may develop mechanisms to spread by
reducing their immunogenicity over a long period of time [47, 80]. The escaping
tumors are called to be “edited”—or, more suggestively said, “sculpted”—by the
host IS [47]. A possibility, which we only partially share, is that the IS involuntarily
promotes tumor progression by selecting for immunoneutral tumor cell subtypes
that unavoidably arise due to the intrinsic genetic instability of tumor cells [47].
A fourth “E” in the immunomodulation process is therefore argued to be immuno-
Editing [47].
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For the above-outlined reasons, the current theory including the whole possible
time-course of the interaction between a tumor and the IS has been defined as
“immuno-editing” [47]. In the immuno-editing framework, no permanent dormancy
can exist: the equilibrium is a transitory state whose fate unavoidably ends with
evasions in the long run. Of course, due to the slowness of the adaptation process,
the length of the equilibrium phase can in many plausible conditions yield tumor
dormancy lasting years or decades, thus offering an explanation for the observations
that many adults bear asymptomatic dormant tumors [47]. Finally, it is important
to remark that in the long temporal range not only the above-mentioned slow
evolutionary processes but also IS degradation due to natural senescence [70] may
theoretically contribute to long-term evasions of dormant tumors.

A large body of biomedical research on immuno-evasive strategies has accumu-
lated, and a recent, highly recommendable monograph [52] was devoted to some
of these strategies and their correlation with the effectiveness of immunotherapies.
Adaptive evasion phenomena do not stop in the presence of therapies, so tumor
adaptation can be seen as a process competing with treatment [52].

The concept underlying immunotherapy is modification of the natural interplay
between tumor cells and both the innate and specific immune system in favor of
the latter [31]. This simple and promising idea, however, has only yielded globally
controversial medical investigations [1, 10, 58], partly due to huge inter-subject
variability, and partly due to variations in specific kinds of immunotherapy.

Immunotherapies are divided into two classes: passive and active therapies [30,
31]. Probably the most important passive therapy is Adoptive Cellular Immunother-
apy, where cultured, activated immune effector cells are injected into the diseased
host [67]. Active immunotherapies aim at boosting the immune response, for
example by expanding the proliferation of cytotoxic T lymphocytes (CTLs). Among
these therapies, a prominent role is played by interleukin-based therapies [20, 76].

The complexity and nonlinearity of the interplay between a tumor and the
immune system lend itself to quantitative modeling [23,81,83]. Differential equation
models have been developed with constant [28,32,35,36,45,62,63,65,71,73,74,88]
or stochastically varying [41, 72] parameters, and hybrid stochastic-deterministic
models [21]. The basic idea of most of these models is simple: tumor cells
and the effector cells of the IS are competing populations. Tumor cells are
the prey of the immune effectors, whose proliferation and local recruitment are
stimulated, in turn, by the presence of the tumor. Tumor cells, however, also
induce a loss of effector cells; and the influx of effectors may depend on the
size and/or growth rate of the tumor population [35, 38, 71, 88]. Tumor dynamics
can be studied in greater detail when cellular interactions are represented by
generalized kinetic models of nonlinear statistical mechanics [7–9] or agent-based
approaches [79, 82]. Owen and Sherrat developed a spatiotemporal model focusing
on the role of macrophage dynamics in tumors [77,78]. These investigators showed
that macrophage chemo-attraction toward tumor cells yields both traveling wave
solutions and a heterogeneous spatial distribution of tumor cells. Matzavinos,
Chaplain, and Kuznetsov proposed a spatiotemporal model of the interactions
between tumor cells and CTLs that includes spatial motility of both cell types and
CTL chemotaxis [24, 74]. The model is used to study IS-modulated dormant tumor
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states and reveals through a series of simulations in which tumor cells are spatially
distributed in an irregular pattern during dormancy and their number oscillates in
a non-periodic fashion. We extended an earlier general framework model [35] with
the empirical inclusion of the immuno-editing phenomenon simply by introducing
slowly time-varying generic parameters in the metamodels (timescales significantly
longer than those typical of the tumor–IS interaction) [38]. The behavioral strategies
interrelated with phenotypic changes were described similar to the Lotka–Volterra
models with adaptively changing interaction strength [26, 66] with slowly varying
parameters [26] and non-monotonically varying parameters [22]. Bellomo recently
proposed a generic kinetic approach for immune effector learning and tumor cells
hiding based on the concept of mutual change of activity levels [7].

As a case study of mathematical modeling of immuno-evasion and its implica-
tions for therapies, we herein review and extend a recent mathematical model [43]
that introduces a dynamic description of tumor evasion, based on the concept
that a tumor cell that survived an encounter with a CTL earns a decreased
immunosensitivity. This “information gain” can be communicated to other tumor
cells, thereby reducing the overall tumor sensitivity to immune-induced cell killing.

This novel hypothesis is in line with the general idea of tumor escape from
immune response. Indeed, Stewart and Abrams stressed that tumor cells might
escape from immune control through two pathways: (a) mechanisms that involve the
secretion of soluble factors; and (b) mechanisms that are dependent on the contact
between the tumor cells and the effectors and that are aimed at reducing antigen
recognition/adhesion and apoptotic resistance [89]. Such factors are currently
believed to induce the evolution of immunosuppressive networks [60]. The model
hypothesizes that soluble factors also contribute to intercellular communication.
This could, for example, be related to experimental findings by Kurnick et al. [68],
who showed that melanoma cells produce soluble factors that diminish Melanoma-
A/MART-1 Ag expression with the concomitant loss of recognition by the specific
CTLs. Immunolearning and oncohiding are important and fascinating mechanisms
that describe evasion of dormant tumors at a temporal mesoscale, and might be
responsible for immune surveillance failure in general.

Another important factor that has been extensively investigated is stochastic fluc-
tuations of tumor proliferation rates [2, 6, 14, 55, 56, 72, 94], as those fluctuations
can trigger escape as well as elimination of the neoplasm. Given the complexity and
multistability of the tumor–IS interplay, it is conceivable that statistical fluctuations
of immune levels trigger noise-induced transitions from dormancy.

We recently showed that the classical method of noise-induced transition must
be adapted for immune surveillance models [41]. Classical approaches based on
Gaussian perturbations in biology have a limited range of application ([37, 39, 44]
and references therein), and suitable bounded noises should be used. The classical
theory of noise-induced transitions [56] refers to the study of the qualitative
changes in stationary probability densities: Pst(x) = limt→∞P(x, t) and is therefore
asymptotic [41]. Humans and all other living beings, however, have a finite lifespan,
and thus the lifespan of the host organisms must set a natural limit, which makes the
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velocity of convergence to Pst(x) an essential parameter. If this velocity is low and
the attractor is practically reached in times that are greater than the average lifespan
of the organisms being studied, one must investigate the possible qualitative changes
of P(x, t) during its transitory period, namely at some given realistic times.

The influence of IS fluctuations has been studied with the result that an
increase in the variance of the noise yields (partial) rejection of a tumor [72].
The effect of the IS, however, has been assumed to be independent of tumor
size, and is therefore applicable primarily to largely immunogenic tumors. We
extended a phenomenological model [14,94] to account for the decreased cytotoxic
effectiveness of immune effector cells [41], and focused on the response of this
biological system to stochastic bounded perturbation in immune levels. As we will
discuss later, immuno-evasion can be induced by noise. This escape depends on the
probability density of the “input” noise, and not only on its variance as in classical
models.

Case Study 1: Mathematical Modeling of Immuno-Editing:
Tumor Evasion at Large Timescales

The Kuznetsov Model of Tumor–Immune System Interplay

In this section, we briefly introduce and discuss the main properties of the well-
known model by Vladimir A. Kuznetsov and colleagues [71, 74], describing the
growth of an immunogenic tumor and the interplay with CTLs. Let x(t) denote
the size of a tumor population at time t, y(t) the size of the CTL compartment at
time t, and C(t) the number of tumor cell–CTL complexes. Tumor growth under
immunosurveillance can be described by:

x′ = rx
(

1− x
K

)
− kxy+ k−1C+ k2(1− p)C

y′ =
fC

a+ x
− μ0y− kxy+ k−1C+ k2 pC+σ , (7.1)

C′ = kxy− δC− k−1C− k2C,

where

• r represents the baseline tumor growth rate (for small x, x′ ≈ rx)
• K represents the host carrying capacity. For low immunogenic tumors, x(t)→ K.

The carrying capacity is a theoretical endpoint to tumor growth, as the host often
dies before this carrying capacity can be reached. In the absence of an immune
reaction, the tumor follows a logistic law: x′ = rx

(
1− x

K

)
, which is one of

many possible phenomenological laws describing the dynamics of tumor growth
[35, 40]
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• kxy represents the binding rate between tumor cells and immune effector cells
• Tumor cell–CTL complexes are cleared at a constant rate δ and have a total rate

of unbinding k−1 + k2

• k−1 is the rate at which neither the tumor cell nor the CTL are damaged
• k2 is the rate at which either the tumor cell [29, 61] (with probability p) or the

CTL [27] (with rate 1− p) are lethally damaged. The counterattack of tumor
cells leading to the death of the CTL was theoretically predicted by Kuznetsov
in 1979 [69]. p is typically very large. A value fit from data of lymphoma in
chimeric mice is p ≈ 0.9997 [25, 74]. We shall refer to p as the “probability of
dying”

• The tumor-stimulated recruitment rate of CTL is modeled by: fC/(a+ x)
• The baseline death rate of CTLs is μ0

• σ is the external inflow of CTLs in the region where the tumor is localized [71]

This model was validated with data from experiments on the dynamics of growth
of a BCL1 lymphoma in the spleen of chimeric mice [24, 25, 71, 74]. Since the
lifespan of the complexes is very short [49], it can be assumed that complexes are at
quasi-equilibrium [71], such that:

(δ + k−1 + k2)C ≈ kxy,

thus reducing system (7.1) to the following bidimensional system:

x′ = rx
(

1− x
K

)
− k

k2

δ + k−1 + k2
pxy

y′ =
β x

a+ x
y−

(
μ0 + k

k2

δ + k−1 + k2
(1− p)x

)
y+σ . (7.2)

The dynamics of this and variations of this model are characterized by a vast
repertoire of nonlinear behaviors that mimic the complex interactions between
tumors and CTLs [35, 71, 74].

Modeling Immuno-Escape

In this section, we propose and analyze a novel mechanism that potentially underlies
tumor escape from immune surveillance. The proposed mechanism may augment
and is not mutually exclusive with more classical mechanisms, such as spontaneous
emergence of low immunogenic clones due to, for example, genetic instability of
tumor cells [47].

A shortcoming of the above-introduced model of tumor–IS interplay is the time-
independent, constant number of tumor cells being killed (k2 pC in the model (7.1))
and number of tumor-stimulated effectors being born and/or recruited per time
unit ( fC/(a+ x) in the model (7.1)) [38]. Initially focusing on the interpretation
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of the biological natural history of tumors, a rough “kinematic” approach was
employed by qualitatively introducing some time-varying, explicit parameters. For
immuno-editing models, time-decreasing parameters were introduced in the family
of bidimensional models [35], and both simulations and a bifurcation analysis were
performed [38]. These models showed that the aggressive growth of a tumor can be
understood biophysically as a catastrophic transition from a locally stable dormant
state to a globally attractive macroscopic steady state near carrying capacity in the
absence of immune reactions.

Here we are interested in offering an explicit and biophysically grounded model
of long-term evasion from immune control. We hypothesize that tumor cells that
encounter and survive a CTL interaction “learn” how to evade immune surveillance
and are consequently equipped with a decreased probability p of being killed by
CTLs in the future:

p(t + dt) = p(t)−η(p)× (dt (k−1 + k2(1− p))C)× p,

where η(p)≥ 0, such that:

p′ =−η(p)(k−1 + k2(1− p))Cp. (7.3)

We implicitly assume that the information acquired by surviving tumor cells after
successful detachment from CTL is transmitted to other cells via rapid intercellular
communication, which is a rapid process. The same mechanism might also act upon
encounter with effectors, for example, of the innate IS.

Note that, as p(t) is a probability, (7.3) must be such that if p(0) ∈ [0,1], then
p(t) ∈ [0,1] for all times −∞ < t < +∞. This is trivially verified for t ≥ 0. In order
for that condition to also be true for t < 0, η has to be set as:

η(1) = 0. (7.4)

Thus we set:

η(p) = η0(p)(1− p), (7.5)

where η0(p)≥ 0 is bounded, for example: η0(p) = const.
Thus (7.3) reads:

p′ =−η0(p)(k−1 + k2(1− p))C(1− p)p. (7.6)

Assuming that the dynamics of the complexes C is very fast (k−1 + k2) � 1,
they may considered at quasi-equilibrium, i.e., C ≈ kxy/(δ + k−1 + k2). Then (7.6)
becomes:

p′ =−η0(p)(δ + k−1 + k2(1− p))
k

δk−1 + k2
xy(1− p)p. (7.7)
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Note that in a microscopic tumor without appreciable immuno-evasion p(0) ≈ 1.
Furthermore, since the adaptive rate of tumor cells at each encounter is arguably
small, it follows that for a long time-interval p′ ≈ 0, which is in line with the
assumption that immune evasion occurs on long time scales.

The total number of complexes that do not lead to the death of the involved tumor
cell, i.e., the number of nonlethal encounters for tumor cells, is given by:

N′(t) = (k−1 + k2(1− p(t)))C(t). (7.8)

By combining (7.6) and (7.8), one straightforwardly obtains:

d
dN

p =−η0(p)p(1− p). (7.9)

In the case of constant η0, (7.9) yields:

p(N) =
p(0)

p(0)+ (1− p(0))Exp(η0N)
, (7.10)

which is the mathematical realization of the intuitive fact that the probability q is a
decreasing function of the total number of nonlethal complex-forming encounters N.

Remark. Equation (7.6) is formally the model of an evolutionary imitation game [50],
which in this case is asymmetric since the positive payoff is 0 and the negative
payoff is proportional to the encounter rate kxy. ♦

The tumor–CTL binding rate k encodes two distinct phenomena: the baseline
rate k0, at which a tumor cell encounters an immune cell, as well as the probability
z that an immune cell recognizes the tumor cell, such that k should be modeled as a
time-varying function as follows:

k(t) = k0z(t).

Additionally, the probability z may also be subject to evolutionary changes. Thus,
similar to (7.3), we may write:

z′ =−γ0(z)(k−1 + k2(1− p))C(1− z)z. (7.11)

In contrast to previous studies where f was assumed to be constant [43], here we
introduce f (t) to be time varying. This is motivated by tumor-stimulated recruitment
of CTLs, which is modeled by means of the function fC/(a+ x), being dependent
on the antigenic exposition of tumor cells. Thus, we shall adopt the simplest possible
model:

f (t) = f 0z(t).
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Quite interestingly, the use of a quasi-equilibrium approximation reveals further
insights into the dynamics of z:

z′ =−γ0(z)(δ + k−1 + k2(1− p))
k0

δk−1 + k2
xy(1− z)z2. (7.12)

Finally, we briefly discuss the release of immunosuppressive factors by tumor
cells [52] and the link to our hypothesis on the onset of immuno-evasion. We assume
that surviving tumor cells acquire and transmit information, allowing an increase in
the production of an immunosuppressive factor that may induce apoptosis in CTLs.
This requires new terms in the equation for y(t) of the static model [74]. We assume
that surviving tumor cells produce a factor W , which is taken up by and induces
toxicity in CTLs. Let β (t) be the production rate of this factor:

W ′ = β (t)x− qyW − dW,

where q is the uptake rate by CTLs and d is the factor’s natural decay. Assuming
that W rapidly degrades, we can set W ≈ (β (t)/d)x/(1+ εy), where ε = q/d. By
further assuming that the CTL death rate induced by the factor W is proportional to
its uptake rate γ∗qyW , the dynamics of CTLs are governed by:

y′ =
f (t)C
a+ x

− μ0y− k(t)xy+ k−1C+ k2 pC+σ − b(t)bM
x

1+ εy
y, (7.13)

where bM = (γ∗ε)βM, with βM being the maximum production rate of W , and 0 ≤
b(t)≤ 1.
Thus, proceeding as in the previous section yields the following equation:

b′ = ξ0(b)(k−1 + k2(1− p))C(1− b)b, (7.14)

where (1− b) follows from the saturation in the production of the immunotoxic
factor.

Simulations

The asymptotic behavior of the above-discussed models is trivial, as limt→+∞ p(t) =
0+ and limt→+∞z(t) = 0. Of interest to tumor dormancy escape is to assess the
typical transitory behaviors during simulated realistic lifespan of the host organism.
We first simulated models (7.1)–(7.6) using parameters that were estimated in [74]
for the model (7.1) with constant p. The values and meanings of the parameters, and
of the state variables, are reported in Tables 7.1 and 7.2. For notational convenience,
we rescaled the system with a unit of 106 cells and nondimensionalized the variables
x, y, and c.
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Table 7.1 State variable and parameters, mainly related to the model (7.1)

Variable Values Source Meaning

x 0 < x < K [43, 71, 74] Nondimensional size of tumor cells
compartment

y y > 0 [43, 71, 74] Nondimensional size of CTLs
compartment

c c > 0 [43, 71, 74] Nondimensional size of TC–CTL
complexes compartment

r 0.18day−1 Fit from BCL1 mouse
data [25, 71]

Baseline exponential growth rate of
the tumor

K 500 Fit from BCL1 mouse
data [25, 71, 74]

Carrying capacity

k0 k ∈ (0.1,0.4) Fit from BCL1 mouse
data [25, 71, 74]

Binding rate at t = 0 between tumor
cells and CTLs

f 0 29.88day−1 Fit from BCL1 mouse
data [25, 71, 74]

Parameter related to CTLs
recruitment

a 20.19 Fit from BCL1 mouse
data [25, 71, 74]

Parameter related to CTLs
recruitment

μ0 0.0412day−1 Fit from BCL1 mouse
data [25, 71, 74]

Baseline death rate of CTLs

σ 0.0136day−1 Fit from BCL1 mouse
data [25, 71, 74]

Local influx of CTLs

k−1 24.0day−1 Fit from BCL1 mouse
data [25, 71, 74]

Unbinding rate without cellular
damages

k2 7.2day−1 Fit from BCL1 mouse
data [25, 71, 74]

Unbinding rate with cellular damages

δ 0day−1 Fit from BCL1 mouse
data [25, 71]

Loss rate of complexes

p0 0.9997 Fit from BCL1 mouse
data [25, 71, 74]

Probability at t = 0 that a tumor cells
dies after meeting a CTL

Table 7.2 State variable and parameters, mainly related to our time-varying adaptive extension of
model (7.1)

Variable Values Source Meaning

p(t) 0 < p(t)< p0 Defined here Time varying probability that a tumor
cells dies after meeting a CTL

η0 0 < η0 � 1 Defined here Baseline decrease rate of p(t)
z(t) 0 < z(t)< 1 Fit from BCL1 mouse

data [25, 71, 74]
Probability that a tumor cells is

recognized by a CTL
γ0 0 < γ0 � 1 Defined here Baseline decrease rate of z(t)
bM bM = 0.4day−1 Assumed Cytotoxic chemicals-related

parameter (see the text)
ε ε = 0.01 Assumed Cytotoxic chemicals-related

parameter (see the text)
b(t) 0 < b(t)< 1 Defined here Proportional to the time varying

production rate of the cytotoxic
chemical (see the text)

ξ0 0 < ξ0 � 1 Defined here Baseline decrease rate of b(t)
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Fig. 7.1 Immunomodulation of a tumor without adaptive escape learning for a strong binding
rate k = 0.4 day−1. (a) Tumor size x(t) in the absence of dynamical changes in p(t) and z(t).
(b) Corresponding size of immune system effectors y(t). Time is measured in days. Other
parameters: γ0 = η0 = 0 z(t) = 1 and p = 0.9997

The estimated probability that a tumor cell dies after an encounter with a
CTL is p0 = 0.9997 [74]. We simulated tumor dynamics for t = 1,000 days (≈3
years), which is in line with the lifespan of chimeric mice. In Fig. 7.1, we set
the tumor cells–CTLs binding rate to k0 = 0.4 day−1. With a constant tumor cell
death rate after de-complexification η0 = 0, tumor size as well as immune effectors
exhibited damped oscillations around a small value indicative of population-level
tumor dormancy. However, for a non-null decrease rate of the “probability of
dying” η0 = 4.5 ∗ 10−3, a sudden onset of immuno-evasion at t ≈ 850 days can
be observed (Fig. 7.2). An initially oscillating immune response disappears after
the tumor escape immune surveillance. At the onset of immuno-evasion, p ≈ 0.82,
which is reduced from its initial value p0 but still remarkably large. Figure 7.3
shows the dependence of immuno-evasion onset on η0. One can see that for
4.5∗10−3 < η < 3.6∗10−2 the onset of escape starts after adequate delays, whereas
for η0 < 0.86∗4.5∗10−3 tumor escape is seen only at times greater than 1,000 days.
In Fig. 7.4, we considered the effects of a smaller binding rate: k = 0.25 day−1. In
contrast to the previous simulations, tumor size (as well as the immune effectors)
exhibited sustained oscillations spacing from relatively small tumor sizes up to quite
large sizes with η = 0. For a non-null decrease rate η = 1.1∗10−3, however, sudden
immuno-evasion occurred at t ≈ 850 days (second panel).

We now focus on the role of the probability z(t) that an immune cell can
recognize the tumor cell, and report baseline simulations with constant p(t) = 0.997
(i.e., η = 0), γ0 = const > 0 and z(0) = 0.9999. Including the dynamics of z(t)
revealed that the system is more robust with respect to this time-varying parameter
than with respect to p(t). Indeed, immuno-evasion occurs only for small values
of the “recognition probability” z(t). Moreover, the dynamics of z(t) were slower
than those of p(t) obtained in the previous set of simulations. We conclude that
a larger (constant) “decrease rate” γ0 is required to enable immuno-evasion than
the “decrease rate” of the probability of dying (η0). For example, to reproduce a
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Fig. 7.2 Immunoevasion after dynamical changes in the probability of cancer cell dying p(t) for
η = 4.5 ∗ 10−3 and a strong binding rate k = 0.4 day−1. (a) behavior of x(t): immuno-evasion
onset at t ≈ 850. (b) Behavior of the CTLs. (c) Time changes of p(t). Other parameters are as
in [74]. Time is measured in days. Other parameters: γ0 = η0 = 0 z(t) = 1 and p = 0.9997
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Fig. 7.3 Effect on x(t) of varying the decrease rate η0 of the probability of dying for a strong
binding rate k = 0.4 day−1. Solid gray line η0 = 0.86∗4.5∗10−3 ; solid black line: η0 = 4.5∗10−3;
dashed line: η0 = 2 ∗ 4.5 ∗ 10−3; dot-dashed line: η0 = 4 ∗ 4.5 ∗ 10−3 ; dotted line: η0 = 8 ∗ 4.5 ∗
10−3. Other parameters are as in [74]. Time is measured in days. Other parameters: γ0 = 0 z(t) = 1
and p(0) = 0.9997
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Fig. 7.4 Immuno-evasion due to dynamical changes in the probability of dying p(t) , for a weaker
binding rate k = 0.25 day−1. Tumor size x(t), and phase plane (x(t),y(t)) in the absence of
dynamical changes in p and z are shown, respectively, in panels (a) and (c). Panels (b) and (d)
effects of dynamical changes in p(t) in the case η = 1.1∗10−3. Panel (b) behavior of x(t): immuno-
evasion onsets at t ≈ 850. Panel (d) corresponding phase-plane plot. Time is measured in days.
Other parameters: γ0 = η0 = 0 z(t) = 1 and p0 = 0.9997, and as in [74]

behavior similar to that reported in Fig. 7.1, we had to set γ0 = 0.013. In Fig. 7.5, we
show the simulations for the case k0 = 0.25 (as in Fig. 7.1, where we recall z(t) = 1).
Immuno-evasion is triggered at t ≈ 800 for γ0 ≈ 0.0030, when z(800) ≈ 0.2.
Figure 7.6 shows how the onset of immuno-evasion depends on γ0, suggesting that
γ0 should range in 3.47 ∗ 10−3 < γ0 < 1.56 ∗ 10−2 for successful escape.

To investigate immuno-evasion through tumor-produced factors that are toxic to
CTLs, we performed numerical simulations with varying ξ0. The system produced
a behavior that is qualitatively similar to those we reported above (c.f. Fig. 7.7).

In the previous examples, we focused on the case where, in the absence of
immuno-evasive mechanisms, the tumor remains dormant. Here, we shall consider
the impact of the proposed mechanisms on an “artificial” tumor dormancy induced
by a highly idealized and efficient immunotherapy. We consider a tumor growing
in a microenvironment characterized by a small baseline influx rate of CTLs,
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Fig. 7.5 Behavior of tumor–CTL interplay in the presence of dynamical changes in the probability
that a tumor cell is recognized by CTLs z(t) in the case with constant γ0(z) = 0.0039, k =
0.25 day−1, z(0) = 0.9999, η0 = 0 and p0 = 0.9997. (a) Behavior of x(t): immuno-evasion onsets
at t ≈ 800. (b) Behavior of the CTLs. (c) Time changes of p(t). (d) (x,y) phase plane plot. Other
parameters are as in [74]. Time is measured in days

σ∗ = 0.00136 day−1, which is an order of magnitude less than the value reported in
Tables 7.1 and 7.2 and used in the above simulations. In the absence of immune-
evasion mechanisms, the tumor grows intrinsically rapidly and reaches 80% of
its theoretical carrying capacity in 80 days, which is likely lethal for the host.
By the inclusion of immuno-evasion mechanisms characterized by a time-varying
probability of dying with decreased rate η = 0.0005, the full carrying capacity is
reached at t = 90 days. In both cases, we simulated a highly idealized adoptive
cellular immunotherapy, (Fig. 7.8) whose effect is modeled by increasing by 20-
fold the rate σ up to the value σ = 0.0272day−1. The therapy starts continuously
at t = 14day, which is, of course, an idealized scenario. In both cases, therapy is
initially very effective, and in the case with constant probability of dying (η = 0),
the tumor remains controlled at a small size. In an intrinsically immuno-evasive
tumor with η = 0.0005, however, tumor progression is observed at t ≈ 150 days.
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Fig. 7.6 Immuno-evasion through decreased tumor detection rate γ0 or a weaker binding rate
k = 0.25 day−1, η0 = 0 z(t) = 0.9999 and p(0) = 0.9997. Solid gray line: γ0 = 0.89∗3.9∗10−3 ;
solid line: γ0 = 3.9 ∗ 10−3; dotted line: γ0 = 1.5 ∗ 3.9 ∗ 10−3; dashed line: γ0 = 2 ∗ 3.9 ∗ 10−3;
dot-dashed line: γ0 = 4∗3.9∗10−3. Other parameters are as in [74]
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Fig. 7.7 Immuno-evasion through the production of factors toxic for CTLs, in the case of constant
p(t) and k(t). Effect on x(t) of varying ξ0 in the case of ε = 0.01, bM = k = 0.4 day−1 and p(0) =
0.9997. Solid gray line: ξ0 = 4∗10−3; solid line: ξ0 = 5∗10−3; dashed line: ξ0 = 7.5∗10−3; dotted
line: γ0 = 3.5∗10−2. Other parameters are as in [74]



126 A. d’Onofrio

0 20 40 60 80 100
0

100

200

300

400

t

T
U

M

0 200 400 600 800 1000
0

2

4

6

8

10

12

t

T
U

M

0 20 40 60 80 100
0

100

200

300

400

500

t

T
U

M

0 50 100 150 200
0

100

200

300

400

500

t

T
U

M

Fig. 7.8 Behavior of tumor–CTLs under an ideal adoptive cellular immunotherapy in the absence
or presence of dynamical changes of the probability of dying p(t). Baseline influx rate of CTLs:
σ = 0.00136day−1, k = 0.25 day−1, p(0) = 0.9997. (a) Tumor growth in the absence of therapy
and constant p(t). (b) Controlled growth of x(t) in the presence of therapy such that for t ≥ 14day
it is σ = 0.0272day−1, but constant p(t). (c) Tumor growth in the absence of therapy and with
time-varying p(t) with η = 0.0005. (d) Growth of x(t) in the presence of therapy such that for
t ≥ 14day it is σ = 0.0272day−1, but time-varying p(t) with η = 0.0005. Other parameters are as
in [74]. Time is measured in days

Case Study 2: Modeling the Mesoscale Immuno-Evasion
of a “Dormant” Tumor

A Toy Model of Tumor-Immune System Interplay

In certain studies[14,94], a toy model of tumor–IS interactions was proposed, which,
in dimensional form, can be written as follows:

X ′ = (p0 − δ0)X − jX2 −m0X − β0X2

1+
(

X
c

)2 , (7.15)

where X(t) is the size of the tumor at time t, p0X and δ0X are respectively the
baseline proliferation and apoptotic rates, jX2 accounts for intercellular competition
(e.g., for nutrients), and φ(X)X := β0X2/(1+(X/c)2) is the rate of tumor cell lysis
by the IS. Let β be the baseline IS strength. The term −m0X models the interplay
of tumor cells with the innate immune defense [57]. This also allows us to identify
φ(X)X as the contribution due to specific immune defenses.
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Despite its simplicity, this model reproduces some of the basic properties of
the interactions between tumor cells and the IS, including first and foremost
multistability [14, 94]. This toy model is interesting because the specific rate of
lysing of tumor cells by the immune effectors φ(X) is non-monotonic, which
correlates with the fact that small tumors might produce an insufficient amount
of antigens whereas large tumors decrease the ability of the IS to react due to
immunosuppressors [35, 86]. One must note that if m0 < p0 − δ0, the model is
underestimating the effectiveness of the immune response toward tumor cells,
as (7.15) becomes x′ = (p0 − δ0 − m0)x > 0 for small tumors. Since immune
surveillance for small tumors is excluded, IS-induced tumor eradication cannot
be achieved in the absence of therapies, unless the innate defenses are so strong
that m0 > p0 − δ0. This limitation of the model must be stressed, but the model is
applicable for tumors whose immunogenic activity is intermediate or low for low
levels of X .

As in many tumor-growth models, this model also does not capture the myriad
of complex dynamic molecular mechanisms that underlie the processes leading to
proliferation, programmed cell death, senescence, and, of course, interaction with
the IS. Thus, virtually all parameters appearing in (7.15) can be considered variable
and affected by a major or minor extent of noise. Here, we shall focus on noisy
variations of the baseline IS interaction rate β1.

If m0 > p0 −δ0, it is convenient to nondimensionalize (7.15) with time unit τu =
(p0 − δ0 −m0)

−1 and tumor size Xu = c, which yields:

x′ = x− x2

K
− β x2

1+ x2 , (7.16)

where K = c jτu and β = β0cτ−1
u . Note that τu, assumed here as reference time

for nondimensionalizing the model, would be the characteristic time of exponential
growth of the tumor (determined by the balance of tumor cells growth, apoptosis and
other loss causes, and cell loss due to the interplay with innate immunity effectors)
in the ideal case of absence of nonlinear competition of cells.

Let us assume that K is sufficiently “large”, i.e., neither the self-competition term
− jX2 nor the adaptive IS-related term −m0X induces dormancy. The deterministic
behavior of the solutions of (7.16) is simple. There exist a β ∗ and β ∗∗ > β ∗, such
that, (1) if 0 < β < β ∗ there exists a unique and globally attractive macroscopic
equilibrium that is near the carrying capacity K; (2) if β > β ∗∗ there exists a
small globally attractive equilibrium; and (3) if β ∗ < β < β ∗∗ there exists a central
unstable equilibrium and two equilibria, one microscopic and the other macroscopic.
As a consequence at β = β ∗ and at β = β ∗∗, there is a hysteresis bifurcation.

Including Stochastic Fluctuations

Let the baseline IS strength, β , be subject to stochastic varying of the IS by adding
a white noise:

β (t) = β +σξ (t),
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where ξ (t) is a white noise of unitary intensity. Therefore, X(t) becomes a stochastic
process, whose dynamics are ruled by the following Langevin–Ito stochastic
differential equation (SDE) [56]:

x′ = x− x2

K
− β x2

1+ x2 − ξ (t)σ
x2

1+ x2 . (7.17)

In a Langevin–Ito SDE, x′ = f (x) + σg(x)ξ (t), the probability density of the
random variable X at time t, denoted as P(x, t), is obtained by solving the Fokker–
Planck equation (FPE). It is possible to show that the FPE in the unidimensional
case, such as ours, has a unique stationary solution of the form:

Pst(x) = MExp

(
− 2

σ2 Ueff(x)

)
, (7.18)

where the function Ueff(x) (referred to as “effective potential” or “probability
potential” in statistical physics [56]) is such that:

Ueff(x) = σ2 log(g(x))−
∫

x

f (z)
g2(z)

.

Note that the stationary probability density, whenever it exists, is globally
attractive, i.e., for all initial conditions P(x,0) = ρ0(x) (in our case for any initial
probability density of the tumor size), it is:

limt→+∞P(x, t;ρ0(x)) = Pst(x). (7.19)

In our case, it is easy to show for (7.17) that:

Ueff(x) =
x3

3K
+ x

(
2
K
+β

)
− Kβ + 1

Kx
(7.20)

−σ2 log
(
x2 + 1

)− x2

2
+

1
2x2 − 2

(
1−σ2) log(x).

Although the above-outlined Gaussian noise approach allows these interesting
analytical results, it has an inherent pitfall that strongly limits its biological
applicability. In an infinitesimal interval (t, t +dt), the IS contribution to the change
of the tumor size x is:

PROB

(
− β x2

1+ x2 dt −W (t)
√

dtσ
x2

1+ x2 > 0

)
> 0,

which means that the IS killer cells may actually generate tumor cells instead
of killing them. A Gaussian perturbation of a positive parameter π is a good
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approximation if its standard deviation is far smaller than the average value of
π , as in this case the probability of negativity of the now randomly varying π is
very small and can be tolerated. In all other cases, the use of Gaussian noises is
questionable.

As a consequence, it is more appropriate to perform an analysis based on the
introduction of bounded noises ν(t), with |ν(t)| ≤ B < β (so that β + ν(t) > 0),
such that:

x′ = x− x2

K
− (β +ν(t))

x2

1+ x2 . (7.21)

Let us choose β to ensure that the deterministic model has three equilibria, and B
such that β ∗ < β −B and β +B < β ∗∗. This implies that, in the unperturbed case,
there are three equilibria at β −B and three at β +B. Let us call these equilibria aL,
bL, and cL for the lower bound and aU, bU, and cU for the upper bound. Of course,
aU < aL, bU > bL, and cU < cL. It follows from the differential inequalities

x− x2

K
− (β +B)

x2

1+ x2 ≤ x′ ≤ x− x2

K
− (β −B)

x2

1+ x2 (7.22)

that if x(0) < b2, then x(t) ∈ (a1,a2) for large times, whereas if x(0) ∈ (b1,+∞),
then x(t) ∈ (c1,c2) for large times. In principle, for sufficiently large times, the
probability density ρ(x, t) is non-null only in (a1,a2)∪ (c1,c2).

More interestingly, the fact that two initial distributions of x(0) lead to two
different and mutually exclusive asymptotic behaviors means that the asymptotical
probability distribution, if it exists, depends on the initial conditions, i.e., there are
multiple equilibria in the space ℑ of the probability measures. If the equilibrium
does not exist, however, there are multiple attracting sets in ℑ. This behavior is
markedly different from the above-discussed case of Gaussian noise, where, as
represented in (7.19), there is a unique and globally attractive stationary density.

Since we are only interested in the natural behavior of the tumor–IS interplay
in the absence of human intervention, we limited our focus to random small
or moderate initial values x(0). Thus, we omitted the general assessment of the
influence of B on the samples x(t) for large times, and only focused on the case
where the initial condition was suitably small. More formally, we are interested in
the assessment of the qualitative changes of the probability density corresponding
to the dynamics of a tumor, whose size x(0) at the initial observation time was such
that x(0) ∈ A = (0,a∗), where a∗ is a suitable small value (e.g., 1% of the carrying
capacity).

Finally, we briefly mention that, in the case where the innate system is sufficiently
reactive to have m0 > p0 − δ0, it follows from

x′ <−(m0 − (p0 − δ0))x (7.23)

that Pst(x) = δ (x) independent of the bounded noise type.
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Models of Bounded Noise

Since noise-induced transitions are dependent on the kind of adopted noise den-
sity [33], we considered two kinds of bounded noise. We introduced bounded noises
by reviewing the best-studied non-dichotomic bounded stochastic processes.

The easiest—and apparently crudest—way of defining a bounded noise is to
apply a bounded function to a random walk:

ξ (t) = h(W )

with

W ′(t) = +η(t), (7.24)

where η(t) is a unitary intensity white noise, and −B ≤ h(W ) ≤ B. The effect of
the truncation of the tails of a random walk induced by the approach illustrated here
is that, due to this “compression,” the stationary probabilities P(ν) of this class of
processes are such that

P(|B|) = +∞.

This property makes this class of noises particularly useful for modeling
bounded stochastic processes that extend the dichotomous noise with the stationary
density

Pd(ξ ) =
1
2

δ (ξ −|B|).

Probably the best-studied bounded stochastic process obtained using this method
is the so-called sine-Wiener noise [11, 12, 34] given by

ν(t) = BSin

(√
2
τ

W (t)

)
,

where W (t) is a white noise. The sine-Wiener noise is such that < ν(t) >= 0 ,<
ν2(t)>= B2/2 and

P(ξ ) =
A√

B2 − ξ 2
.

Moreover,

< ν(t)ν(t + z)>=
B2

2
Exp

(
− z

τ

)(
1−Exp

(
−4

t
τ

))
,

where z ≥ 0.
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A different approach consists of using Tsallis noises [13, 87] ν(t), which are
derived with the following Langevin equation [51, 85, 95]:

ν ′(t) = τ−1

(
− ν

1− τ(1−q)
D

ν2

2

+
√

2Dξ (t)

)
, (7.25)

where −∞ < q < 1 and ξ (t) is a white Gaussian noise with zero mean and unitary
intensity. Thus, ν(t) is a non-Gaussian noise with an average of zero and the
following bounds:

−B < ν(t)< B , B =

√
2D

τ(1− q)
. (7.26)

The stationary density of ν is:

Pst(ν) = Aq

(
1− ν2

B2

) 1
1−q

+

,

where Aq is a normalization constant and (z)+ = Max(z,0). Finally, the autocorre-
lation of ν(t) is approximately given by [51]:

〈ν(t)ν(t + s)〉
〈ν2(t)〉 ≈ Exp

(
−|s|5− 3q

2τ

)
.

In addition to previous work where only sine-Wiener and Tsallis noises were
analyzed [41], here also consider the Cai–Lin noise [18,19], which is obtained with
the following Langevin–Ito equation:

ν ′(t) =−1
τ

ν(t)+

√
1

τ(δ + 1)
(B2 −ν2)η(t), (7.27)

where η(t) is a white noise with unitary intensity.
The bounded nature of the above noise easily follows from the fact that at ν =+B

it is ν ′ < 0, whereas at ν =−B it is ν ′ > 0.
The stationary density of ν is

P(ν) = A(B2 −ν2)δ
+.

An interesting property of the Cai–Lin noise is that the process ν(t) has exactly
the same autocorrelation of the Ornstein–Uhlenbeck process [18], i.e.,

〈ν(t)ν(t + s)〉
〈ν2(t)〉 = Exp

(
−|s|

τ

)
.



132 A. d’Onofrio

0 2 4 6 8 10

−2

0

2

4

x

U
ef

f 
(x

)

Fig. 7.9 White noise perturbations of immune system levels. Plot of the “probability potential”
Ueff(x) for σ = 0.1, β = 1.8, K = 10

Numerical Simulations

In this section, we assess the role of noise by simulating various values of our
bifurcation parameter B. Since at x = 1 the maximum killing rate is equal to β/2, we
assumed that K > 10. Thus, we used K = 10 as a test value. We note that there is a
critical value βc = 2(1−1/K), such that the microscopic equilibrium is at x= 1, i.e.,
in correspondence to the maximum of φ(x). We scaled our model with τu ≈ 5.56
days obtained by fitting [62, 71] the above-mentioned data concerning experiments
on chimeric mice [62, 71].

As for the autocorrelation time τc, it must summarize the temporal scale of
most common random perturbations in the immune strength. We may assume
that these fluctuations are of the order of a few of days, since they may reflect
various phenomena related to the behavior of the patient and to external additional
conditions, such as short infections (which induce temporary increase of immune
system strength) or temporary short-lived immunodepressions [57]. Thus, we used
τc = 0.2 (slightly more than 1 day) and τc = 1.

In the previous section, we analytically obtained the steady-state probability
density corresponding to white-noise perturbations and emphasized that it is
globally attractive. Figure 7.9 shows the potential Ueff(x) for β = 1.8 and σ = 0.1.
Since σ−2 = 100 and Ueff(x) at the two minima is ≈ 0 and ≈ −3, it follows that
the asymptotic distribution is very near to a Dirac’s delta centered at xM. The other
peak may be neglected even in case of large σ , as shown in Fig. 7.10, which refers
to σ = 1.8/1.96. To have equal values at the two minima of the potential, one must
increase the value of up to approximately

√
2.2. The fact that also when σ is very

small the probability density is largely centered close to the larger equilibrium state
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Fig. 7.10 White noise perturbations of immune system levels. Plot of the stationary density Pst(x)
for σ = 1.8/1.96, β = 1.8, K = 10. The inset shows a zoom for 0< x < 2, of the left part of the plot

of the deterministic system paradoxically suggests that the hypothetical gaussian
statistical fluctuation affecting the immune system can enable the tumor to evade
immune control in all cases.

From a biophysical point of view, however, this answer is neither complete
nor satisfactory, since it is an asymptotic result that requires an assessment of the
velocity of convergence. The density of x at t = 1,000 for σ = 0.1 is shown in
Fig. 7.11, and we can see that the steady distribution has been fully reached. In
dimensional time, however, this corresponds to 5,560 days (t = 1,000× τu), or
≈ 15.21 years, which is an interval of time far longer than the average life of a
chimeric mouse, which ranges from approximately 2–3 years [54], and, of course,
it is also longer than the characteristic times of the evolutionary escape of the tumor
from the IS.

As the velocity of convergence is low, we must assess transient values of P(x, t)
for clinically applicable values of t = 3,6, and12 months. We performed simulations
assuming bounded noises of sine-Wiener, Tsallis, or Cai–Lin Cai type and under
the condition that the initial tumor size X(0) was uniformly distributed in a small
range equal to (0,0.1). For the sake of simplicity, the probability density under these
conditions will be henceforth called “conditional density.”

In the case of sine-Wiener noise with τ = 1 and B = 0.2, we obtained that at
T = 3 months there is no probability or only a very low probability of escape
with extreme values equal to x = 2 (upper panel of Fig. 7.12), whereas at T = 6
months the probability of escape is significant with some tumors reaching sizes near
carrying capacity (lower panel of Fig. 7.12). Finally, for T = 1 year and B = 0.2,
the probability of escape and macroscopic growth is very large and the density
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Fig. 7.11 White noise perturbations of fluctuations of immune system levels. Plot of the probability
density of x for t =≈ 15.2 years induced by a Gaussian perturbation of β = 1.8 with σ = 0.15.
Initially x(0) ∈ (0,0.1)
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Fig. 7.12 Simulation of the effects that a bounded noise of the sine-Wiener type with τ = 1 and
B = 0.2 acts on the probability density P(x, t) at finite times T with x(0) ∈ (0,0.1). (a) T = 3
months; (b) T = 6 months

is bimodal, whereas it is unimodal for B = 0.04. We conclude that an increase
in B causes a qualitative change in P(x,T ) (Fig. 7.13). For smaller τ = 0.2 (i.e.,
approximately 1 day) and B = 0.2 at T = 6 months, there is a small nonzero
probability of escape, and a transition to bimodality with a considerable probability
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Fig. 7.13 Transitions induced to P(x,T ) with T = 66 = 1 years by a sine-Wiener noise with τ = 1
and x(0) ∈ (0,0.1). (a) At B = 0.04 the density is unimodal. (b) At B = 0.2 the density is bimodal
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Fig. 7.14 Transitions induced to P(x,T ) with T = 66 = 1 years by a sine-Wiener noise with τ =
0.2 and x(0) ∈ (0,0.1). (a) At B = 0.04 the density is unimodal. (b) At B = 0.2 the density is
bimodal

of tumor explosion is seen at T = 1 year (Fig. 7.14). A representative time series of
immuno-evasion with τ = 0.2 and B = 0.3 is shown in Fig. 7.15.

In the case of Tsallis noise with τ = 1 and B = 0.2, we obtained transitions to
bimodality at T = 1 year, for both q = 0.5 (see Fig. 7.16) and q = 0.1. No transitions
were observed at 3 or 6 months, when the density was unimodal centered at lower
values of x. By decreasing τ to 0.2, we obtained that, at 1 year, for q = 0.1 there
is a very small (one case is a thousand) probability of x(66) reaching large values,
whereas for q = 0.5 there is macroscopic progression in 11 cases out of 1,000. By
increasing B to 0.4, we observed transitions at 1 year for q = 0.5, similar to that
described above (Fig. 7.16).

In the case of Cai–Lin noise, we performed simulations to show the relevance of
the noise density on simulation output. In all simulations, the bound B was constant
but parameter δ was variable. For τ = 0.2 and δ = 2, there was no transition
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Fig. 7.15 Simulation of a tumor immuno-evasion induced by a sine-Wiener noise. Parameters:
B = 0.3 and τ = 0.2
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Fig. 7.16 Transitions induced to P(x,T ) with T = 66 = 1 years by a Tsallis noise with τ = 1 and
q = 0.5. x(0) ∈ (0,0.1). (a) At B = 0.04 the density is unimodal. (b) At B = 0.2 the density is
bimodal

(Fig. 7.17) in contrast to δ = 0 (corresponding density is constant in (−B,B)).
Transitions were observed for τ = 1 for both δ = 2 and δ = 0 (Fig. 7.18), with
the revealed tumor sizes larger for δ = 0.

Finally, we stress that other fast or slow fluctuations may be present, the latter for
example due to psychological depressions [84]. In line with biological intuition, our
simulations suggest that the first type of fluctuations is filtered out or have minimal
effects, whereas the second type easily induces immuno-evasion.
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Fig. 7.17 Transitions induced to P(x,T ) with T = 66 = 1 years by a Cai noise with B = 0.2,
τ = 0.2 and x(0) ∈ (0,0.1). Effects of varying the shape parameter δ . (a) At δ = 2 the density is
unimodal. (b) At δ = 0 the density is bimodal
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Fig. 7.18 Transitions induced to P(x,T ) with T = 66= 1 years by a Cai noise with B= 0.2, τ = 1,
and x(0) ∈ (0,0.1). Effects of varying the shape parameter δ . (a) At δ = 2 the density is bimodal.
(b) At δ = 0 the density again is bimodal, but the peak at large value of tumor size is higher than
the other

Concluding Remarks

The seminal model by Kunznetsov [71, 74, case study 1] uniquely focuses on
the interplay of tumor cells with CTLs, but is nevertheless able to qualitatively
reproduce the phenomenon of immuno-evasion. It is an epigenetic model that is
based on intercellular communication and the ability of tumor cells to adapt to
an immune response. The interplay between tumor cells and specific immunity
was chosen because of experimental evidence supporting the relevance of CTLs
in determining dormancy or evasion of many important tumors, such as melanomas,
ovarian carcinomas, and colorectal carcinomas [96], where the presence of infiltrat-
ing lymphocytes serves as a prognostic marker. Embedding a proposed evolutionary
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mechanism into a more complex setting of this model with detailed description of
both adaptive and innate immunity should lead to results qualitatively similar to
those illustrated here.

The model discussed in this chapter features two crucial parameters: the prob-
ability z that a tumor cell is recognized by a CTL and the probability p of tumor
cells being killed by the immune effector cells. Our simulations suggest that: (1)
the onset of immuno-evasion is extremely dependent on the probability of dying
p(t). Small changes in p(t) can switch the tumor state from a small equilibrium
under control to escape; (2) immuno-evasion is not sensitive even to large changes
in the probability that the tumor cells are recognized by CTLs (z(t)). Escape
is triggered in our simulations only when z(t) becomes sufficiently small (e.g.,
z ≈ 0.2); and (3) the dynamics of z(t) are slower than those of p(t) when γ0 = η .
Thus, we speculate that the prevalent mechanism underlying immuno-evasion is a
reduction of immune-induced killing of tumor cells and not a reduced probability
of recognizing tumor cells, at least in some cases. In the limit where the tumor
cell–CTL complexes are at quasi-steady state, we showed that the dynamics of
probability of dying are ruled by an equation that, from a purely mathematical point
of view, is an imitation evolutionary game. Tomlinson and Bodmer were the first to
introduce game theoretic methods in oncology [91]. Quite interestingly, although
considering signals that are different from those studied here, their models are
based on intercellular communications between “signal producer” tumor cells and
“signal non-producer” tumor cells. We note that the timescale of propagation of the
intercellular signals was neglected in our model for clarity. A simple implementation
of this as a lumped or distributed delay should not contribute additional physical
information.

In summary, it is important to stress that our model is only a simplistic
deterministic approximation of numerous interweaved stochastic evolutionary sce-
narios leading to immuno-evasion. For the sake of simplicity, let us utilize the
modeling framework proposed by Bazzani and Freguglia [4,5], in which phenotypes
are modeled through a finite number of parameters. Thus, by understanding the
probabilities of recognition and dying as phenotypic traits, we can say the tumor
immunophenotype has an average given by the vector φ(t) = (p(t),k(t)) with a
very small variance. This is due to our hypothesis that a very efficient and rapid
intercellular communication exists between tumor cells. Future research should
include more appropriate frameworks with spatial dynamics that are particularly
important in immuno-evasion of dormant tumors.

Our case study 2, which was mathematically based on multiplicative-bounded
noises, showed that the unavoidable extrinsic fluctuations affecting the IS level (due
to the multitude of its interactions) might be an important factor in determining
evasion from dormancy at a mesoscale temporal range. However, we also showed
tumor escape in the more realistic non-Gaussian setting. We have analytically shown
that, with a bounded noise (and independent from the specific choice of it) with
small amplitude, there is no global convergence toward a unique stationary density
as observed with Gaussian noise.
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Furthermore, the velocity of convergence toward a (unique or nonunique) steady-
state probability density is a key parameter. We showed that if limiting the analysis
at finite significant times, then the transition to large values is not reached if the
oscillation amplitude B of the noise is too small, or, for the Tsallis and Cai–
Lin noise, if the autocorrelation time τcorr is small. Note that transition depends
somewhat on the adopted noise model. Interestingly, both correlation time and the
stationary density of the noise are key factors in triggering or preventing transition
from tumor dormancy to malignant growth. Finally, we briefly note that, to the best
of our knowledge, the model discussed herein included the first application of Cai–
Lin noise in quantitative biology.

The two case studies reviewed herein involve nonspatial models. Spatial informa-
tion, however, is very important in immuno-evasion of dormant tumors for various
reasons. First, immuno-editing may modulate the spatial patterning and invasiveness
of a tumor. Second, the diffusion of signals is instrumental in enacting both the
immunosuppressive and intercellular communication networks. Third, and probably
most interestingly, tumors may evolve evasion strategies that use exquisitely spatial
mechanisms that cannot be represented by a modeling framework, as discussed
herein. Vianello and colleagues [92] recently showed experimentally that tumor
cells can produce chemicals that act as chemorepellents of CTLs. This is not
surprising, since chemotactic motion of IS cells is a hallmark of the defense of
the human body against non-self entities. Cellular effectors of both the innate and
adaptive IS are able to reach their targets in response to gradients of various kinds of
chemicals [29]. The potential role of immune effector-induced chemorepulsion was
recently incorporated in our mathematical approach [42]. These and other spatial
scenarios are currently under consideration [3].

Now, we describe one important observation. All models, including the discussed
immuno-evasion model, although based on biological and biophysical information,
require experimental validation. To the best of our knowledge, the existing literature
illustrates immuno-editing only by means of qualitative clinical findings or exper-
imental molecular findings. A complete quantitative study of the adaptive evasion
from tumor dormancy allowing, for example, the plotting of tumor growth curves
would be a remarkable resource. Thus, we hope that this theoretical work will trigger
such experimental investigations, which would allow us to validate our model.

In this chapter, we considered only a few of the currently known biomechanisms
of evasion of dormant tumors from immune control. In addition to cellular immu-
nity, other mechanisms such as humoral immunity are likely to play a substantial
role in determining immuno-evasion.

In summary, all discussed models focused on kinetic aspects, and thus partially
disregarded a width of biological details. However, multiple distinct microscopic
mechanisms often result in similar macroscopic behavior and can thus be neglected
in first-order model approximation. Notwithstanding all these limitations, myriads
of different aspects of immuno-evasive strategies have been illustrated. On a
personal note and to conclude this work, it is worth noting that the term dormancy as
often applied to micro-tumors and interpreted as non-active might be inappropriate.
Micro-tumors, as we have seen, may have a very active life (not only due to noise).
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  Abstract   Increasing evidence suggests that tumor dormancy represents an important 
mechanism underlying the observed failure of existing therapeutic modalities to 
fully eradicate cancers. In addition to its more established role in maintaining 
minimal residual disease after treatment, dormancy might also critically contribute 
to early stages of tumor development and the formation of clinically undetectable 
micrometastatic foci. There are striking parallels between the concept of tumor dor-
mancy and the cancer stem cell (CSC) theory of tumor propagation. For instance, 
the CSC hypothesis similarly predicts that a subset of self-renewing cancer cells—
that is CSCs—is responsible for tumor initiation, bears the preferential ability to 
survive tumor therapy, and persists long term to ultimately cause delayed cancer 
recurrence and metastatic progression. Additionally, many of the biological mecha-
nisms involved in controlling the dormant state of a tumor can also govern CSC 
behavior, including cell cycle modi fi cations, alteration of angiogenic processes, and 
modulation of antitumor immune responses. In fact, quiescence and immune escape 
are emerging hallmark features of at least some CSCs, indicating signi fi cant overlap 
between dormant cancer populations and CSCs. Herein, we crucially dissect whether 
CSCs occupy speci fi c roles in orchestrating the switch between dormancy and 
exuberant tumor growth. We elucidate how recently uncovered CSC biological 
features could enable these cells to evade immunologic clearance and regulate 
cancer expansion, relapse, and progression. We propose that the study of CSC 
immunobiological pathways holds the promise to critically advance our understanding 
of the processes mediating tumor dormancy. Ultimately, such research endeavors 
could unravel novel therapeutic avenues that ef fi ciently target both proliferating and 
dormant CSCs to minimize the risk of tumor recurrence in cancer patients.  
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   Tumor Dormancy: De fi nition and Clinical Evidence 

 Tumor dormancy describes a protracted phase of cancer progression, in which 
single tumor cells or microscopic tumor cell clusters remain clinically occult and 
show no evidence of growth, yet retain their capacity for malignant progression  [  1, 
  2  ] . The possibility that cancers may lie dormant in the body for prolonged periods 
of time without causing overt neoplasia has been recognized for many decades  [  3  ] . 
Historically, “tumor dormancy” has been de fi ned as the reappearance of a cancer 
many years after clinical remission (Fig.  8.1a )  [  3  ] . Although there is no strict 
de fi nition regarding the time interval between initial treatment and disease recur-
rence, many publications on tumor dormancy have referred to a “disease-free” 
period in excess of 5 years. Indeed, extensive epidemiologic studies of recurrence 
patterns in large cohorts of patients with various types of cancer support the exis-
tence of dormant tumors  [  4–  10  ] . For example, it has been reported that 20% of 
patients with breast cancer who were clinically disease-free upon surgical removal 
of their primary tumor developed recurrences 5–25 years later  [  4–  6  ] . Similarly, a 
meta-analysis revealed that the mean disease-free interval for patients with primary 
cutaneous melanoma was 14.3 years after diagnosis and 22.3 years for patients with 
primary ocular melanoma  [  10  ] . Comparative genomic hybridization (CGH) analy-
ses of primary vs. patient-matched recurrent breast carcinomas and melanomas 
revealed that most recurrences were clonally related to their primary lesions  [  11, 
  12  ] , further supporting the existence of dormant tumor cells or tumor populations 
that are ultimately responsible for delayed relapses. Furthermore, direct evidence 
for the existence of dormant tumor cells comes from studies in patients with hema-
tologic malignancies  [  7,   8  ] . For example, in the case of chronic myeloid leukemia 

Fig. 8.1 (continued) Metastasis describes a process during which cancer cells disseminate from 
the primary tumor to invade the surrounding tissue, intravasate into the blood or lymphatic micro-
circulation, transit through the vasculature and/or lymphatic system, and exit into the parenchyma 
of distant tissues to form secondary lesions. Dormant tumor cells may exist at various stages of the 
metastatic cascade, including as circulating tumor cells (CTCs) during the translocation phase and 
as single disseminated tumor cells (DTCs) or micrometastatic foci upon extravasation into the meta-
static organ. Analogous to the prominent role of microenvironmental cues in governing the tumor 
dormant state of primary disease, speci fi c niche environments can also orchestrate dormancy vs. 
exuberant proliferation of metastatic tumors. In particular, microenvironments conducive for qui-
escence can induce metastatic tumor cell dormancy. Furthermore, the establishment of an equilib-
rium between pro- and anti-angiogenic signals, antitumor immunity, and immune evasion can 
promote tumor mass dormancy       
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  Fig. 8.1    Cancer dormancy occurrence during various phases of tumor propagation. ( a ). Current 
treatment modalities, including chemotherapy and ionizing radiation, preferentially target the 
proliferating bulk of tumor cells. However, they often fail to fully eradicate the malignant mass. 
Increasing evidence suggests that a subpopulation of dormant cancer cells bears the preferential 
ability to survive tumor therapy and persist long term, ultimately causing tumor relapse. ( b ). In 
addition to the more established role of this refractory cell population in maintaining minimal 
residual disease after treatment, dormancy might also occur during early phases of tumorigenesis. 
Malignant transformation might result both from the cumulative acquisition of oncogenic muta-
tions in physiologic cells and from the dysregulation of niche elements, including stromal and 
immune compartments, extracellular matrix (ECM), and growth factors. Microenvironmental cues 
are also important for preventing initial tumor outgrowth by maintaining the dormant state of 
solitary cells and clinically undetectable lesions over extended periods of time. For instance, 
niche milieus characterized by hypoxia, nonphysiologic pH and metabolite concentrations, and 
low nutrient, ECM and growth factor availability can cause cancer cell quiescence and tumor 
mass dormancy. Release from microenvironmental growth constraints ultimately triggers overt 
neoplasia. Tumor angiogenesis and immune evasion represent essential mediators of virulent 
tumor expansion. Consistently, they have been implicated in the switch from cancer dormancy 
to tumor proliferation. ( c ). Dormancy may also happen during metastatic disease progression.
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(CML), nearly 85% of patients in sustained remission after allogeneic bone marrow 
transplantation remain polymerase chain reaction-positive for disease-causing 
 BCR-ABL  fusion gene transcripts after years of therapeutic follow-up  [  8  ] , suggest-
ing that most patients carry residual leukemic cells without evidence of clinical 
recurrence.  

 In addition to its more established role in maintaining minimal residual disease 
after treatment, tumor dormancy might also occur during early stages of tumor pro-
gression (Fig.  8.1b )  [  1  ] . In fact, epidemiologic studies in unselected autopsies of 
trauma victims revealed that dormant tumors are highly prevalent in the general 
population  [  13–  18  ] . For instance, while thyroid cancers are only clinically apparent 
in about 0.1% in adults between the ages of 50 and 70 years  [  19  ] , routine necropsy 
of deceased individuals of comparable ages revealed that more than 35% of asymp-
tomatic thyroid glands contained malignant nodules  [  14,   17  ] . Similarly, histological 
studies of routine autopsy tissues identi fi ed microscopic foci of prostate and breast 
carcinomas at frequencies markedly surpassing clinical incidence rates for the 
respective cancers  [  16–  18  ] , further highlighting that the reservoir of latent disease 
is substantial. It is conceivable that the prevalence and incidence of cancer could 
rise continually as detection thresholds are lowered by advances in imaging and 
molecular biology techniques  [  13  ] . In support of this notion, the prevalence of his-
tologically veri fi able papillary carcinomas smaller than 0.5 mm in diameter was 
determined to be close to 100% in unselected thyroid specimens in a systematic 
autopsy study by Harach and colleagues  [  14  ] . Taken together, these autopsy  fi ndings 
indicate that dormant tumors are quite ubiquitous in otherwise healthy individuals. 
Given its high prevalence, dormancy of fully transformed cancer cells and non-
progressing tumor populations could thus signi fi cantly contribute to cancer latency 
periods (i.e., the time separating the carcinogenic insult from the clinical detection 
of the tumor  [  1  ] ) and might represent a common process preceding the initiation of 
clinically manifest disease. 

 In addition to its emergence in early phases of primary tumor development and 
delayed cancer recurrence after initial treatment, tumor dormancy can also occur 
during the metastatic process (Fig.  8.1c )  [  20  ] . The formation and growth of tumor 
metastases that impair the function of vital organs is the leading cause of cancer-
related deaths  [  21  ] . During the metastatic cascade, cancer cells from a primary neo-
plasm invade the surrounding tissue, enter the blood or lymphatic microcirculation 
at the primary tissue site (intravasation), survive transit within the vasculature and/
or lymphatic system, translocate to distant organs or tissues where they exit the 
bloodstream and/or lymphatic vessel (extravasation), and adapt to and survive the 
foreign microenvironment of the distant site in ways that facilitate the formation of 
a proliferating secondary tumor (colonization)  [  22  ] . Conventional thinking holds 
that metastasis happens during late stages of tumor progression  [  23  ] . However, 
recent evidence suggests that tumor cell dissemination might occur early in the 
tumorigenic process—that is in parallel with primary tumor development  [  24–  26  ] . 
Clinical  fi ndings supporting this view come from studies on disseminated tumor 
cells (DTCs) and circulating tumor cells (CTCs)  [  25,   27,   28  ] . For instance, CGH 
analysis of single DTCs isolated from the bone marrow of node-negative breast 
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cancer patients after curative resection of the primary neoplasm revealed similar 
genetic abnormalities between DTCs and matched primary tumor samples  [  27  ] . In 
contrast, DTCs from patients with detectable metastatic disease demonstrated more 
pronounced chromosomal aberrations than primary tumor cells  [  27  ] , suggesting the 
genetic alterations that enable the progression of primary lesions are insuf fi cient for 
establishing metastatic tumor foci. Rather, the acquisition of additional genomic 
abnormalities at the secondary site appears to be required for robust metastatic 
tumor growth. Given the marked prevalence of DTCs and/or occult metastatic dis-
ease, even among node-negative patients  [  28,   29  ] , the hematogenous spread of 
tumor cells and their successful colonization of distant tissues may represent 
inef fi cient processes  [  30  ] . In support of this notion, an increasing body of literature 
indicates that metastases form from only a fraction of cells that populate secondary 
sites, whereas many DTCs remain as either solitary dormant cells or dormant micro-
metastases  [  20,   31  ] . While the detection of DTCs during asymptomatic tumor stages 
and/or upon successful resection of the primary neoplasm is being increasingly rec-
ognized as an early determinant of subsequent metastasis formation, many patients 
with measurable DTC levels do not develop clinically apparent metastases  [  32–  35  ] . 
Similarly, CTCs can be detected in cancer patients in sustained remission even after 
years of follow-up  [  36  ] . For example, Meng et al. found that more than 30% of 
breast cancer survivors without evidence of clinical disease had CTCs 7–22 years 
after mastectomy  [  28  ]  .  While the relatively short half-life of CTCs (about 1–2 h 
 [  28  ] ) indicates that CTCs themselves might not be exclusively dormant, the  fi ndings 
by Meng and colleagues suggest the presence of clinically undetectable, yet repli-
cating tumor masses in patients with cancer dormancy that keep replenishing the 
pool of CTCs for many years. Together, these clinical  fi ndings corroborate the pres-
ence of dormant tumor cells at various stages of the metastatic cascade, including 
CTCs during the translocation phase and/or single dormant DTCs or micrometa-
static foci upon extravasation into the metastatic organ (see Fig.  8.1c ). 

 In aggregate, a plethora of clinical observations emphasizes a signi fi cant role for 
tumor dormancy in human disease. However, many of the clinical studies outlined 
above are based on epidemiologic studies and thus cannot provide direct mechanis-
tic insights into the molecular networks and cellular population dynamics that 
orchestrate the state of tumor dormancy.  

   Mechanistic Insights into the Maintenance of Tumor Dormancy 

 Signi fi cant efforts in the  fi eld have been made to understand the control mecha-
nisms underlying cancer dormancy  [  37  ] . To that end, a number of sophisticated 
experimental systems have been developed that successfully model dormancy and 
have allowed researchers to further characterize the molecular machinery regulating 
this process  [  1  ] . These models have not only enhanced our understanding of the 
biology underlying cancer dormancy, but have also substantiated the presence of 
dormant tumor cells in the course of both primary and metastatic tumor development, 
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as well as during neoplastic recurrence after treatment. Insights from experimental 
dormancy models could ultimately be translated into the clinic upon validation in 
patient biospecimens  [  38  ] . 

 Mechanistically, tumor dormancy can be subdivided into (1) “cellular dormancy” 
or “tumor cell dormancy,” i.e., cancer cell-intrinsic programs that induce growth 
arrest at the single-cell level; and (2) “tumor mass dormancy” or “tumor population 
dormancy,” which describes cellular interaction dynamics that antagonize the 
expansion of a tumor population consisting of actively dividing cells  [  1  ] .  

   Tumor Cell Dormancy 

 Cellular dormancy can occur when tumor cells enter a state of quiescence through a 
G 

0
 /G 

1
  arrest of the cell cycle  [  1  ] . Experimentally, this quiescent state is commonly 

de fi ned by (1) absence of proliferation, (2) lack of programmed cell death, and (3) 
retention of  fl uorescent tracers that are typically diluted to undetectable levels after 
a few cycles of cell division  [  39,   40  ] . Evidence of cellular dormancy comes from 
various tumor model systems  [  39,   41–  43  ] . In a murine breast cancer metastasis 
model, Naumov and colleagues found large numbers of viable non-cycling solitary 
DTCs that were negative for the proliferation marker Ki67 and demonstrated in vivo 
retention of a nano fl uorescence dye, indicating lack of cell division  [  39  ] . Similarly, 
a study by Luzzi et al. revealed that 36% of intraperitoneally injected murine B16 
melanoma cells remained as solitary DTCs in vivo, showing no evidence of prolif-
eration in secondary tissues  [  42  ] . These studies highlight the crucial importance of 
the given microenvironment in a non-orthotopic site in governing the fate of a 
metastasized tumor cell  [  31  ] . Speci fi cally, a niche that is conducive for quiescence 
prevents DTCs from actively cycling, thereby disallowing the formation of a 
metastatic nodule  [  44  ] . Indeed, numerous experimental metastasis studies have 
unraveled niche signals that can induce and maintain the dormant state of a tumor 
by promoting cell cycle arrest, including activated stress signaling, reduced uroki-
nase receptor (uPAR) expression, and loss of integrin and/or extracellular matrix 
(ECM) function  [  41,   43,   45–  47  ] . 

 In addition to its role in metastatic tumor dormancy, cell cycle arrest has also 
been implicated in the maintenance of the dormant state of a tumor in response to 
various forms of cancer therapy, including chemotherapy and ionizing radiation  [  1, 
  2  ] . For example, while treatment of breast cancer-bearing mice with the alkylating 
agent doxorubicin signi fi cantly reduced metastatic tumor burden, the chemothera-
peutic regimen spared solitary, nondividing DTCs  [  48  ] . Comparably, treatment with 
the proteasome inhibitor bortezomib eradicated the majority of replicating multiple 
myeloma cells but invariably left behind a surviving cell fraction that had entered a 
prolonged state of quiescence in response to this form of therapy  [  49  ] . This growth 
arrest was linked to eIF-2alpha phosphorylation and the induction of endoplasmic 
reticulum (ER) stress apoptotic signaling  [  49  ] . Increased activation of eIF-2alpha 
was also reported in the context of chemotherapy-induced squamous cell carcinoma 
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dormancy  [  50  ] . Consistent with  fi ndings generated with these tumor dormancy 
models, the timing of late recurrence in breast cancer patients undergoing mastec-
tomy was unaffected by prolonged adjuvant chemotherapy, further emphasizing 
that growth-arrested tumor subpopulations may constitute the pool of chemoresis-
tant cancer cells that could ultimately drive delayed post-resection recurrence  [  51  ] . 

 Overall, the studies discussed above highlight tumor therapy resistance as a criti-
cal biological feature of dormant cancer cells (see Fig.  8.1a ). Additionally, both 
animal studies modeling the tumor dormant state and clinical observations empha-
size the importance of the microenvironment in orchestrating the balance between 
cellular dormancy and neoplastic proliferation. Speci fi cally, a niche environment 
fostering quiescence of DTCs or primary solitary tumor cells might prevent dormant 
cancer cells from reawakening. Niche environments restraining tumor cell growth 
may include angiostatic milieus that result in hypoxia and/or reduced nutrient, 
growth and ECM factor availability, as well as in fl ammatory and apoptosis-conducive 
conditions  [  44  ] . This suggests additional biological traits pertinent to dormant tumor 
cells: (1) their ability to survive an environment devoid of blood vessels, (2) their 
competence to evade immunologic clearance, and (3) their preferential endowment 
with anti-apoptotic mechanisms (see Fig.  8.1b , c)  [  37  ] .  

   Tumor Population Dormancy: Angiogenesis 

 Both data emerging from the clinic and experimental dormancy models suggest 
critical roles for arrested angiogenesis and the establishment of equilibrium between 
immune escape and rejection in maintaining the dormant state of a tumor  [  52,   53  ] , 
particularly in the setting of tumor mass dormancy. In contrast to cellular dormancy, 
tumor mass dormancy is not characterized by the absence of proliferation and 
apoptosis on the cellular level. Rather, it describes the balance of the two, which 
prevents a neoplasm from increasing in size  [  54  ] . 

 The vast majority of solid cancers rely on the recruitment of functional blood 
vessels—a process termed angiogenesis  [  55  ] —to support the continuous expansion 
of a growing tumor mass  [  56,   57  ] . Although tumors are proliferation-competent, 
they are often unable to induce angiogenic sprouting of blood vessels and/or remodel 
preexisting tumor vasculature, leading to limited cancer perfusion and nutrient sup-
ply  [  52  ] , and, as a result, hypoxia and programmed cancer cell death  [  54  ] . Such 
avascular tumors are growth-arrested and remain microscopic in size because their 
marked proliferation rate is balanced by enhanced apoptosis  [  58–  61  ] . This angio-
genesis-dependent dynamic equilibrium between tumor proliferation and cancer 
cell death is referred to as “angiogenic dormancy”  [  62  ] , and the transition from a 
pre-vascular lesion to a highly vascularized and progressively expanding tumor 
mass is de fi ned as the “angiogenic switch”  [  63  ] . Angiogenic tumor dormancy and, 
correspondingly, the angiogenic switch are controlled by the integrated action 
between pro-angiogenic signals, such as VEGF (vascular endothelial growth factor) 
or PDGF (platelet-derived growth factor), and anti-angiogenic factors, including 
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angiostatin, endostatin, and thrombospondin-1 (Tsp-1)  [  64–  66  ] . Primary and meta-
static tumor environments devoid of angiogenesis-promoting factors and/or milieus 
in which anti-angiogenic signaling molecules are more prevalent will cause cancer 
dormancy, as demonstrated in numerous tumor models  [  1,   60,   65–  68  ] . For example, 
exogenous addition of the anti-angiogenic factor angiostatin potently inhibited both 
murine and human primary carcinoma growth in mice by inducing dormant micro-
scopic tumor foci, in which proliferation was balanced by apoptosis  [  65  ] . Similarly, 
elevated Tsp-1 expression levels mediated dormancy maintenance in models of 
murine hematopoietic tumors, mammary, and kidney carcinoma  [  66,   67  ] . Tsp-1 
repression, on the other hand, was suf fi cient to cause cancer progression and was 
associated with activation of the  MYC  oncogene  [  66,   67  ] , a well-established modu-
lator of the dormant state of a tumor  [  69  ] . Comparably, potent angiogenic stimuli 
are suf fi cient to revert cancer dormancy by triggering the angiogenic switch  [  70  ] . 
For instance, it has been demonstrated that poorly tumorigenic human leukemia 
cells that exclusively form dormant lesions in immunocompromised mice resumed 
growth following both transient VEGF stimulation and in vivo administration of 
pro-angiogenic cells  [  68  ] . Taken together, these experimental  fi ndings highlight that 
angiogenesis induction represents a fundamental event underlying the shift from 
tumor dormancy to progressive cancer outgrowth.  

   Tumor Population Dormancy: Immune Surveillance 

 In addition to angiogenesis suppression, alternative control mechanisms have been 
described that prevent escape from cancer dormancy. For instance, the immune system 
may also help contain tumor outgrowth and metastatic progression  [  71,   72  ] . In fact, 
numerous reports have suggested a pertinent role for the antitumor immune response 
in dormancy maintenance  [  53,   73,   74  ] . Direct evidence of immunity-induced tumor 
dormancy almost exclusively comes from animal models  [  1  ]  that typically involve 
immunization of mice with irradiated cancer cells or tumor-associated antigen (TAA) 
peptides followed by challenge with viable tumor cells  [  53  ] . For example, in the 
DBA/2 murine lymphoma model, dormancy can be induced by subcutaneous injec-
tion of syngeneic L5178Y lymphoma cells prior to intraperitoneally rechallenging 
mice with the same cell line  [  74  ] . Similarly, in the BCL-1 lymphoma model, immu-
nization of mice with BCL1-derived immunoglobulin (Ig) can trigger anti-idiotype 
immune responses that induce cancer dormancy  [  75,   76  ] . Furthermore, vaccination 
of mice with DA1-3b leukemia cell line variants following subsequent challenge 
with viable DA1-3b cells can cause leukemia dormancy  [  77,   78  ] . Taken together, 
these models clearly support that the immune system has an important role in induc-
ing a tumor dormant state, particularly in the context of vigorous antitumor immune 
responses. Thus, immune-mediated dormancy in humans might apply primarily to 
highly immunogenic cancers, such as malignant melanoma  [  79  ] . In fact, melanomas 
with a donor origin have been reported in kidney and bone marrow transplant recipi-
ents receiving immunosuppressive medication  [  80,   81  ] . Strikingly, some donors had 
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been in complete melanoma remission for decades  [  80  ] , indicating that the donor 
immune response may have prevented the outgrowth of DTCs that ultimately escaped 
from dormancy in the immunosuppressed transplant recipient. Despite these  fi ndings, 
whether antitumor immunity is generally applicable to clinical cancer dormancy 
maintenance remains a matter of considerable debate  [  38  ] . In spite of this contro-
versy, the aforementioned experimental models and clinical observations support the 
notion that dormant tumor cells employ immuno-escape strategies that enable their 
persistence in the context of robust adaptive and innate immune responses. 
Immunological mechanisms facilitating the establishment of an equilibrium between 
cancer elimination and immune evasion may thus promote tumor mass dormancy 
 [  53,   71  ] . Furthermore, escape from cytotoxic immune effectors might also represent 
a critical survival mechanism for quiescent tumor cells  [  53  ] . Mechanistically, dor-
mant cancer subsets have been found to both passively evade immunologic clearance 
(e.g., by downregulating immunogenic TAAs  [  73  ] ) and actively suppress immune 
effector functions (e.g., through preferential expression of immune-inhibitory 
members of the B7/CD28 costimulatory superfamily)  [  82,   83  ] . 

 In summary, a number of experimental animal models have been developed that 
have allowed researchers to gain mechanistic insights into the immunobiological 
processes governing cancer dormancy vs. tumorigenic outgrowth, including cell 
cycle modi fi cations, alteration of angiogenic responses, and modulation of antitu-
mor immunity  [  1,   37  ] . However, further study is required to determine exactly how 
these regulatory mechanisms act in concert to sustain the tumor dormant state and 
why some dormant tumors are released from growth restraints. Beyond this, it 
remains unclear what mechanisms underlie clinical tumor dormancy and whether 
experimental dormancy models accurately re fl ect human disease  [  38  ] . Importantly, 
detailed biological characterization of dormant tumor populations from clinical 
material has been limited by the absence of reliable biomarkers and methodologies 
capable of suf fi ciently isolating these cells. 

 Recent advances in research on physiologic and malignant stem cell systems could 
potentially alleviate this shortcoming. In fact, there are striking parallels between dor-
mant tumor cells, physiologic stem cells, and cancer stem cells (CSCs), which can 
likewise undergo prolonged periods of quiescence  [  84  ] , preferentially resist current 
forms of tumor therapy  [  85  ] , survive immune attack  [  86  ] , and selectively withstand 
anti-angiogenic and other hostile microenvironments  [  87  ] . The emerging literature on 
the biological functions of CSCs and their potential relevance to clinical tumor dor-
mancy will be the focus of the following sections of this chapter.  

   The Cancer Stem Cell Paradigm: A New Perspective 
on Tumor Progression 

 Tumors, like physiologic tissues, are complex structures composed of genetically, 
phenotypically, and functionally heterogeneous cell populations that differ in their 
ability to initiate and maintain tumor growth  [  88  ] . The prevailing stochastic model 
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of neoplastic progression postulates that the accumulation of genetic mutations followed 
by clonal selection induces tumor heterogeneity  [  89  ] . According to this theory, all 
cancer cells—regardless of their phenotype—possess equivalent intrinsic capacities 
to (1) proliferate, (2) initiate tumor growth, and (3) cause relapse  [  90  ] . Phenotypic 
and functional differences of cancer cells, however, can be explained only in part by 
sequential acquisition of genetic variations, which has led to the development of the 
CSC hypothesis of tumor growth  [  91,   92  ] . The CSC model posits that only a sub-
population of cancer cells within a tumor (i.e., CSCs) can proliferate extensively 
and give rise to the morphologically and functionally diverse cancer cell progeny 
that comprises the malignant lesion  [  93  ] . Pursuant to the CSC concept, tumors are 
organized as de fi ned hierarchies with CSCs at their apex. It should be noted, how-
ever, that these two models of tumorigenicity are not necessarily mutually exclu-
sive, as stochastic processes may be at play within the CSC population  [  94  ] . 

 CSCs have been operationally de fi ned by their (1) preferential ability to initiate 
tumor growth, (2) capacity to self-renew, and (3) competence to differentiate into 
various non-self renewing tumor bulk populations  [  95  ] , thus providing an explana-
tion for functional differences between tumor subpopulations  [  93  ] . Experimentally, 
veri fi cation of these de fi ning CSC traits requires serial xenotransplantation at limit-
ing dilution of marker-de fi ned clinical cancer subpopulations into an orthotopic site 
of immunocompromised animals (typically NOD/SCID (non-obese diabetic/severe 
combined immunode fi ciency) mice)  [  95,   96  ] . Using this approach, the preferential 
ability to initiate and maintain tumor growth is ascribed to a putative CSC population. 
More importantly, the CSCs’ capacity to self-renew and differentiate also requires 
experimental con fi rmation in serial in vivo passaging studies. Typically, this is done 
by demonstrating reestablishment of the original patient tumor heterogeneity in primary 
and secondary cancer xenografts upon inoculation of immunocompromised hosts 
with puri fi ed CSCs  [  95  ] . Recent studies employing lineage-tracking methodologies 
have allowed for a side-by-side comparison of CSC-de fi ning traits by utilizing 
distinct genetic labels to trace CSCs vs. differentiated tumor cells in vivo  [  96  ] . 
These experiments have further substantiated the selective ability of CSC fractions 
to both undergo cell divisions that expand the CSC pool and generate differentiated 
cancer cell progeny, whereas non-CSC subsets exclusively give rise to differentiated 
tumor populations  [  97–  99  ] . Other reports suggest a more dynamic regulation of 
CSC phenotype and function, allowing for a bidirectional interconversion between 
the CSC compartment and non-stem cancer cells in response to contextual signals 
from the microenvironment  [  100,   101  ] . Such  fi ndings of CSC plasticity highlight 
the critical importance of the host immune system and the stromal microenvironment 
in governing tumor growth rates as well as CSC and non-stem cancer cell fate  [  86, 
  102  ] . These considerations further emphasize that variations in the methodologies 
and experimental model systems used to assess cancer “stemness” require careful 
scrutiny, as they might in fl uence experimental outcomes  [  94  ] . 

 Despite the fundamental advances that CSC studies have yielded regarding our 
understanding of functional tumor heterogeneity, the CSC model remains a topic 
of considerable controversy  [  103,   104  ] . The disagreements surrounding the CSC 
theory have partly resulted from the implication of a direct relationship between 
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CSCs and physiologic stem cells as the cellular origin for cancer  [  105  ] . While 
some experimental tumor model systems have indeed identi fi ed adult tissue stem 
cells as the source of malignant transformation  [  106,   107  ] , other models have indi-
cated that progenitor or transient amplifying (TA) cells  [  108,   109  ]  and perhaps 
even terminally differentiated cells  [  110  ]  could acquire CSC-like properties 
through a series of mutagenic events. Additionally, the commonly accepted 
de fi nition of a CSC does not infer that transdifferentiation plasticity (i.e., differen-
tiation along a particular lineage) associated with both physiologic stem cells and 
cancers  [  111  ]  is intrinsic to the CSC pool  [  95,   96  ] . Thus, the term CSC refers to the 
functional traits of the cancer cell, rather than its cellular origin and biological 
properties within normal tissues  [  103  ] . 

 Disparity also exists regarding the very de fi nition of a CSC, given recent  fi ndings 
of CSC biomarker plasticity  [  100,   101  ] . If CSCs were de fi ned to be a distinct, 
unchangeable subpopulation that resides at the apex of a hierarchically organized 
tumor, then such data could shed doubt on the validity of the classical CSC model. 
Certainly, if the majority of cancer cells are in a constant state of  fl ux with regard to 
CSC phenotype and function, it is arduous to conceptualize a hierarchy of stemness. 
As outlined above, however, CSC behavior critically depends on the composition 
and con fi guration of the surrounding niche environment  [  87,   112  ] . Similarly, in 
physiologic tissues, stem cell competence is linked to the contextual signals origi-
nating from specialized niches  [  113,   114  ] . Accordingly, stem cell competence is not 
restricted to discrete cell subsets characterized by a de fi ned expression pattern  [  115  ] . 
Rather, the vast majority of cells not irreversibly committed to differentiation har-
bors stem cell potential  [  116  ] . Indeed, genetic lineage tracing studies revealed that 
TA populations primed for terminal differentiation can “de-differentiate” into phys-
iologic stem cells, such as in response to in vivo stem cell loss  [  117  ] . However, this 
observed reversibility of stem cell potential as a function of the microenvironment 
or epigenetic factors does not invalidate the hierarchical organization of physiologic 
tissues. Therefore, the perception that changing microenvironments dynamically 
modulate CSC properties does not preclude that the conglomerate tumor populations 
adhere to de fi ned hierarchies. Findings of bidirectional interconversion between 
CSCs and non-stem cancer cells thus do not undermine the CSC hypothesis, as 
the distinct tumor populations retain their identities in the sense that they can 
be distinguished phenotypically and functionally at any given time point within a 
tumor  [  103  ] . 

 Additional dissonance regarding the CSC model has resulted from the 
assumption that CSCs should represent only a small fraction of cancer cells 
 [  118,   119  ] , paralleling low frequencies of physiologic stem cells in healthy nor-
mal tissues  [  116  ] . However, “rareness” is not a de fi ning trait of CSCs  [  93  ] , and 
relative CSC frequencies—analogous to physiologic stem cell systems 
 [  120  ] —likely rely on the complex interplay between stem and non-stem cells, 
host and microenvironmental factors, differentiation, and apoptosis kinetics. 
Indeed, recent data suggest a considerable variability of relative CSC numbers 
depending on tumor type, stage of malignant progression, niche constitution 
(e.g., growth and ECM factor availability and degree of vascularization), and 
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host immunocompetence  [  87,   103  ] . Hence, CSC frequencies cannot be stated in 
absolute numbers, but rather relative to the speci fi c experimental system used 
 [  96,   121  ] . Given the potential misconceptions associated with the term “CSC,” 
many investigators in the  fi eld refer to CSCs as tumor-initiating cells (TICs) or 
tumor-propagating cells  [  95  ] . 

 Pioneering work in the CSC  fi eld originated almost two decades ago, when 
John Dick and colleagues reported that human acute myeloid leukemia (AML) 
demonstrates hierarchical organization, with a population of leukemic stem cells 
(LSCs) at its apex  [  122,   123  ] . Subsequent studies have further revealed that CSCs 
are integral to cancer propagation in a number of solid tumor entities, including 
those of the bladder, bone, breast, central nervous system, colon, head and neck, 
liver, ovaries, pancreas, and skin  [  97,   124–  137  ] . Meanwhile, the importance of 
CSCs in experimental tumor initiation and primary tumor growth has been  fi rmly 
established  [  121  ] . However, the role of CSCs in multistage cancer progression, 
especially with respect to metastasis formation, requires further study. Recent evi-
dence indicates that the CSC compartment might indeed critically contribute to 
the metastatic process  [  22,   138  ] . For instance, in several tumor models, ef fi cient 
metastatic colonization, i.e., the initial expansion of metastatic foci at the sec-
ondary site, critically depends on CSCs  [  135,   138,   139  ] . Moreover, CSC frequen-
cies correlate with disease progression in clinical cancer specimens  [  97,   140  ] , 
further highlighting the potential translational relevance of the CSC paradigm. 
CSC–niche interactions and, in particular, a process described as the epithelial to 
mesenchymal transition (EMT) represent potential mechanisms by which CSCs 
located at the invading front of the tumor might acquire migratory traits to colonize 
secondary sites  [  141,   142  ] .  

   Beyond Self-Renewal and Differentiation: 
Further Attributes of CSCs 

 Accumulating evidence demonstrates preferential CSC resistance to current stan-
dard-of-care cancer therapeutic regimens, including chemotherapy and ionizing 
radiation  [  85,   143,   144  ] , which target speci fi c phases of the cell cycle based on the 
understanding that cancer cells are highly proliferative in contrast to normal tissues. 
Complete eradication of primary and especially disseminated disease, however, is 
often limited by the preferential ability of tumor cells to activate DNA damage rec-
ognition and repair pathways, alter cell cycle checkpoints, inhibit apoptotic signal-
ing, and decrease intracellular drug accumulation  [  85  ] . Strikingly, several studies 
have provided experimental evidence that the aforementioned survival mechanisms 
are preferentially operative in CSCs vs. tumor bulk populations  [  97,   99,   145–  148  ] . 
Their enhanced ability to survive cytotoxic therapy identi fi es CSCs as the likely 
cause of disease relapse. Consistently, recent studies revealed increased CSC fre-
quencies in cancer patients following therapeutic intervention  [  145,   147,   149–  151  ] . 
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Accordingly, novel treatment strategies designed to target chemoresistant CSCs, as 
well as the majority of non-stem tumor cells, could facilitate eradication of cancers 
resistant to current forms of therapy  [  152,   153  ] . 

 Beyond therapy resistance, many of the biological mechanisms underlying CSC-
driven tumorigenesis and neoplastic progression are also beginning to be unraveled, 
including their preferential ability to (1) induce angiogenic responses, (2) interpret 
contextual niche signals in favor of tumor growth, (3) selectively survive hostile 
microenvironments, and (4) evade immunological clearance  [  86,   87,   143  ] . As 
already outlined in more detail above, tumor initiation, growth, and metastasis cru-
cially depend on the creation of a vascular network that provides tumor cells with 
nutrients and oxygen, while removing metabolic wastes and carbon dioxide  [  56, 
  57  ] . Several recent reports have identi fi ed speci fi c roles for CSCs in tumor vascular-
ization. For example, in comparison with patient-matched non-stem tumor cells, 
CSCs bear the preferential ability to promote tumor angiogenesis through enhanced 
secretion of VEGF  [  154  ] . Other studies have found that CSCs may preferentially 
reside within perivascular niches, where they can stimulate vascularization by trig-
gering angiogenic growth factor production in niche-constituent cells  [  112  ] . This 
interplay between CSCs and their microenvironment is bidirectional, given that the 
surrounding pro-angiogenic niche may in turn promote CSC maintenance and self-
renewal  [  155  ] . An additional mechanism by which CSCs may promote tumor vas-
cularization is by their ability to transdifferentiate into ECM-rich, vessel-like 
structures  [  156–  158  ] . This process, termed “vasculogenic mimicry”  [  111  ] , might 
enable CSCs to generate their own vascular network independently of true cancer 
angiogenesis in order to perfuse tumor tissue. Furthermore, CSCs have mechanisms 
in place that enable their preferential survival in hypoxic milieus  [  159,   160  ]  and 
microenvironments characterized by non-physiological pH levels and toxic metabo-
lite concentrations  [  161  ] . 

 Accumulating evidence indicates that, in addition to conferring competitive 
advantages to a progressing neoplasm by promoting cancer vascularization, CSC 
populations also have a preferential ability to both evade and actively modulate 
antitumor immune responses  [  86,   124,   162–  167  ] . The concept of “tumor surveil-
lance” advanced by Drs. Burnet and Thomas  [  168,   169  ]  posits that the immune 
system can eliminate cancerous clones, thereby acting as a major safeguard from 
the development of malignant disease. While this hypothesis remains the topic of 
considerable debate  [  71  ] , both clinical  fi ndings and experimental results generated 
over the past decades support the notion that a functional immune system can in 
some cases prevent tumor initiation and growth  [  170,   171  ] . The recently uncovered 
ability of CSCs to actively thwart antitumor immune responses might thus confer 
selective growth advantages to these virulent cancer subsets. CSC immunological 
functions include evasion from immune clearance, induction of clonal anergy or 
deletion, and activation of regulatory immune cells (discussed in more detail below) 
 [  86  ] . Accordingly, future cancer immunotherapeutic protocols that consider CSCs 
and their immunomodulatory functions hold promise toward achieving more dura-
ble responses in tumor patients.  
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   Regulation of the Tumor Dormant State: Clues from CSC Biology? 

 There are striking parallels between the CSC theory of tumor development and the 
concept of cancer dormancy  [  1,   172  ] . Dormant tumor cells, like CSCs, bear the 
preferential competence to survive both cytotoxic treatment modalities and less fer-
tile microenvironments incapable of fostering tumor propagation  [  37  ] . Analogous 
to the involvement of CSCs in multiple facets of tumorigenesis, cancer dormancy 
can occur during early phases of tumor development and metastatic tumor spread, 
and is especially relevant to delayed cancer recurrence  [  1  ] . Furthermore, both dor-
mant cancer cells and CSCs preferentially evade antitumor immune responses  [  53  ] . 
Also, contextual signals from the microenvironment, as well as angiogenic factors, 
can govern both the dormant state of a tumor and CSC fate  [  52,   61  ] . 

 At the very least, the commonalities between CSCs and dormant tumor cells 
point to a partial overlap of these two cancer subpopulations. At present, we do not 
know whether CSCs undergo prolonged phases of dormancy, and only few studies 
have addressed the question of CSC quiescence. The very de fi nition of CSCs is 
based on their preferential ability to initiate robust tumor outgrowth, which seems 
incompatible with a cancer dormant state. In light of the intriguing relationship 
between common CSC attributes and the mechanisms controlling the tumor dor-
mant state, however, insights from CSC biology could help guide future research on 
tumor dormancy. In fact, recent evidence suggests that the CSC compartment itself 
might consist of heterogeneous subpopulations  [  173,   174  ] , including a predomi-
nantly quiescent, slow-cycling fraction  [  175,   176  ] . The CSC pool, or subsets thereof, 
might therefore exploit phases of cellular dormancy to ensure long-term tumor 
maintenance and survival in harmful tumor environments, including growth-inhibi-
tory niches and cytotoxic milieus. Finally, given the capacity of CSCs to cause 
delayed relapse and drive rapid tumor expansion, CSC immunobiological pathways 
might play critical roles in the switch from tumor dormancy to vigorous tumor 
outgrowth. Future dormancy studies should perhaps consider dormant CSCs as 
opposed to differentiated dormant tumor foci as a likely source of ultimate disease 
recurrence. CSC biology, and CSC markers in particular, could thus critically 
advance our understanding of the mechanisms underlying clinical tumor dormancy, 
by enabling the prospective isolation and characterization of dormant tumor cells. 
In the following sections, we dissect whether CSCs, or subsets thereof, might indeed 
represent dormant tumor populations, by juxtaposing mechanistic insights into CSC 
behavior with processes regulating maintenance of cancer dormancy.  

   Cancer Recurrence: Are Dormant Tumors Comprised of 
Therapy-Resistant Cancer Stem Cells? 

 Perhaps the most obvious link between CSCs and dormant tumor populations is 
their converging ability to survive cancer therapy. Indeed, dormant lesions are often 
spared by current treatment modalities, as determined both in animal models and 



1598 Tumor Dormancy and Cancer Stem Cells: Two Sides of the Same Coin?   

clinical disease  [  48,   51  ] . Similarly, CSC frequencies are markedly enhanced in local 
and metastatic tumor recurrences post therapy compared to those in pre-therapy 
samples  [  145–  147,   149,   150  ] . Importantly, therapeutic refractoriness of dormant 
tumor cell populations is attributable to several resistance mechanisms also intrinsic 
to the CSC compartment, including impairment of cancer apoptotic pathways, alter-
ation of cell cycle checkpoints, and reduced drug accumulation. One mechanism of 
particular relevance to CSC resistance is decreased intracellular buildup of chemo-
therapeutics accomplished by energy-dependent ef fl ux pumps known as ABC (ATP 
binding cassette) transporters  [  85  ] . For instance, LSCs express marked levels of 
several ABC transporter proteins implicated in leukemia resistance  [  177,   178  ] . In 
human malignant melanoma, CSCs can be prospectively isolated based on their 
selective expression of the ABC superfamily member, ABCB5  [  97  ] . In a series of 
colorectal cancer patients, 5-FU-based chemoradiation therapy revealed a markedly 
enhanced abundance of ABCB5 +  tumor cells when residual disease was detected 
 [  147  ] . Moreover, ABCB5 frequency inversely correlated with recurrence-free sur-
vival in a large cohort of liver cancer patients  [  179  ] . Importantly, ABCB5 inhibition 
sensitized human melanoma  [  180  ] , colorectal carcinoma  [  147  ] , and hepatocellular 
carcinoma  [  179  ]  CSCs to chemotherapy-induced cell obliteration. Whether dor-
mant cancer cells express elevated levels of ABC transporters is currently unknown. 
However, investigating the ABC transporter repertoire of dormant tumor subsets 
might represent an important line of investigation, given the aforementioned asso-
ciations of distinct ABC superfamily members with CSC drug resistance and clini-
cal cancer recurrence. 

 Direct evidence for a potential overlap between dormant cancer fractions and 
CSCs is given by the propensity of both populations to undergo cell cycle arrest in 
response to various forms of therapy. As outlined above, mitotic quiescence is a 
hallmark feature of the dormant state of a tumor  [  1  ] , especially in the context of 
chemotherapy and radiation-induced cellular dormancy  [  2  ] . Strikingly, relative qui-
escence represents an important mechanism underlying preferential CSC resistance 
to various forms of tumor therapy. For instance, LSCs isolated from AML patients 
showed a preferential G 

0
 /G 

1
  arrest of the cell cycle  [  181  ] , suggesting resistance to 

therapies targeted at the proliferating bulk of tumor cells. In CML, resistance to the 
BCR-ABL tyrosine kinase inhibitor (TKI) imatinib has been linked to the failure of 
the chemotherapeutic regimen to deplete the quiescent LSC compartment  [  182, 
  183  ] . Similarly, second generation TKIs failed to induce apoptosis in the highly 
quiescent fraction of LSCs  [  184,   185  ] . Evidence for CSC-associated quiescence and 
resultant therapy resistance has also been generated in solid tumors. For example, in 
glioblastoma and breast cancers, CSC frequency was enriched after ionizing radia-
tion  [  145,   146,   186  ] . The preferential radioresistance of both breast and brain CSCs 
was mechanistically linked to activation of DNA damage repair pathways and to 
signi fi cantly reduced rates of proliferation and apoptosis induction through the 
involvement of DNA checkpoint kinases  [  145,   146,   187  ] . A direct link between 
tumor dormancy and CSCs is further reinforced by  fi ndings of semiquiescent cancer 
initiators in hepatocellular carcinoma  [  176  ] . Speci fi cally, this study revealed that a 
subset of slow cycling liver CSCs preferentially survived genotoxic chemoradiation 
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by reversing DNA damage in a CD13 (also known as aminopeptidase N)-dependent 
manner  [  176  ] . Additional insights into the mechanisms of CSC cell cycle arrest 
have been generated in model organisms. For instance, in a mouse model of CML, 
maintenance of LSC quiescence and resistance was functionally related to the  PML  
(promyelocytic leukemia) tumor suppressor gene  [  188  ] . In an AML model, cell 
cycle restriction mediated by p21 activation was critical in preventing excess accu-
mulation of DNA damage and functional exhaustion of LSCs  [  148  ] . Thus, certain 
chemotherapeutic agents not only spare resistant CSCs and dormant tumor popula-
tions, but also speci fi cally enrich for CSCs by inducing a state of quiescence. 

 Similarly, dormancy induction models harness chemotherapeutic effects to pro-
mote tumor cell quiescence  [  49,   50,   189  ] . Analogous to the p21-dependent cell 
cycle arrest observed in CSCs  [  148  ] , p21 activation also induced reversible quies-
cence and prevention of apoptosis in dormant tumor populations  [  190  ] . Taken 
together, these  fi ndings clearly demonstrate signi fi cant overlap of dormant cancer 
cells and CSCs, particularly in the context of cytotoxic treatment modalities. 
Therefore, CSC quiescence might critically contribute to latent disease and delayed 
cancer recurrences caused by dormant tumor subsets. Accordingly, biomarkers and 
signaling pathways intrinsic to the CSC compartment could prove useful in enhanc-
ing our understanding of the relationship between tumor cell dormancy and pro-
longed time to cancer relapse.  

   How CSC Signaling and Niche Interactions 
May Govern Tumor Dormancy 

 As outlined above, quiescence is a key regulator of the tumor dormant state, particu-
larly in response to various forms of tumor therapy. However, cell cycle arrest also 
critically contributes to the maintenance of tumor dormancy in the absence of geno-
toxic insults. Not surprisingly, several molecules implicated in cell cycle control, 
either directly or through the involvement of distinct signaling networks, can foster 
tumor cell dormancy. Indeed, the cell cycle checkpoint modulator, p38, has been 
extensively associated with dormancy perpetuation in various tumor types  [  1  ] . 
For instance, high p38-MAPK (mitogen-activated protein kinase) vs. ERK (extracel-
lular signal-regulated kinase)-MAPK signaling ratios induced tumor growth arrest in 
disease models of  fi brosarcoma, melanoma, breast cancer, and prostate carcinoma 
 [  41,   191  ] . Similarly, prostate CSCs undergo phases of tumor dormancy upon activa-
tion of p38-MAPK signaling  [  192  ] . Another important regulator of tumor cell dor-
mancy is the  MYC  oncogene, the inactivation of which elicits cellular senescence in 
diverse tumor types  [  193  ] . Strikingly, in a mouse model of hepatocellular carcinoma, 
 MYC  inactivation resulted in the generation of stem-like cells that could differentiate 
into normal cellular lineages while retaining their latent potential to become cancer-
ous, hence demonstrating a direct link between oncogene-dependence, CSCs, and 
preservation of the tumor dormant state  [  69  ] . Several downstream effectors of the 
MYC oncoprotein, including NDRG (N-Myc downstream-regulated gene) family 



1618 Tumor Dormancy and Cancer Stem Cells: Two Sides of the Same Coin?   

members, have also been implicated in cell cycle arrest of human prostate cancer 
and glioma CSCs  [  192,   194  ] . 

 Additional molecular networks integral to both stem cell quiescence and tumor 
dormancy maintenance include the Sonic hedgehog (Shh), Notch, and Wnt/ b (beta)-
catenin signaling pathways  [  195–  198  ] . For example, Shh-mediated upregulation of 
the polycomb group (PcG) protein, Bmi1, sustained CSC quiescence and self-
renewal  [  133,   199,   200  ] . Increased Bmi1 levels also correlated with late (>10 years) 
metastatic relapse in breast cancer patients  [  201  ] , indicating that expression of this 
PcG member might coincide with long-term dormant cancer populations responsi-
ble for delayed recurrences. Similarly, Wnt and Notch activity levels control the 
balance between quiescence and self-replication of both CSCs  [  202–  205  ]  and 
dormant tumor cells     [  206–  209  ] . 

 In addition to tumor cell-intrinsic mechanisms, cues from the niche environment 
can prominently regulate cancer dormancy and CSC quiescence alike. Interestingly, 
microenvironments conducive for dormancy upkeep have also been found to enable 
CSC preservation. For example, microenvironmental milieus characterized by trans-
forming growth factor-beta (TGF- b ) signaling can trigger both CSC immaturity and 
tumor dormancy maintenance  [  210,   211  ] . In particular, the TGF pathway members, 
TGFB2 and TGFB3, were determined to be intrinsically associated with both the 
cancer dormant state and CSCs  [  37,   164  ] . Furthermore, uPAR, a prominent down-
stream target of TGF- b   [  212  ] , can likewise modulate both CSC biology and tumor 
cell dormancy. Indeed, high uPAR expression conferred CSC-like properties to breast 
cancer cells  [  213  ]  and sustained dormancy in various cancer models (e.g., by activa-
tion of the cell cycle inhibitor, p38)  [  45,   191  ] . The transcription factor NFkappaB 
represents an upstream activator of TGF- b  signaling and resultant uPAR expression 
levels  [  212  ]  that has also been implicated in CSC quiescence  [  214  ] . An additional 
link between dormant tumor subsets and CSCs is their overlapping use of the BMP 
(bone morphogenetic protein) and mTOR (mammalian target of rapamycin) path-
ways to balance quiescence vs. proliferation. For example, BMP7 secreted by bone 
stromal cells induced CSC dormancy in prostate cancer  [  192  ] , and exogenous addi-
tion of BMP4 to glioblastoma-bearing mice resulted in stunted CSC proliferation 
 [  215  ] . Similarly, niche environments that promote mTOR signaling enable in vivo 
survival of both dormant tumor cells and CSCs by inhibiting their proliferation  [  189, 
  216  ] . Finally, the ECM and integrin composition of the tumor environment might 
regulate both CSC behavior and the tumor dormant state  [  43,   46,   211,   217,   218  ] . 

 In conclusion, the convergence of niche-constituent factors and signaling 
pathways integral to CSC biology and dormancy maintenance suggests signi fi cant 
overlap between both tumor subpopulations. However, while dampening the 
aforementioned signaling cascades typically favors the tumor dormant state, CSCs 
frequently demonstrate aberrant pathway activation during phases of robust tumor 
outgrowth  [  195  ] . Thus, CSCs do not always coincide with dormant cancer popula-
tions, but appear to play crucial roles in the shift from dormancy to proliferation, 
given that the intricate balance between pro- and anti-proliferative CSC-intrinsic 
signals can govern tumor dormancy. Prolonged phases of quiescence could be 
particularly relevant to the prevention of premature exhaustion of the CSC pool.  
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   Angiogenic Control of Tumor Dormancy: 
Is There a Role for CSCs? 

 Many of the molecular pathways and niche-constituent factors discussed above not 
only control cancer dormancy and CSC quiescence but also orchestrate the tumor 
angiogenic process. For example, activated BMP signaling can stimulate tumor 
angiogenesis  [  219,   220  ]  and CSC-driven tumor growth  [  215  ] . Similarly, endothelial 
cell-mediated Notch activation releases dormant tumor cells from growth con-
straints by inducing the angiogenic switch  [  208  ]  and also enables CSC-mediated 
tumor angiogenesis in glioblastoma  [  158  ] . As outlined in more detail above, CSCs 
promote tumor vascularization and subsequent cancer expansion in several comple-
mentary ways: through (1) preferential secretion of VEGF into the surrounding 
environment  [  154  ] , (2) stimulation of angiogenic growth factor production by niche-
constituent cells  [  112,   155  ] , and (3) transdifferentiation into vessel-like structures 
that might perfuse tumor tissue in the absence of true angiogenesis  [  156–  158  ] , via a 
process termed “vasculogenic mimicry”  [  111  ] , which could ensure minimal perfu-
sion and hence sustained viability of a critical tumor mass ultimately responsible for 
delayed cancer relapse. Accordingly, in scenarios of tumor emergence and growth, 
CSCs might counteract the dormant state of a tumor by fueling the creation of a 
vascular network that provides the expanding cancer with nutrients and oxygen. 

 Nevertheless, CSCs still might undergo phases of dormancy, especially when 
exposed to niche environments conducive for angiostasis. Indeed, whereas CSCs 
trigger robust tumor outgrowth when exposed to perivascular niches  [  112,   155  ] , 
hypoxic environments were found to maintain an undifferentiated, quiescent state 
of CSCs  [  159,   160  ] . Importantly, hypoxia induces apoptotic cell death in the bulk of 
proliferating tumor cells  [  159,   160  ] . CSCs, on the other hand, preferentially survive 
hypoxic conditions by expressing the so-called hypoxia-inducible factors (HIFs) 
 [  159,   160  ]  also involved in cell cycle arrest (e.g., through p21 activation)  [  221  ] . 
A signi fi cant overlap of CSCs and dormant tumor populations in angiostatic 
microenvironments is also suggested by  fi ndings in model organisms that have 
revealed tumor regression upon  MYC  inactivation, concomitant with enhanced niche 
expression of the antiangiogenic protein, Tsp-1  [  67  ] , and selective survival of stem-
like cancer cells capable of causing disease relapse upon oncogene reactivation  [  69  ] . 

 In summary, several studies have unraveled intriguing parallels between the 
mechanisms regulating CSC behavior and angiogenic control of tumor dormancy. 
While distinct CSC-speci fi c functions might critically promote cancer vasculariza-
tion in settings of robust tumor outgrowth, CSCs also bear the preferential capacity 
to survive angiostatic environments associated with dormancy maintenance. Together, 
these  fi ndings suggest that CSCs might represent major culprits in the switch from 
cancer dormancy to virulent tumor outgrowth. Because CSCs consolidate both the 
selective competence to persist prolonged phases of nutrient and oxygen deprivation 
and the preferential ability to aggressively promote tumor progression by triggering 
robust angiogenic responses, CSCs, or subsets thereof, are likely to represent the 
dormant tumor populations ultimately responsible for delayed cancer recurrences. 
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Finally, the results reviewed herein highlight the critical importance of the microen-
vironment, especially with respect to its angiogenic status and resultant oxygen and 
nutrient levels, in governing CSC quiescence vs. proliferation.  

   CSC Escape from Immune Surveillance: 
Relationship to Tumor Dormancy? 

 The idea that a functional immune system can eliminate transformed cells before they 
progress into clinically manifest disease was  fi rst proposed by Ehrlich over a century 
ago  [  222  ] . In 1957, Drs. Burnet and Thomas advanced the concept of “tumor surveil-
lance,” which postulates that cancerous cells can be recognized and cleared by the 
immune system during early stages of tumorigenesis, based on their altered expression 
of self-antigens  [  168,   169  ] . While the immunosurveillance hypothesis remains a topic 
of active controversy  [  71  ] , both clinical and experimental  fi ndings generated over the 
past decades indeed support a role for the immune system in eradicating cancer cells. 
For example, several animal models of immunode fi ciency, including NOD/SCID, 
RAG2 −/−  (recombination activation gene 2 knockout), IFN g  −/−  (interferon-gamma 
knockout), and Pfp −/−  (perforin knockout) mice, showed increased incidence rates of 
spontaneous and carcinogen-induced sarcomas, lymphomas, and epithelial carcinomas 
 [  71,   171,   223  ] . In addition, epidemiological studies revealed that immunocompromised 
patients exhibit markedly enhanced risks for developing a wide range of cancers  [  170  ] . 
Meanwhile, numerous antigens have been characterized that demonstrate selective or 
elevated expression levels in cancers vs. physiologic tissues  [  79,   224  ] , empowering the 
immune system to recognize malignant cells as foreign  [  225,   226  ] . Two distinct types 
of such tumor antigens can be distinguished  [  79  ] : (1) tumor-speci fi c antigens (TSAs), 
which describe aberrant gene products originating from chromosomal mutations and/
or genomic rearrangements (e.g., leukemia-speci fi c  BCR-ABL  fusion transcripts  [  227  ] ), 
and (2) TAAs that result from abnormal transcriptional and/or translational activation 
in cancers vis-à-vis normal tissues, including lineage-speci fi c differentiation antigens 
(e.g., melanoma antigen recognized by T-cells, MART-1)  [  228  ] ). Although TSA- and 
TAA-speci fi c immune responses can be detected in cancer patients, they often fail to 
fully inhibit tumor outgrowth  [  225,   229  ] . 

 One possible explanation for the limited ef fi cacy of immune cells to reject the 
tumor is that highly aggressive, rapidly dividing cancer cells might simply exceed the 
capacity of the antitumor immune response  [  223  ] . An alternative explanation is that 
transformed cells evolve from a host’s own tissues and therefore predominantly 
express self-antigens to which immune effector cells have been “tolerized”  [  223  ] . 
“Immunogenic tolerance” describes a process that prevents immunogenic clearance 
of tissue cells expressing a particular set of antigens  [  230,   231  ] . Tolerance to self-
antigens is achieved by processes that result in either elimination of autoreactive 
lymphocytes through apoptotic cell death (clonal deletion)  [  232  ]  or induction of 
functional unresponsiveness of antigen-reactive cells (clonal anergy)  [  233  ] . Self-
tolerance refers to the ability of the immune system to recognize and protect self 
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major histocompatibility complex (MHC)/ self  peptide complex-bearing cells from 
immune-mediated rejection while simultaneously retaining its capacity to launch an 
immune response against cells expressing MHC/ foreign  peptide complexes  [  230, 
  231  ] . Under physiological conditions, self-tolerance prevents the emergence of auto-
immune disorders  [  230,   231  ] . However, in the context of cancer, it may facilitate 
tumor progression by protecting transformed cells from immune-mediated rejection 
 [  223  ] . Taken together,  fi ndings of enhanced tumor incidence rates in immunocom-
promised patients and animal models and the characterization of TAA-speci fi c 
immune responses support the notion that a functional immune system can recognize 
and destroy nascent transformed cells, thereby impeding tumor development  [  71  ] . At 
the same time, this potential tumor suppressor role of antitumor immunity might also 
promote the selection of cancer cells capable of immune evasion  [  71,   223  ] . 

 Both dormant tumor subsets and CSCs can actively escape immune-mediated 
elimination  [  53,   86  ] , indicating that these virulent tumor fractions might coincide 
with immune-privileged cancer subpopulations that survive immune attack to ulti-
mately drive neoplastic progression. One mechanism by which both tumor popula-
tions can escape immunologic clearance involves downmodulation of TAAs. For 
instance, compared to tumor bulk populations, both melanoma and glioblastoma 
CSCs demonstrated low to absent expression of TAAs, including MART-1, gp100, 
NY-ESO-1, and MAGE-A  [  86,   163,   164  ] . Comparably, decreased expression of 
TAAs also distinguished the pool of dormant tumor cells in various disease models 
 [  73,   234  ] . Consequently, CSCs and dormant cancer subsets might not be recognized 
by the antitumor immune response, which may render them resistant to rejection by 
immune effector populations. Together, these  fi ndings might thus provide a novel 
explanation for the relative ineffectiveness of cytotoxic T lymphocytes (CTLs) to 
fully eradicate cancers  [  229  ] . 

 Another mechanism through which CSCs and dormant tumor cells could evade 
rejection by CTLs is through downregulation or absence of MHC class I antigens. 
CTLs and, to a lesser degree, CD4 +  T cells critically rely on the surface expression of 
class I MHC molecules to recognize cancer cells as non-self  [  235,   236  ] . Hence, partial 
or complete loss of surface MHC class I may protect tumor target cells from CTL-
mediated lysis  [  229,   237,   238  ] . Of note, CSCs have demonstrated reduced MHC class 
I expression compared to tumor bulk populations  [  163,   164  ] . Similarly, dormant can-
cer fractions resistant to vaccine-induced immunity showed decreased class I MHC 
levels  [  53  ] , suggesting signi fi cant overlap of CSCs and dormant tumor populations. 
Importantly, decreased MHC class I expression has been associated with neoplastic 
progression, therapeutic unresponsiveness, and adverse clinical outcomes in cancer 
patients  [  237,   239–  241  ] , which may at least in part relate to the inability of the antitu-
mor immune response to eliminate the MHC class I pool of dormant CSCs. 

 In addition to their preferential ability to withstand CTL cytolytic activity, CSCs 
and dormant cancer cells might also engage in active tolerance induction in order to 
modulate the host antitumor immune response. One major mechanism of tolerance 
induction involves functional inactivation of antigen-reactive lymphocytes, also 
referred to as clonal anergy  [  233  ] . An immunological process that has been impli-
cated in the induction of anergy is direct inhibition of antigen-reactive cells via the 
secretion of immunosuppressive factors, including TGF- b  or PGE-2 (prostaglandin 
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E2)  [  242,   243  ] . Elevated levels of both TGF- b (beta) pathway members and PGE-2 
were detected in melanoma and glioma CSCs, respectively  [  164,   166  ] . 
Correspondingly, TGF- b  signaling is activated in dormant tumor subsets compared 
to that in proliferative cancer cells  [  37  ] , and PGE-2 activity orchestrated the tumor 
dormant state in the murine L5178Y lymphoma model  [  244  ] . 

 Induction of anergy can further result from impaired stimulation of antigen-
speci fi c immune cells  [  245  ] . According to the “two-signal paradigm,” antigen-
dependent T cell activation requires two distinct but complementary signals: naïve 
T cells receive signal 1 through T cell receptor (TCR) engagement with the MHC/
antigenic peptide complex presented by an antigen presenting cell (APC)  [  245  ] . 
Signal 2 describes an antigen-independent stimulus triggered through ligation of an 
APC-expressed positive costimulatory ligand to its respective receptor present on T 
cells  [  245  ] . Positive costimulatory signaling is required for full T cell activation 
leading to interleukin-2 (IL-2) production and clonal expansion  [  246  ] . The so-called 
negative or inhibitory costimulatory signals may function to downregulate immune 
responses  [  245,   247  ] . Of note, costimulatory signaling events are not restricted to T 
cell–APC interactions, but might also encompass interactions between T cells and 
non-lymphoid cells, including cancer cells  [  248  ] . Remarkably, CSC fractions dis-
played selective expression for the negative costimulator programmed death (PD)-1 
 [  163,   164  ]  and its ligand, PD-L1  [  163,   166,   167  ] , suggesting an important role for 
the PD-1−PD-L1/PD-L2 signaling axis in CSC-driven tumor immune evasion. 
Likewise, in the DA1-3b leukemia model, dormant tumor cells were found to 
progressively overexpress PD-L1, thereby inhibiting T-cell activation and 
CTL-mediated tumor eradication  [  82,   83  ] . The involvement of PD pathway mem-
bers in the escape of host antitumor immunity and neoplastic progression is well 
established  [  249–  253  ] , indicating a signi fi cant involvement of both CSCs and dor-
mant tumor fractions in PD-mediated immune evasion. 

 B7 costimulatory ligands represent another class of molecules associated with both 
CSCs and dormant tumor populations. In fact, B7.1 (CD80) expression was activated 
in dormant tumor subsets and blockade of the molecule reversed their protection from 
CTL-induced lysis  [  83  ] . Similarly, B7.2 (CD86) expression was restricted to the CSC 
compartment in melanomas  [  164  ] , and inhibition of B7.2 on melanoma CSCs stunted 
T cell activation via the induction of regulatory T cells (Tregs)  [  164  ] . Tregs are impor-
tant mediators of immunological self-tolerance that can potently inhibit the activation 
and cytokine production of other immune compartments, including tumor-reactive 
CTLs  [  254–  256  ] . Consistently, Treg induction has been implicated in tumor immune 
evasion in cancer patients  [  257–  261  ] . The induction and/or active recruitment of Tregs 
might thus represent an additional mechanism by which both CSCs and dormant 
tumor cells could thwart anticancer immune responses. 

 In sum, several CSC-speci fi c immunomodulatory functions parallel tolerogenic 
properties of dormant tumor fractions, suggesting signi fi cant overlap between both 
cancer subsets. However, dormancy maintenance requires the establishment of an 
intricate balance between the anticancer immune response and tumor immune 
escape. CSCs might indeed play pivotal roles in maintaining the dormant state of 
cancer by circumventing immunogenic clearance during phases of robust antitumor 
immunity. At the same time, CSC-mediated tumor immune escape might promote 
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virulent cancer propagation. Accordingly, the immunologic privileges of CSCs 
could orchestrate the switch from sustained tumor dormancy to cancer expansion in 
the context of functional antitumor immune responses.  

   Conclusions 

 Tumor dormancy represents an important mechanism underlying the observed fail-
ure of current therapeutic modalities to fully eradicate cancers. In addition to its more 
established role in maintaining minimal residual disease after treatment, dormancy 
might also critically contribute to early stages of tumorigenesis and the formation of 
micrometastatic disease. There are intriguing parallels between the cancer dormancy 
hypothesis and the CSC model of tumor propagation. Both CSCs and dormant tumor 
populations engage in several survival-promoting and virulence-conferring mecha-
nisms, including therapy resistance and evasion of antitumor immune responses. 
Moreover, distinct sets of molecules and signaling networks shown to orchestrate the 
tumor dormant state are likewise operative in CSCs. In particular, cancer cell-intrin-
sic pathways and niche environments involved in tumor angiogenesis and induction 
of quiescence can govern both CSC fate and dormancy maintenance. 

 Detailed biological characterization of dormant tumor populations has been 
limited by the absence of reliable biomarkers and methodologies capable of 
suf fi ciently isolating these cells. Given the signi fi cant overlap of CSCs with dormant 
tumor fractions, biomarkers and immunobiological functions speci fi c to the CSC 
compartment could shed light on the molecular events driving the cancer dormant 
state. Accordingly, insights into CSC pathobiology could lead to improved experi-
mental systems that might further our understanding of the regulatory elements 
underlying clinical tumor dormancy and resultant cancer recurrences. Ultimately, 
such research endeavors may well translate into strategies that successfully eradicate 
dormant CSCs to minimize the risk of tumor relapse in cancer patients.      
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  Abstract   Tumor dormancy occurs when cancer cells are present but the tumor 
does not grow. Following treatment, patients may enter complete remission in which 
persistent cells represent the minimal residual disease (MRD). Experimental mod-
els and clinical data suggest that the absolute quantity of this MRD is extremely low. 
Very few cancer cells can persist for years or decades under these hostile conditions 
that include continuous exposure to maintenance treatment, autologous anti-tumor 
immune response, and a nonpermissive microenvironment. Dormant tumor cells 
may survive despite these destruction factors if they adapt and develop strategies to 
escape from cell death. Escape may result in a state of equilibrium between MRD 
and the patient. Equilibrium between the immune response and tumor cells can 
result in long-term tumor dormancy; however, after variable lengths of time, tumor 
dormancy ends, and the disease progresses. Experimental models have shown that 
dormant tumor cells may over-express B7-H1 and B7.1 and inhibit cytotoxic T-cell-
mediated lysis. This resistance could be therapeutically targeted using drugs like 
MEK inhibitors that modulate pathways involved in B7-H1 expression. Dormant 
tumor cells may also develop nonspeci fi c resistance mechanisms to cell death, such 
as deregulation of JAK/STAT and mTORC2/AKT pathways or autocrine and para-
crine production of cytokines. This deregulation leads to cross-resistance between 
the immune response and cytotoxic drugs, indicating that the long-term selection 
that occurs in vivo during tumor dormancy may ultimately result in resistant relapse. 
Long-term selection of cancer cells in vitro using tyrosine kinase inhibitors selects 
cells that harbor the same resistance mechanisms as dormant tumor cells. Elucidating 
the mechanisms underlying the equilibrium that allows for the persistence of dor-
mant tumor cells presents a novel strategy for targeted drug treatment in the context 
of maintenance therapy.  

    B.   Quesnel, MD, PhD   (*)
     Service des Maladies du Sang ,  Centre Hospitalier et Universitaire de Lille ,
  Rue Polonovski ,  59037   Lille ,  France    
e-mail:  brunoquesnel@hotmail.com   

    Chapter 9   
 Tumor Dormancy: Long-Term Survival 
in a Hostile Environment       

      Bruno   Quesnel         



182 B. Quesnel

  Keywords   Tumor dormancy  •  B7-H1  •  PD-L1  •  Interferon  •  TLR  •  Stem cell  •  NK  
•  Cytotoxic T-cells  •  NK  •  Imatinib  •  AKT  •  MEK  •  GILZ  •  JAK  •  STAT  •  Resistance  
•  Apoptosis  •  Persistence      

   Introduction 

 There is now evidence that patients can harbor cancer cells for extended periods 
and, in some cases inde fi nitely, without relapsing. This phenomenon of long-term, 
persistent cancer cells that do not grow is called tumor dormancy and may occur 
following treatment in the form of MRD. There is now growing evidence that this 
same phenomenon occurs early in tumor development, indicating that tumor growth 
is not continuous and may pass through a long period of subclinical disease  [  1  ] . 

 It is important to note that dormant tumor cells may persist as quiescent and fur-
tive cells, with little interaction with their microenvironment, or they may develop 
active survival mechanisms. The  fi rst hypothesis is intuitive in that tumor cells orig-
inate from the individual and develop in the host for years or decades. If residual 
cancer cells share some properties of physiological stem cells such as low-cycling, 
niche location, and sensitivity to inhibitory signals from the microenvironment, they 
could hide and persist for years as normal cells  [  2  ] . The presence of residual cancer 
cells, however, is not necessarily neutral to the host. Malignant transformation can 
result in signi fi cant alterations compared with the normal cellular phenotype. Cancer 
cells are no longer a part of the individual and must survive despite a less adapted 
environment and in some cases a continuous exposure to cytotoxic drugs. This latter 
situation suggests that a substantial proportion of cellular death among residual 
cancer cells is compensated for by active replication. Tumor dormancy would then 
result from equilibrium rather than from cellular quiescence. Such long-term equi-
librium may be due to several conditions. The host could control the tumor out-
growth, the tumor cells could resist the host defenses, or the microenvironment may 
not present an optimal environment for tumor growth (e.g., limited angiogenesis, 
lack of appropriate extracellular matrix to stimulate adhesion molecules)  [  3–  7  ] . 
Replicative and quiescent cells could also coexist if only replicative cells are being 
destroyed by the host defenses. All of these conditions, which it should be noted are 
not mutually exclusive, have been demonstrated using experimental models  [  8,   9  ] .  

   Determining the Number of Cells That Exist at Equilibrium 

 If equilibrium can be established between host and dormant tumor cells, it is important 
to determine the lowest number of cells that are necessary to allow for long-term 
tumor dormancy. If this number is low, then cells are likely to have developed 
ef fi cient survival strategies. Alternatively, some cancers may enter into tumor dormancy 
with a relatively high tumor mass  [  10  ] . Patients with low-grade non-Hodgkin’s 
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lymphoma can carry clinically signi fi cant tumor mass for years prior to tumor 
progression. Rare cases of metastatic melanoma exhibit spontaneous tumor 
regressions that may last for extended periods. However, in most cancers presenting 
with long-term complete remission, residual disease remains undetectable or detec-
tion requires extremely sensitive techniques. In patients in complete remission from 
solid tumors, frequencies of circulating tumor cells (CTCs) and disseminated tumor 
cells (DTCs) are generally approximately one per million  [  11,   12  ] . In hematological 
malignancies, long-term persisting cells are mostly below the limit of molecular 
detection, which is approximately 10 −5 –10 −6 . For example, to detect residual 
AML1-ETO (Acute Myeloid Leukemia 1—Eight Twenty One) positive cells in the 
bone marrow of leukemia patients in long-term complete remission, serial long-
term colony assays and extensive PCR testing for the fusion transcript are required 
 [  13  ] . Chronic myeloid leukemia (CML) patients who have undergone imatinib 
therapy for years frequently enter into molecular complete remission de fi ned by 
undetectable BCR/ABL fusion transcript; however, detection of BCR/ABL at the 
DNA level shows that nearly every patient still carries leukemia cells. These data 
suggest that the number of residual cells is indeed very low; however, the de fi nition 
of “low” remains undetermined. Experimental models can present an indication of 
this parameter. The DA1-3b model is a BCR-ABL mouse model of leukemia dor-
mancy (Fig.  9.1 )  [  14–  16  ] . Mice are  fi rst vaccinated with DA1-3b cells expressing 
CD40L or IL-12 and are then challenged with live DA1-3b cells (Fig.  9.1 )  [  14,   15, 
  17–  20  ] . Unvaccinated animals usually rapidly develop leukemia, while a fraction of 
vaccinated animals do not develop disease. Mice in complete remission after 1 year 
exhibit few dormant tumor cells, usually no more than 1,000 and sometimes no 
more than 100. When these cells are isolated and injected into naive mice, they can 
still induce acute myeloid leukemia (AML). Tumor dormancy may then result from 
a very small population of residual cells that persists in balance with the immune 
system  [  17  ] . These results may illustrate the function of the dormant tumor cell 
mass in humans, and if this is the case, then the model may accurately re fl ect the 
relationship between patients and MRD. In our opinion, it is crucial to determine the 
number of dormant tumor cells. A large tumor mass should already contain numer-
ous heterogeneous clones that ensure statistically that some may exhibit long-term 
survival even in the presence of ef fi cient cytotoxicity. A small population of cells, 
however, must quickly develop powerful and active mechanisms of survival to avoid 
elimination, as possibilities of clonal selection are limited.   

   Equilibrium with the Immune System 

 If a small number of residual cancer cells can persist for years, then it is of interest 
to determine if they can be recognized and controlled by the immune system 
(Fig.  9.2 ). This subject has been under debate for a number of years. The existence 
of an equilibrium between the host immune response and dormant tumor cells has 
been demonstrated using several experimental models  [  9,   21,   22  ] . Signi fi cant 
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clinical observations have also suggested that this equilibrium occurs in human 
disease. Residual lymphoma cells have been found in patients treated with 
anti-idiotype antibodies and who have been in continuous remission for at least 3–8 
years  [  23  ] . Nearly 85% of CML patients that received allogeneic hematopoietic 
stem cell transplant remained BCR/ABL PCR-positive after years of follow-up test-
ing, suggesting that most or all of these patients carry residual leukemic cells con-
trolled by a graft-versus-leukemia (GVL) effect  [  24  ] . Patients who relapse from 
CML, AML, and to a lesser degree myelodysplastic syndrome (MDS) after allo-
genic stem cell transplantation can reenter complete remission (CR) after donor 
lymphocytes infusion and some have remained disease-free for more than a decade. 
Cancers exhibiting a donor origin have been reported in organ transplant recipients 
where in some cases, the donor had been in complete remission for decades, and it 
is suspected that immunosuppression allowed the tumor to escape from dormancy 
 [  25  ] . Epstein-Barr Virus (EBV) lymphomas can occur following transplantation or 
in immunocompromised patients. When immunosuppressive treatment is reduced, 
prognosis improves. This  fi nding also indicates that in humans, an equilibrium may 
exist between the anti-tumor immune response and dormant tumor cells. Another 
important clinical observation is that in colon cancer, prognosis may depend on 
in fi ltration of early metastases by cells from the immune system, suggesting 
that equilibrium may occur  [  26,   27  ] . However, the progression and late relapses of 
cancer indicate that this equilibrium can be altered, possibly through the immuno-
escape of dormant tumor cells.   

  Fig. 9.1    The DA1-3b mouse model of tumor dormancy. C3H/Hej mice are vaccinated with 
irradiated BCR/ABL +  DA1-3b leukemic cells transduced with IL12 or CD40L. Immunity is 
challenged by injection of DA1-3b cells and mice that remain in remission are randomly eutha-
nized at selected times during 1 year follow-up. Total quantity of minimal residual disease (MRD) 
is evaluated by BCR/ABL Quantitative-PCR performed on all organs and dormant tumor cells are 
isolated to generate dormant tumor cells-derived cell lines. From Quesnel  [  9  ] , reprinted with 
permission from John Wiley and Sons       
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   Experimental Models and Long-Term Equilibrium 

 There are too few studies to  fi rmly establish the mechanisms that lead to long-term 
equilibrium. Most of the studies that have been performed have been conducted in 
a therapeutic context that does not necessarily re fl ect spontaneous immune response. 
It is extraordinarily dif fi cult to isolate dormant tumor cells from humans, and the 
timeframe of tumor dormancy in humans has limited the  fi eld to animal models 
where a reasonable experimental duration can be achieved. Current knowledge of 
equilibrium between dormant tumor cells and the immune response has been almost 
exclusively derived from experimental models. Although it is possible to maintain 
cells in quiescence in vitro for a few weeks, relevant longer durations of dormancy 
can only be obtained in vivo. These models are absolutely required to understand 
the complex interactions that tumor cells establish with a microenvironment. 

 Several models of tumor dormancy involve immunization of mice followed by 
tumor cell challenge. In the BCL1 mouse lymphoma model, tumor dormancy can be 
induced by immunization with BCL1-derived immunoglobulin (Ig) to generate an 

  Fig. 9.2    Crosstalk of cancer cells and host immune system. During early steps of carcinogenesis, 
premalignant clones are continuously eliminated by host immune response. Fully malignant clones 
that survive enter in equilibrium and tumor dormancy until they subvert the immune response. 
After therapy, the MRD enter in a new phase of long-term equilibrium between dormant malignant 
cells that may still evolve to escape immune response, and cytotoxic T and NK cell response that 
also adapt to kill residual cells       
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anti-idiotype immune response  [  28–  30  ] . After subsequent injection with BCL1 
tumor cells, approximately 70% of mice develop dormant tumors in the spleen that 
contain approximately 10 6  cells. Mice relapse 2–24 months later at a steady rate, indi-
cating a random process. The host antibodies act as an agonist by hyper-cross-linking 
surface Ig on the tumor cells, which usually induces cell cycle arrest and apoptosis. 
CD8 +  T-cells and IFN- g  collaborate with humoral immunity to maintain dormancy 
 [  31  ] . This model supports the hypothesis that host anti-tumor immunity controls 
dormant tumor cells. 

 Another model has been described by Shirmarer et al. In athymic  nu/nu  mice, 
Gal-expressing syngeneic tumor cells (ESbL-Gal) can cause tumors  [  32  ] . Adoptive 
transfer of LacZ (Gal)-reactive T-cells into these mice prevents tumor growth, and 
many Gal-speci fi c CD8 +  T-cells persist in the bone marrow and spleen. Memory 
T-cells derived from bone marrow exhibited a highly signi fi cant turnover rate, 
suggesting that tumor-associated antigen from residual dormant tumor cells 
maintains Gal-speci fi c CD8 +  memory T-cells. Additionally, T-cell depletion was 
able to remove dormancy. 

 In the above models, tumor dormancy is established after induction of an ef fi cient 
immune response. Tumors can also be dormant during early disease prior to 
treatment. It is important to determine if the mechanisms controlling dormancy at 
this stage are the same as those controlling dormancy later during remission. Koebel 
et al. used a mouse model of primary chemical carcinogenesis to investigate this 
idea  [  33  ] . Mice were injected with 3 ¢ -methylcholanthrene (MCA), and those that 
developed progressively growing sarcomas were removed. The remaining mice 
exhibited small stable masses at the injection site. These masses contained trans-
formed  fi broblasts, CD3 +  T-cells, B220 +  cells, and mononuclear phagocytes. When 
these  fi broblasts were injected into immunode fi cient Rag 2 −/−  mice, they formed 
tumors, con fi rming that they were fully transformed. The stable masses showed 
increased apoptosis and decreased proliferation. When CD4, CD8, IL12, and IFN- g  
were blocked, the stable masses transformed into growing tumors. Natural killer 
cells (NK) depletion exhibited no effect. In this model, adaptive immunity restrained 
tumor growth for long periods of time. These results suggest that an equilibrium 
between host immunity and malignant cells can also induce dormancy early in 
disease. They also con fi rm the central role of T-cell-mediated immunity that has 
been observed in other models.  

   The Role of T-Cell Inhibition in the Immuno-Escape 
of Dormant Tumor Cells 

 If dormant tumor cells can persist in the presence of an ef fi cient immune response 
and can induce frequent relapses, they must counteract the immune effectors or 
resist their cytotoxic effects. One possible mechanism is through the active suppres-
sion of T-cells. As mentioned above, in several experimental models, inhibition of 
T-cell-mediated immunity through T-cell depletion or IFN- g  or IL12 blocking 
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induces escape from dormancy. In the DA1-3b mouse model, DA1-3b-speci fi c 
CD8 +  cytotoxic lymphocytes (CTLs) killed DA1-3b cells with the same ef fi ciency, 
whether isolated 1 month or 1 year after vaccination  [  14,   15,   17  ] . However, the 
dormant tumor cells became less sensitive to lysis over time and lost the ability to 
stimulate CTLs to secrete IFN- g  and TNF- a . Thus, over time, dormant tumor cells 
became more resistant to speci fi c CTL-mediated killing (Fig.  9.3 ). This gradual 
development of resistance suggests that the tumor does not merely survive pas-
sively, but that there is a continuous struggle between the host immune response and 
the dormant tumor cells. In the DA1-3b model, dormant tumor cells escape the 
immune response by over-expressing B7-H1 (also known as PD-L1 or CD274), a 
B7 family member and ligand for PD-1 (programmed death-1, a member of the 
CD28 family) (Fig.  9.4 )  [  22  ] . B7-H1 is normally expressed after exposure to 
in fl ammatory cytokines, particularly IFN- g , and is broadly distributed in various 
tissues. B7-H1 interacts with PD-1 on T-cells and inhibits T-cell activation and 
CTL-mediated lysis. In other systems, B7-H1 increases T-cell activation. In DA1-3b 
mice, dormant tumor cells express elevated B7-H1 and B7.1 in proportion to the 
time that they persisted in the host  [  17  ] . In vitro, blocking of B7-H1 or the B7.1/
CTLA-4 interaction enhanced CTL-mediated killing of these persistent cells. In 
vivo, blocking B7-H1, B7.1, or CTLA-4 prolonged the survival of naive mice 
injected with dormant tumor cells.   

  Fig. 9.3    Acquired resistance of dormant tumor cells to CTLs. CTLs were isolated 1 month after 
challenge from mice vaccinated with irradiated DA1 3b/IL12 cells and tested for their ability to kill 
leukemic cells that had persisted in other animals for 1 month, 3 months, and 1 year. The more the 
cells remained dormant, the more they resisted to CTLs       
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 Over-expressing B7-H1 may allow tumors to escape the host immune response. 
Human carcinomas abundantly express B7-H1, and in mice, this expression 
enhances tumor growth  [  34,   35  ] . Blocking B7-H1 enhances cancer vaccine effec-
tiveness. In the DA1-3b model, the progressively increasing B7-H1 expression 
observed in dormant tumor cells may progressively inhibit CTLs in vivo .  Thus, if 
B7-H1 can aid in tumor cell escape from the host immune system, perhaps inhibi-
tion of CTL-mediated killing could help tumor cells to establish dormancy. 

 Another surprising observation was that B7.1 expression was increased in dor-
mant tumor cells. In vitro blocking of B7.1 was able to enhance CD8 +  CTL-mediated 
killing of MRD-derived cells and enhanced production of IFN- g  and TNF- a , which 
was mediated by CTLA-4. Additionally, B7.1 can induce peripheral tolerance 
depending on the basal expression level of this molecule on antigen-presenting 
cells. In several tumor models, blocking CTLA-4 in vivo led to rejection, and 
clinical trials using anti-CTLA-4 antibodies have demonstrated activity in some 
patients. Given these  fi ndings, B7.1 may also contribute to the long-term persistence 
of dormant tumor cells by inhibiting CD8 +  CTL-mediated killing. A recent report 
has con fi rmed that in colon carcinoma and melanoma models, low surface expression 
of B7.1 provides an advantage to cancer cells against the immune response  [  36  ] . 

 The exact mechanisms of inhibition by B7.1 and B7-H1 are unknown. In some 
models, they directly affect CTLs. It is possible that in tumor dormancy, they stimu-
late regulatory T-cells (Treg); however, this theory remains untested. An intriguing 
recent  fi nding is that B7-H1 binds to B7.1 in addition to PD-1. B7.1 binds less 
strongly than PD-1, but can still cause immunosuppression  [  37,   38  ] . Thus, the 
immunosuppressive effects of excessive B7-H1 observed in several models may 

  Fig. 9.4    Functions of B7-H1 in immunological synapse. B7-H1 expressed on antigen-presenting 
cells (APC) may deliver a co-inhibitory signal to T-cells via PD-1. B7-H1/PD-1 interaction results 
in T-cell anergy, T-cell exhaustion, and possibly T-cell death. B7-H1 and B7.1 may also interact 
through a different domain than those involved between B7-H1 and PD-1. However, the role of 
B7-H1/B7.1 interaction remains unclear       
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result from B7-H1/B7.1 interaction. T-cells or tumor cells could express either 
marker, and there are reports of T-cells expressing B7-H1 in fi ltrating lung or breast 
cancer. This resembles the reverse interaction between CTLA-4 expressed on Treg-
cells and B7.1 on dendritic cells: a reverse signal induces production of immuno-
suppressive signals by dendritic cells (i.e., indoleamine-2, 3-dioxygenase [IDO]). 
Thus, immuno-escape is probably the result of the co-expression of several B7 fam-
ily molecules inside the tumor, where the unusual microenvironment makes inter-
pretation of in vivo blocking experiments extremely dif fi cult. 

 An interesting function of B7-H1 is its role in T-cell exhaustion. T-cells derived 
from patients presenting with chronic viral infections such as HIV or chronic hepa-
titis show over-expression of PD-1, which is the receptor for B7-H1. T-cell exhaus-
tion has been demonstrated in a wide variety of animal models and in humans 
suffering from chronic viral, bacterial, and parasitic infections as well as during 
human cancer. Exhausted T-cells typically lose IL2 production  fi rst, after which 
they become no longer able to produce IFN- g  and degranulate;  fi nally, they are 
deleted if chronic antigen exposure remains. There is a clear correlation between 
antigen load and exhaustion. Blockade of PD-1 can reverse T-cell exhaustion. 
Additionally, several other inhibitory molecules are coexpressed with PD-1 on 
exhausted T-cells. Blocking of PD1 and Tim3, the receptor of galectin 9, acts syn-
ergistically to suppress T-cell exhaustion. It is of interest to determine if such mech-
anisms occur during tumor dormancy. Dormant tumor cells persist for years, similar 
to chronic infections. However, as mentioned above, the total number of cells is 
extremely low. It is currently unknown if this small antigen load is suf fi cient to 
exhaust T-cells. It is tempting to think that both dormant tumor cells and T-cells 
modify the phenotype of each other during their prolonged cohabitation, and this 
hypothesis warrants exploration. 

 Recent data have also shown that blast cells derived from acute leukemia patients 
relapsing following allogenic stem cell transplantation over-express B7-H1. 
Additionally, allogenic T-cells express PD-1, which suggests that escape from the 
graft vs. leukemia effect induced by an allogenic response may result from B7-H1/
PD-1 interaction and that allogenic T-cells harbor makers of T-cell exhaustion. 
These data must be con fi rmed, but this a clear demonstration of a break in equilib-
rium between immunity and cancer cells. 

 A direct antiapoptotic effect of B7-H1 in tumor cells, independently from the 
immune system, has also been reported. The mechanism of this prosurvival role of 
B7-H1 cells remains completely unknown and suggests that dormant tumor cells 
that express B7-H1 may possess broad protection; this hypothesis certainly deserves 
further exploration. 

 Other mechanisms of immuno-escape have been observed or suspected. In the 
ESbL-Gal model, dormant tumor cells isolated from bone marrow and established 
as cell lines showed a decrease in the expression of adhesion molecules such as 
ICAM-1, suggesting malfunction of the immunological synapse  [  32  ] . 

 Another possible mechanism of escaping T-cells is silencing tumor antigen 
expression. A reduction in tumor antigen presentation to antigen-presenting 
cells (APCs) through the loss of antigen expression or alteration of MHC has been 
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frequently described in tumors escaping from a natural immune response or from a 
response induced by tumor vaccines. For instance, in a long-term survivor of mela-
noma, there was initial loss of antigen from tumor cells where the immune response 
shifted to target escape variants  [  39  ] . This  fi nding shows both immune editing and 
immune adaptation and resulted in equilibrium. Thus, dormant tumor cells may be 
selected by immune pressure. Decreased expression of surface idiotype (Id) has also 
been reported in a small number of mice with BCL1 tumor dormancy, where dor-
mancy was induced by anti-Id-mediated cross-linking of surface IgM  [  40,   41  ] . 
However, only a few mice whose disease relapsed showed a loss of surface Id, indi-
cating that other mechanisms must exist. If tumor cells in vivo do not express tumor 
antigens, then it will be extremely dif fi cult to evaluate the precise role of antigen 
selection in the escape from dormancy.  

   Targeting Immunoevasion 

 An important question is whether it is possible to block B7-H1 to facilitate eradication 
of dormant tumor cells by T-cells. Clinical grade antibodies against the B7-H1/PD-1 
interaction are currently under development. For instance, a CT-011 humanized 
monoclonal antibody was tested in a Phase I clinical trial in 17 patients diagnosed 
with advanced hematological malignancies  [  42  ] . Thirty-three patients (100%) 
responded, with one complete remission, and the tolerance seemed good. To test the 
ef fi cacy of this antibody against dormant tumor cells would require a maintenance 
schedule of several years. Another possibility could be to target the other B7 molecule 
that appears to be involved in tumor dormancy (B7.1). As mentioned above, B7.1 was 
over-expressed in the DA1-3b dormant tumor cells. B7.1 suppresses T-cell immunity 
through its binding to the inhibitory receptor CTLA4. Clinical grade antibodies against 
CTLA4 already exist. Ipilimumab has demonstrated its ef fi cacy in advance metastatic 
melanoma  [  43  ] . We currently do not know if B7.1 is expressed in dormant tumor cells 
and if it can interact and suppress T-cells by in fl uencing CTLA4 action or through its 
direct binding with B7-H1. In any case, new antibodies targeting this interaction 
would be more effective than anti-CTLA4 in clearing residual cancer cells. 

 Another option to target immuno-escape mechanisms in residual cells is to use 
pathway inhibitors. B7-H1 is over-expressed in malignant plasma cells from mul-
tiple myeloma  [  44,   45  ] . Moreover, this expression can be enhanced by IFN- g , or 
toll-like-receptor (TLR) ligands. Interferon receptor and TLR mediate B7-H1 
expression through a common pathway involving MyD88, TRAF6, MEK1/2, and 
STAT1  [  44  ] . These results lead to a hypothesis that infections may contribute to 
immune escape if pathogens activate TLRs and induce B7-H1 expression. Blocking 
MEK1/2 or MyD88 resensitizes malignant plasma cells to CTLs. These data have 
been con fi rmed in AML  [  46  ] . Several potent MEK inhibitors are currently in 
Phase I/II trials and some may abrogate B7-H1 expression, even if they do not 
directly induce cancer cell death  [  47,   48  ] . Other tumor types seem to modulate 
B7-H1 expression through different pathways. Glioma cells, for instance, express 
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B7-H1 through an IGF1/PI3K/AKT pathway. A last possibility would be to use 
gene therapy vectors targeted to B7-H1. Adenoviral vectors with chimeric  fi bers 
that use B7-H1/B7.1 interaction ensure ef fi cient transduction of B7-H1 over-
expressing cells and are speci fi c to dormant tumor cells derived from the DA1-3b 
model  [  49,   50  ] . It seems likely that targeting this immunoevasion mechanism is 
feasible using currently available drugs. It remains to be demonstrated whether the 
necessary long-term exposure with pathways inhibitors during the tumor dormancy 
period is effective for controlling any residual disease, with no severe side effects. 

 Chemotherapeutic drugs may induce immunogenic cancer cell death. We also 
observed that cytarabine, a cytotoxic drug that is commonly used to treat AML, can 
modulate B7 expression at the surface of leukemia cells by inducing ROS and acti-
vating Nf- k B  [  20,   51  ] . Thus, even currently used chemotherapy may modulate can-
cer cell sensitivity to CTLs; however, the use of chemotherapy as long-term 
maintenance therapy to control tumor dormancy could be problematic due to cumu-
lated toxicity. 

 Another way to avoid B7-H1- and B7.1-mediated immune suppression is to 
stimulate NK cells. In the DA1-3b mouse model, an injection of irradiated leukemic 
cells that had been transduced by the chemokine CXCL10 led to prophylactic 
immunity with long-term memory. It also cured pre-established leukemia  [  19  ] . 
CXCL10 (also called Interferon Inducible Protein 10 or IP-10) is an essential medi-
ator of the anti-tumor effect of IL-12 and attracts activated T-cells and NK cells. We 
searched for persistent leukemic cells in every organ of mice that were vaccinated 
with leukemic cells transduced with CXCL10 and that survived 1 year after chal-
lenge. We did not detect any, which indicates that the anti-leukemic immunity both 
improves survival rates and eradicates dormant tumor cells. Immunization by 
CXCL10-transfected leukemia cells recruits NK cells to the lesion and activates 
them. Dormant leukemia cells resist T-cell-mediated cytotoxicity but remain sensi-
tive to NK cell lysis, suggesting that NK cells may be the major effectors of cancer 
vaccines. Logically, dormant tumor cells should develop immune mechanisms to 
escape NK cells, but evidence is still lacking.  

   Stroma Immuno-escape 

 Destruction of stromal cells within tumors by CTLs is essential for eradicating 
large, well-established solid tumors. Stromal cells present antigen released from 
cancer cells to CTLs, resulting in the killing of cancer cells, through direct cytotox-
icity and a bystander effect that results in destruction of the stroma. Among stromal 
cells, myeloid-derived suppressor cells (MDSCs), which include immature myeloid 
cells and macrophages, contribute to CTL inhibition, inhibit dendritic cell matura-
tion, promote Treg generation, favor tumor growth through in fl ammation, and favor 
resistance to anti-angiogenic therapies  [  52,   53  ] . Zhang et al. showed in an experimental 
mouse model that speci fi c targeting of stromal cells without killing cancer cells leads 
to an equilibrium between residual cancer cells and hosts  [  54  ] . Additionally, CD8 
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depletion led to escape from tumor dormancy. There was a continuous turnover of 
T-cells and cancer cells, con fi rming a state of equilibrium and demonstrating that 
dormancy did not result from cellular quiescence. The MDSCs from tumor stroma 
inhibited CTL-mediated killing by nitric oxide and arginase and promoted angio-
genesis. Thus, tumor dormancy can be established through equilibrium not only 
between dormant tumor cells and CTLs but also between stromal cells and CTLs 
through the killing of MDSCs. This equilibrium can be broken by immunosuppres-
sive enzymes such as arginase and IDO. Interestingly, in parallel with this immuno-
suppressive effect, metabolites from these enzymes may have tumor promoting 
effects. IDO and a related enzyme, TDO, catabolize tryptophan in kynurenine  [  55  ] . 
Kynurenine is an endogenous ligand for aryl hydrocarbon receptor that promotes 
cancer cell survival and motility  [  56  ] . Other interactions are likely between cells of 
the microenvironment and cells of the immune system, such as IFN- g -mediated 
angiostasis that plays a role in tumor rejection by CD8 +  T-cells  [  57  ] . These immu-
noregulatory roles for tumor cell stroma compose only a part of the interactions. 
The extracellular matrix regulates tumor cell proliferation, but its stiffness promotes 
escape and dormancy  [  58  ] . The network comprising dormant tumor cells, stroma, 
and immune cells appears extremely complex and will certainly been dif fi cult to 
model in vitro.  

   Resistance to Apoptosis: Escape to Death 

 Dormant tumor cells must survive for long time periods despite numerous hostile 
factors such as immune response, continuous drug treatment, or a nonpermissive 
microenvironment. Additionally, as the number of residual cancer cells is extremely 
low, even a strong proliferation rate would not be suf fi cient to compensate cell 
death. To persist, these cells have to develop resistance mechanisms to cell death. 
Evidences of such resistances in humans are indirect. Cancer cells from relapses are 
often more resistant to various treatments than cancer cells at diagnosis. We do not 
know, however, if resistance to cell death is acquired during dormancy or relapse. 
Experimental models lend support to the  fi rst hypothesis. 

 In the DA1-3b model, dormant cells showed a progressive decrease of SOCS1 
gene expression, as methylation of this gene deregulated the JAK/STAT pathway 
 [  18  ] . Dormant cells resisted apoptosis induced by speci fi c CTLs, but resistance was 
decreased when SOCS1 expression was restored, either by de-methylation or by 
gene transfer. An interesting  fi nding is that IFN- g  reinforces the resistance of tumor 
cells. When a T-cell recognizes a tumor antigen, it produces IFN- g , which aids in 
tumor cell killing through various mechanisms including the induction of MHC 
expression at the cell surface. However, if regulation of JAK/STAT is lifted, IFN- g  
may instead activate survival mechanisms. Thus, hyperactivation of the JAK/STAT 
pathway allows tumor cells to resist CTL-mediated killing. Deregulation of the 
JAK/STAT pathway has been reported in relapsed AML, suggesting that it may 
have contributed to the survival of residual cells. 



1939 Tumor Dormancy: Long-Term Survival in a Hostile Environment

 Dormant tumor cells in the DA-3b model resisted apoptosis following irradia-
tion, cytarabine, or imatinib mesylate; however, gene transfer of SOCS1 reduced 
this resistance  [  18  ] . This cross-resistance was induced by IL3 over-production by 
dormant tumor cells and was reversed by an anti-IL3 antibody. Tumor cells that 
persist for long periods may deregulate their JAK/STAT pathways and develop 
cross-resistance to various treatments through an autocrine loop. Other cytokines 
may be implicated. Over-expression of IL6 also protected, at least partially, dormant 
tumor cells from apoptosis (see Fig.  9.2 ). Antibody-arrays indicated that cytokine 
pro fi les were modi fi ed, suggesting that dormant tumor cells can modify their 
microenvironment (unpublished data). We sought to determine if these mechanisms 
could be therapeutically targeted. A Jak2 inhibitor was able to resensitize dormant 
tumor cells to cell death. Several Jak1/2 inhibitors are currently in clinical trials for 
the treatment of myeloproliferative diseases. Their use as consolidation therapy to 
eradicate residual disease in other cancers should be explored. 

 Similar mechanisms may be observed when resistance to cell death is induced 
in vitro. Patients presenting with CML can become resistant to the Abl kinase inhib-
itor imatinib through different mechanisms including BCR-ABL mutations. These 
mutations cause amino-acid substitution in the kinase domain of BCR-ABL and 
disrupt the binding of imatinib to the tyrosine kinase. To model the evolution of 
resistance, we exposed the mouse DA1-3b BCR-ABL +  leukemic cell line to ima-
tinib for several months and obtained resistant cells carrying BCR/ABL mutations 
 [  59  ] . In co-culture, mutated cells were able to spread resistance to non-mutated cells 
by over-expressing IL3, activating MEK/ERK and JAK2/STAT5 pathways, and 
down-regulating Bim. Even the presence of less than 10% of mutated cells was 
suf fi cient to protect the non-mutated cells. Blocking JAK2 inhibited the protective 
effect in co-culture. Mutated cells were also sensitive to JAK2 inhibition. Another 
group has reported a similar mechanism in which the over-expression of GM-CSF 
by TKI-resistant cells also protects sensitive cells through the JAK2/STAT5 path-
way  [  60  ] . Thus, models of drug resistance mimic what is observed in dormant tumor 
cells that acquire resistance to cell death in vivo, which suggests a possible escape 
mechanism of dormant tumor cells where continuous drug treatment may select 
drug-resistant cells that are also resistant to autologous immune response. 

 Another example of identical mechanisms of resistance to death in dormant- and 
drug-resistant cells is the silencing of glucocorticoid-induced leucine zipper protein 
(GILZ). GILZ is an essential mediator of glucocorticoid action. GILZ inhibits two 
of the main pathways involved in oncogenesis, the NF k B and Raf/Ras/ERK path-
ways. We found that some imatinib-resistant BCR-ABL +  cells generated by long-
term culture with this tyrosine kinase inhibitor demonstrated reduced expression of 
GILZ  [  61  ] . We also observed an even more pronounced silencing of GILZ in dor-
mant tumor cells in the DA1-3b model. Increasing GILZ expression by transfection 
or by glucocorticoids overcame imatinib resistance and suppressed BCR-ABL +  
tumor growth through mTORC2 inhibition. GILZ interacts with mTORC2 and 
inhibits P-AKT (Ser473) to activate FoxO3a-mediated transcription of the pro-
apoptotic protein Bim, thus providing another example that dormant tumor cells and 
drug-resistant cells harbor the same characteristics. 
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 Other mechanisms of resistance to apoptosis that allow for tumor escape have also 
been reported. In the BCL1 lymphoma model, cross-linking of membrane IgM by anti-
idiotypic antibodies induces apoptosis  [  62  ] . However, cross-linking also arrests the cell 
cycle through the over-expression of p21 waf1 , which may protect cells from apoptosis 
 [  63  ] . Thus, the interaction of dormant tumor cells with the immune response may have 
bivalent effects. Most animals, however, escaped from dormancy through alteration in 
signaling from cross-linked surface IgM, including loss of Lyn kinase activity  [  64  ] . 
These models suggest that cell signaling, in protecting the dormant cell population 
from the immune response, is an essential component of tumor dormancy. 

 These cross-resistance mechanisms may select more aggressive tumor subclones 
that would cause relapses to be more dif fi cult to treat than the initial disease and also 
make them resistant to immune responses, whether spontaneous or therapeutically 
induced. Targeting a cross-resistance mechanism could have synergistic therapeutic 
effects by helping chemotherapy or targeted drugs to kill the tumor cells and the 
immune system to clear residual cells. Cytokine-protective effects may also favor 
clonal heterogeneity in dormant tumor cells by cross-protecting cells with different 
genotype, despite continuous selective pressure from drugs or from the immune 
response. A number of these cells would persist within the protective microenviron-
ment but not outside. 

 If dormancy is induced by escape from the immune response and resistance to 
cell death, what prevents the expansion of the resistant population of tumor cells? 
What restricts the number of tumor cells as an MRD? In absence of de fi nitive 
scienti fi c evidence, this question remains mostly unanswered. It is dif fi cult to imag-
ine a precise and totally stable long-term balance between residual cells and factors 
of cell death. Any oscillation of death or replication rate of tumor cells would rap-
idly result in tumor outgrowth. As mentioned above, microenvironment constraints 
may limit this expansion through various factors like space limitation, availability 
of supportive cytokines, nutriments, or oxygen  [  65  ] . This hypothesis implies that 
residual cancer cells reside only in speci fi c niches where they compete with physi-
ological cells for occupancy. The stem cell niche would be a likely candidate. Recent 
data show that metastatic cancer cells may instruct the stem cell niche to adapt the 
microenvironment in favor of tumor cells  [  66,   67  ] . This speci fi c anatomical entity 
would limit dormant tumor cell growth rate oscillations and reduce the probability 
of stochastic tumor outgrowth.  

   Cancer Stem Cells and Immuno-Escape 

 A possible explanation for tumor dormancy is a hierarchy inside tumors, with cancer 
stem cells that self renew by asymmetric division and that can reproduce the entire 
tumor. This concept is relatively well established for acute leukemias and CML 
 [  68–  71  ] , and there are now indications that such cells may exist in solid tumors 
 [  72  ] . De fi nitive evidence of tumor stem cells remains to be discovered, and the 
markers used to purify these cells remain controversial  [  73  ] ; however, it is clear 
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there is heterogeneity of cancer cells within tumors. Thus, we can hypothesize that 
dormant tumor cells are merely stem cells that ensure long-term persistence of the 
malignancy. To avoid elimination, these cells presumably develop immuno-escape 
mechanisms, and as there are very few of these cells, such mechanisms must be very 
effective. There are few data available concerning such mechanisms. A report on 
CML has shown that allogeneic T-cells target leukemic cells by recognizing minor 
histocompatibility antigens (mHags)  [  74  ] . These allogeneic cells, however, cannot 
target leukemic stem cells because stem cells do not express mHags. Recently, it 
has been shown that the hematopoietic stem cell niche is an immunoprivileged 
site because a large number of Tregs occupy the niche  [  75  ] . Although it remains to 
be demonstrated that such protective effect occurs in other niche and in a neoplastic 
context, this result indicates that the most primitive cancer stem cell would be 
dif fi cult to eliminate through immunotherapy.  

   Clonal Heterogeneity of Dormant Tumor Cells as a Moving Target 

 If tumor stem cells do or do not exist, another type of heterogeneity also may con-
tribute to tumor dormancy. A growing body of evidence indicates that cancer 
relapses occur from minor ancestral subclones already present at diagnosis. 
Systematic comparisons between blasts derived from acute lymphoblastic leukemia 
(ALL) at diagnosis and relapse have shown that less than 10% of relapses that occur 
form an exactly identical clone as those that produced the bulk of the disease at 
diagnosis  [  76  ] . More recently, CGH-array pro fi les of blast cells collected at diagno-
sis of ALL were compared with the same cells but isolated from xenografts after 
implantation in immunode fi cient mice and to blasts from the same patients at relapse 
 [  77  ] . There was a genomic similarity between xenograft blast cells from diagnosis 
and blast cells collected at relapse, which indicates that the leukemia cells at diag-
nosis are composed of different subclones. Among them, those that are able to graft 
into mice will cause relapse in patients. Such clonal heterogeneity has also been 
observed in AML and other malignancies and is likely to be found in a growing 
number of cancers with the use of deep-sequencing technologies  [  78,   79  ] . A key 
question is if these minor subclones behave like the major clone in the context of the 
microenvironment during residual disease. Their ability to induce relapse and to 
graft in immunode fi cient mice suggests that they may be more aggressive. Genomic 
analysis of ALL and AML is in favor of this hypothesis, showing additional genetic 
lesions when compared to the major clone. The comparison of relapse-speci fi c vs. 
primary tumor mutations in AML revealed an increase in transversions, probably 
caused by cytotoxic chemotherapy, suggesting that clonal evolution is in fl uenced by 
the drugs that the patients receive to establish and maintain remissions  [  78  ] . Thus, 
they are also likely resistant to the immune response (Fig.  9.5 ). An adequate immu-
notherapy regimen during the tumor dormancy period would be required to target 
these aggressive clones. Extensive description of the different cell population that 
composes the tumor at diagnosis will be required.   
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   Conclusions 

 There is now substantial evidence that tumor dormancy results from equilibrium 
between host and residual cancer. This delicate equilibrium may be affected by 
immune escape mechanisms resulting from active suppression of adaptive immu-
nity and intrinsic resistance to apoptosis and drugs. Targeting immuno-escape and 
drug resistance to cell death could allow MRD to be eliminated. This strategy could 
also prolong tumor dormancy inde fi nitely. Such clinical results have already been 
obtained with drugs that can be delivered for long periods because of their favorable 
tolerance. It is of note that 2 years maintenance therapy with rituximab antibody in 
follicular lymphoma can prolong progression-free survival  [  80  ] . Some patients with 
CML have undergone imatinib therapy for nearly a decade and are still in complete 
remission. Thus, the conversion of cancer to a chronic disease maintained as tumor 
dormancy is possible and could be a valuable result for patients.      

  Fig. 9.5    Hypothetical survival mechanisms of dormant tumor cells. Tumor mass at diagnosis is 
composed of several subclones. The minor drug-resistant subclone may survive as an MRD during 
the tumor dormancy period where cells are continuously exposed to drugs given as maintenance 
therapy, and immune response mediated by CTLs and NK cells. Paracrine cytokine loops produced 
by the minor subclone protect residual cells from the major subclone. Dormant tumor cells develop 
survival mechanisms that lead to drug and immune resistance       
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Chapter 10
A Review of Mathematical Models
of Cancer–Immune Interactions in the Context
of Tumor Dormancy

Kathleen P. Wilkie

Abstract The role of the immune system in tumor dormancy is now well
established. In an immune-induced dormant state, potentially lethal cancer cells
persist in a state where growth is restricted, to little or no increase, by the host’s
immune response. To describe this state in the context of cancer progression and
immune response, basic temporal (spatially homogeneous) quantitative predator–
prey constructs are discussed, along with some current and proposed augmentations
that incorporate potentially significant biological phenomena such as the cancer cell
transition to a quiescent state or the time delay in T-cell activation. Advances in
cancer-immune modeling that describe complex interactions underlying the ability
of the immune system to both promote and inhibit tumor growth are emphasized.
Finally, the review concludes by discussing future mathematical challenges and their
biological significance.

Keywords Theoretical Cancer Immunology • Tumor Dormancy • Mathematical
Modeling • Cancer-Immune Interactions • Ordinary Differential Equations (ODE)

Introduction

The presence of cancer elicits a host immune response, the dynamics of which
have been the subject of many current mathematical analyses. Recent technologies
have yielded data and discoveries across diverse areas of cancer research which
require quantitative analysis and point to the increasing importance of mathematical

K.P. Wilkie, PhD (�)
Center of Cancer Systems Biology, Steward Research & Specialty Projects Corp.,
St. Elizabeth’s Medical Center, Tufts University School of Medicine, 736 Cambridge St.,
Boston, MA 02135, USA
e-mail: kpwilkie@alumni.uwaterloo.ca

H. Enderling et al. (eds.), Systems Biology of Tumor Dormancy, Advances
in Experimental Medicine and Biology 734, DOI 10.1007/978-1-4614-1445-2 10,
© Springer Science+Business Media New York 2013

201



202 K.P. Wilkie

modeling in this arena. Theoretical modeling can help to elucidate and interpret
experimental findings and to identify the most significant biological mechanisms
involved in the complex spectrum of processes driving tumor initiation, progression,
and metastasis. The goal of theoretical modeling is to develop simple models that
capture the essence of the varied and complex interactions involved in all stages of
carcinogenesis, allowing the fundamental nature of the process to be elucidated.
This knowledge is paramount to understanding cancer development, estimating
cancer risk, and designing effective treatment strategies.

Instances of tumor dormancy can arise from mechanisms that are intrinsic to
the tumor cell population itself, or from mechanisms that involve the interaction of
tumor cells with other cell types, such as angiogenic or immune-mediated dormancy.
Cellular dormancy describes cancer cells in a state of senescence or quiescence,
where cellular proliferation is essentially halted. Angiogenic dormancy describes
a tumor mass whose growth is essentially limited by blood and nutrient supply,
which can occur either pre-vascularization (see Chap. 1) or post-vascularization (see
Chap. 2). Immune-mediated dormancy describes the state where tumor growth is
modulated by immune interactions that induce cancer cell death, or the transition
of the cancer cell to a state of senescence or quiescence, such that net tumor
growth is halted. Angiogenesis and immunomodulation are important targets for
therapies since the target cells are non-transformed and therefore more genetically
stable and less likely to evolve a resistance to the therapy [1]. Consequently, this
review focuses on mathematical models of tumor–immune interactions aimed at
improving the understanding of tumor growth and the induction of tumor dormancy.
A brief biological motivation is given before proceeding into a discussion of
the mathematical models used in the current literature, with particular focus on
predictions and conclusions related to tumor dormancy.

Cancer and the Immune Response

The human immune system is comprised of an innate immune component and
an adaptive immune component. Briefly, the innate immune system recognizes
and responds to pathogens in a generic way. It recruits immune cells through
cytokines, provides an immediate defense mechanism through the initiation of
inflammation, activates the complement cascade (that identifies bacteria and ac-
tivates T cells), removes foreign substances, and activates the adaptive immune
response [2]. Innate immune cells include, among others, natural killer (NK) cells,
mast cells, macrophages, neutrophils, dendritic cells, and platelets. The adaptive
immune system recognizes and remembers specific pathogens, increases in efficacy
each time a pathogen is encountered, requires activation before the cytotoxic cells
become effective, generates a tailored immune response, develops immunological
memory, and requires time to develop an effective response [2]. Adaptive immune
cell types include B and T lymphocytes such as plasma cells, cytotoxic CD8+

T cells, and helper CD4+ T cells.
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Fig. 10.1 The dynamic process of cancer immunoediting involves elimination, equilibrium, and
escape

The immune response to tumor presence typically involves many different cell
types and activities. The degeneration of a normal cell into a malignant cell is
accompanied by the development of tumor-specific molecules on the cell membrane
called tumor antigens [3, 4]. These antigens stimulate an immune response in the
host. As a result, B cells are recruited to the tumor site to produce antibodies which
are molecules that specifically bind to the tumor antigens either neutralizing the
cell or labeling it as a target. Recruited cytotoxic T lymphocytes, natural killer
cells, and macrophages can destroy tumor cells through antibody–antigen bonding
(T cells), release of granzymes (NK and T cells), or phagocytosis (macrophages) [5].
Neutrophils, tumor-associated macrophages, CD4+ T cells, and other immune cell
types are also recruited, which infiltrate the tumor site, induce inflammation, and
modify the tumor microenvironment [6, 7].

As the immune system interacts with cancer cells, it may sculpt the cell
phenotype, developing a less immunogenic variant that facilitates tumor growth and
immune evasion. This process is known as immunoediting and it consists of three
stages: elimination, equilibrium, and escape [3]. In the elimination stage, cancer
cells are successfully recognized and eliminated by the immune system. Cancer
cells that are not completely eliminated progress to the equilibrium stage, where the
immune system may sculpt the tumor phenotype by allowing the survival of less
immunogenic cells [8]. In the third stage, cancer cells escape immune control and
rapidly expand. See Fig. 10.1 for a schematic of the immunoediting process.

Perhaps one of the most convincing pieces of evidence suggesting immune-
mediated tumor dormancy is the increased incidence of cancers in immune-suppressed
recipients following organ transplants [3, 8, 9]. These clinical observations may
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result from either the existence of an immunological mechanism in the donor that
controls the cancer, or the host environment inducing fluctuations in oncogene ex-
pression following organ transplantation. Further evidence comes from experiments
with wild-type and immunodeficient mice: tumors arising in immunodeficient mice
are more immunogenic than those arising in wild-type mice with competent immune
systems [8]. In fact, sarcomas from immunocompromised mice can be eliminated
when transplanted into immunocompetent recipients but grow progressively when
transplanted into mice with the same immune deficiency and genetic background as
the tumor donors [8]. The fact that immunodeficient mice develop more carcinogen-
induced and spontaneous cancers than wild-type mice, and that tumor cells from
immunodeficient mice are more immunogenic than those from immunocompetent
mice, strongly suggests that the immune system is involved in the tumor elimination
and escape processes [10]. Furthermore, tumor cells in the equilibrium phase
of immunoediting are highly immunogenic (unedited) compared to the cells that
spontaneously exit equilibrium and become growing tumors (that is the cells that
progress to the escape phase of immunoediting) [3]. Interestingly, while both the
innate and adaptive immune responses are required for tumor elimination [4],
the adaptive immune response plays the most significant role in maintaining the
dormant state [10].

Tumor dormancy has been observed in many different types of cancer and is often
found in tissue samples from individuals who died from other non-cancer-related
causes [11–13]. The equilibrium phase of tumor development is a subclass of
immune-mediated tumor dormancy wherein the immune response balances tumor
growth and is responsible for the maintenance of a consistent tumor size. Dormancy
can occur during tumor development and after successful remission, as tumor cell
populations can persist undetected following primary tumor excision. Bone marrow
and lymph nodes have been shown to be particular sites where potentially lethal
tumor cells are controlled in a dormant state specifically by the immune system [14].
For example, in an animal model of B cell lymphoma, dormant tumors were found
to persist in the spleen (a hematopoietic organ and member of the lymphatic system)
at around one million cells, with the majority of cells existing in a quiescent
state [15, 16]. Some of the cells were proliferating, but growth was kept in check
by an equal rate of cell death.

Dormant avascular tumors were described by Folkman [17], in conjunction with
his seminal work on tumor angiogenesis. As the immune system is responsible for
wound healing, a process that includes the production of pro-angiogenic growth
factors, the immune system may play a role in the vascularization of dormant
avascular tumors, leading to tumor regrowth. In fact, the similarities between the
wound healing process and cancer progression prompted Dvorak to describe tumors
as wounds that do not heal [18]. Escape from immune-mediated dormancy may be
due to a reduced expression of tumor-associated antigens and other mechanisms for
tumor evasion of the immune system [19]. Stress, trauma, and old age are other
mechanisms that can potentially disrupt the balance maintaining a dormant state.

Within the immune response to tumor presence, the many different types of
immune cells, and the cytokines and chemokines that they produce for communica-
tion and recruitment purposes, create a complex integrated network of interactions
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Fig. 10.2 A small sample of the known cytokine cross-communication that occurs between vari-
ous immune cells. Note that here stem cells refer to hematopoietic stem cells. Adapted from [20]

(see Fig. 10.2). Describing each of these interactions explicitly in a single model
produces a system that, though numerically soluble, is too complicated to be useful,
due to the vast numbers of equations and model parameters. The large parameter
space not only hinders the understanding of the parameter dependence but also
obscures biological interpretation. Thus, if simpler models of the immune response
can be created which capture the essence of the fundamental underlying processes,
they will prove to be more useful in practice. This review focuses on spatially
homogeneous, ordinary differential equation-based models that provide a simple
analytical framework within which these complex biological interactions can be
explored.

Tumor Dormancy and Mathematical Modeling

A period of tumor dormancy is defined as an interval of time over which a tumor
does not grow or shrink significantly. In mathematical terms, this can either be the
case where the overall growth or regression rate is very small (approximately equal
to zero as in an equilibrium solution), or the case where small oscillations occur in
the tumor size over time, but on average the size remains approximately constant
(as in a limit cycle). Theoretical models of tumor–immune interactions (as shown in
Fig. 10.3) can be used to investigate the mechanisms behind tumor dormancy when
immune cell activities and treatments are considered.
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Fig. 10.3 Possible interactions considered in most mathematical models of tumor growth in the
presence of an active immune system. Green lines ending in arrows indicate stimulation and red
lines ending in bars indicate inhibition

In mathematical simulations of cancer–immune interactions, possible tumor
outcomes include: tumor escape, tumor elimination, and tumor dormancy.
The phenomenon known as sneaking through refers to the ability of a small number
of cancer cells (usually injected) to form tumors similar to those formed by large
numbers of cancer cells, and where medium numbers of cancer cells are rejected by
the hosts immune response [21]. The small number of cancer cells may initially exist
beneath the detection threshold of the immune system, allowing them to progress
and form a viable tumor. This threshold is called the immune barrier. On one side of
the immune barrier sneaking through is possible, and on the other side cancer cells
are detected and possibly eliminated by the immune response.

Ordinary differential equation models are the focus of this review as they
provide a simple framework within which the complex dynamics of the cancer–
immune interactions can be studied. Other mathematical methods include stochastic
differential equation-based models [22], models based on the kinetic theory for
active particles [23–25], spatiotemporal models [26, 27], and cellular automaton
models [27, 28].

Existing contributions in the literature for mathematical models of solid tumor
growth and tumor–immune interactions are many and varied. A comprehensive
review of this literature is a daunting, task. As a result, literature reviews tend to
focus their efforts on specific aspects of tumor growth and immune interactions.
Araujo and McElwain [29] provide an historical review of solid tumor modeling
with connections to experimental observations. A review of the varied mathematical
techniques used in tumor–immune interaction models, aimed at clinicians and
experimental researchers, is given by Woelke et al. [30]. Roose et al. [27] present
a review of avascular tumor growth including both continuum or partial differential
equation-based models and discrete or cellular automata-based models. Bellomo et
al. [31] review discrete tumor–immune cellular competition models using lattice
Boltzmann methods based on classical kinetic theory. And a review of ordinary
differential equation-based models for cancer–immune interactions was recently
provided by Eftimie et al. [32]. This chapter discusses some of the main approaches
to cancer–immune interaction models using ordinary differential equations with an
emphasis on a few models specific to tumor dormancy.
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Equations for Tumor Growth

The simplest models used to describe tumor growth dynamics in the absence of an
immune response involve only one equation. Both avascular and vascular tumors
can be modeled in this manner.

Consider a population of cancer cells of size C(t) at time t described by Fig. 10.4.
If these cells proliferate at a rate proportional to their population size, say gC(t), and
die at a rate proportional to their population size, say dC(t), then the overall change
of the population size can be described by the differential equation

dC
dt

= gC(t)− dC(t) = αC(t), (10.1)

where α = g−d. This equation describes the process of exponential growth if α > 0
(or g > d) and exponential decay if α < 0 (or g < d). Such an equation can describe
the growth dynamics of a small population of cells that grows rapidly due to an
abundance of nutrients and a lack of contact inhibition. This equation, however,
fails to predict growth for large vascular tumors, which are observed to grow at an
increasingly slower rate [33].

To construct a more general framework, as done by d’Onofrio [34], assume that
the growth and death rates are not constant, but instead are functions of the cell
population size. Then, a generalized equation for the growth of a tumor can be
written as

dC
dt

= α f (C)C(t), (10.2)

where f (C) is usually a positive function over the domain of interest, represent-
ing tumor growth. Note that if f = 1 this model simplifies to the exponential
model, Eq. (10.1).

Self-limited Growth

Empirical evidence suggests that tumors grow rapidly from a single cell, or small
collection of cells, to a size detectable by current imaging or palpation techniques,
and then continue to grow at a slowly decreasing rate [33]. This type of growth
is described as self-limited because the growth rate slowly decreases to zero,
resulting theoretically in a maximum tumor size. From the generalized model

gC(t)

dC(t)
Cancer
Cells
C(t)

Fig. 10.4 A cancer cell
population of size C(t)
proliferates at a rate gC(t)
and cell death occurs at a rate
dC(t), resulting in a net
population growth rate of
αC(t) where α = g−d
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introduced above, Eq. (10.2), a decreasing growth rate implies that f (C) is a
decreasing function, or f ′(C) ≤ 0. Biological explanations for such self-limited
growth dynamics can include the increasing burden on nutrient supply and cell
inhibition as a result of cell contact or crowding.

An early equation used to describe the self-limited growth characteristic of
tumors is the Gompertz equation. Laird [35] used this equation to fit the growth
kinetics of a variety of primary and transplanted tumors. The differential equation
describing Gompertzian tumor growth is

dC
dt

= α ln

(
K
C

)
C, (10.3)

where K is the maximum size, or carrying capacity, of the cancer cell population.
In the generalized framework, this is the special case where f (C) = ln

(
K
C

)
.

Other popular choices to describe self-limited tumor growth are logistic growth,

dC
dt

= α
(

1− C
K

)
C, (10.4)

with f (C) =
(
1− C

K

)
, or generalized logistic growth,

dC
dt

=
α
υ

(
1−

(C
K

)υ
)

C, (10.5)

with f (C) = 1
υ

(
1− (

C
K

)υ
)

. Generalized logistic growth incorporates the Gompertz

equation in the limit as υ → 0. Similar to Gompertzian growth, logistic growth
limits the tumor growth rate through a self-regulated feedback mechanism from
the environment, namely the carrying capacity K. Usually K is assumed to be a
constant, but it may be more accurate and informative to take it as a function of
time, increasing in response to tumor-produced stimulatory and inhibitory growth
factors [36].

Gompertzian growth exhibits an exponential retardation of growth. This feature,
not incorporated in logistic growth, makes it a useful model for describing normal
growth kinetics over a large growth range. Logistic growth, however, is now
generally preferred over Gompertzian growth due to the infinite growth rate
predicted by Gompertzian growth at very small tumor sizes (limC→0 f (C) = +∞
for Gompertzian growth compared to limC→0 f (C) = 1 for logistic growth) [34].
The doubling time of a population of cells cannot be smaller than the time required
for a cell to divide, which is approximately equal to 1 day. Thus, the unboundedness
of f (C) in Gompertzian growth is not consistent with this biological constraint [37],
and therefore the Gompertz equation should be used with caution when modeling
small tumor sizes.

Other models for tumor growth have been proposed, mostly using a power law
formulation for f (C) in our general framework, Eq. (10.2). Examples include the
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Fig. 10.5 The common
choices for tumor growth
models include exponential
growth (blue dotted line),
Gompertzian growth (red
dashed line), and logistic
growth (green solid line). The
self-limited growth predicted
by the Gompertz and logistic
curves both have a finite
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Fig. 10.6 A cancer cell population of size C(t) and an immune cell population of size I(t) interact
with each other through stimulatory and inhibitory actions

von Bertanlaffy model [38], the Hart–Schochat–Agur model [39], and the Guiot et
al. model [40]. The three main models of tumor growth, exponential, Gompertz, and
logistic, are shown in Fig. 10.5.

Models of Tumor–Immune Interactions

The concept of cancer immunosurveillance suggests that the immune system can
recognize and, in some cases eliminate, the precursors of cancer. Experimental
evidence (see Zitvogel et al. [41] for a review) suggests that immunosurveillance
has a significant role in cancer development and in anticancer therapy. Mathematical
models can be used to elucidate the mechanisms involved in the immune system’s
response to cancer presence.

To incorporate the actions of a host’s immune response to cancer into a model,
a differential equation describing the immune cell population, I(t), is required
in addition to the equation describing the cancer cell population, C(t). These
two equations form a system of differential equations for the model’s state space
described by (C(t), I(t)): see Fig. 10.6 for a model schematic.
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aC −gI

Fig. 10.7 The classic Lotka–Volterra predator–prey model. The prey population, C(t), and
predator population, I(t), interact with each other through stimulatory and inhibitory actions

Generally, in mathematical models, immune cells are assumed to only have
inhibitory effects on cancer cells. That is, immune cells are considered to only
interact with cancer cells in a direct tumor-suppressing manner, such as cell death
induced by cytotoxic CD8+ T cells, NK cells, and macrophages. See [41, Fig. 2]
for examples of the direct mechanisms of immune-mediated cancer cell lysis. The
various tumor-inhibiting immune cells are commonly referred to as effector cells.

Predator–Prey Models

The assumption that immune cells only inhibit tumor growth leads to the common
perception of immune cells as predatory cells with the cancer cells as their prey.
In mathematics, such models are commonly referred to as Lotka–Volterra models.
The classic Lotka–Volterra equations are

dC
dt

= αC−βCI, (10.6a)

dI
dt

= δCI− γI, (10.6b)

where C(t) are the prey and I(t) are the predators. Each term can be interpreted as
follows: αC is the growth rate of the prey with ample nutritional supply, βCI is
the death rate of the prey induced by the predators, δCI is the predator growth rate
which is dependent on the prey population, and γI is the natural death rate of the
predators. See Fig. 10.7 for a diagram of this model.

These equations typically have periodic solutions with the predator oscillations
delayed compared to the prey oscillations, see Fig. 10.8. The equilibrium points
of the system can be found by setting dC

dt = dI
dt = 0 which gives two equilibria,

(C, I) = (0,0) and (C, I) = ( γ
δ ,

α
β ). The first equilibrium point is the trivial solution

and represents the cancer-free state in the cancer–immune system. The second
equilibrium point represents an immune-induced dormant state. Periodic solutions
will oscillate around this second equilibrium point in closed cycles determined
by the initial conditions and the invariant z = α ln I(t)− β I(t)− δC(t)+ γ lnC(t).
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a b

Fig. 10.8 An example of the Lotka–Volterra predator–prey model showing closed cycles around
an equilibrium point. A phase portrait is shown in (a). Each curve represents the state of the system
(predator, prey), which evolves over time. The direction of increasing time is indicated by the black
arrows. A time series plot for both the predator population (dashed blue curve) and prey population
(solid red curve) is shown in (b). Model parameters are α = 0.08, β = 0.0005, δ = 0.0002, and
γ = 0.2

That is, each cycle is a level curve of the surface defined by z, and the dormant
state is the peak of this surface. For the tumor–immune system, this model does
not adequately predict tumor escape or elimination, as most solutions are cycles.
Very large amplitude cycles may be interpreted as tumor escape if the cancer
population becomes large enough that it may be considered lethal. Or, they may
be interpreted as tumor elimination if the cancer population becomes small enough
that it is effectively eliminated by the immune system. Small amplitude cycles may
be considered dormant tumors since the tumor size does not significantly change
over time. See Fig. 10.8 for an example of a Lotka–Volterra phase portrait.

The model proposed by Bell in 1973 [42] simplifies to a form similar to the
Lotka–Volterra model. Bell initially derived the model for antigen (the prey or
cancer cell) and antibody (the predator or immune cell) concentrations. In the
notation used here, we write

dC
dt

= αC−β
CI

1+C+ I
(10.7a)

dI
dt

= δ
CI

1+C+ I
(1−νI)− γI. (10.7b)

If ν = 0, for unlimited antibody production, these equations take on a similar
form to the predator–prey system, Eq. (10.6). In the Lotka–Volterra model, the prey
growth rate is given by 1

C
dC
dt =α −β I which becomes arbitrarily large in magnitude

for large I. Similarly, 1
I

dI
dt becomes arbitrarily large for large C. This implies that

the rate of prey decrease (or predator increase) becomes arbitrarily large as the
concentration of predator (or prey) becomes large. In Bell’s model, however, there
are finite limits on the population growth rates, which may be more physical. For
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example, as I becomes arbitrarily large, 1
C

dC
dt → α −β , which imposes a bound on

the growth rate.
In contrast to the Lotka–Volterra equations, which have periodic solutions for

positive initial conditions (except for equilibrium points), Bell’s model (with ν = 0)
only has periodic solutions when β = δ . The cancer (or antigen) will proliferate
uncontrolled if β δ −β γ − δα ≤ 0. If β δ −β γ − δα > 0, the cancer and immune
populations will tend to oscillate, and either converge on a steady-state (or dormant
tumor) when β < δ , or diverge to large amplitude oscillations when β > δ [42]. In
this final case, the large amplitude oscillations will either cause host death through
an uncontrolled tumor mass or tumor elimination through the destruction of a very
small cancer population by the immune response.

Incorporating More Complex Interactions

Typical interactions between cancer and immune cells are more complex than
Lotka–Volterra type models allow. For example, the models do not account for a
direct source of immune cells through recruitment from the blood and bone marrow.
They also do not account for immune cell death due to interactions with cancer cells.
This section discusses extensions of the predator–prey type models that incorporate
more complex interactions of the cancer–immune system and implications of these
new models for tumor dormancy.

A simple model that incorporates more mechanisms for cancer–immune inter-
actions was proposed by Sotolongo-Costa et al. [43]. In their model, the cancer
population is assumed to grow exponentially, αC, and cancer cell death is assumed
to occur at a rate proportional to the interaction of cancer cells with immune cells (or
cytotoxic lymphocyte effectors), −βCI. This is equivalent to the prey equation of
the Lotka–Volterra model, Eq. (10.6a). The immune population is assumed to grow
at a rate proportional to the interaction of cancer cells with immune cells, δCI, and
to have a constant supply rate, σ . Immune cell death is assumed to occur at a natural
rate proportional to the population size, −γI, and in response to the growing tumor,
−κC. This last term may include T cell inactivation or other immunosuppressive
mechanisms originating from the tumor. Together, these assumptions form the
Sotolongo-Costa et al. model given below

dC
dt

= αC−βCI (10.8a)

dI
dt

= δCI − γI−κC+σ . (10.8b)

Rescaling effectively sets β = δ = 1 and α = 1
γ . With respect to the rescaled

model, Sotolongo-Costa et al. [43] showed that if σ < κγ , the tumor escapes
immune control, but if κγ < σ < 1, the system approaches a dormant cancer
state through damped oscillations. In other words, if the source of immune cells
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a b

Fig. 10.9 Simulation of the rescaled Sotolongo-Costa et al. model [43] given by Eq. (10.8). A
phase portrait is shown in (a) and a time plot is shown in (b) for two values of the immune source
parameter σ . The blue dashed curves represent a tumor escaping immune control (with parameter
value σ = 0.09 < κγ), and the red solid curves represent a tumor approaching an immune-induced
dormant state (with parameter value σ = 0.25 > κγ). Other parameter values used are γ = 0.5,
κ = 0.2, C(0) = 3 and I(0) = 1

is too small, the tumor will grow unbounded, but if the source is sufficient but not
unlimited, the tumor will be controlled to a dormant state. If σ > 1, then the immune
source is strong and the tumor is eliminated. See Fig. 10.9 for simulations of this
model demonstrating tumor escape and tumor dormancy.

Analysis of this system in the presence of periodic immunotherapy treatment
is also presented by Sotolongo-Costa et al. [43]. The model predicts short-term
oscillations of tumor size and long-term tumor relapse. Parameters for the frequency
and dose amplitude of the immunotherapy treatment are found to be significant in
controlling tumor outcome. In cases where dormant tumors are predicted, the tumor
size can be reduced by increasing the amplitude or dose of the immunotherapy
treatment.

Taking a different approach, Kuznetsov et al. [44] consider the interactions
between immune effector cells and cancer cells to follow the kinetic scheme shown
in Fig. 10.10. Activated cytotoxic T cells and NK cells are denoted by I, cancer cells
are denoted by C, and I∗ and C∗ denote dead or inactivated immune and cancer cells,
respectively.

By imposing the condition that immune cells and cancer cells must first form a
complex before cytolysis of either cell can occur, Kuznetsov et al. [44] derive the
following model:

dC
dt

= αC

(
1− C

K

)
−βCI (10.9a)

dI
dt

= δ
CI

ν +C
− γ(1+ ξC)I+σ . (10.9b)
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Fig. 10.10 The kinetic scheme for cancer–immune interactions proposed by Kuznetsov et al. [44].
Immune effectors, I, and cancer cells, C, form complexes at a rate of k1. These complexes can be
broken apart into immune and cancer cells at a rate of k−1. They can also cause cancer cell death
leaving the immune cell intact, which occurs at the rate k2, or they can cause immune cell death
leaving the cancer cell intact, which occurs at the rate k3

This model can have zero, one, or three equilibrium points but no closed orbits
or limit cycles. Tumor dormancy is predicted through damped oscillations, or
an inward spiral in the phase portrait. The phenomenon of sneaking through is
demonstrated nicely, as an increase in initial immune presence can change the
prediction of a dormant tumor to one that appears to become dormant but that
eventually escapes. Parameters identified as significant include γ , the immune
cell death rate, and σ , the baseline immune source rate. From their analysis,
Kuznetsov et al. suggest that there may be a connection between the phenomena
of immunostimulation of tumor growth, sneaking through of a tumor, and the state
of tumor dormancy, even though the mechanisms leading to these phenomena are
unknown and most likely diverse.

The ratio of k3
k2

, or γξ
β in the model parameters, is identified as a critical ratio

particularly in the phenomena of sneaking through and immunostimulation. This
ratio relates the rate at which immune cells are inactivated by cancer cells to the
rate at which cancer cells are inactivated by immune cells. A small ratio implies that
k3 � k2 which implies that tumors do not effectively inactivate immune cells. The
model proposed by Kuznetsov et al., Eq. (10.9), only predicts immunostimulation
and sneaking through when this ratio is above a certain threshold, which suggests
that a small immune inactivation rate is required for these phenomena to occur. This
intriguing result suggests that some form of tumor-mediated immune inhibition is
necessary for the process of immune-mediated tumor stimulation.

Building on the model of Kuznetsov et al. [44] from Fig. 10.10, Joshi et al. [45]
also require the immune cells to form complexes with the cancer cells before
cytolysis is induced in either but not both cells of the complex. They investigate
the role of antigen presentation and co-stimulatory signaling pathways on cancer
dormancy and recurrence. From their model results, they identify a few model
parameters that modulate the dormancy period but that may also result in larger
tumor burdens upon recurrence.
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Fig. 10.11 A generalized model of cancer–immune interactions given by Eq. (10.10). The cancer
population, C(t), and immune population, I(t), interact with each other through stimulatory and
inhibitory actions. Each action of the immune response may depend on the cancer population

Cancer–Immune Model Generalization

Many of the mathematical models in the literature can be expressed as special cases
of the general model proposed by d’Onofrio [34], which we write as

dC
dt

= α f1(C)C−β f2(C, I)CI (10.10a)

dI
dt

= δ f3(C)CI − γ f4(C)I +σ f5(C). (10.10b)

Here, α f1(C)C is the growth rate of the cancer population and β f2(C, I)CI is
the predation rate mediated by the immune response. For the immune population,
δ f3(C)CI is the proliferation and recruitment rate, γ f4(C)I is the death and
inactivation rate, and σ f5(C) is the source or supply rate, all of which may depend
on the tumor size. A diagram of this model is shown in Fig. 10.11.

Common functional forms used in Eq. (10.10) are given in Table 10.1. As
discussed in the section “Equations for Tumor Growth,” tumor growth rates are
commonly assumed to follow exponential growth, Gompertzian growth, logistic
growth, or generalized logistic growth. Generalizations of Gompertzian growth [37,
46] are less commonly used. The immune predation rate of cancer cells is commonly
assumed to be proportional to the interaction of the two populations, as used by
Stepanova [47] and others [45,48], or to saturate to a maximum possible rate for very
large tumor size, C. These saturating predation rates are based on the Michaelis–
Menten form of βC

η+C . In a similar manner, DeLisi and Rescigno [49] assume that
the tumor geometry provides protection from immune predation and prescribe a

predation rate that depends on the immune response, f2(C, I) = C−1/3

1+I . Thus, as the

immune response grows large, the predation rate approaches −βC2/3.
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Table 10.1 Common functional forms for the generalized model Eq. (10.10) of tumor–immune
interactions

Cancer population dynamics Immune population dynamics

Growth Predation Recruitment Inactivation Influx
α f1(C) β f2(C, I) δ f3(C) γ f4(C) σ f5(C)

α [L–V] β [L–V] δ [L–V] γ [L–V] 0 [L–V]
α ln

(
K
C

)
[35] β

η+C [50] δ
ν+C [44] γ

(
1+ξC2

)
[47] σ [47]

α
(
1− C

K

) β Iλ

ηCλ +Iλ
1
I [51] δC

ν+C2 [51] γ (1+ξC) [44] σ (1+ρC) [50]
α
υ

(
1− (

C
K

)υ
)

[52] σ (1−ρC) [43]

Note that α , β , δ , γ , σ , η , ν , ξ , ρ , and K are positive real numbers and that υ is any real number.
The Lotka–Volterra predator–prey model is denoted by [L–V]

The rate of immune effector proliferation and recruitment is commonly assumed
to be proportional to the tumor size or to saturate to a maximum rate for very
large tumor size. Immune death and inactivation rates typically include a death
rate proportional to the immune response and an inactivation rate proportional to
the sizes of both the immune response and the tumor. The immune influx or source
rate may be constant, proportional to the tumor size, or it may saturate for very large
tumor size.

For example, the model proposed by Kirschner and Panetta [50] assumes logistic
tumor growth and β f2(C, I) =

β
η+C , γ f4(C) = γ , and σ f5(C) = σ(1+ρC). They

introduce the concentration of cytokine IL-2 as a third model variable that mediates
the activation and recruitment of immune cells. Thus, δ f3(C) =

δ IL-2
ν+IL-2

1
C , which

saturates to a maximum rate of δ when the concentration of IL-2 becomes large.
Their results suggest that the interactions between cancer cells, immune cells, and
the cytokine IL-2 can explain both short-term oscillations in tumor size and long-
term tumor relapses.

Arciero et al. [53] build on this model and consider not only a cytokine that
stimulates the immune system (IL-2) but also a cytokine that suppresses the immune
system (TGF-β ). This second cytokine also stimulates tumor growth and is the
target of an siRNA treatment. Their findings suggest that the tumor antigenicity
parameter controls the dormant state. Small antigenicity allows a single unstable
steady state for passive tumors characterized by sustained oscillations with periods
of large tumor burden and longer periods of dormancy. As the antigenicity increases,
however, the amplitude and period of the limit cycles decrease, eventually leading
to a stable dormant state approached through damped oscillations. The imposed
siRNA treatment is assumed to inhibit TGF-β production and thus remove the
immune escape mechanism used by aggressive tumors. Their model suggests that
this treatment may lead to controlled oscillatory tumor behavior but that a dormant
state will not persist.

In 2001, de Pillis and Radunskaya [48] proposed a model that considers the
interactions between tumor, immune, and normal cells. Immune recruitment is
modeled with f3(C) = 1

ν+C , f4(C) = 1 + ξC, and f5(C) = 1. Later, de Pillis
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et al. [51] separate the cytotoxic actions of NK cells and T cells. For NK cells they
prescribe f3(C) =

C
ν+C2 , but for T cells they prescribe f3(C, I) =

D2

ν+D2
1
C , where

D = dIλ C
hCλ+Iλ . The cancer cell predation rates are modeled by βCI for NK cells, and

by D for T cells. They showed that the fractional cell kill term, D, provides a better fit
to experimental data for T cell-mediated cell lysis. Their simulations use different
sets of parameter values at different times. This caused some confusion [54, 55]
but may be more physical as the immune system evolves over time. In 2010,
d’Onofrio [56] also separated the innate and adaptive immunity by prescribing the

innate predation rate as βC and the adaptive predation rate as βC2

η+C2 .
In 2004, de Vladar and González [57] modified the Stepanova model [47] by

replacing exponential growth with Gompertzian growth,

dC
dt

= −αC log
C
K
−βCI (10.11a)

dI
dt

= δCI− γ
(
1+ ξC2) I +σ . (10.11b)

For immune-induced tumor dormancy, the model predicts a corresponding equilib-
rium point which can be reached if the immune response is sufficiently fast. This
system has two bifurcation points. If α

β is small only one equilibrium point exists
representing a small dormant tumor. If α

β increases, two new equilibrium points
arise (for a total of three), one representing a large, presumably lethal, tumor, and
one representing a dormant tumor of a size in between these other two. Finally, as α

β
increases further, the smaller two equilibrium points are annihilated leaving only the
large, lethal, equilibrium point. The smallest of these equilibria corresponds to the
immunosurveillance hypothesis, and thus, this model suggests that immunosurveil-
lance depends on both the tumor growth rate and the predation rate.

When modeling very small tumors or the immune surveillance hypothesis,
however, Gompertzian growth should be used with caution. The cancer free
equilibrium point (where C = 0) is unstable for Gompertzian growth since the
derivative of f1(C)C tends to +∞ as C becomes small. This implies that very small
tumors grow faster than is biologically possible and that the immune system would
never be able to totally eliminate these tumors [34, 57]. In comparison, for logistic
growth, both f1(C)C and its derivative are bounded as C becomes small, implying
that the cancer-free equilibrium should be locally asymptotically stable [34].

One way in which a tumor escapes immune surveillance is through mutation
towards an immune resistant clone. The development of such a cancer subpopulation
was considered by d’Onofrio [58]. He suggests that a dormancy phase may exist
prior to tumor escape if the time lag before the first mutation is long enough that
an equilibrium state can be reached between the immune response and the wild-
type cancer cells. Cattani and Ciancio [59] take this idea further by allowing the
immune efficacy and recruitment to increase in time as the immune system learns
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to recognize the cancer and then decrease in time as the cancer learns to evade
the immune system. Experimental evidence suggests that the tolerance of cytotoxic
T cells to cancer cells may be removed by depleting the endogenous dendritic cells
or by injecting antigen-loaded mature dendritic cells directly into the tumor site [60].
With direct injections, the tolerized T cells reactivate and remain that way while the
dendritic cells persist in the tumor. Such treatments would alter the dynamics of
tumor–immune interactions and immune-induced tumor dormancy, but have yet to
be investigated with mathematical modeling.

Dormancy in Mathematical Models

This section focuses on a few mathematical models presenting different approaches
to model the interactions between cancer and immune cells, specifically focusing on
tumor dormancy.

Proliferation Versus Quiescence and Intercellular Signaling

Michelson et al. [61], although not directly modeling immune dynamics, present
a two-compartment model for tumor growth with control mechanisms based on
intercellular signaling. Regardless of whether a signal is autocrine (self-receiving),
paracrine (other-receiving from the local environment), or endocrine (other-receiving
from a systemic source), growth factors and chemical signals control and shape
tumor growth. Immune cells are one example of a paracrine source of tumor-
stimulating or tumor-inhibiting signals. In [61], they present the following model
for proliferating (P) and quiescent (Q) cancer cell growth

dP
dt

= αP

(
1− P

K
− cQ

)
−mP (10.12a)

dQ
dt

= mP. (10.12b)

Growth of the proliferating population is assumed to be exponential, αP, and to
be controlled by two factors: competition among the proliferating cells for nutrients
and growth factors or inhibitory autocrine growth signals, −α P2

K , and competition
between proliferating and quiescent cells or inhibitory paracrine growth factors,
−αcPQ. They interpret this last term as a negative growth signal produced by a
necrotic core, but it could also be produced by an immune response.

In their analysis, they focus on the effects of growth factor signals on the three
model parameters that control the proliferating population, α , K, and c. They
conclude that the growth rate α has no appreciable effect on tumor dormancy. The
carrying capacity K, and its relationship to the transition to quiescence rate m, on
the other hand, create interesting growth dynamics in terms of the resulting tumor
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size and the cell-type composition. For example, as K increases, the proliferating
population grows, but the quiescent population grows faster, resulting in larger
tumors with smaller fractions of proliferating cells.

Tumor dormancy may occur through suppression signals, possibly emerging
from the primary tumor itself, or from an immune response stimulated by the
primary tumor. In such cases, Michelson et al. [61] suggest that the suppression
signal may force m > α resulting in a purely quiescent tumor. If the suppression
signal induces a state of zero proliferation, α = 0, and if m > 0, a purely quiescent
tumor results. If α = m = 0, a dormant tumor of viable but nonproliferating cells
results. Removal of the primary tumor may terminate the suppression signal and
restart proliferation in this viable dormant tumor, resulting in recurrence.

As long as the quiescence transition rate is positive, m > 0, any dormant
tumor will result in a purely quiescent population. From this model, the quiescent
population (Q) can only become constant if P = 0 or if m = 0. Thus, all dormant
tumors predicted by this model are purely quiescent. Note that they do not consider
the case where m = 0 in which case the proliferating population is only limited by
the capacity K, which may correspond to a lethal tumor size. If some inhibitory
signaling causes the transition rate m to turn off, m = 0, once some population size
of quiescent cells is reached, Q = Q∗, then a dormant tumor could be attained with
both proliferating and quiescent populations at the point (P,Q) = (K(1− cQ∗),Q∗)
in the positive quadrant. This total tumor size, however, would be controlled by the
carrying capacity, K, and thus may be lethal to the host.

A local wound-healing event, mediated by the immune response, can result in
systemic signals interpreted by the tumor–stroma microenvironment to increase the
carrying capacity K. They propose that m and K could be functions of growth factors
and stimulatory or inhibitory signals, although no functional forms are provided.
One possible form for the carrying capacity as a function of such signals has been
proposed elsewhere [36].

Proliferating, Quiescent, and Immune Cell Interactions

In 2005, Page and Uhr [1] presented a series of models to describe tumor dormancy
in the presence of an immune response, focusing on the role of quiescence in the
tumor population. The first, and simplest, model they present considers the densities
of both proliferating, P, and quiescent, Q, cancer cells, as well as the concentration
of antibody, I. The model equations are

dP
dt

= rP−α1IP−α2IP−mP (10.13a)

dQ
dt

= α1IP−α3IQ−λ Q+mP (10.13b)

dI
dt

= γ(P+Q)− dI. (10.13c)
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Fig. 10.12 The diagram of a model for tumor dormancy proposed by Page and Uhr [1] considering
proliferating, quiescent, and immune cells, described by Eq. (10.13)

Proliferating cancer cells are assumed to grow at the rate rP, to transition
naturally into the quiescent state at the rate mP, to transition into the quiescent
state in the presence of antibody at the rate α1IP, and to undergo antibody-
induced apoptosis at the rate α2IP. Quiescent cells are assumed to grow through
the transition of proliferating cells to the quiescent state, α1IP and mP, to undergo
antibody-induced apoptosis at the rate of α3IQ, and to have a natural death rate of
λ Q. Immune produced antibodies are assumed to be produced at a rate proportional
to the cancer presence γ(P+Q) and to decay at the rate dI. A diagram of this model
is shown in Fig. 10.12.

In this model, the cancer-free state is always unstable provided that r > m, which
is assumed as otherwise tumor growth would not occur. There is also a nonzero
steady state, which is stable provided that d is sufficiently large or that α3 is
large. The dependence of this dormant state on the antibody degradation rate, d,
is intriguing, but not investigated further by Page and Uhr.

Simulations of the model, Eq. (10.13), are shown in Fig. 10.13. Both sets of
parameters used in this figure demonstrate tumor dormancy: one tumor converges
with decaying oscillations to a dormant state, while the other tumor converges to
a limit cycle where the size and composition of the tumor change periodically. In
reality, when the tumor size becomes very small, it is most likely cleared by the
immune system instead of regrowing as the model predicts.

Page and Uhr modify their model to demonstrate the effect of immunization
on tumor control. First, they assume logistic growth for the proliferating cancer
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a b

c d

Fig. 10.13 Numerical simulations of the system defined by Eq. (10.13). In (a) and (b), the tumor
undergoes decaying oscillations and eventually converges to a dormant steady state. Parameter
values are P(0) = 0.001, Q(0) = 0, I(0) = 0.001, γ = 0.5, d = 1, r = 1, α1 = 0.5, α2 = 0, α3 = 0,
λ = 1, and m = 0. In (c) and (d), the tumor burden oscillates much more strongly, reaching a
dormant tumor that continually oscillates within a limited size range. Parameter values that differ
from those used in (a) include γ = 0.1, d = 0.4, α1 = 1, α3 = 0.1, and λ = 0. Time series are
shown in (a) and (c), and quiescent-proliferating phase portraits are shown in (b) and (d)

cells, so that the proliferating tumor size is limited by the environment even in the
absence of an immune response (antibody). Second, they assume that the antibody
production rate through tumor–B cell interactions, εγ(P+Q)I, and the decay rate,
εdI, are slow processes (ε is small). Third, they assume that the antibody can be
produced faster following immunization (idiotype i produces antibody at a faster
rate γiI). This immunization is an idiotype and adjuvant that makes the cancer cells
more immunogenic. The proliferating cells, quiescent cells, and immune response
(antibody) are now modeled by
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dP
dt

= rP

(
1− P

K

)
−α1IP−α2IP−mP (10.14a)

dQ
dt

= α1IP−α3IQ−λ Q+mP (10.14b)

dI
dt

= γiI + εI
(
γ(P+Q)− d

)
. (10.14c)

The previous model, Eq. (10.13), allowed antibody production to be stimulated
by tumor presence. In reality, this may not happen without prior immunization as
idiotype presentation on cancer cells may not be sufficiently immunogenic [1]. If an
immunization is given prior to tumor cell injection, then the idiotype is only present
transiently and the effect of the γiI term in Eq. (10.14c) simplifies to a changed initial
condition I(0). In the simulations shown in Fig. 10.14, i = 0, and a value of I(0) =
0.1 indicates prior immunization while I(0) = 0.001 indicates no immunization.

With the immunization, the tumor is controlled by the immune response to a
small dormant size. Without the immunization, the tumor grows to a large, and
presumably lethal, size. When high initial antibody concentrations are assumed,
the tumor burden drops very low but then grows rapidly to a moderate size. The
regrowth is due to the fact that the small tumor size essentially stops antibody
production, resulting in a drop of antibody levels and a tumor that can temporarily
escape immune control. The tumor kinetics happen on a faster time scale than the
B cell response which justifies assuming a small ε . The slow antibody kinetics
illustrate the role of immunization, which is to raise the initial antibody levels and
thus prevent a large tumor burden.

If antibody production is proportional to the number of antigen-presenting cells,
but not proportional to the amount of antibody already present, as in Eq. (10.13c),
dormant tumors are large if the proliferating cells replicate rapidly and undergo
apoptosis and cell cycle arrest at a slow rate. Replication rate, however, doesn’t
affect dormant tumor size when antibody concentration is produced at a rate
proportional to the amount of antibody already present as well as the number of
antigen presenting cells, as in Eq. (10.14c). In this case, the dormant tumor size is
determined by the antibody kinetics. This suggests that since greater numbers of
cancer cells stimulate more antibody production, which increases the death rate of
cancer cells, antibody signaling can cause cell death to balance cell proliferation [1].

In the model described by Eq. (10.14), dynamic clearance of the tumor is likely
if the initial concentration of antibody satisfies I(0) � r

α2
. If I(0)< r

α2
, then

oscillations are likely to occur, but should converge to a dormant state. Host death
will occur if the amplitude of the tumor size oscillations are sufficiently large.
Many of the dormant states predicted by this model are approached through damped
oscillations. The tumor may then escape from this dormant state through any of the
following mechanisms. The antibody may disappear due to depletion of antibody
producing B cells or cancer cell evasion of the immune response. Cancer cells
may cease to bind the antibody and thus grow tolerant of the immune attack.
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a b

c d

Fig. 10.14 Numerical simulations of the system defined by Eq. (10.14). In (a), with no immu-
nization (I(0) = 0.001), the tumor grows rapidly to the maximum presumed lethal size. In long
time, however, if the host survives, the antibody slowly builds and eventually controls the tumor
to a dormant size, as seen in the phase portrait (quiescent and proliferating cell composition) in
(b). In (c), the immunization (I(0) = 0.1) increases the initial concentration of antibody and the
immune system is thus able to control the tumor to a dormant state, as seen in the phase portrait
in (d). Parameter values are r = 0.1, γ = α2 = d = 1.0, α1 = 0.1, m = 0.01, λ = 0.01, α3 = 1.0,
ε = 0.001, K = 10.0, P(0) = 1.0, and Q(0) = 0, as in [1]

And downstream signaling pathways of the antibody–cancer cell receptors may be
disrupted, essentially stopping the antibody-triggered signals to apoptose or arrest
the cell cycle. Such mechanisms, however, are beyond the scope of these models.

The models of Page and Uhr [1] specifically consider the antibody response to
tumor growth rather than the cytotoxic T cell response. Recall that in the model of



224 K.P. Wilkie

Kuznetsov et al. [44], Eq. (10.9), tumor cells could kill immune cells if and only
if the tumor cell was not killed in the cancer–immune complex. In the models of
Page and Uhr [1], antibody is either consumed (model not discussed here), or not
consumed, in the process of initiating cancer cell death. The models discussed here,
where antibodies are not consumed, may be more realistic because antibody levels
may be primarily controlled by the number of specific B cells (if the kinetics of
antibody secretion and degradation are assumed to be fast) and B cells may never
directly interact with tumor cells [1].

Another difference between these two modeling approaches is that Kuznetsov et
al. assume that immune cells are stimulated by the tumor in a manner that saturates.
Page and Uhr, on the other hand, assume that this stimulation is proportional to the
product of the two population densities. The saturation assumption may be more
physical, but it also may not be significant for simulations that focus on small
dormant tumors, in which case simplicity may be preferred.

Delay in Activation of the Immune Response

In 1988, Kuznetsov [62] presented a multicomponent model for tumor growth
considering the actions of tumor cells (T ), NK cells (N), suppressor cells such as
T lymphocytes or macrophages (S), memory cells (P), and mature cytotoxic T cells
(C). The model equations are

dT
dt

= T (c1 − c2C− c3N) (10.15a)

dN
dt

= jN − c4N − c5NT (10.15b)

dS
dt

=
c6T

1+ T
c7

− c8S (10.15c)

dP
dt

=
c9CT

c10 + S
− c11P− c12PT (10.15d)

dC
dt

= c13H(t − τ)P(t − τ)+
jC

1+ S
c14

− c15CT − c16C, (10.15e)

where H is the Heaviside function that turns on the memory cell production of
cytotoxic T cells after time τ , jN and jC are the constant source rates of NK cells
and cytotoxic T cells, and ci for i = 1, . . . ,16 are the parameters for the interactions
of the different cell types.

The model is simplified by assuming that the innate immune response occurs
quickly compared to the tumor doubling time. Thus N and S are fast variables and
reach an approximate equilibrium state. The memory cells, P, are also assumed
to reach a quasi-steady state. Further simplifications occur under the assumption
that the tumor induces suppressor cell production (T � c7) and that suppressors
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affect the generation of cytotoxic T cells (S � c14). These two assumptions omit
the inhibition (or saturating effect) of suppressors by tumor cells and of cytotoxic
T cells by suppressors. These assumptions simplify the above model to the two-
equation system below

dT
dt

=

(
c1 − c2C− c3 jN

c4 + c5T

)
T (10.16a)

dC
dt

=
c13c9H(t − τ)C(t − τ)T (t − τ)(

c10 +
c6
c8

T (t − τ)
)(

c11 + c12T (t − τ)
) + jC − c15CT − c16C. (10.16b)

This model describes an exponentially growing tumor, T , with inhibition from
cytotoxic T cells, C, proportional to CT and inhibition from the innate immune
system proportional to T

g+T which saturates for large T . Before activation of
cytotoxic T cells, t < τ , analysis shows that there are no stable stationary points
where T > 0, thus no dormant state exists. After cytotoxic T cell activation, however,
dormant tumors can exist.

Kuznetsov suggests that tumor growth from a single transformed cell is impossi-
ble if the growth rate is smaller than the sum of the base concentrations of effector
cells multiplied by their corresponding effectiveness coefficients; that is, if

c1 <
c2

c16
jC +

c3

c4
jN (10.17)

a tumor cannot form from a single cell. Furthermore, tumor growth and its prolonged
existence are impossible if the initial concentration of tumor cells is below the
threshold, Tcr, where

Tcr =
c4

(
c2

JC
c16

− c3
JN
c4
− c1

)

c5

(
c1 − c2

JC
c16

) . (10.18)

These conditions are referred to as an immune barrier. The base immunity
actively clears tumor cells, Eq. (10.17), before they can accumulate sufficient mass
to overcome the threshold, Eq. (10.18). This barrier does not allow for the existence
of very small tumors (i.e., microscopic dormant tumors), and can exist even in
the absence of cytotoxic T cells. Furthermore, the barrier is independent of the
activation mechanisms for these T cells. Kuznetsov assumes that the effectiveness
of NK cells, T cells, and macrophages are all approximately equivalent. Considering
this and the fact that the base level of NK cells and macrophages are about two or
three orders of magnitude larger than cytotoxic T cells, Kuznetsov concludes that
this barrier is mainly enforced by the innate immunity.

From the experimental data reported by Diefenbach et al. [63], the assumption
of equal sensitivity amongst cytotoxic cells may not be valid. They reported the
percentage of specific tumor cell lysis for various effector to target ratios. For primed
T cells, a CD8+ effector to target ratio of 3 produced a maximum percent lysis of
30, whereas for NK recruited effectors, an effector to target ratio of 100 produced
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a maximum percent lysis of 45. This data suggests that the sensitivity of tumor
cells to cytotoxic T cells is higher than the sensitivity to NK cells. Therefore, even
though the base level of T cells is orders of magnitude smaller than that of the innate
immunity, the increased effectiveness of T cells may account for this discrepancy.

If the tumor growth rate is large enough that the initial tumor size is greater
than the immune barrier, Eq. (10.18), then tumor elimination, escape, and dormancy
may occur as simulated in Fig. 10.15. Dormancy may appear as a stable node or as a
limit cycle in this model. For simulation purposes, the system is nondimensionalized
using t̃ = c1t, x = c2

c1
C, and y = c12

c11
T , leading to the simpler form below (note that

time is renamed as t = t̃):

dy
dt

= y

(
1− x− μ

1+νy

)
(10.19a)

dx
dt

=
αH(t − τ)x(t − τ)y(t − τ)(
1+ y(t − τ)

)(
1+ δy(t − τ)

) + j−β xy− γx, 1 (10.19b)

where μ = c3 jN
c1c4

, ν = c5c11
c4c12

, τ̃ = c1τ (but again we drop the tilde), α = c13c9
c1c10c12

,

δ = c6c11
c8c10c12

, j = c2 jC
c2

1
, β = c11c15

c1c12
, and γ = c16

c1
.

Varying the delay in cytotoxic T cell activation shows that small delays destabi-
lize a dormant tumor possibly leading to tumor elimination, the phenomenon of
sneaking through, or tumor escape. This suggests that the delay in activation is
one factor determining how the immune system both stimulates and inhibits tumor
growth. For example, when a spontaneous tumor is first recognized by the immune
system, it may be only weakly antigenic and the delay in activation may be small,
leading to a perturbation from the dormant state. If the tumor grows larger and
more transformed, with the ability to alter its microenvironment, however, the delay
in activation may change which could have either an inhibitory effect (tumor is
eliminated) or a stimulatory effect (tumor sneaks through and escapes or escapes
directly) on tumor growth.

Kuznetsov also examined the relationship between μ , a measure of the innate
immune system’s strength, and this time delay in cytotoxic T cell activation. He
showed that as the natural antitumor resistance increases, the same time delay can
be either stimulatory or inhibitory to tumor growth. He concluded that immune
stimulation of dormant tumors is due to the existence of two different types of killer
cells, cytotoxic T cells and NK cells or macrophages. These different cell types
have different initial concentrations, generation velocities, and may have different
times to induce cell cytolysis on target tumor cells. These kinetics may lead to

1Note that the original article has a positive (+) sign and we have a negative (−) sign on the γx
term. This change represents what the author believes to be the correct nondimensionalization of
the proposed system.
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a b

Fig. 10.15 Numerical simulation of Kuznetsov’s system defined by Eq. (10.19). In (a), there is no
time delay (τ = 0), and a stable limit cycle (or dormant tumor) exists. The different curves represent
different initial densities of tumor and immune cells. In (b), as the time delay increases, the tumor
is disrupted from its dormant cycle, and it is either eliminated or it escapes immune control. The
curve with τ = 0.4 is either eliminated by the immune response or it escapes from immune control
through the sneaking through phenomenon. Parameter values are α = 5.0, β = 1.125, γ = 0.5,
j = 0.02, μ = 0.4, ν = 129.6, and δ = 0, as used in [62]

immunoediting: tumor cells are pruned by NK cells and macrophages, and in the
case of low antigenicity, or low cytotoxic T cell activity, increased tumor growth
results.

Discussion

This review discussed mathematical models of tumor growth in the presence of an
immune response, focusing specifically on mathematical models for the immune
induction of tumor dormancy. General findings suggest that in order for a dormant
tumor to exist, there must be feedback from the tumor to the immune response. Thus,
cancer cells must induce an increase in the immune response, and the effectiveness
of the immune predation of cancer cells must increase with the growing immune
response. The dormant state may also be sensitive to the immune predation rate, the
immune decay rate, and the time delay in immune cell activation.

A limitation of all mathematical models of biological phenomena is accurate
parameter estimation. Levels of immune presence in different types and different
samples of cancer vary drastically, as do the tumor antigenicities. As a result, the
immune response varies significantly between individual cancer manifestations.
Mathematical models must be robust to these variations, in order to capture
the essential dynamics that describe the physiology of tumor growth and tumor
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dormancy. The integration of biological data into mathematical models for vali-
dation and refinement of the functional forms used in the models pose the next
challenges in this field. The resulting models will provide improved theoretical
frameworks within which mechanisms of tumor growth in an immunocompetent
host can be clarified.

If a tumor is dormant for an extended period of time (perhaps through cellular
or angiogenic mechanisms), then it is possible that immune interactions, through
wound-healing and inflammatory processes for example, produce growth factors
and signals that modify the tumor microenvironment to increase the carrying
capacity, modify the dynamics, and disrupt the delicate balance maintaining the
dormant state. Such perturbations may be best analyzed with a stochastic modeling
approach; all the models discussed in this review are deterministic and thus average
over these stochastic effects. Prevention of tumor escape from the dormant state
may be attainable once an improved understanding of the immune response to tumor
growth is achieved. This requires an improved understanding of homeostasis, and of
how the normal homeostatic mechanisms that control the immune system contribute
to maintain or disrupt tumor dormancy [1].

Oscillatory solutions are observed in several of the mathematical models re-
viewed here. Due to the feedback between the cancer and immune populations, this
cyclic behavior is mathematically predicted to occur in both populations. Clinical
reports exist citing observations of lymphocyte oscillations [64, 65] and direct
observations of cancer cell oscillations in experimental systems [66]. Macroscopic
cyclic behavior of tumors is not commonly observed in vivo, but some reports
of oscillatory behavior do exist for both animals [67] and humans [68, 69]. For
example, cyclic oscillations in the number of leukocytes has been reported in
chronic human myeloid leukemia [69], and periodic patterns of spontaneous relapse
and remission were observed in non-Hodgkin’s lymphoma [68]. Interestingly, the
time scale of the oscillatory model predictions of Kuznetsov et al., Eq. (10.9), is
about 3–4 months, which approximately matches the time for recurrent clinical
manifestations of certain human leukemias [44].

If these oscillations exist to an extent in some, or possibly all, manifestations
of cancer, then it is natural to wonder what their biological effects may be. For
example, after each rise and fall of the immune response, it seems reasonable
that the predation efficacy may change due to immune learning or tumor evasion.
Furthermore, these oscillations may enhance or delay the tumor immunoediting
process as each oscillation provides a period of culling and a period of regrowth.
Therefore, these oscillations, if they are in fact a real biological phenomenon, should
be investigated as a possible mechanism for immunoediting and immune evasion by
tumors.

The models reviewed here that consider a subpopulation of quiescent tumor cells
do not allow the quiescent cells to transition back to the proliferating population.
Under this assumption, these cells may be better defined as senescent. Quiescence
is a possible mechanism used by tumors to evade therapy-induced death. Thus,
both quiescent and senescent subpopulations may be interesting to consider in a
mathematical framework. The role of the immune system in senescence was recently



10 Mathematical Models of Tumor Dormancy 229

Cancer
Cells

Immune
Cells

recruitment

stimulation

predation

evasion

inactivation

net growth net growth

source

Fig. 10.16 Diagram depicting a new paradigm for cancer–immune interactions, including immune
stimulation of tumor growth and tumor evasion of the immune response

found to be significant. Rakhra et al. [70] showed that CD4+ T cells are required
for the induction of senescence, the shutdown of angiogenesis, and chemokine
expression resulting in sustained tumor regression upon oncogene inactivation in
mouse models. They emphasize that intact host immunity is important in evaluating
targeted therapies. Typical mathematical models only consider the actions of
cytolytic CD8+ T cells, NK cells, or macrophages. The work of Rakhra et al.
suggests that in fact, many other immune cell types may play significant roles in
tumor growth modulation. Thus, a complete and intact immune response should be
emphasized, not only for experimental models, but also for mathematical models,
of cancer growth.

The most promising directions for immunotherapies are to maximize the chance
of complete tumor clearance as well as to minimize the size of dormant tumors
and the chance of escape from dormancy [1]. Contradictory outcomes after im-
munotherapies occur because the stimulated immune system may directly stimulate
tumor growth [71,72]. Mechanisms for immune-mediated tumor growth stimulation
include inflammation, angiogenesis, enhanced motility, and clearance of space.
Even small numbers of cytotoxic T cells have been reported to stimulate tumor cell
growth in vivo [73–75].

Immune stimulation of tumor growth is becoming widely accepted. In 2011,
Hanahan and Weinberg named tumor-promoting inflammation as an emerging
hallmark of cancer [76]. Despite this, immune stimulation of tumor growth has yet
to be considered in a mathematical modeling framework. Much work, therefore,
remains to be done, as mathematical models cannot analyze the full effect of an
immune response to cancer or predict outcomes of immunotherapies while the
models preclude the possibility of immune stimulation. With this in mind, Fig. 10.16
gives a more complete diagram of tumor–immune interactions.

Some of the proposed tumor-promoting actions of chronic inflammation may
result from interfering with the adaptive immune response’s capacity to maintain
the dormant state [10]. Cytokines produced by tumor and inflammatory immune
cells can either promote tumor development or exert antitumor effects. Inflammatory
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mediators including TNF-α , IL-6, and IL-17 lead to eradication of antitumor
immunity and accelerated tumor progression [77].

Immune-mediated dormancy can be induced in hosts previously immunized
against the tumor strain [78]. Assuming the immune response stays active, the
tumor presumably escapes dormancy by becoming resistant to immune-mediated
cytolysis. Quesnel [78] has shown that dormant tumor cells may over-express B7-
H1 and B7.1 allowing them to escape immune attacks, breaking the dormancy
balance, and initiating tumor regrowth. In other systems, however, when B7.1 is
combined with IL-2 (a pro-inflammatory cytokine), T cell and NK cell responses
are stimulated leading to tumor elimination [79]. Schatton and Frank [80] suggest
that the immunomodulatory function of stem cells may be responsible for immune
evasion in melanoma, while Noh et al. [81] suggest immune evasion may be
due to the activation of Akt, a protein kinase involved in cell proliferation,
migration, and apoptosis. Some modeling efforts [58, 59, 82] have already been
made to investigate the immune evasion ability of tumors, which is significant
for tumor dormancy, but more work remains to be done. The many molecular
and cellular mechanisms suggested to underly immune evasion could be analyzed
with mathematical models to help determine the most significant contributors to the
phenomenon.

Lastly, as the body ages the probability of cellular transformation increases
and, most likely, immune surveillance decreases [44]. In mathematical models, this
would translate into increased initial cancer population sizes at the time of immune
detection and slower immune response kinetics, perhaps through a decreased
recruitment potential, or a decreased supply velocity. This presents another area
where mathematical modeling could help to improve the understanding of the role
of aging in tumor presentation and tumor escape from dormancy.

There is a pressing need to develop biologically directed, mechanistic models that
provide real biological insights into the critical parameters controlling the tumor–
immune system dynamics. Such tools may help to develop novel therapeutics that
can work in conjunction with a host’s own immune response to control and shape
malignancies into less aggressive dormant lesions. This new frontier in cancer
treatment would include ways to revert cancers back to their dormant states by
inducing tumor cell senescence, improving vascular normalcy, and increasing the
efficacy of the immune response to tumor cells. Hopefully, this review will help to
stimulate more theoretical research to compliment and extend experimental research
into the basic mechanisms underlying immune-mediated tumor dormancy and their
possible therapeutic implications.
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  Abstract   Herein, a mathematical model of a molecular control system for the 
regulation of secondary tumors is formulated and analyzed to explore how second-
ary tumors can be controlled by a primary tumor with/without a surgery and the 
microenvironment. This control system is composed of  fi broblast growth factor-2 
(FGF2), urokinase-type plasminogen activator (uPA), plasmin, transforming growth 
factor-beta (TGF b ), latent TGF b  (LTGF b ), and tumor density. The control of sec-
ondary tumors by primary tumors was  fi rst modeled by Boushaba, Nilsen-Hamiton 
and Levine in [ 46 ]. The model is based on the idea that the vascularization of a 
secondary tumor can be suppressed by inhibitors from a larger primary tumor. The 
emergence of tumors at secondary sites 5–7 cm from a primary site was observed 
after surgical removal of the primary tumor in silico. The model supports the notion 
that the fate of secondary tumors after surgery depends on the distance from the 
primary tumor and the surrounding microenvironment. As such, the primary tumor 
did not in fl uence the growth of remote secondary tumors, but it could effectively 
suppress the growth of the secondary tumors if they were too close to the primary 
tumor, even after it was removed. Thus, the model predicts the emergence of sec-
ondary tumors after the excision of the primary tumor when the distance between 
these tumors is in the “distance window.” It also predicts that the growth behaviors 
of the secondary tumors depend on the local microenvironment. Based on these 
 fi ndings, we propose several treatment options for better clinical outcomes.  
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   Introduction 

 Tumor dormancy can be observed in both metastases and local recurrences  [  1  ]  and 
can be attributed to slow accumulation of genetic mutations that lead to transforma-
tion and immortalization through carcinogenesis  [  2  ] . Dormancy of loco-regional 
lesions refers to a pause in cancer progression after clinical treatment of a primary 
lesion  [  3,   4  ] . Such “cancer-free” periods have been shown to last as long as 20–25 
years  [  5,   6  ] , implying that a pause in cancer progression occurs often in the different 
forms of dormancy, though the exact timeframe and basic mechanism underlying 
this pause in different cancers remain unclear. It is well documented that the sur-
vival rate in several cancers, including prostate, breast, colorectal, and lung cancers, 
is relatively high for patients who have tumors with a low probability of metastases, 
whereas it is quite low for patients with distant metastases  [  7  ] . Indeed, about 90 % 
of all cancer deaths are associated with formation of metastasis  [  8,   9  ] . Because local 
recurrences or metastases are derived from local or remaining disseminated tumor 
cells after the treatment of a diagnosed cancer, it is important to understand the 
dormancy of these cells in order to prevent subsequent disease  [  1  ] . 

 The fate of disseminated tumor cells may be determined by their ability to adapt 
to the non-orthotopic tissue microenvironment in which they lodge  [  10  ] . A cell’s 
success or failure to resume proliferation in this new microenvironment may depend 
on a balance between stress signals from the new non-permissive microenvironment 
and the cell’s ability to remodel and/or reproduce a niche or microenvironment that 
is conducive to expansion  [  11,   12  ] . The ability of tumor cells to attain a differenti-
ated state might also result in cellular tumor dormancy. For example, in breast can-
cer, rapidly proliferating tumor cells lead to a loss of tissue architecture, whereas 
blocking beta1-integrins and epidermal growth factor (EGF) signaling has been 
shown to induce the re-differentiation of tumor cells into growth arrest, resulting in 
the formation of normal acinar structures  [  13  ] . Recent studies indicated that microR-
NAs might play a signi fi cant role in controlling the switch between the proliferating 
and migratory phases of glioblastoma cells  [  14  ] . In particular, miR451 is known to 
play a key role in glioblastoma growth by modulating the balance of active prolif-
eration (high miR451) and invasion (low miR451) via the miR451–CAB39/LKB1–
AMPK pathway in response to metabolic stress in the microenvironment  [  14,   15  ] . 
In head and neck carcinoma  [  16  ] , this switch between growth arrest and prolifera-
tion was shown to be controlled by tumor–microenvironment interactions using 
mutual antagonism between uPAR–FAK–RAS–ERK  [  17,   18  ]  and CDC42/GTP–
p38 pathways  [  1,   16  ] . Therefore, strategies of inhibiting tumor cell-microenviron-
ment crosstalk have been suggested as a reasonable way of achieving, inducing, 
and/or maintaining tumor cell dormancy, by, for example, blocking receptor tyrosine 
kinases and uPAR  [  1  ] . 

 The surgical removal of a malignant tumor from a host is insuf fi cient to prevent 
the cancer from reoccurring in the host and can lead to rapid cancer recurrence 
 [  19–  21  ] . Using animal models, researchers have well documented that the regula-
tion of major factors in metastasis development can be perturbed by partial or whole 
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surgery  [  22–  26  ] . For example, removal of a primary tumor can result in accelerated 
growth of another smaller, residual tumor  [  25  ] , a switch of stable foci to the 
angiogenic phenotype that enhances metastasis  [  26  ] , and changes in the growth 
kinetics of metastatic foci  [  21  ] . There is increasing evidence that supports the rapid 
acceleration of residual neoplastic disease after tumor cytoreduction  [  27  ] . Tumor 
removal is usually followed by additional treatments, such as peri-operative chemo-
therapy  [  26,   28–  30  ] , immunotherapy  [  31,   32  ] , biomodulation  [  33–  35  ] , and/or 
use of anti-endotoxin agents  [  36,   37  ] . Upon assessing data of 120 patients who 
underwent surgery for metastatic lung cancers between 1975 and 1997, Maniwa 
et al.  [  29  ]  found that the early recurrence of pulmonary foci after metastasectomy 
resulted in poor prognosis. Therefore, longer survival might be achieved by devel-
oping a strategy for regulating dormant metastasis. 

 Zetter  [  38  ]  suggested that growth inhibitors secreted by a primary tumor might 
prevent the vascularization of secondary metastatic tumors. Inhibitors with a longer 
half-life can travel farther, whereas growth factors with a short half-life are localized 
at the primary site due to degradation, binding to the extracellular matrix (ECM), or 
deactivation. Among many possible other explanations, the immune response has 
been long recognized for its role in regulating tumor growth  [  39–  41  ]  and could be a 
major cause of induction of tumor dormancy  [  19,   42  ] . Although the immune system 
kills most tumor cells in a challenge injection  [  39,   43  ] , some residual cells persist, 
leading to clinical dormancy by the immune system  [  40,   44  ] . It is not clear whether 
immune-surveillance controls the dormancy of non-virally induced tumors  [  45  ] , or 
how the immunological response is correlated with angiogenic dormancy or cellular 
dormancy  [  1  ] . 

 Herein, we report the recent development of mathematical models of tumor 
dormancy  [  46,   47  ]  that include interactions between a primary tumor and sec-
ondary tumors via a biomedical network of growth factors and inhibitors (Fig.  11.1 ). 
We investigate both the distance-dependent behavior of secondary tumors after the 
surgical excision of a primary tumor and the role of microenvironment in tumor 
dormancy and  fi nally suggest possible strategies of therapeutic intervention. 
We present our results in the Results Section and discuss those results and our 
future work in the Discussion Section. Finally, we describe the mathematical model 
in the Materials and Methods Section.   

   Results 

   Distance-Dependent Modulation of Secondary Tumors 

 The control mechanism of a primary tumor has to rely on the diffusion process from 
the primary site to surrounding tissue and it should depend on the distance from the 
secondary tumor site. For the simulations in Figs.  11.2 ,  11.3 ,  11.4 , and  11.5 , a primary 
(secondary) tumor is implanted near  x  =  L  ( x  = 0). The initial mass of the primary tumor 
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is larger than that of the secondary tumor. First, we studied the behavior of the 
secondary tumor in response to surgical resection of a primary tumor for two 
obvious cases: the secondary tumor near or far away from the primary tumor. 

  Fig. 11.1    Overview of the biochemical pathway. Active TGF b  (    aI   ) regulates the active and inactive 
receptors (    aR   and     iR   , respectively) on tumor cells. Latent TGF b  (    

iI   ) is activated by plasmin 
(    

mP   ), which is released from plasminogen (    
gP   ) by uPA (    C   ) from tumor cells. Tumor cells 

express uPA in response to FGF (    G   )       

  Fig. 11.2    ( a – f ) Time-course of molecular levels (FGF, uPA, plasmin, TGF b , LTGF b ) and tumor 
populations at the primary and secondary sites with surgery when the secondary tumor is close to 
the primary tumor ( L  = 1 cm). ( g – l ) Time-course of all molecular levels and tumor populations 
without surgery when the secondary tumor is very remote from the primary tumor ( L  = 30 cm)       
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Figure  11.2a–f  show a time-course of concentrations of growth factors and inhibitors 
(FGF, uPA, plasmin, TGF b , LTGF b ) and tumor populations when the secondary 
tumor is very close to the primary tumor ( L  = 1 cm). The primary tumor was removed 
on day 10. The secondary tumor was effectively controlled by the primary tumor, 
and even surgical removal of the primary tumor did not induce growth of the sec-
ondary tumor (see Fig.  11.2f ). On the other hand, the secondary tumor is not affected 
by the primary tumor when the former is very remote from the latter. For instance, 
the secondary tumor grew with/without the excision of the primary tumor (see 
Fig.  11.2l ). Figure  11.2g–l  show a time-course of all variables without surgery for 
the remote secondary tumor ( L  = 30 cm).     

 We now study a non-trivial case, i.e., when the secondary tumor exists in the 
middle range of distance from the primary tumor. As discussed above (cf. Fig.  11.2 ), 
the primary tumor has a strong control mechanism of the secondary tumor at nearby 
sites, but it loses its ability to inhibit a remote secondary tumor. Keeping in mind the 
“diffusion-dependent” control scheme, we expect to see the onset of nonlinear 
dynamics of the system as the distance between the primary and secondary tumors 
is decreased. Figure  11.3  shows different growth behaviors of the secondary tumor 
in the middle range of the distance ( L  = 6 cm) from the primary tumor with/without 
surgery. While the secondary tumor remained dormant (Fig.  11.3a ) without surgery, 
the secondary tumor started growing at day 10 after the surgery. In the presence of 
the primary tumor, the secondary tumor died out due to the inhibition mechanism 
from the primary tumor, and the levels of its growth factors and inhibitors at the 

  Fig. 11.3    Behavior of a secondary tumor with and without surgery. The secondary tumor begins 
to grow after surgery ( b ) at  t  = 10 days, whereas it becomes extinct without surgery ( a ).  L  = 6 cm, 
where  L  is the distance between the primary and secondary tumors       
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secondary site were decreased. The surgical removal of the primary tumor at day 10 
weakened the inhibitory control mechanism of the secondary tumor growth, and the 
secondary tumor started growing after a delay of roughly 250 days, eventually 
reaching the size of the original primary tumor. In this case, the levels of the growth 
factors and inhibitors are increased at the secondary tumor site. 

 The onset of nonlinear dynamics on growth behaviors of the secondary tumor in 
the middle range implies nonlinear behaviors of the growth factors and inhibitors in 
the system exist with and without surgery (cf. Fig.  11.3 ). Dynamics of these players 
reveal the underlying mechanism behind the quite opposite growth results—dormancy 
and growth—of the secondary tumor. Figure  11.4  shows the time evolution of the 

  Fig. 11.4    Time evolution of spatial pro fi les of molecules without ( a – e ) and with ( f – j ) surgery 
when  L  is in the distance window ( L  = 6 cm; cf. Fig.  11.3 ). The secondary tumor ( x  = 0) begins to 
grow (as shown in Fig.  11.3 ) after surgery because surgical removal eliminates the inhibition 
mechanism by the primary tumor. One can observe the localization of molecules near the secondary 
tumor ( x  = 0).  L  = 6 cm;  x -axis = spatial domain [0,1];  y -axis = time       
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pro fi les of molecules from the simulation in Fig.  11.3  ( L  = 6 cm): FGF2, uPA, 
plasmin, TGF b , LTGF b . Although the pro fi le of all molecules remained constant 
without surgery, there were many dynamical changes in the pro fi les of all vari-
ables near the secondary tumor site ( x  = 0) after surgery. Without surgery, the 
inhibitors transported from the primary tumor via the diffusion process were 
suf fi cient to suppress the secondary tumor growth. The changes after surgery 
included a dramatic shift of the high levels of all molecules from the primary 
tumor site ( x  = 1) to the secondary tumor site ( x  = 0), followed by a localization of 
these variables near the secondary tumor site. The localization of molecules and 
growth of the secondary tumor are due to a loss of the ability to sustain the inhibitors 
at the secondary tumor site. 

 The modulation of secondary tumors by the primary tumor is dependent on the 
diffusion of promoters and inhibitors. To study the dependence of secondary tumor 
growth on the distance to the primary tumor, we simulated secondary tumor growth 
with/without surgery between 4 and 9 cm away from the primary tumor. Figure  11.5  
illustrates the qualitative differences in the secondary tumor growth with/
without surgery in response to various distances ( L ) between the secondary 
tumors and a primary tumor. The model predicted the existence of a distance 
window     ∞Ω = [5.22cm,7.45cm]   , suggesting the following characteristics of each 
subdomain: (1) If  L  < 5.22 cm, the growth of the secondary tumor will be suppressed 

  Fig. 11.5    Effect of surgery on growth and extinction of a secondary tumor with various distances 
between the primary and secondary tumors. There is a window (5.22, 7.45 cm) of the distance ( L ) 
from a primary tumor where secondary tumors under tight control of the primary tumor begin to 
grow only after surgical removal of the primary tumor       
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regardless of the time of surgery, even if the time to shrink to less than 1 % of its 
original size increases as  L  increases to     ∞L   from below; and (2) The growth behav-
ior of the secondary tumor in     ∞Ω   will depend on surgery, i.e., the growth arrest 
without surgery and growth with surgery; and (3) When the secondary tumor is too 
far away from the primary tumor (    ∞>L L   ), it will grow regardless of surgery.  

   Role of Microenvironment 

 The microenvironment plays a signi fi cant role in cancer progression and metastasis 
by enhancing local signaling and modifying the ECM locally  [  48  ] . To investigate 
the role of microenvironment, a primary tumor and 16 secondary tumors 
    = …( , 1, ,16)iS i   were implanted at the center (0.5, 0.5) of a two-dimensional domain 
and a spiral track, respectively, with     1S   being the closest to the primary tumor and 
    16S   located at the farthest  fi eld from the primary tumor (see Fig.  11.6 ). Figure  11.6  
shows the  fi nal pro fi les of the tumors without (a) and with surgery (b) at  t  = 300 
days. Figure  11.7a , b also shows a time-course of the densities of the tumors at the 
secondary sites (    = …, 1, ,16iS i   ). As in the one-dimensional case shown in Fig.  11.5 , 
we came to the following conclusions: (1) the secondary tumors (    =, 1,2iS i   ) near 

  Fig. 11.6    Behavior of secondary tumors on a spiral track from the primary site at the center (0.5, 
0.5) of the domain with/without surgery at  fi nal time in two-dimensional domain. ( a ) Without 
removing the primary tumor at the center, the secondary tumors at sites     = …( 1, ,13)iS i   stay in 
the dormant stage. ( b ) After surgery at  t  = 10 days, the secondary tumors in the middle range 
(    = …, 3, ,13iS i   ) begin to grow, whereas those close to the primary tumor (    1 2,S S   ) remain dor-
mant. The secondary tumors (    = …, 14, ,16iS i   ) remote from the primary tumor grow regardless 
of surgery.  S  

 i 
  = the location of the  i th secondary tumor     = …( 1, ,16)i          
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the primary tumor are closely controlled by the primary tumor and remain dormant 
with or without surgery; (2) The secondary tumors (    = …, 3, ,13iS i   ) in the middle 
range of distance from the primary tumor remain dormant without surgery but begin 
to grow after surgery; and (3) The primary tumor cannot inhibit growth of secondary 
tumors (    = …, 14, ,16iS i   ) at the remote sites.   

 ECM stiffening accounts for changes in the biophysical properties of the tissue 
 [  49,   50  ]  and may lead to different ef fi cacies of drug delivery and biochemical 
control of growth factors and inhibitors in a given system. To study the active, not 
passive, role of ECM in regulation of growth factors and inhibitors, we tested the 
effect of space-dependent diffusion coef fi cients in tumor growth. As shown in 
Fig.  11.8 , we investigated the role of the microenvironment in suppression or growth 
of secondary tumors     = …( , 3, ,13)iS i   in a distance window after surgery. We tested 
whether the different tissue composition in the heterogeneous microenvironment, 
leading to different diffusion coef fi cients of growth factors and inhibitors (or ran-
dom motility of cells), would have any in fl uence on growth of the secondary tumors 
after surgery in Fig.  11.6 . We found that the secondary tumors (    = …, 3, ,13iS i   ) 
remained dormant on the left side of the domain (where smaller diffusivity of 
LTGF b  was used;  x  < 0.5), whereas those (    = …, 4, ,8iS i   ) on the right side of the 
domain (where the normal diffusion coef fi cient of LTGF b  was used;  x  > 0.5) still 

  Fig. 11.7    Time evolution of tumor populations at the secondary sites (    = …( 1, ,16)iS i   on a spiral 
track in Figs.  11.6  and  11.7 ) without surgery ( a ), with surgery ( b ), and with surgery in a different 
microenvironment ( c ). The growth behavior of secondary tumors before/after surgery depends on 
the distance from the primary tumor site (0.5, 0.5) at the center. The growth behaviors of the 
secondary tumors in the distance window (those in the  middle range ) after surgery are shown in 
( b ), but their growth can be inhibited in the harsh microenvironment (stiffened tissue and slow 
diffusion of inhibitors) in ( c )       
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grow after surgery, as in Fig.  11.6b . This suggests that while LTGF b , the growth 
inhibitor, loses its ability to suppress secondary tumors in the distance window after 
surgery in “normal” or homogeneous tissue, it might still be able to control the 
growth of the secondary tumors in the middle range in more tough or “stiffened” 
microenvironment. Tissue stiffening due to ECM deposition from stromal cells, 
such as  fi broblasts, in the cancer microenvironment has been reported in the devel-
opment of cancers, including breast cancer  [  49,   50  ] .   

   Therapeutic Approach 

 To prevent secondary tumor growth, we propose several therapeutic approaches in 
the context of the mathematical model. The idea is to achieve better control of the 
primary tumor’s inhibitory control mechanism and to interfere with the system by 
injecting the necessary molecules for better clinical outcomes. As shown in 
Figs.  11.9  and  11.10 , we investigated the effect of the injection of either LTGF b  

  Fig. 11.8    Role of microenvironment (ECM composition) in secondary tumor growth after 
surgery. A smaller (0.1-fold) diffusion coef fi cient of the LTGF b  was assumed on the  left half  
domain (    Ω = ×[0,0.5] [0,1]L   ) keeping the same diffusion coef fi cient on the  right half  domain 
(    Ω = ×[0.5,1] [0,1]R

  ), as in Fig.  11.6 . Growth of the secondary tumors in the distance window on 
the  left  (    ΩL   ) was inhibited even after surgery compared to the growth in the control case (growth) 
on the  right  (    ΩR   ) (same as in Fig.  11.6 )       
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alone or both LTGF b  and uPA on the inhibition of growth of secondary tumors. 
These molecules, LTGF b  and uPA, were introduced into the system immediately 
after surgical removal of a primary tumor in a periodic fashion. The growth 
behavior of the secondary tumors is determined by the levels of the diffused 
growth factors and inhibitors from the periodic injections at the primary tumor site. 
Figure  11.9a–f  illustrate the  fl uctuating levels of almost all molecules (uPA, plasmin, 
TGF b , LTGF b ) except FGF at the primary tumor site (0.5, 0.5), where relatively 
large amounts of uPA (0.1) were administrated every 12 h (green solid lines). 
Figure  11.9g–l  show the corresponding time-course (blue dotted lines) of levels of 
all molecules (FGF, uPA, plasmin, TGF b , and LTGF b ) and cell density at one of the 
secondary tumor sites ( S  

10
 ). In this case, the diffused molecules inhibited the growth 

  Fig. 11.9    Therapeutic implications. Panel (a), (b), (c), (d), (e) and (f) and f are time course of 
concentrations of molecules  FGF, uPA, plasmin, TGFb, and LTGFb and tumor populations 
respectively  at the primary site (0.5,0.5), and panel g, h, I, j, k and l are time course of the same 
molecules at the secondary tumor site (S

10
). Periodic injections of uPA at the low (0.001) and high 

(0.1) rates at the primary site (0.5,0.5) : administration of uPA every 48h (a) and 12h (b), respec-
tively. Low levels of uPA from periodic injections (black curve in ( B ); every 48h) at the center of 
the domain is not enough to prevent the secondary tumor (S

10
) from growing (red line in (L)) while 

relatively frequent injections of uPA at the higher rate (0.1) (green line in (B); every 12h) induce 
the inhibition (blue dotted line in (L)) of tumor growth at the secondary site,. x-axis=Time (days). 
y-axis=concentration of molecules or tumor population at the primary and secondary site       
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of the secondary tumor ( S  
10

 ), which eventually died out. With the exception of the 
 fl uctuating plasmin level, the levels of all other molecules, especially growth factor 
(FGF), were decreased over time. On the other hand, the injection of smaller 
amounts of uPA (0.001) over a longer period (2 days) led to growth of the secondary 
tumor after surgery (Fig.  11.9l ). One also notices slower decay of FGF and low levels 
of other molecules at the primary site, leading to weak control over the secondary 
tumors in the neighborhood.   

 Figure  11.10a  shows the tumor density at the selected secondary tumor sites 
(    4 6 9 10 11, , , ,S S S S S   ) at the  fi nal time for various injection schedules of uPA, as well as 
the  fi xed injection levels of LTGF b  (1,000). The control case is when no treatment 
[(g) in Fig.  11.10a ] was provided. Effects from regular dosage of LTGF b  daily with-
out uPA [(f) in Fig.  11.10a ] are too small to suppress the growth of tumors at the 
secondary sites. As the frequency of the uPA injection was increased, the popula-
tions of the secondary tumors (    4 6 9 10 11, , , ,S S S S S   ) at the  fi nal time were decreased. 
When the injection cycle was smaller than 12 h, those injected molecules of LTGF b  
and uPA could prevent the secondary tumors from growing. In Fig.  11.10b , a  fi xed 

  Fig. 11.10    Tumor population at the selected secondary tumor sites (    4 6 9 10 11, , , ,S S S S S   ) at  fi nal 
time for various administration cycles ( a ) and uPA injection rate ( b ) in addition to  fi xed injection 
amount of LTGF b  (1,000.0). ( a ) uPA was injected at a  fi xed injection rate (0.001) with various 
injection cycles: (a) 12 h ( multiple sign ), (b) 1 day ( diamond ), (c) 2 day ( circle ), (d) 3 day ( plus 
sign ), (e) 4 day ( asterisk ) compared to two control cases: (f) uPA = 0.0, 1 day ( square ), (g) no treat-
ment ( triangle ). Frequent injection of uPA is necessary to inhibit the growth of the secondary 
tumors in the distance window after the primary tumor is removed. ( b ) Patterns of tumor popula-
tion at the  fi nal time at the secondary site for various injection rates (0.001 (a;  blue square ), 0.01 
(b;  black diamond ), 0.1 (c;  red circle )) with a  fi xed administration cycle (1 day). Higher amounts 
of uPA need to be injected into the system to suppress the secondary tumor growth after surgery       
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amount of LTGF b  (1,000.0) was administrated in addition to various doses of uPA 
in the system. Higher doses of uPA (greater than 0.01) were required to suppress the 
growth of the secondary tumors for a  fi xed schedule (1 day). These observations 
lead to the following hypotheses being tested: (1) More frequent injections of uPA 
in addition to the  fi xed injection of LTGF b  are necessary to achieve a favorable 
outcome; and (2) Higher levels of uPA doses must be introduced into the system for 
a less frequent administration schedule. In a clinical setting with patient-speci fi c 
data, the model will help us estimate an optimal injection cycle and doses of uPA, 
as well as the appropriate levels of LTGF b .  

   Sensitivity Analysis 

 The current model includes some parameters for which experimental data is currently 
unavailable. To determine how sensitive the tumor population is to these parame-
ters, we performed sensitivity analysis of the mathematical model. Figure  11.11  

  Fig. 11. 11    Sensitivity analysis: partial rank correlation coef fi cient (PRCC) was calculated for our 
model using general Latin hypercube sampling (LHS) and methods described in  [  51  ] . The reference 
outputs are tumor populations at the primary and secondary sites at time  t  = 300 days with/without 
surgery at  t  = 10 days. The following parameters were taken as the parameter of interest: decay 
rate of FGF (    μG   ), decay rate of LTGF b  (    μI   ), Hill-type constant of tumor growth (    κ   ), conver-
sion rate of TGF b  to LTGF b  via plasmin (    Λ3   ), cell expression of FGF (    σG   ), cell expression 
of LTGF b  (    σ I   )       
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shows the sensitivity analysis results obtained using the sensitivity tools developed 
by Marino et al.  [  51  ] . We found that the tumor population at the  fi nal time 
(day 300) was positively correlated to the cell expression parameter of FGF2 (  s   

 G 
 ), 

but was negatively correlated with the decay rate of FGF2 (  m   
 G 
 ), conversion rate of 

TGF b  ( L  
3
 ), and cell expression parameter of LTGF b  (  s   

1
 ).    

   Discussion 

 This work was motivated by a previous report by Giorgi et al.  [  52  ]  on the recurrence 
of a tumor (“within the radius of roughly 5–7 cm from the operation scar”) after an 
excision of a polypoid lesion (cf. Figs. 15 and 16 in  [  46  ] ). Our model predicts that 
(1) the growth/shrinkage of a small secondary tumor close to a primary tumor is 
independent of the growth of the latter; (2) a small secondary tumor close to a large 
primary tumor should still be under the control of the primary tumor and remain 
benign due to inhibitors from the latter; and (3) the dormant secondary tumor will 
grow after the surgical removal of the primary tumor if its diffusion distance is 
within a certain distance window. However, this notion may be valid only in homo-
geneous microenvironment. Through two-dimensional simulations, we investigated 
the role of inhibitors and the microenvironment in growth of the secondary tumors 
after surgery and explored several possible therapeutic strategies. This model pro-
vides a basis for investigating several aspects of therapeutic approaches that have 
not been explored in the context of re-survival of tumor after the excision of a 
primary tumor. 

 It is well established that tumor microenvironment affects tumor growth and 
metastasis  [  53–  56  ] . Tumor microenvironment consists of cellular materials, waste 
products, proteins, ECM, as well as various cell types (e.g., in fl ammatory cells, 
epithelial cells,  fi broblasts, endothelial cells). These different cell types are involved, 
by means of growth factors and inhibitors, in a complex crosstalk in which they 
in fl uence each other’s behavior. For example, tumor cells have been shown to 
recruit  fi broblasts/myo fi broblasts to promote growth via diffusible molecules, such 
as EGF and TGF b , in the early development of breast cancer  [  48,   53,   54  ] . The 
genetic progression of a tumor might be in fl uenced by the microenvironment and 
host genetics  [  1  ] . Understanding the interaction between the tumor and microenvi-
ronment might lead to important new therapeutic strategies for inhibiting cancer 
progression. For example, one could block the host-tumor interaction by targeting 
stromal cells while simultaneously eliminating the tumor cells  [  48  ] . The model pre-
dicted that growth behaviors of secondary tumors after surgery of a primary tumor 
might depend on the microenvironment, for instance, the different diffusion 
coef fi cient ( D  

 i 
 ) of the LTGF b  inhibitor. Low diffusivity of LTGF b , which may 

depend on several factors such as interstitial  fl uid pressure, tissue composition, and 
geometry  [  57  ] , led to the inhibition of secondary tumor growth (see Fig.  11.7 ). ECM 
components as well as an increased number of other cells may also contribute to the 
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heterogeneity of tissue, resulting in the different diffusivity of inhibitor (LTGF b ). 
The current work obviously must be improved to take into account contributions 
from other cells. Recently, Eikenberry et al.  [  42  ]  found that metastases may be sup-
pressed by the immune response directed against a primary tumor. While our attempt 
to understand the role of microenvironment in secondary tumor growth is limited to 
diffusion of molecules in different microenvironments, our results in this direction 
serve as a starting point to investigate the speci fi c role of active players of microen-
vironment, such as stromal cells, in secondary tumor growth. 

 Surgical removal of a tumor is typically followed by additional treatments such 
as chemotherapy or radiation therapy. To improve outcomes of surgery, several 
follow-up treatment options involving inhibitors were suggested in our model. 
Focusing on an inhibitor-injection method, the model predicted that the best results 
were produced when both LTGF b  and uPA were injected into the system together, 
rather than injecting only one molecule, which also suggested a critical cycle time 
(  t   

c
 ) to optimize the expense and favorable outcome. Further experiments must be 

done to validate our model. As one treatment option, many drugs have been devel-
oped to block certain popular mutated pathways. For instance, an antibody against 
the product of Her2/Neu, a secondary EGF receptor that is often over-expressed in 
breast cancer, was shown to be effective in inducing G1 cell-cycle arrest  [  58  ] , which 
leads to favorable preliminary clinical results in breast cancer patients  [  59  ] . To get 
the whole picture of complex governing dynamics, one may bene fi t from a multi-scale 
modeling approach  [  48  ] , whereby different sub-models in different time and space 
scales are used altogether to integrate the system at the different levels without losing 
too much information. The present model serves as only one possible explanation 
for tumor dormancy and distance-dependent recurrence of secondary tumors after 
surgery. The complex geometry of organs and altered genetic networks of second-
ary tumor cells in a given microenvironment could also affect the balance between 
growth and suppression of secondary tumors at a different level. We will address 
these issues in future work.  

   Materials and Methods 

   Mathematical Model 

 Tumor cell density changes can be affected by cell migration and the birth/death rate 
of tumor cells, i.e., tumor cell density change = cell migration + cell proliferation−cell 
death. Then, using the notion of reinforced (or biased) random walks  [  60–  62  ] , the 
governing equation for the tumor cell density (  h  ) is given as follows:

     
⎧ ⎫⎡ ⎤⎛ ⎞∂ ⎪ ⎪= −∇ ∇ + − −⎢ ⎥⎨ ⎬⎜ ⎟∂ +⎢ ⎥⎝ ⎠⎪ ⎪⎣ ⎦⎩ ⎭

0
1
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( )η η
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τ
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D

t g K g    (11.1)   
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 Interactions between two tumor masses are mediated by secreted proteins in a 
biochemical network shown in Fig.  11.1 . The reactions between the players in 
Fig.  11.1  can be summarized by a system of partial differential equations of FGF (    g   ), 
uPA ( c ), plasmin ( p  

 m 
 ), TGF b  (    ai   ), LTGF b  (    ii   ):
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 See Table  11.1  for the de fi nitions and values of parameters [diffusion coef fi cients 
(    , , , , ,η g c p a iD D D D D D   ), decay rates (    , , , , ,ημ μ μ μ μ μg c p a i   ), and other kinetic parameters 

(    1
1 0 2 3, , , , , , , , ,λ σ λ η λ λ σp

g e m iK v K   )] in ( 11.1 ) and ( 11.2 ) above.   

   Model with Therapy 

 To incorporate the effect of therapeutic treatments, the following form of modi fi ed 
equations of uPA ( c ) and LTGF b  ( i  

 i 
 ) in ( 11.2 ) is used:
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where     α   and     β   are the sources of uPA and LTGF b , respectively. The injection of 
those molecules is administrated immediately after removal of a primary tumor, 
with the injection period     += − = … −1( , 1, , 1)τ c j j dt t j N   and the duration   t  :

     Ω +=
= ∑ 0 [ , ]1

,τα αd

d j j

N

t tj
I I    (11.5)  
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     Ω +=
= ∑ 0 [ , ]1

,τβ βd

d j j

N

t tj
I I    (11.6)  

where   a   
0
  and   b   

0
  are the injection rates of uPA and LTGF b , respectively,     (·)I   is the 

indicator function,  t  
1
  is the time of surgery for primary tumor removal,  N  

 d 
  is the 

number of injections,  W  
 d 
  is the circular region where the injection occurred: 

    Ω = − + − <2 2{( , ) | 05) ( 0.5) }d ix y x y R   , where     iR   is the injection radius.  

   Table 11.1    Numerical values used in simulations   

 Var  De fi nition  Values  Reference 

     *t     Time  1.0 h 

     ev     TGF b -receptor association rate      −11.1 3( M)μe      [  82,   83  ]  

     gD     Diffusion coef fi cient of FGF2      −− − − 2 17.92( 3 2)cm he e      [  63  ]  

     

pD
    Diffusion coef fi cient of plasmin      −− − − 2 16.48( 1 3)cm he e      [  63  ]  

     
cD

    Diffusion coef fi cient of uPA      −− − − 2 17.73 3 7.73 2cm he e      [  63  ]  

     iD     Diffusion coef fi cient of LTGF b       −− − − 2 16.32 3 6.32 1cm he e      [  63  ]  

     aD     Diffusion coef fi cient of TGF b       −− − − 2 19 ( ).43 3 2 cm he e      [  63  ]  

     μg     Decay rate of FGF2      −− 1( )14.0 28.0 h 2( 1.0)      [  69–  71  ]  

     μp     Decay rate of plasmin      −10.102h      [  59,   72  ]  

     μc     Decay rate of uPA      −18.38h     Estimated 

     μi     Decay rate of LTGF b       −10.385h      [  67  ]  

     μa     Decay rate of TGF b       −16.93h      [  65,   66,   68  ]  

     σ g     Cell expression of FGF2      −− 19.7 3 Mhμe      [  81  ]  

     σ i     Cell expression of LTGF b       −12.05 Mhμ     Estimated 

 [    
gP   ]  Concentration of plasminogen 

in plasma 
     1.0 Mμ      [  79,   80  ]  

     1k     FGF association rate with 
receptor 

     −12.5 2( Mh)μe      [  63,   73  ]  

     −1k     FGF dissociation rate with 
receptor 

     −12.88h      [  63,   73  ]  

     2k     Induction rate of FGF to uPA      −11.59 2he     Estimated  [  74–  76  ]  

     
1
mK         −= +1 2 1( ) /k k k         −= +1 2 1( ) /k k k     Estimated 

     4k     Dissociation rate of uPA-
plasminogen complex CPg 

     −12.68 3he      [  77  ]  

     2
mK         −= +4 3 3( ) /k k k         25.0 Mμ      [  77  ]  

     3λ         = 3
6 / mk K         

−10.745( Mh)μ     Estimated 

     0η     Carrying capacity of tumor cells      −31.0 9cme     Estimated 

     λ     Growth rate of tumor cells      −− 16.25 3he     Estimated 

     K     Hill function coef fi cient of FGF 
in tumor cell growth 

     −1.68 2 Mμe     Estimated 

     ημ     Death rate of tumor cells      −− 11.0 3he      [  78  ]  



254 Y. Kim and K. Boushaba

   Parameter Estimation 

   Diffusion Coef fi cients 

 The diffusion coef fi cient of FGF (    gD   ) was estimated using Stokes-Einstein rela-
tionship in  [  63  ] :     −= × 5 25.52 10 cm /mingD   (    −× 3 23.3 10 cm /h   ) and     −× 6 22.2 10 cm /s

  (    −× 3 27.9 10 cm /h  ) at 4 and 37°C, respectively. We take     −= × 3 27.9 10 cm /hgD   . The 
other diffusion constants     , , ,c p a iD D D D   were estimated from the Stokes-Einstein 
relationship based on     gD   and the molecular weights of plasmin, uPA, TGF-    βl   , and TGF b . 
The diffusion coef fi cient of large proteins is roughly proportional to     −1/3

wM   , where 
    wM   is the molecular weight of the protein. Also see  [  64  ]  for further discussion on 
the importance of the molecule shape in estimating the diffusion coef fi cient using 
this assumption.  

   Decay Rates 

 An active form of TGF b  has the short half-life of 5–11 min  [  65,   66  ] ; 2–3 min  [  67  ] , 
<11 min  [  68  ] . We take the half-life of 6 min, leading to     −= 16.93hμa   . In contrast, 
its latent form TGF-    βl   had a much longer half-live (>100 min)  [  67  ] . We take 
    −= 10.385hμi   by assuming the half-life of 108 min. Half-lives of FGF2 in plasma 
were previously found to be in the range of 1.5–3 min (    −= − 1(14 28)hμg   )  [  69–  71  ] . 
We took the uPA half-life of 5 min,     −= 18.38hμc   . The half-life estimates for plasmin 
might be from the half-life of plasmin/antiplasmin (PAP) complex, 4.5 h, in  [  72  ] , 
and the half-life of plasmin, 14.2 h, in  [  59  ] . By taking an intermediate value, 6.8 h, 
we get     −= 10.102hμp   .  

   Reaction Kinetics 

     1.    The rate constants     −1 1,k k   were taken from  [  63,   73  ] , whereas     2k   was estimated as 
follows: The number of amino acids in uPA was divided by 20 due to the overall 
cellular transcription-translation rate for proteins, 10–20 amino acids per second 
 [  74,   75  ] , leading to an assembly time of 0.012 h per mRNA molecule per cell of 
a single uPA molecule. Thus, 1.666 protein molecules are assembled from a single 
mRNA molecule in an hour. From the number of mRNA molecules in breast cancer 
cells  [  76  ] , we get the production rate,     × =45(mRNA molecules/cell) 1.6666 75.0
  (molecules/h/cell). Since there are roughly     −12 1310 10 cells/L   , there are between 
    + −× × = ×6 12 23 475.0 10 / 6 10 1.25 10   micromoles and     −× 31.25 10   micromoles of uPA 
being produced per hour per liter of cells. Assuming the equilibrium status of the 
enzyme equation, the absence of inhibitor, and the growth factor concentration of 
    1 / 2mK   in addition to the uPA concentration,     −= × 4[C] 6.25 10 Mμ   and     −= 1

c 8.38hμ   , 
we get     − −= = = × 3 1

c 2 2 0[ ] / 3 / 3 5.3 10 hμ δηC k k   or     − −= × 2 1
2 1.59 10 hk   .  



25511 Regulation of Tumor Dormancy and Role of Microenvironment…

    2.    We obtained     2
4 cat, ( , )m mk K k K   for the enzyme reaction     g gP uPA P uPA+ ↔ [ ]   

mP uPA→ + from  [  77  ] . Using the value in uPA solution, we get 
    ≈cat( , ) (0.73 / s,25 M)μmk K   (converted to reciprocal hours) for the tabular entries.      

   Others 

 (1) The constant     λ   is roughly 1/32 of an hour using the turnover rate, 32 h, for malig-
nant cells, which is dependent on the tumor cells under consideration. (2) The carry-
ing capacity of the tumor cells (    0η   ) is based on a cell volume of     3 310 mμ   and the 
apoptosis rate     ημ   is taken from  [  78  ] . (3) Using the estimated value 84–130  m g/L of 
plasminogen in plasma  [  79,   80  ]  and the molecular weight of plasma, 88 micrograms 
per micromole, we used a value of 1.0  m M for the concentration of plasminogen in 
plasma. (4) The value of     σ g   was estimated as follows: We found a production rate of 
2(1/8) × 3,600 = 900 FGF molecules/cell/h using 2–5 FGF mRNA molecules/cell  [  81  ] , 
a translation rate of 20 amino acids/s, and approximately 160 amino acids/molecule. 
Using an estimated cell volume of     3100 Mμ   , we estimate that the micromolarity rate 
is [900 h -1 /(6´10 23 ) M -1 ] ´10  6 mM/[10 2m  M 3  ´10 -12  cm 3 ´mm -3 ́ 10 -3  ́cm -3 ] = 0.015mM/h. 
We used a slightly smaller value,     −9.7e 3 M/hμ   for the simulation. (5) For  s  

 i 
 , we 

used an mRNA/cell range of around 3–8 molecules/cell for TGF b  for sensitivity 
analysis. (6) The equilibrium constant,     ev   , for the TGF b  inhibition of FGF receptor 
signaling was estimated using the results of  [  82,   83  ] , which showed that one can 

expect an equilibrium constant in the range     − −× ≤ ≤ ×4 31
5 10 M 5 10 M

ev
μ μ    when 

TGF b  is fully bound to its own receptors.        
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  Abstract   The hypothesis of early metastasis was debated for several decades. 
Dormant cancer cells and surgery-induced acceleration of metastatic growth were 
 fi rst observed in clinical studies and animal experiments conducted more than a 
century ago; later, these  fi ndings were con fi rmed in numerous modern studies. 

 In this primarily methodological work, we discuss critically important, yet 
largely unobservable, aspects of the natural history of cancer, such as (1) early met-
astatic dissemination; (2) dormancy of secondary tumors; (3) treatment-related 
interruption of metastatic dormancy, induction of angiogenesis, and acceleration of 
the growth of vascular metastases; and (4) the existence of cancer stem cells. The 
hypothesis of early metastasis was debated for several decades. Dormant cancer 
cells and surgery-induced acceleration of metastatic growth were  fi rst observed in 
clinical studies and animal experiments conducted more than a century ago; later, 
these  fi ndings were con fi rmed in numerous modern studies. 

 We focus on the unique role played by very general mathematical models of the 
individual natural history of cancer that are entirely mechanistic yet, somewhat 
paradoxically, essentially free of assumptions about speci fi c nature of the underly-
ing biological processes. These models make it possible to reconstruct in consider-
able detail the individual natural history of cancer and retrospectively assess the 
effects of treatment. Thus, the models can be used as a tool for generation and vali-
dation of biomedical hypotheses related to carcinogenesis, primary tumor growth, 
its metastatic dissemination, growth of metastases, and the effects of various treat-
ment modalities. We discuss in detail one such general model and review the con-
clusions relevant to the aforementioned aspects of cancer progression that were 
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drawn from  fi tting a parametric version of the model to data on the volumes of bone 
metastases in one breast cancer patient and 12 prostate cancer patients.  

  Keywords   Angiogenic switch  •  Breast cancer  •  Cancer stem cell  •  Chemotherapy  • 
 Metastatic dormancy  •  Model identi fi ability  •  Poisson process  •  Primary tumor  •  Prostate 
cancer  •  Radiotherapy  •  Surgery  •  Treatment-induced acceleration of metastasis      

   Introduction 

 The conventional paradigm of the progression of solid cancers is centered on the 
following two postulates:

    1.    Cancer progresses sequentially through the stages characterized by the extent of 
its anatomic spread—local, regional, and distant.  

    2.    Metastases are independently growing secondary tumors that arise during late 
stages of the disease from malignant cells shed by the primary tumor and seeded 
at various secondary sites.     

 These postulates encapsulate the beliefs of the majority of research oncologists 
and practitioners, and serve as the foundation upon which oncology is taught in 
medical schools. Necessary–and highly consequential–implications of these postu-
lates, vis-à-vis cancer detection and treatment, are as follows:

    1.    Early diagnosis leads to better prognosis and increases the probability of cure.  
    2.    Treatment should eliminate all cancer cells, and the earlier and more aggressive 

the treatment, the better the outcome.  
    3.    If treatment of the primary tumor fails to prevent metastasis, it does not exacer-

bate the disease.     

 The  fi rst of these tenets has spawned a massive and costly cancer screening effort, 
especially for breast, prostate, and colon cancers. 

 To realize that something is fundamentally amiss in the above paradigm of can-
cer, one need not delve deep into cancer etiology, phenomenology, and epidemiol-
ogy. Consider the following well-known facts:

   (a)    A signi fi cant fraction of cancer patients are diagnosed and treated at the earliest 
stages of cancer progression and still go on to develop distant metastases. 
Question:  How could one explain this without assuming that by the time of pri-
mary cancer detection it has already metastasized?   

   (b)     Cancer patients who present at late stages of the disease very rarely have clini-
cally manifest secondary tumors. Yet quite often metastases quickly surface 
after the start of treatment. Question:  Couldn’t this be the result of treatment?   

   (c)     Large-scale randomized clinical trials have shown that the bene fi ts of mammog-
raphy as a means of early breast cancer detection are uncertain at best, which 
served as a basis for a recent scaling back of the mammography programs. 
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Moreover, lymph node-positive premenopausal breast cancer patients aged 
40–49 who received mammography were found to have a statistically signi fi cant 
excess  mortality  over those in the control group  [  1–  3  ] . Question:  While mammog-
raphy clearly increases incidence of breast cancer through early cancer detec-
tion and overdiagnosis, how could it increase mortality other than through 
treatment-related exacerbation of the disease?       

   The Emerging New Paradigm of Cancer 

 The failure of the traditional paradigm of cancer to explain many clinical, experimen-
tal, and epidemiological observations calls for a paradigm shift. Some of the pivotal 
themes around which the emerging new paradigm of cancer is likely to crystallize are 
brie fl y outlined below. Because metastasis accounts for about 90% of  cancer-related 
deaths, many of these themes are focused on metastatic progression. Revision of the 
traditional paradigm of cancer was initiated in the pioneering works of Bernard 
Fisher and Judah Folkman. More recently, important contributions to the emerging 
theory, mostly focused on breast cancer, were made by Michael Retsky, Michael 
Baum, Romano Demicheli, and their colleagues. For an extensive discussion of the 
 raisons d’être  of the new paradigm of cancer, supporting biomedical evidence and 
related hypotheses, the reader is referred to  [  3–  7  ] . 

   Early Metastatic Dissemination 

 It is well-known that an avascular tumor can only reach a microscopic size of 1−2 mm 
in diameter  [  8  ] . To support further growth, the tumor must induce angiogenesis. 
After a capillary network is in place and tumor cells gain competence in migration, 
degradation of the extracellular matrix and intravasation, the tumor may start shed-
ding metastases into the bloodstream. Additionally, tumor cells may spread to lymph 
nodes as soon as they acquire the capability to penetrate the lymph channels. Thus, 
the tumor may spread to various organs and tissues long before it becomes clinically 
detectable. This possibility has been entertained in the medical literature for decades 
 [  9–  11  ] ; for example, it was estimated in  [  10  ]  that more than 70% of cancer patients 
have occult metastases at presentation. However, the hypothesis of early metastasis 
deals with events that are typically  unobservable . Thus, assessment of their relative 
timing has to rely on indirect evidence, such as that discussed in the  Introduction , as 
well as clinical experience and intuition. As yet another validation of the notion of 
early metastasis, it is worth noting a bold prediction by Bernard Fisher  [  3,   5,   11  ]  that 
the extent of, local treatment would have only limited effect on long-term survival 
and cure of breast cancer patients. This prediction was substantiated later in numer-
ous clinical trials. If con fi rmed unequivocally, the notion of early metastasis would 
shift therapeutic emphasis from local to systemic treatment regardless of the observed 
disease stage at diagnosis and would lead to an overhaul of clinical oncology.   
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   Cancer Dormancy 

 Cancer dormancy represents a major departure from the linearity of cancer 
 progression, one of the cornerstones of the traditional paradigm of cancer. The term 
“dormant cancer cell” was apparently coined by Had fi eld in 1954  [  12  ] . Dormancy 
may exist in several forms: cancer cells circulating in blood or lymph vessels; soli-
tary cancer cells lodged in various organs and tissues; residual cancer cells remain-
ing after treatment of the primary tumor; and pseudo-stable, non-progressing 
microscopic primary or secondary tumors. 

 The earliest reports on circulating cancer cells go back to the nineteenth century 
 [  13,   14  ] . Numerous modern studies of various types of cancer  [  15–  22  ]  have shown 
that large quantities of tumor cells can be present in blood, bone marrow, and the 
lymphatic system of cancer patients without clinically manifest primary or second-
ary tumors. This suggests the presence of occult microscopic tumors that continu-
ously shed cancer cells into the bloodstream and the lymphatics. The introduction 
of  in vivo  video microscopy enabled direct observation and quantitative study of 
dormant cancer cells  [  23–  25  ] . Transmission of dormant metastases to the recipients 
of organ transplants has also been reported  [  26,   27  ] . A balance between prolifera-
tion, apoptosis, and quiescence of cancer cells brings about the possibility that pri-
mary or secondary cancer can remain subclinical for an extended period of time; for 
example, breast cancer recurrence was reported to occur after 20 and even more 
than 25 years of a disease-free period  [  28  ] . 

 Cancer dormancy presents both a challenge and opportunity to cancer treatment. 
On the one hand, it is a time bomb whose therapeutic dismantling would require 
development of the capability of targeting quiescent cells rather than actively prolif-
erating cells, or maintenance of the dynamic equilibrium between proliferation and 
death of cancer cells. On the other hand, once the state of cancer dormancy is 
achieved by therapeutic means, the urgency of conventional aggressive treatments 
and even their necessity would be considerably reduced. 

   Angiogenic Switch 

 One of the principal mechanisms by which a tumor escapes from the state of dor-
mancy is induction of angiogenesis. In this area, Judah Folkman’s groundbreaking 
work since the early 1970s has resulted in two conclusions of fundamental impor-
tance (see e.g.,  [  8  ] ):

    1.    An avascular tumor can only reach a limited microscopic size characterized by 
the balance between proliferation and apoptosis. A tumor may remain in this 
state of equilibrium for a protracted period of time, which brings about tumor 
dormancy. This state is caused by restricted supply of nutrients and oxygen and 
by the balance between activation and suppression of growth and apoptosis. 
Another key condition for maintaining this state of equilibrium is the balance of 
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angiogenesis-promoting and–inhibiting factors and signals. The equilibrium size 
of an avascular tumor is species- and organ-speci fi c and depends on the tumor’s 
proliferative potential.  

    2.    Breaking the balance between pro- and anti-angiogenic forces requires an activa-
tion event such as stress, infection, trauma, surgery, or irradiation. Disruption of 
the balance in favor of angiogenesis, called an  angiogenic switch , causes the 
tumor to advance along the progression pipeline.     

 Angiogenesis at the secondary site is a critical, rate-limiting step of the multi-
stage process that leads to a detectable metastasis  [  8  ] . As a result, only a small frac-
tion of dormant or slowly growing metastases eventually develop the capillary 
network enabling their further growth.  

   Interaction Between Primary and Secondary Tumors 

 One of the critical  fl aws in the conventional paradigm of cancer is that malignant 
tumors are viewed as autonomously growing entities driven by their evolving geno-
type and constrained by the supply of nutrients, oxygen, and growth factors. It is 
curious, to say the least, that this theory has persisted to this day in spite of extensive 
experimental evidence of interaction between primary and secondary tumors in ani-
mal models that started accumulating as early as the beginning of the twentieth 
century  [  29–  32  ] . Numerous later studies con fi rmed these early  fi ndings, although 
changed their interpretation (see  [  3–  6  ]  and references therein). The most important 
discovery within this realm of research is that large primary and secondary tumors 
make the organism more refractory to the inception of other tumors and inhibit 
growth of smaller tumors. 

 The mechanism of inter-tumor interaction was hypothesized in  [  33  ]  and con fi rmed 
in a host of other studies, many of which are reviewed in  [  3,   5  ] . The key idea is that 
tumor dynamic depends on the balance between production and disintegration of 
factors that promote or inhibit growth and angiogenesis. These factors are produced 
by tumors and their microenvironment as well as systemically. The growth factors 
are more easily degradable than growth inhibitors and propagate mostly by diffusion, 
thus acting locally and promoting tumor growth. In contrast, growth and angiogen-
esis inhibitors are more stable and, when released into the bloodstream, may reach 
remote primary and secondary tumors and impede their growth and vascularization.  

   Treatment-Related Acceleration of Metastasis 

 If a primary tumor suppresses the growth of secondary tumors, then it would come 
as no surprise that removal of the primary tumor could accelerate the growth of 
metastases. The study of this striking phenomenon started in the early 1900s  
[  31,   32  ] . More than a century of investigation produced a wealth of clinical observa-
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tions, epidemiological analyses, and experimental studies on animal models, which 
are reviewed at length in  [  3–  6  ]  and can be brie fl y summarized as follows:  extirpa-
tion of primary or secondary tumors triggers accelerated proliferation of dormant 
or slowly growing metastases and their vascularization . This important  fi nding was 
directly con fi rmed in a number of well-documented clinical case studies involving 
various types of cancer:

   (a)     In eight cases of non-seminomatous germ-cell testicular cancer, resection of 
bulky metastases caused a dramatic exacerbation of the disease, as evidenced by 
the clinical picture and/or biochemical indicators  [  34  ] .  

   (b)     Excision of primary melanomas precipitated metastatic spread of the disease in 
three skin cancer patients  [  35,   36  ] .  

   (c)     In one case of pancreatic cancer, excision of the primary adenocarcinoma (via 
the Whipple procedure) caused surfacing of numerous previously undetectable 
liver metastases within 34 days of the surgery  [  37  ] .     

 Surgery-induced acceleration of metastasis provides a compelling rationale to 
various clinical and epidemiological  fi ndings, including those mentioned in the 
 Introduction , that have evaded alternative explanation  [  3  ] . Of note, the extent of the 
acceleration of metastatic growth was found to be proportional to the extent of sur-
gery. Surprisingly, even biopsy was reported to result in a measurable increase in the 
incidence of lung metastases in mice  [  38  ] . 

 What is the mechanism of accelerated growth of metastases following resection 
of the primary tumor? Removal of the primary tumor reduces production of growth 
inhibitors and pro-apoptosis factors and signals, which accelerates the growth of 
metastases. Additionally, wound healing processes following surgery are accompa-
nied by a surge in local and systemic production of various growth and angiogenic 
factors that act synergistically with the decrease in the levels of growth and angio-
genesis inhibitors and apoptosis activators. 

 This mechanism suggests that the same metastasis-enhancing effect will also 
manifest for  any  surgery or wounding occurring after removal of the primary tumor. 
Several studies con fi rmed that this is indeed the case. For example, one study 
reported a signi fi cantly elevated risk of metastatic recurrence of breast cancer for a 
group of 125 women who underwent delayed large  fl ap breast reconstruction after 
mastectomy, compared to a group of 182 individually matched patients who received 
mastectomy alone  [  39  ] . Another study involving statistical analysis of 418 patients 
with advanced cancer of various types and localization showed increased incidence 
of metastatic relapse for patients who had surgery unrelated to cancer after resection 
of the primary tumor  [  40  ] . 

 The mechanisms described above also seem to be relevant to radiation therapy. 
This leads to the hypothesis that the effects of radiation on metastasis are similar to 
those produced by surgery. A dramatic acceleration of metastasis may also result 
from systemic treatment involving chemotherapy and hormonal therapies; see  [  7  ]  
and the Conclusions from Model-Based Data Analysis Section below for further 
details. Although the underlying mechanisms in the case of systemic therapy are 
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likely to be different from those associated with surgery, they surely involve selec-
tion of the fastest proliferating and most resistant cells occurring for any protracted 
treatment.  

   Cancer Stem Cells 

 According to the commonly accepted theories of carcinogenesis, a primary tumor 
originates from a single clonogenic cell. How could one explain, then, the observed 
heterogeneity of tumor cell phenotypes, including differences in clonogenic capac-
ity, oxygenation level, proliferation pattern, metastatic potential, and resistance to 
various therapies? Three non-mutually exclusive explanations can be offered:

    1.    These differences can be traced back to spatial heterogeneity of the tumor that 
manifests through distinct localization of cancer cells within the tumor body, 
proximity to blood vessels, and other factors of similar nature.  

    2.    These differences are due to evolution of the genotypes of cancer cells combined 
with selection processes.  

    3.    The tumor is an organ-like entity that evolves from stem cells by means of dif-
ferentiation and proliferation.     

 This third possibility has recently gained prominence after discovery of cancer 
stem cells in acute myeloid leukemia  [  41  ] . The hallmarks of cancer stem cells are 
self-renewal, pluripotency, high clonogenicity, and high metastatic potential. It has 
also been demonstrated that stem-like cancer cells share some of these properties 
and carry identi fi able cell surface markers in other types of hematologic cancers as 
well as in some solid cancers, including cancer of the breast  [  42–  44  ]  and prostate 
 [  45  ] . The existence of cancer stem cells is highly consequential for cancer treat-
ment, as targeting and eliminating this potentially tiny subpopulation becomes a 
critical factor in cancer therapy.  

   Spontaneous Cancer Regression 

 Although spontaneous regression of cancer is a well-documented phenomenon  [  46–
  48  ] , recorded cases undoubtedly constitute only a minor fraction of its total inci-
dence. As a clue pointing, if only indirectly, to the true scale of this event, we 
mention an epidemiological analysis that inferred a 22% rate of spontaneous breast 
cancer cure from a large-scale study involving more than 229,000 women followed 
from 1992 to 2001 in Norway  [  49  ] . Given that all known modes of cancer treatment 
have a high failure rate and debilitating side effects, it is tempting to speculate that 
learning how tumor microenvironment and the action of the immune system bring 
about spontaneous cancer regression may help discover long-awaited treatments 
leading to radical cure.   
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   General Methodology 

 The backbone of the new paradigm of cancer outlined above deals with micro-
events and processes that are typically  unobservable , or only partially observable, in 
an individual patient. The only reliable way to test hypotheses about the likelihood, 
timing, rates, and relative importance of these events is to relate them to clinical 
outcomes and variables that become observable many months, years, or even 
decades after the chain of causes and effects triggered by the initiating micro-events 
will have run their full course and manifested as a detectable cancer. The only quan-
titative methodology available for building and analyzing such relationships for an 
individual patient is mathematical modeling. The observables and selection of 
mathematical models warrant a more detailed discussion, which appears in the next 
two sections. 

   Observables 

 A cancer patient’s observable clinical variables typically fall into two categories: 
(1) variables that become available at presentation or as a result of treatment of the 
primary tumor; and (2) those resulting from follow-up tests that can be either pre-
scheduled or prompted by local recurrence or metastatic relapse. Variables in the 
 fi rst category include age, cancer stage, primary tumor volume at diagnosis, and 
various histological, biochemical, and genomic markers. Observables in the second 
category usually consist of site-speci fi c numbers and volumes of metastases detected 
through the use of imaging technology. These data represent an invaluable source of 
information suitable for validation of the emerging new paradigm of cancer.  

   Mathematical Models 

 Following in the wake of molecular biology and genomics that aim to uncover the 
underlying causes and precise mechanisms of carcinogenesis and cancer progres-
sion, the vast majority of mathematical models of cancer seek to describe in great 
detail various biological processes associated with cancer: the formation and accu-
mulation of oncogenic mutations; evolution of cancer genotypes and phenotypes; 
metabolism of cancer cells; regulation of their cell cycle, proliferation, and apopto-
sis; activation and inhibition of angiogenesis; transport of nutrients, oxygen, and 
growth/antigrowth factors; interaction between tumor cells and their environment 
including the immune and endocrine systems; cancer cell signaling and signal trans-
duction; complex spatial and temporal dynamics of primary tumor growth; invasion 
and metastasis; and response to various modes of treatment. Most of these models 
are formulated as large systems of ordinary or partial differential equations. 
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Although such models are useful for elucidating speci fi c aspects of cancer 
 development, their integration into a comprehensive, all-encompassing model of 
cancer is well beyond the reach of contemporary science and technology. To make 
things even worse, these models depend on numerous, typically dozens or hundreds 
of unknown parameters (including initial and boundary conditions). Many of these 
parameters are patient-speci fi c, with the implication that the availability of only a 
very limited number of observables for an individual patient makes parameter esti-
mation impossible. Finally, these models are based on a large number of simplifying 
assumptions about the structure and mechanisms of the systems they seek to 
describe. Overcoming these fundamental dif fi culties calls for a new class of math-
ematical models. 

 A starting point is to drop the overly ambitious goal of uncovering the whys and 
wherefores of cancer and to instead focus on the accurate phenomenological descrip-
tion of  how  it develops. From this perspective, understanding cancer amounts to 
being able to determine both the timing of critical micro-events associated with 
cancer initiation and progression, and the rates of growth of the primary tumor and 
metastases. These micro-events include emergence of the  fi rst malignant clonogenic 
cell, shedding of viable metastases off the primary tumor, seeding of these metasta-
ses in various organs and tissues, interruption of their dormancy, induction of angio-
genesis, and the start of their progression to detectable secondary tumors (the event 
that will be referred to in what follows as  inception ). It is important to emphasize 
that the fewer biological assumptions built into such a model, the greater its utility 
and universality. 

 In the next section, we formulate a very general model of cancer progression that 
is essentially free of any speci fi c biological assumptions. Its only very mild assump-
tions are dictated by mathematical convenience and tractability and thus serve to 
facilitate mathematical analysis without restricting the scope of biological possibili-
ties allowed by the model. Yet another important feature of this model is that it leads 
to an explicit formula for the distribution of the sizes of detectable metastases in a 
given secondary site, which—after suitable parameterization of the model—enables 
quantitative inference on parameters descriptive of the individual natural history of 
cancer and the effects of treatment. Re fi nement of this model is limited only by the 
availability of data on the number and volumes of detectable metastases. Thus, this 
model is well suited for testing the postulates of the new paradigm of cancer. 

 At  fi rst glance, it seems impossible to describe processes as complex as cancer 
progression by means of a model that is essentially free of biological assumptions. 
The “trick” here is twofold:  fi rst, the model is formulated in terms of several  arbi-
trary  functions representing the laws of growth of the primary tumor and metastases 
pre- and post-treatment, accounting for the rate of metastasis shedding and describ-
ing the distribution of metastasis latency times; and, second, this very general set-
ting still allows for computing the output of the model, which is the site-speci fi c 
distribution of the sizes of detectable metastases, in closed form. Thus, the model 
obviates the step of initial parameterization that would make it rigid and approxi-
mate at the outset; rather, the model is parameterized only when its output is  fi t to 
the data.   
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   A Universal Mathematical Model of the Individual Natural 
History of Metastatic Cancer 

 The model described hereafter accounts for the timing and rates of the following 
processes associated with carcinogenesis and cancer progression: (1) cancer initia-
tion; (2) primary tumor growth; (3) shedding of metastases by the primary tumor; 
(4) selection of viable metastases; (5) dormancy of metastases and their inception at 
various secondary sites; and (6) treatment-related change in the growth rates of 
primary tumor and metastases. The model accommodates all modes of cancer ther-
apy including short treatments (such as surgery or external beam radiation) regarded 
as instantaneous events and protracted treatments (such as brachy-, chemo-, and 
hormonal therapies). Because cancer initiation and progression are impelled through 
a number of sporadically occurring, low-probability, high-impact discrete random 
events  [  50  ] , stochastic models are a necessary choice. Relevant terminology, nota-
tion, and assumptions (essentially mathematical in nature) are formulated below.

    1.     Disease-free period . This period begins with the birth of an individual (or start of 
exposure to a carcinogen) and ends with the emergence of the  fi rst malignant 
clonogenic cell, an event termed  onset of disease .  

    2.     Primary tumor dynamics . The size of the primary tumor (that is, the total number 
of tumor cells) at any time  t  counted from the age  T  of disease onset will be 
denoted by  F ( t ). We assume that prior to the start of treatment (age  V ), the growth 
of the primary tumor is governed by a function  F  

0
  and thereafter by a function 

 F  
1
 , which acts multiplicatively on the size of the primary tumor at the start of 

treatment. Function  F  
0
  is strictly increasing, continuous, and satis fi es the initial 

condition  F  
0
 (0) = 1. Furthermore, function  F  

1
  is assumed continuous but not nec-

essarily increasing. In particular, for a nonrecurrent excised tumor,  F  
1
  = 0. 

Functions  F  
0
  and  F  

1
  may depend on one or several parameters. It follows from 

the above assumptions that

     

F £ £ -ì
F = íF - - F - > -î

0

1 0

( )  if 0
( ) .

( ( )) ( ) if

t t V T
t

t V T V T t V T
    

 We denote the inverse function for  F  
0
  by   f  .  

    3.     Metastasis formation . Current knowledge suggests that the process of metastasis 
shedding off the primary tumor is “purely random” in the sense that the numbers 
of metastases shed by the primary tumor over two nonoverlapping time intervals 
are stochastically independent. This indicates that metastasis shedding is gov-
erned by a Poisson process. The rate,   m  ( t ), of this process at time  t  is proportional 
to the number,  N ( t ), of metastasis-producing cells present at time  t :   m  ( t ) =   a   

0
  N ( t ), 

where   a   
0
  > 0 is the rate of metastasis shedding per cell. Since  N ( t ) is unobserv-

able, we must relate it to the primary tumor size  F ( t ). Speci fi cally, we assume 
that  N ( t ) =  g ( F ( t )), where g is a positive continuous function on [1,∞), so that



27112 Seeing the Invisible: How Mathematical Models Uncover Tumor Dormancy,... 

     = F0( ) ( ( )).μ αt g t    (12.1)   

 A natural choice for function  g  is  g ( x ) =   a   
1
  x    q    with some constants   a   

1
  > 0 and 

  q    ³  0, in which case

     = F( ) ( ),θμ αt t    (12.2)  

where   a   =   a   
0
   a   

1
 . The value   q   = 1 (which corresponds to  g ( x ) =   a   

1
  x ) implies that a 

constant fraction of tumor cells has metastatic potential. It is known that many 
solid tumors contain a core of hypoxic, clonogenically sterile cells or even a 
broth of proteins, whereas actively proliferating clonogenic cells capable of pro-
ducing metastases are concentrated near the tumor surface; in this case, one 
would expect   q   = 2/3. Finally, in the case   q   = 0, we have  g ( x ) =   a   

1
 , which suggests 

the existence of a relatively stable, self-renewing subpopulation of metastasis-
producing cells within the primary tumor. In this case,   m  ( t ) = constant and hence 
the underlying Poisson process is homogeneous. 

 It is further assumed that metastases shed by the primary tumor give rise to 
clinically detectable secondary tumors in a given site independently of each other 
with the same probability  q . Therefore, inception of metastases in the site in ques-
tion is governed by a Poisson process with rate   n  ( t ) =  q m  ( t ), where   m  ( t ) is given by 
formula ( 12.1 ). Each viable metastasis spends some random  latency time  between 
detachment from the primary tumor and inception in the secondary site. We assume 
that latency times for viable metastases bound for a given site are independent and 
identically distributed with some probability density function (pdf)  f  and the cor-
responding cumulative distribution function (cdf)  F . Then, see e.g.,  [  51  ] , the 
resulting process of metastasis inception is again a Poisson process with the rate

     
= -ò0

( ) ( ) ( ) .λ ν
t

t s f t s ds
     

    4.     Timeline of the natural history of metastatic cancer and observables . Suppose 
that the observed primary tumor size at age  V  is  S . Then the patient’s age  T  at 
disease onset is given by the formula

     = - ( ).ϕT V S    (12.3)   

 We assume that local or systemic treatment was given (or started) at age  V , 
and that at age  W  >  V , a certain number,  n , of metastases were detected in the 
same secondary site with the observed volumes  X  

1
 ,  X  

2
 , …,  X  

 n 
 , where 

 X  
1
  <  X  

2
  < …< X  

 n 
 . Thus, 0 <  T  <  V  <  W .  

    5.     Growth of metastases . Prior to the start of treatment, the growth of the size of 
any viable metastasis in a given secondary site is governed by a function  Y  

0
 . 

After (the start of) treatment, the size of the metastasis grows according to a 
potentially different function  Y  

1
 , which acts multiplicatively on the size of the 
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metastasis at the start of treatment. We assume for simplicity that actively grow-
ing metastases originate from a single cell:  Y  

0
 (0) = 1. Additionally, we assume 

that functions  Y  
0
 ,  Y  

1
  are strictly increasing and differentiable, and that  Y  

1
 (0) = 1. 

Functions  Y  
0
 ,  Y  

1
  may depend on one or several parameters. It follows from our 

assumptions that the size of a viable metastasis at time  t  from inception is
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t
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 This function is strictly increasing, continuous, and piecewise differentiable, 
and satis fi es the initial condition  Y (0) = 1. We denote by  M  the maximum size a 
metastasis can reach given the model assumptions. It follows from ( 12.4 ) that

     = Y - Y -0 1( ) ( ).M V T W V    (12.5)    

    6.     Secondary metastasis . Secondary metastasis (that is, formation of “metastasis of 
metastasis”) to a given site, both from other sites and from within, is assumed 
negligible.  

    7.     Metastasis detection . The volume of a metastasis becomes measurable when it 
reaches some threshold value  m . This value and the accuracy of volume measure-
ment are determined by the sensitivity and resolution of the imaging technology 
used.  

    8.     Effects of treatment . Because the rate of secondary metastasis is assumed negli-
gible, formation of new metastases is stopped at the time of resection of a nonre-
current primary tumor. Any mode of local or systemic treatment is assumed to 
affect metastases after their inception only through the rate of their growth (and 
not through the duration of their latency times).     

 To estimate model parameters, one must  fi t the model to a suf fi ciently rich set of 
observables. For the above model, this is essentially the set of volumes of metasta-
ses detected and measured in a given secondary site for an individual patient. An 
explicit form of the model-based distribution of the sizes of such metastases is com-
puted as follows. 

  Theorem . The sizes  X  
1
  <  X  

2
  < …< X  

 n 
  of metastases in a given secondary site that 

are detectable at age  W  are equidistributed, given their number  n , with the vector of 
order statistics for a random sample of size  n  drawn from the distribution with the 
following pdf:

     ω ψ ψ= - - £ £¢( ) ( ( )) ( ), ,p x W T x x m x M    (12.6)  

and  p ( x ) = 0 for     Ï[ , ]x m M   , where the tumor onset time  T  is given by ( 12.3 ),   y   

is the inverse function for function  Y  de fi ned in ( 12.4 ),  M  is speci fi ed in ( 12.5 ), 
and
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 The proof of the Theorem is obtained by an appropriate modi fi cation of the argu-
ment in  [  52  ]  developed for the case  g ( x ) =   a   

1
  x    q   . Notice that the distribution  p ( x ) 

given by formulas ( 12.6 ) and ( 12.7 ) is free of parameters   a   
0
 ,   a   

1
 ,  q , and sample size 

 n . Observe also that if the process of metastasis shedding is homogeneous (i.e., 
 g ( x ) =   a   

1
  = const), then the distribution  p ( x ) is independent of the laws of primary 

tumor dynamics before and after the start of treatment. Setting in ( 12.6 ) and ( 12.7 ) 
 m  = 1 cell leads to the distribution of the sizes of  all  (both occult and detectable) 
metastases in a given site. Finally, the site-speci fi c total number of viable metastases 
at age  t  >  T  is Poisson distributed with parameter (expected value)

     
-

F - -ò0
( ( )) ( )d .α

t T
q g s F W T s s   (12.8)   

 Because parameters  q  and   a   =   a   
0
   a   

1
  do not appear in formulas ( 12.6 ) and ( 12.7 ), 

knowledge of the volumes of detectable metastases is  insuf fi cient  for estimation of 
the dynamics of their  number . 

 Due to the non-stationarity of the metastasis shedding process, volumes of detect-
able metastases cannot be thought of as resulting from independent replications of 
the same random experiment. Therefore, the site-speci fi c sizes (or volumes) of 
metastases measured at a given time do not form a random sample from a probabil-
ity distribution. However, according to the above Theorem, the distribution of any 
rearrangement-invariant statistic based on observations  X  

1
 ,  X  

2
 , …,  X  

 n 
  would be iden-

tical to the distribution of the same statistic based on a random sample of size  n  
drawn from the pdf  p ( x ). Likelihood is one such statistic, along with the sample 
mean and variance. In fact, the joint likelihood of the observations  X  

1
 ,  X  

2
 , …,  X  

 n 
 , 

where  X  
1
  <  X  

2
  < …< X  

 n 
 , is given by the formula
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and hence has the same form (apart from the factor n!) it would take should the 
observations X

1
, X

2
, ..., X

n
 form a random sample from the distribution with pdf p(x). 

This makes it possible to estimate identi fi able parameters of a suitably parameter-
ized model described above using the method of maximum likelihood. 

 It should be emphasized again that the main model assumption of some biologi-
cal import is that metastasis shedding by the primary tumor is a Poisson process 
whose rate   m  ( t ) depends only on the current size of the primary tumor [see formula 
( 12.1 )]. This assumption was introduced in  [  53  ] , where   m   was assumed to be pro-
portional to the size of the primary tumor, i.e.,  g ( x ) =   a   

1
  x . A more general functional 
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form,  g ( x ) =   a   
1
  x    q   , was explored in  [  52  ] , and the resulting model was used to recon-

struct the natural history of the disease in one case of metastatic breast cancer; 
however, the model did not account for an effect of surgery on the rate of growth of 
metastases. An extension of the model accounting for such an effect was designed 
in  [  54  ] , which was applied to clinical data on the same patient in  [  55  ] . Importantly, 
this led to a considerable improvement in the model  fi t to the volumes of detected 
bone metastases. Furthermore, the model was extended in  [  7  ]  to incorporate the 
possibility of recurrence of the excised primary tumor as well as the case of chemo-
therapy, which may change the dynamics of the primary tumor growth but does not 
necessarily lead to its essentially instantaneous elimination. In the same work, this 
extended model was applied to a cohort of 12 patients with metastatic prostate can-
cer. Finally, the model formulated above altogether removes the reliance on any 
speci fi c parametric form of the rate of metastasis shedding by the primary tumor.  

   Model Parameterization 

 Suppose the primary tumor grows exponentially at a constant rate   b   
0
  > 0 before 

treatment, and at a rate of   b   
1
  after the start of treatment, so that: 

    { }F = £ £ -0 0( ) exp , 0t t t V Tβ   , where time  t  is counted from the age  T  of tumor 

onset, and  F  
1
 ( t ) = exp{  b   

1
  t }, where time  t  is measured from the start of treatment 

(age  V ). Note that the rate   b   
1
  can be negative. We will also assume that before and 

after the start of treatment all viable metastases in the site of interest grow exponen-
tially with rates   g   

0
 ,   g   

1
  > 0, so that  Y  

0
 ( t ) = exp{  g   

0
  t } and  Y  

1
 ( t ) = exp{  g   

1
  t }, where time  t  

is counted from the inception of metastasis and the start of treatment, respectively. 
Observe that, in the case of protracted treatment,   g   

1
  represents the  average  rate of 

growth of metastases in a given site over the entire period from the start of treatment 
to the time of metastasis surveying. Finally, metastasis latency times are assumed to 
be exponentially distributed with pdf  f ( t ) =   r   −1 e − t /  r   , where  t  is the time elapsed from 
the shedding of a viable metastasis and   r   is the expected duration of latency. 

 The resulting parametric model describes the individual natural history of cancer 
and the effects of treatment through the following six parameters:   b   

0
 ,   b   

1
 ,   q  ,   g   

0
 ,   g   

1
 , 

and   r  . For mathematical convenience, we re-parameterize the model using an alter-
native set of six parameters:
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β θ β θ
γ γ γ ρ γ ρ

= - = - + -

= = = =

1 0 1

0 1
0 1 0 1

0 1 0 1

exp ( ) , exp ( ) ( ) ,

1 1
, , , .

A W V M V T W V

a a b b    (12.9)   

 Note that parameter  M  was de fi ned earlier in ( 12.5 ) and that 0 <  A  <  M . In terms of 
these new parameters, the biological parameters of the model are computed as 
follows:
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 Also, for the onset time of the primary tumor given by formula ( 12.3 ) we have
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 The pdf  p ( x ) underlying the distribution of the site-speci fi c volumes of detectable 
metastases given in the above Theorem has the following form  [  7,   52,   54  ] . 

   Case of Resected Nonrecurrent Primary Tumor 
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    2.    If     >A m    then
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 where
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   Case of Non-resected or Resected Recurrent Tumor 

     1.    If     £A m    then ( 12.13 ) and ( 12.14 ) apply.  

    2.    If     >A m   then

    

+
- +

+
-

=

-

-
£ < - £ £
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where
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 Model ( 12.13 ), ( 12.14 ), ( 12.15 ), ( 12.16 ) will be called the  Surgery model , 
whereas model ( 12.13 ), ( 12.14 ), ( 12.17 ), ( 12.18 ) will be termed the  Full model . The 
Surgery model depends on 5 parameters ( A ,  M ,  a  

0
 ,  b  

0
 ,  b  

1
 ) and can be obtained as a 

limiting case of the Full model by letting  a  
1
  → −∞ (or equivalently,   b   

1
  → −∞). In the 

case  A  >  m , all six parameters ( A ,  M ,  a  
0
 ,  a  

1
 ,  b  

0
 ,  b  

1
 ) of the Full model, as well as 

parameters  A ,  M ,  a  
0
 ,  b  

0
 ,  b  

1
  of the Surgery model, are identi fi able  [  52,   54  ]  (for an 

extensive discussion of the identi fi ability of stochastic models, see  [  56  ] ). If  W  >  V  
(that is, when surveying of metastases occurs after the start of treatment), biological 
parameters   b   

0
 ,   b   

1
 ,   q  ,   g   

0
 ,   g   

1
 ,   r   (or   b   

0
 ,   q  ,   g   

0
 ,   g   

1
 ,   r   for the Surgery model) are determined 

uniquely by the alternative parameters. For a more detailed analysis of the two mod-
els and their limiting forms, see  [  7,   52,   54,   55  ] . 

 Notice that the function  xp ( x ) depends only on various  ratios  of the quantities  x , 
 m ,  A , and  M  expressed as sizes, i.e., the numbers of cells. Therefore, the likelihood-
based estimates of parameters  A ,  M ,  a  

0
 ,  a  

1
 ,  b  

0
 ,  b  

1
  would be the same if the above 

sizes were replaced by the corresponding  volumes . This also implies that estimates 
of these parameters are independent of the volume,  c , of a single cancer cell. 
Observe, however, that the same is true only for the biological parameters   g   

0
 ,   g   

1
 ,   r  , 

as well as the age  T  at tumor onset; see formulas ( 12.10 ) and ( 12.12 ). Parameters   b   
0
 , 

  b   
1
 , and   q   depend on c through the size,  S , of the primary tumor for which only the 

volume measurement is available; see formulas ( 12.11 ). Measurement of the pri-
mary tumor’s volume typically involves a signi fi cant error due to uncertainty in 
determination of the tumor boundary. However, neither this error nor the possible 
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deviation of the cell volume from the “standard” value  c  = 10 −9  cm 3  assumed in the 
studies  [  7,   52,   55  ]  have a signi fi cant impact on parameter estimation, because the 
primary tumor size  S  appears in formulas ( 12.11 ) under the sign of logarithm. 

 The model of cancer progression described above was validated using the 
 following two criteria:

    1.    The model with optimal parameters provided an excellent  fi t to the empirical 
distribution of detectable bone metastases for all patients analyzed, as con fi rmed 
by visual inspection and computing L 2 -distance between the theoretical and 
empirical cdfs. Moreover, the  fi t was reasonably good even when the 5-paramet-
ric Surgery model degenerated into 2- or 3-parametric models for two additional 
breast cancer patients  [  55  ] .  

    2.    The Full model applied to surgery patients proved to be sensitive enough to cor-
rectly predict that they had surgery  [  7  ] .       

   Conclusions from Model-Based Data Analysis 

 Identi fi able model parameters produce, through formulas ( 12.10 ), ( 12.11 ), and 
( 12.12 ), estimates of the most important temporal and rate characteristics that 
describe the natural history of metastatic cancer and the effects of treatment. The 
model was applied to the following cases, which are described in more detail in  [  6, 
  7,   52,   55  ] :

    1.    A breast cancer patient who received surgery and adjuvant hormonal treatment 
with tamoxifen and subsequently developed  n  = 31 detectable bone metastases 
and six detectable metastases of other localization 8 years post-surgery  

    2.    Twelve prostate cancer patients treated with surgery alone (one case), a combina-
tion of surgery and adjuvant radiotherapy (one case), and systemic treatment 
consisting of various combinations and time courses of chemotherapy and hor-
monal therapy (all 12 cases). The number of bone metastases detected in these 
patients ranged from10 to 58     

 Results of data analysis for all these cases are brie fl y summarized below, with an eye 
toward validating the new paradigm of cancer outlined above; see also  [  6,   7,   52,   55  ] .

    1.     Metastasis shedding and cancer stem cells . Within the parametric version of the 
model, the rate of metastasis shedding depends critically on the parameter   q  ; see 
( 12.2 ). The estimate of   q   was found to be uniformly small for all patients ana-
lyzed, which means that the process of metastasis shedding was essentially 
homogeneous. As discussed above, this suggests the tumor contains a small, 
self-renewing subpopulation of relatively constant size consisting of cells with 
high metastatic potential. This may serve as indirect evidence for the existence 
of breast and prostate cancer stem cells.  

    2.     Onset of metastasis . For all patients, metastatic dissemination occurred soon 
after the onset of the disease and much earlier than the appearance of a clinically 
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detectable primary tumor. In fact, according to the model, the time between the 
onset of disease and the inception of the  fi rst metastasis never exceeded 2.5 years. 
At that time, the primary tumor was microscopic and de fi nitely undetectable. 
Shedding of the  fi rst viable metastasis occurred even earlier. Thus, for all patients 
analyzed, their disease was essentially systemic at the outset.  

    3.     Metastasis dormancy.  The model-based estimate of the mean latency time for 
bone metastases ranged from a few days to as long as 16 years for prostate cancer 
patients, and was about 80 years for the breast cancer patient. This implies that, 
in patients with long metastasis latency times, many metastases were still occult 
at the time of surveying. Thus, our model and data analysis support the notion of 
metastasis dormancy, and show that latency times depend on the type of cancer 
and display signi fi cant individual variation. For the breast cancer patient, avail-
ability of the volume data for six additional metastases at various secondary sites 
other than bones made it possible to qualitatively assess the site-speci fi city of the 
latency time by estimating it for the pooled set of volumes of all detected second-
ary lesions. This resulted in a 15-fold drop in the estimated mean latency time, 
which suggests that latency of breast cancer metastases is markedly site-speci fi c 
 [  55  ] . This also sheds some light on the relative duration of the two components 
of metastasis latency: (1) free circulation of metastatic cells and (2) dormancy of 
metastases in the form of solitary cancer cells or microscopic quiescent or slowly 
growing avascular clumps at various secondary sites. Because the  fi rst compo-
nent is likely to be the same for all sites, the site-speci fi city of the total latency 
time leads to the conclusion that the dormancy of breast cancer metastases lodged 
at secondary sites is prevalent over free circulation.  

    4.     Timing of metastasis inception . Observe that parameter A represents the size at the 
time of surveying of a hypothetical metastasis that was incepted at the start of treat-
ment; see the  fi rst formula in ( 12.9 ). Comparison of the estimated values of this 
parameter with the observed volumes of metastases shows that, in all patients, 
inception of all or most of the detected metastases occurred prior to the start of treat-
ment. Additionally, these early metastases had the largest volumes at surveying.  

    5.     Treatment-induced acceleration of metastatic growth . The effect of treatment on 
metastatic growth is characterized by the ratio   g   

1
 /  g   

0
  of the rate of growth of metasta-

ses after the start of treatment to their pretreatment growth rate. For the breast cancer 
patient, this ratio was 32 notwithstanding the fact that after surgery the patient was 
put on tamoxifen, which suppresses metastatic growth and has anti-angiogenic 
activity. For the prostate cancer patients, the metastasis enhancement ratio ranged 
from 3.5 to 504, with a median of 27. Thus, resection of the primary tumor, systemic 
treatment (chemotherapy combined with hormonal therapy), and possibly irradia-
tion of the primary tumor all led to a dramatic exacerbation of the disease.  

    6.     Inhibitory effect of the primary tumor on the growth of metastases . Another way 
to interpret the treatment-related boost of the growth of metastases discussed in 
Conclusion 5 is to say that the primary tumor  in situ  has a strong inhibitory effect 
on the growth of metastases. This conclusion is directly, and independently, 
con fi rmed by the results of model-based data analysis. In fact, for all patients 
analyzed, the pre-treatment rate of growth of metastases was smaller than the 
rate of growth of the primary tumor by an order of magnitude.  
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    7.     Effects of treatment of the primary tumor . As stated in Conclusion 1, the rate of 
metastasis shedding depends only weakly on the size of the primary tumor. 
Therefore, systemic treatment of the primary tumor had only a limited effect on 
the rate of metastasis shedding and, according to formula ( 12.8 ), also on the total 
number of viable secondary tumors. Additionally, since inception of most metas-
tases occurred before the start of treatment (see Conclusion 4), resection and 
systemic treatment of the primary tumor had only a minor effect on the number 
of metastases relevant to patient survival. However, such treatments had a 
signi fi cant amplifying effect on the rate of their growth; see Conclusion 5. Taken 
collectively, these  fi ndings suggest that “local treatment”  per se  does not exist, as 
any intervention aimed at the primary tumor affects metastatic progression.  

    8.     Angiogenic switch . Reconstruction of all 13 individual natural histories of cancer 
based on the estimates of model parameters suggests that, at the start of treatment 
(age  V ), all metastases were microscopic with a diameter far less than the limit-
ing value of 1-2 mm characteristic of avascular tumors. However, by the time of 
metastasis surveying (age  W ), the detected secondary tumors reached consider-
able sizes unattainable for avascular tumors. This suggests that most likely treat-
ment of the primary tumor triggered the angiogenic switch.      

   Discussion 

 The model of the individual natural history of cancer described above encompasses 
all the important stages of cancer progression, from the emergence of the  fi rst malig-
nant cell to the surfacing of detectable secondary tumors in various organs and tis-
sues. It enables estimation of the timing and rate of unobservable critical micro-events 
and processes that collectively constitute cancer progression, as well as assessment 
of the effects of treatment; in this sense, the model allows us to “see the invisible.” 
The model is universal, based on very minimal assumptions, passes the tests of self-
consistency and identi fi ability, is mathematically tractable and computationally fea-
sible, and it provided an excellent  fi t to the observed site-speci fi c volumes of 
detectable metastases. Thus, the model is suitable for testing various biomedical 
hypotheses about the individual natural history of cancer and the effects of treat-
ment. When applied to clinical data for speci fi c patients and  fi t to the observables, 
the model decidedly con fi rmed all the main hypotheses constituting the new para-
digm of cancer delineated in the The Emerging New Paradigm of Cancer. 

 The model can be extended in the following directions as more data become 
available:

    1.    It could incorporate more realistic laws of growth of the primary tumor and 
metastases than the exponential law.  

    2.    The rate of growth of metastases before and after the start of treatment can be 
represented as the difference between the rates of proliferation and apoptosis. 
Estimates of these two rates would provide an answer to the important question 
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as to what causes treatment-induced acceleration of the growth of metastases: 
their enhanced proliferation or inhibition of apoptosis, or both.  

    3.    The model could account for the effects of treatment on site-speci fi c metastasis 
latency times.  

    4.    The model could accommodate a multistage representation of metastatic latency, 
where durations of the stages of free circulation, dormancy in a secondary site, 
slow avascular growth, and angiogenesis induction have their own distributions.  

    5.    The model could take into account secondary metastasis.     

 The most notable  fi nding revealed by the model-based reconstruction of the natu-
ral history of the disease in one breast cancer and 12 prostate cancer patients is a 
dramatic metastasis-accelerating effect of surgery, chemotherapy combined with hor-
monal treatment, and possibly radiation. Therefore, these aggressive cancer therapies 
need a critical re-evaluation. In particular, they should be recommended only if the 
net of their bene fi ts and risks outweighs the risks associated with watchful waiting. 

 Finally, the results of model-based analysis lend support to the notion of meta-
static dormancy. This important and well-documented phenomenon may suggest a 
new, more conservative therapeutic strategy: maintaining the dormant state of avas-
cular micrometastases while controlling the size of the primary tumor.      
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  AMP-activated protein kinase (AMPK) 

 anti-angiogenic therapy , 46, 47  
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  Angiogenesis 
 angiogenic switch and anti-VEGF drugs   

( see  Vascular endothelial growth 
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