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Preface

asakta-buddhih sarvatra
   jitatma vigata-sprhah

         naiskarmya-siddhim paramam
     sannyasenadhigacchati

.
.

.. .
.

Detached by spiritual intelligence from everything
controlling the mind, without material desires, one
attains the paramount perfection in cessation of reac-
tions by renunciation.

The Bhagvad Gita (18.49)

Compared to traditional carrier-based, Ultra-Wide Band (UWB), or carrier-less,
systems implement new paradigms in terms of signal generation and reception.
Thus, designing an UWB communication system requires the understanding of
how excess bandwidth and very low transmitted powers can be used jointly to
provide a reliable radio link. UWB offers systems transceiver potential for very
simple implementations.

Comparison between UWB and traditional narrow-band systems highlights
the following features:

� Large bandwidth enables very fine time-space resolution for accurate loca-
tion of the UWB nodes and for distributing network time stamps.

� Very short pulses are effectively counter-fighting the channel effect in very
dense multipath environments.

� Data rate (number of pulses transmitted per bit) can be traded with power
emission control and distance coverage.

� Very low power density leads to low probability of signal detection and adds
security for all the layers of the communication stack.

� Very low power density is obtained through radio regulation emission
masks; UWB systems are suitable for coexistence with already deployed
narrow-band systems.
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UWB systems were born at the end of XIX century stemming from the work

of Heinrich Hertz and Guglielmo Marconi. UWB Radio Communication was

based on the electromagnetic waves propagating from electrical sparks. The first

communication systems were very rudimental and, in a time in which spectral

efficiency was not a major concern, the spectrum usage was not efficient.
Starting from spark gap transmissions at the end of the XIX century, research

on UWB has been carried on mainly after the Second World War, when sub-

nanosecond instruments started to be available. From 1960 until nowadays,

continuous research activities in the fields of analog and digital electronics and

antennas made it possible to deliver commercial viable UWB systems.
In 2002, in the United States the Federal Communication Commission

(FCC) emanated radio-regulation to allow UWB system operations. European

Fig. 1 Tree structure of the book
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Commission for Post and Telecommunication (CEPT) has released a decision
on the 24th March 2006 which allows operation of unlicensed UWB devices.

UWB technology will support a lot of new applications with benefits for
public safety and business creating new opportunities for distributors, vendors
and manufacturers. UWB technology will allow an increased usage of spectrum
resources by sharing spectrum with low interferences to narrow band systems.
The integration of UWB with other wireless access technologies is one of the key
factors in order to provide seamless connectivity to next generation mobile user.

The aim of this book is to provide an introduction to the application of UWB
to the wireless communications. The book is designed for (graduate) students
and researchers working in the field of commercial UWB wireless communica-
tions. It will also be useful for the practicing engineers from industry who deal
with the wireless systems that are designed and analyzed with the UWB tech-
nique. Because of the tutorial nature of the book, it can serve as a textbook on
UWB for wireless communications for the Telecommunication graduate pro-
gram of the electrical engineering curriculum. Problems at the end of each
chapter are generated to extend the reader’s understanding of the material.

The tree in Fig. 1 illustrates the structure of the book. The bookwill guide the
reader starting from a historical background through all the major design issues
of an UWB system. During these years, research activities have been very
intense and debated. We would greatly appreciate our readers’ comments on
this work; collaboration and cooperation will leverage the knowledge of the
research community.

Homayoun Nikookar
Ramjee Prasad
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At the end of XIX century,Maxwell’s work about electromagnetic waves opened
a new era in human history. Heinrich Hertz, a German physicist, was the first to
prove Maxwell mathematical theory. In 1894, an Italian scientist, Guglielmo
Marconi, obsessed by the idea of a wireless connected-world, started to work in
his under-roof laboratory, building up the first radio- communication apparatus.

Besides the first radio links operating in Marconi’s estate, located nearby a
small city in Italy, Bologna, the first UWB communication system was started
in London and was linking two post offices at a distance greater than one mile.

In a short while, spark gap became obsolete and, following the invention of
the vacuum tube first, and transistors later, continuous wave transmissions
faced on the scene.

The interest in UWB was renewed after the Second World War, when
subnanosecond instruments became to be available. Since the last two decades
of the millennium, continuous research activity in the fields of analog and
digital electronics and antennasmade possible commercial viable UWB systems
to be delivered. At the end of this chapter, after the historical background of
UWB technology, a preview of the book is provided.

1.1 History of UWB

UWB history is generally perceived to start after 1960 with the development
of Linear Time Invariant System description via impulse stimula. On the con-
trary, UWB transmissions history is much longer and goes back to the end of
XIX century. At that time, telegraphy was already wide-spread but it was
suffering because of the long wired connections which were difficult to be
built andmaintained, especially in case a river crossing was needed. Transatlantic
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cables were settled down using gutta-percha insulation but the maintenance was

expensive and time consuming. The history of wireless communications can be

considered to start at the end of XIX century with the work carried byGuglielmo

Marconi. First wireless transmitters were exploiting spark gaps, resulting in very

large bandwidth radio-frequency signals.
From the end of XIX century until nowadays, three eras can be devised in the

history of development of UWB systems development:

� pioneering era
� subnanosecond era
� contemporary standardization and commercialization era.

Today, deep technical research is by no means extinguished, especially in the

field of efficient receivers and position estimation techniques. We report major

dates discussed in the following as well as in Table 1.1.

Table 1.1 UWB Eras

Pioneering Era

1886 Hertz proofs Maxwell equations, first spark gap transmission

1894 Guglielmo Marconi starts his first laboratory in Italy

1893–1896 Righi develops spark oscillators later used by Marconi

1896 Marconi meets Sir William Preece, first UWB one-mile rooftop link in London

1898 Sir Oliver Lodge, biconical antenna

1901 12th December, Guglielmo Marconi reports first Transatlantic wireless
transmission

1902 Valdemar Poulsen invented the Poulsen Arc Transmitter

1906 Lee De Forest invents the ‘‘Audion’’, the first vacuum tube. Spark gap
transmissions will be quickly replaced by continuos wave radios.

Subnanosecond Impulses Era

1939 Philip Carter, conical monopole antenna

1941 Nils E. Lindeblad, Coaxial Horn Element antenna

1960 Henning F. Harmuth, Gerald F. Ross, Kenneth W. Robbins, Paul Van Etten
started experimentation with Impulse UWB

1962 Hewlett-Packard, sampling oscilloscope commercialized

1962 Georges Robert Pierre Marié, wideband slot antenna

1972 Kenneth W. Robbins, short pulse Coherent processing tunnel diode ultra
wideband receiver replaces sampling oscilloscope

1973 Gerald F. Ross, US Patent 3,728,632: ‘‘Transmission and reception system for
generating and receiving base-band pulse duration pulse signals without
distortion for short base-band communication system’’

1985 Henning F. Harmuth, large Current Radiator

1989 U.S. Department of Defense (DoD), Ultra Wide Band term was used for the
first time

1994 T.E.McEwan, ‘‘Micropower Impulse Radar’’ (MIR), operating at ultralow power

Standardization and Commercialization Era

1998 Time Domain Corporation, Commercial Time Modulated Impulse UWB
system

2000 Mark A. Barnes, UWB slot antenna
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During the Pioneering Era, late nineteenth century, wireless world was about
to start. In 1873 James Clerk Maxwell published his pioneering ‘‘Treatise on
Electricity andMagnetism’’ reporting the basis equation for the travelling of the
electromagnetic waves. In 1886 the German physicist Heinrich Rudolf Hertz
proved Maxwell’s concept.

UWB history starts when Hertz solved Maxwell’s equation, exactly in 1886.
Hertz realized two spark gap generators, each one coupled with an antenna.
Producing a spark on the first, a gap was created also on the second generator
which was at a certain distance. As a physicist, he was only interested in proving
Maxwell’s concept and he did not realize the enormous potential of spark gap
transmissions.

When Hertz died at the age of 37, his obsession of having a world commu-
nicating through wireless links passed to a young Italian boy, Guglielmo
Marconi. Born on April 25th 1874 in Bologna, he died in Rome on July 20th
1937. In 1909 he was awarded with the Nobel Prize in Physics thanks to his
fundamental contributions to the development of wireless telegraphy.

Marconi, the first wireless communication engineer in the history, got thun-
dered while reading Hertz biography on holiday on Italian Alps in the summer
of 1894 at the age of 20.

Hewas really obsessed by the idea of building awireless communication system
with Hertzian waves. As soon he was back to Villa Grifone estate near Bologna,
with the help of his brother, he started a two room laboratory under the roof.

Figure 1.1 shows the firstMarconi transmitter.Marconi used this equipment
for the first wireless transmission experiment in 1895. The antenna was made by
a metal plate and the radiation efficiency was very low. The distance achieved
was in the order of hundreds of meters. The radiation was induced by a spark.

Marconi’s initial work was based on Righi’s spark gap oscillator which is
visible in Fig. 1.2. Righi was an Italian physicist who, between 1893 and 1896,
developed Hertz’s work building a new oscillator able to generate electromag-
netic waves which wave-length was just a few centimeters long.

Table 1.1 (continued)

2002 February, US FCC,UWB regulation for data communication, safety and radar
applications

2006 24th March, CEPT, ECC Decision of 24 March 2006 amended 6 July 2007 on
the harmonised conditions for devices usingUWB technology in bands below
10.6 GHz

2006 1st December, CEPT ECC Decision of 1 December 2006 on the harmonise
conditions for devices using Ultra-Wideband (UWB) technology with Low
Duty Cycle (LDC) in the frequency band 3.4–4.8 GHz

2007 31 August, IEEE 802.15.4a-2007 IEEE Standard for Information Technology –
Telecommunications and information exchange between systems – Local and
metropolitan area networks – specific requirement Part 15.4:WirelessMedium
Access Control (MAC) and Physical Layer (PHY) Specifications for Low-Rate
Wireless Personal Area Networks (WPANs)
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Fig. 1.1 Marconi’s first
transmitter used for the first
wireless experiments in 1895.
(Working replica. Marconi
Museum, Bigazzi collection.
Pontecchio, Italy)

Fig. 1.2 Four spheres Righi
oscillator
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Marconi’s system was based on the following components:

� a spark producing radio transmitter, originally designed by Righi
� a wire or capacity area placed at a height above the ground
� a coherer receiver with a Marconi antenna (a vertical dipole over a ground

plane)

The receiver was an upgraded version of Edouard Branly’s original device. The
signal sent was created by a telegraph key sending short and long pulses,
corresponding to the dots-and-dashes of the Morse code. The received signal
was recorded on a paper tape.

Years later, in his memories, Marconi reported: ‘‘My chief trouble was that
the idea was so elementary, so simple in logic, that it seemed difficult for me to
believe that no one else had thought of putting it into practice. Surely, I argued,
there must be much more mature scientists than myself who had followed the
same line of thought and arrived at an almost similar conclusion’’.

By 1896, Marconi had already built a very efficient apparatus that he could
apply for a first patent and seek for funds. Local government shortseeing was not
convinced by his invention; Marconi went to England where he got funds by the
British Post Office. At the age of 22, Marconi had a meeting with Sir William
Preece, the chief telegraph engineer in Britain and one of the most influencing
people in theworld in the field of communication networks. Preece, whichwas sixty
years old at that time, understood immediately and fully the enormous potential of
spark gap transmissions. In two weeks Marconi set up a rooftop link with spark
gap transmitters, from General Post Office building in St. Martin’s-le-Grand to a
second post office building in Queen Victoria Street about one mile away.

Marconi took spark gap transmission from a physicist laboratory to the real
world: the first operating UWB radio link was operating in June 1896.

Early history of UWB transmission went ahead with the famous ‘‘S’’ trans-
mission across the Atlantic on 12th December 1901. This first transmission
proved the feasibility of the transatlantic wireless link. It was not until 1907 that
a reliable wireless link could be set up.

In the first decade ofXXcentury,wireless apparatus started to be quite common
and the first problems arose. Spark gap transmission was occupying large part of
the radio spectrum, no syntony circuits were available and two stations could
not operate at the same time in the same geographical locations. Spark trans-
mitters were heavy and consuming a big amount of energy. Better spark gap
generators were under research in those years. An important step ahead was
achieved by Valdemar Poulsen (1869–1942), a Danish electrical engineer and
inventor of the Poulsen Arc Transmitter in 1902. Until then, high voltage spark
gap transmission was the unique way to generate Hertzian waves.

After that, the achievements in the field of vacuum tubes (stemming from
‘‘Audion’’ vacuum tube invention by the American inventor Lee De Forest in
1906) communications were dominated by continuous wave radio transmissions.

A new interest in UWB technology started again with contributions in the
late 1960s with works by Henning F. Harmuth at Catholic University of
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America, Paul van Etten at the Air Development Center in Rome and Ross and

Robbins at Sperry Rand Corporation.
In 1962, Ross begun to describe the response of some microwave networks

for the transient regime through their response at an impulse stimulus. At that

time, Linear Time-Invariant (LTI) systems where characterised by the more

conventional mean of a swept frequency response (i.e., amplitude and phase

measurements versus frequency). Ross started to describe an LTI system in

terms of its response to an impulsive excitation: h(t). The output signal y(t) to

any input x(t) with arbitrary waveform could be uniquely determined via the

convolution integral of the input with the impulsive response.
Impulsive technique, however, did not have easy life in that time since the

impulse input was not easy to realize due to very quick time requirements. It was

not until the advent of the sampling oscilloscope (1962) and the development of

subnanosecond pulse generation that the impulse response could be measured

and observed directly with sufficient accuracy.
In short time, it became evident that short pulse radar and communications

systems could be developed within the same framework used for characterizing

LTI system with the impulse stimuli.
Harmuth papers and books published during the years between 1969 and

1984 exposed to the public the basics for UWB transmitters and receivers.
During almost the same period (from 1972 to 1987) and in an independent

way, Ross and Robbins started to file patents. They pioneered the use of UWB

signals for various applications not only related to communication apparatus,

but also concerning radar and sensing applications.
However, UWB communication systems were still lacking sensible receivers.

A key turning point was the invention of a short pulse receiver (Robbins 1972)

to replace the time-domain oscilloscopes that were large and heavy.
Ross filed a milestone patent to the US Patent office on 17th April 1973,

number US 3,728,632: ‘‘Transmission and reception system for generating and

receiving base-band pulse duration pulse signals without distortion for short

base-band communication system’’. The first modern UWB communication

system was born.
Impulse measurement techniques were applied to the design of wideband

radiating antenna elements (Ross 1968) and at the Sperry Research Center Ross

applied these techniques to various applications in radar and communications

(Bennett & Ross 1978).
During the 1980s, UWB technology was referred alternately to as impulse,

carrier-free or baseband. The term ‘‘UltraWideBand’’ was first coined by the

U.S. Department of Defense in 1989. At that time, UWB theory and many

hardware apparatus had experienced almost 30 years of development. Before

1989, Sperry had filed over 50 patents in the field covering UWB receivers,

transmitter and pulse generation. Applications covered ranged from radars,

communications systems to positioning systems, liquid level sensing, altimetry,

vehicle collision avoidance and positioning systems.
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In 1994, T.E. McEwan built the ‘‘Micro power Impulse Radar’’ (MIR). This
was the first application operating at ultra low power (9V cell operated). It was
extremely compact and inexpensive. The radar used quite sophisticated signal
detection and reception methods (McEwan, 1994, 2000).

In parallel, fervent research activities have been conducted in the field of
UWB antennas. Chapter 3 is specifically dedicated to an analysis of antennas
design with ultra-wide bandwidth for short range applications. Antennas are in
fact coupling devices between guided waveforms and the free space propaga-
tion; new design techniques had to be developed in order to obtain a good
performance over a very large bandwidth. In Table 1.1 some important mile-
stones about antenna developments are also reported.

After the great technical developments related to subnanosecond pulses in
the years from the sixties until the end of the century [1–7], another rush started
with the world-wide activities for technology standardization.

Nowadays, UWB signals can be generated following various paradigms
going over the original time-domain Impulse Radio (IR-UWB) transceivers.
Cross-pollinated from other research fields in the communication arena, var-
ious UWB transmission techniques are illustrated in the following chapters.
MultiCarrier UWB (MC-UWB), Orthogonal FrequencyDivisionMultiplexing
(OFDM) UWB and Frequency Modulation UWB (FM-UWB) are the stron-
gest candidates for future UWB communication systems.

A major missed milestone in the standardization process was in year 2006.
After nearly three years of wrangling over which physical layer should form the
basis of an IEEE standard (802.15.3a), the involved parties have given up. At a
meeting in Hawaii on January 19, 2006, the IEEE committee 802.15.3a, which
was tasked with developing a standard, voted unanimously to disband.

The two opposing groups issued a joint statement on January 20 where they
agreed to let the market decide which UWB Physical (PHY) layer will become
the ‘‘de facto’’ standard.

One group (UWB Forum) is proposing the direct-sequence UWB while a
second, WiMedia Alliance proposes MC-UWB.

However some important standardization activities did not disband and
produced their final output and the following were published: IEEE
802.15.4aUWB – Low-Rate Wireless Personal Area Networks (WPANs),
Standard ECMA-368 High Rate Ultra Wideband PHY and MAC Standard,
Standard ECMA-369 MAC-PHY Interface for ECMA-368, Standard ISO/
IEC 26907:2007, Standard ISO/IEC 26908:2007.

1.2 Preview of the Book

In this first chapter, a background from an historical point was discussed.
UWB can be considered as the oldest form of radio-communication that was
implemented in the history. UWB technology we face today is the results of
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multi-decade research in sub-nanosecond signal processing, front-end transcei-
vers and antennas design.

In Chapter 2 the use of ultra wideband technique for wireless communica-
tions is motivated. Various topics related to the applicability of UWB to
wireless systems including the definition of UWB signals, the FCC radiation
mask for the UWB transmission, different UWB pulse shapes that can be used
as well as the major features of UWB, which are remarkable for wireless
communications applications, are studied.

In Chapter 3, UWB antennas for wireless communication are studied. The
design and development of antennas for UWB wireless communication is a key
research area. The huge bandwidth of UWB systems poses unique research
challenges which have to be dexterously addressed. In this chapter a brief
introduction to the application of UWB antennas especially for wireless
communications is provided.

In order to ensure effective transmission of UWB signals it is important to
understand and develop a model of the channel that adequately describes the
UWB environment. Developing of a channel model for the UWB environ-
ments is very challenging, particularly so because of the very large bandwidth
of UWB transmission. The knowledge of the channel helps to a huge extent
in the proper design of wireless communication system and evaluation of
performance. Chapter 4 focuses on the UWB wireless channel. The impor-
tant parameters including amplitude fading, time delay, RMS delay spread,
based on which the channel models are devised, are explained. The material
and results of this chapter are important to the designer of UWB commu-
nication system to predict the signal coverage, to estimate the maximum
achievable data rate, to determine optimum location for antennas, to design
efficient modulation schemes and to study associated signal processing
algorithms.

Due the huge bandwidth of the UWB transmission, the degradation in
performance of UWB communication because of interference from co-existing
services is a major issue. The focus of the Chapter 5 is to study the effects of
interference to and fromUWB systems. In this chapter, first the general method
of signal to interference calculation is explained. Then, in addition to interfer-
ence of UWB to narrowband systems, the effects of UWB interference on the
BER performance of WLAN OFDM system as well as WiMax system are
studied and analyzed. Further in this chapter, the effect of narrowband and
wideband interferences on the victim UWB system is studied and methods to
mitigate the interference are discussed.

In Chapter 6 various modulation schemes of impulse radio UWB are
presented. This includes UWB data and multiple access modulations, reception
techniques such as Rake and Transmit-Reference receivers. Special emphasis is
given to the performances of M-ary pulse amplitude modulation and Pulse
position modulation.

In Chapter 7 technologies for UWB transmission are studied. Basically,
there are two competing technologies for the UWB wireless communications,
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namely: Impulse Radio and Multi-band OFDM (MB-OFDM). In this chapter

these technologies are discussed in more detail andmajor characteristics of each

technique are contemplated. Further in this chapter, the two technologies are

compared from different aspects such as channel, interference, performance

and complexity point of view.
UWB technology is especially suited for radio locationing because of its

huge bandwidth which provides a fine accuracy in ranging. UWB provides

low-power and low-cost communication and positioning in one technology.

These features allow a new range of applications, including logistics, secur-

ity applications, medical applications as well as military applications. In

Chapter 8 we study various radio localization techniques giving significant

emphasis to UWB wireless locationing. These techniques are based on one

or more measurement types such as angle of arrival, time of arrival or time

difference of arrival and received signal strength. In this chapter special

attention is paid to coherent time of arrival technique (such as ESPRIT,

CLEAN, Inverse Filtering, super resolution) as well as the non-coherent

method. The problem of multipath propagation and non-line-of-sight loca-

tion error is explained and the locationing capability of OFDM technique is

studied.
The UWB technology can spawn a wide range of interesting wireless

applications. In Chapter 9 we list and give a brief account of few of the UWB

wireless applications. The key properties of UWB that prompt their applic-

ability to diverse requirements are: high data rate communication, robustness

against fading, immunity to multipath, multiple access capability, low cost

transceivers and accurate positioning.
In Chapter 10 we see the efforts of various regulatory bodies across the globe

to establish standards and norms towards UWB spectrum usage. In this chapter

we discuss how the regulations, established as ‘‘mask’’, set out upper limits on

the amount of power that can be radiated at any particular frequency, both

within and outside the core band of 3.1–10.6 GHz. Further in this chapter it

is emphasized that devising a generic regulatory standard that caters to all

markets across the globe will be one of the goals of the future for the UWB

communications.
At the end of the book, in Chapter 11, we report the major European

projects that have been working intensively on UWB system for Personal

Area Networks (PANs). Integrated with other wireless technologies, UWB

will be a key factor to support a seamless connectivity of the mobile user.

Main objective was to define the best Physical Layer (PHY) solution for

PAN in terms of performance and interference to existing wireless systems.

The reader can go through this chapter and find technical analysis of the

PHY solutions presented in the previous chapters. These projects clearly

show that UWB is ready to make the entrance in the wireless technologies

arena for low-medium and high data rate for medium and short connection

ranges.
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UWB For Wireless Communications
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Ultra wideband (UWB) communication is based on the transmission of very
short pulses with relatively low energy. This technologymay see increased use in

the field of wireless communications and ranging in the near future. UWB

technique has a fine time resolution which makes it a technology appropriate

for accurate ranging. Because of the huge bandwidth, UWB waves have a good

material penetration capability. As will be explained later in more detail in this

chapter, the UWB radio signal occupies a bandwidth of more than 500MHz or

a fractional bandwidth of larger than 0.20, [1]. According to Shannon’s capacity

formula, this large bandwidth provides a very high capacity. Thus, high proces-

sing gains can be achieved that allow the access of a large number of users to

the system. The impulse radio UWB is a carrier-less (i.e., baseband) radio

technology and accordingly, in this radio technique no mixer is needed. There-

fore, the implementation of such a system is simple, which means that low cost

transmitters/receivers can be achieved when compared to the conventional

radio frequency (RF) carrier systems. The UWB technology has a history

dating back to one hundred years ago when G. Marconi sent the first ever

wireless transmission from the Isle of Wight to Cornwall on the British main-

land using spark-gap transmitters [2]–[4]. Radio subsequently was developed to

provide telephony services based on analogue techniques, and recently transited

to digital telephony thanks to numerous technological advances. Through the

years (1960s–1990s) the United States military developed the UWB technology

that was first used for ground penetrating radar. In 1998, the Federal Commu-

nication Commissions (FCC) recognized the significance of UWB technology

and initiated the regulatory review process of the technology. Consequently, in

February 2002 the FCC report appeared, in which UWB technology was
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authorized for the commercial uses with different applications, operating fre-

quency bands as well as the transmitted power spectral densities [5].
Because UWB systems operate in a very large bandwidth, they need to share

the spectrum with other users as well as with the existing communication

systems and consequently, interferences may occur. Besides from the interfer-

ence from other users, the UWB propagation channel will cause disturbances.

These important issues will be discussed in detail in the next chapters.
Here in this chapter we study the basics of ultra wideband technique for

wireless communications. First in Section 2.1 the definition of UWB signals is

studied. The FCC radiation mask for the UWB transmission is discussed in

Section 2.2. Different UWBpulse shapes are explained in Section 2.3 and finally

in Section 2.4 the major features of UWB which are remarkable for wireless

communications applications are mentioned.

2.1 UWB Definition

The proposed definition by FCC for UWB transmission is: any signal, which

has a fractional bandwidth ðBfÞ larger than 0.20, or which occupies a bandwidth
greater than 500 MHz, i.e.,

Bf � 0:2; or

BW > 500MHz
(2:1)

The fractional bandwidth is defined as the ratio of signal bandwidth to the

center frequency [1] and is given by

Bf ¼
BW

fc
¼ ðfH � fLÞ
ðfH þ fLÞ=2

(2:2)
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where fH and fL are the highest and the lowest transmitted frequencies at the
–10 dB emission point, respectively, BW is the signal bandwidth and fc is the
center frequency. As shown in Fig. 2.1 the conventional radio transmission
systems (i.e. narrowband as well as wideband systems) have small fractional
bandwidths when compared to the UWB signals. As an example, consider the
UMTS mobile communication system which operates around 2 GHz with a
bandwidth of 5 MHz. This system is often called wideband, however according
to Equation (2.2), the fractional bandwidth is 0.0025, which is much smaller
than 0.2 (i.e., 80 times smaller)!

2.2 FCC Mask

To avoid interference with existing communication systems, various regions
of the spectrum should have different allowed power spectral densities. The
Federal Communications Commission (FCC) has assigned the effective iso-
tropic radiated power (EIRP) allowed for each frequency band [6]. EIRP is the
equivalent isotropically radiated power which is the power radiated by an omni
directional antenna with gain 1.The FCC mask depicts the allowed power
spectral densities for specific frequencies. Figure 2.2 and Table 2.1 illustrate
the FCC radiation limits for the indoor UWB communication system. The level
of –41.3 dBm/MHz in the frequency range of 3.1–10.6 GHz is set to limit
interference to existing communication systems, and to protect the existing
radio services. This level (–41.3 dBm/MHz), is 75 nW/MHz which is in fact at
the unintentional radiation level of television sets or monitors (FCC part 15
limit).

For theUWB communications the FCC has assigned twoFCCmasks for the
indoor and outdoor UWB devices. For the indoor and outdoor UWB commu-
nications, the FCC radiation limits in the frequency range of 3.1–10.6 GHz are
alike.While for the 1.61–3.1 GHz frequency range the outdoor radiation limit is
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10 dB lower than the indoor mask. The FCC mask for the outdoor UWB
communication devices are shown in Fig. 2.3 and Table 2.1. It should be
noted that according to the FCC rules, the outdoor UWB communications is
confined to handheld devices with no use of fixed infrastructure.

Although in this chapter we focused on theUWB spectral mask as defined by
FCC, other spectrum emission masks such as European ETSImask or Japanese
mask, etc. are also available. These emission masks and the corresponding
UWB regulation efforts are discussed in more detail in Chapter 10.

UWB pulses are typically narrow time pulses of sub-nanosecond or picose-
cond’s order, as shown in the Fig. 2.4. The amplitude of the pulse should be
normalized to comply with the above-discussed FCC mask.

As illustrated in Fig. 2.5, in the impulse radio UWB communications trans-
mitted data information is modulated onto a sequence of pulses called pulse
train. A processing gain of N can be achieved by putting data information on a
train of N pulses. According to Fig. 2.5 the pulses are repeated after a pulse
repetition interval. When pulses are sent in regular intervals, peaks will appear
in the power spectral density of the transmitted UWB signal at the locations
which are the multiples of the inverse of pulse repetition interval. These peaks
which are also called ‘comb lines’ are undesirable as they easily go above the
FCC limit and accordingly interfere with the other communication systems.
One method to make the spectrum more noise like is by adding a small random
offset to each pulse. More details on this issue can be found in Problem 2.3.

Table 2.1 The FCC emission limits for indoor and outdoor UWB

Frequency Ranges Indoor EIRP (dBm/MHz) Outdoor EIRP (dBm/MHz)

960 MHz–1.61 GHz –75.3 –75.3

1.61 GHz–1.99 GHz –53.3 –63.3

1.99 GHz–3.1 GHz –51.3 –61.3

3.1 GHz–10.6 GHz –41.3 –41.3

Above 10.6 GHz –51.3 –51.3
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The typical signal that can be considered for the UWB transmission is the
Gaussian pulse expressed as:

pðtÞ ¼ A
ffiffiffiffiffiffiffiffiffiffi

2p�2
p e

� t2

2�2

� �

(2:3)

where, A and � denote the amplitude and spread of the Gaussian pulse,
respectively. The Gaussian pulses are frequently used in the UWB systems
since they can be easily generated by pulse generators (when compared with
the rectangular pulses with very short rise and fall time). Usually higher deri-
vatives of Gaussian shape are more popular for the UWB transmission. This is
mainly due to the DC value of the Gaussian pulse. As antennas are not efficient
at DC, it is preferable to use derivatives of Gaussian shape having smaller DC
components. The nth derivative of Gaussian pulse can be obtained recursively
from the following expression:

pðnÞðtÞ ¼ � n� 1

�2
pðn�2ÞðtÞ � t

�2
pðn�1ÞðtÞ (2:4)

Fig. 2.5 The UWB pulse train
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In Fig. 2.6 the first derivative (so called mono pulse) and second derivative (so
called Doublet) of a Gaussian pulse and their spectrum are shown. In Fig. 2.7 the
shape of a 7th order Gaussian pulse is shown. The power spectral density (PSD)
shape of various orders of derivation ofGaussian pulse is depicted inFig. 2.8. It is
worth mentioning that due to the properties of transmit and receive antennas,
which are usually modeled as differentiators the received pulse is further differ-
entiated by the antennas.

The Fourier transform of the nth derivative of Gaussian pulse (2.4) is
written as:

Pnð f Þ ¼ Að j2pf Þne
�ð2pf�Þ

2

2

� �

(2:5)

The frequency at which the maximum value of Equation (2.5) is attained is
the peak emission frequency and is given by fM and can be found by differ-
entiating (2.5) and setting it equal to zero. The power spectral density of the
transmitted signal (PSDt) is given by the following equation:

PSDtð f Þj j ¼ Amax PSDnð f Þj j ¼ Amax
ð2pfsÞ2n

nn
e �ð2pfsÞ

2ð Þ
eð�nÞ

(2:6)

where Amax is the peak PSD that FCC permits and PSDnð f Þj j is the normalized
PSD of the pulse shape and is given by:

PSDnð f Þj j ¼ Pnð f Þj j2

Pnð fMÞj j2
¼ ð2pf�Þ

2n

nn
e �ð2pfsÞ

2ð Þ
eð�nÞ

(2:7)

In the UWB pulse shape design the aim is to obtain a pulse waveform that
complies with the FCC mask as closely as possible and maximizes the band-
width as well. For the UWB indoor systems, this results in Fig. 2.8, [7].

According to this figure, to fulfill the FCC indoor emission limits, at least the
4th derivative of the Gaussian pulse should be transmitted. While for outdoor
systems, the seventh or higher are proven to satisfy FCC outdoor mask [7] as
illustrated in Fig. 2.9.

There are some constraints on the UWB pulses [8]. As mentioned earlier, due
to inefficiency of the transmit and receive antennas at low frequencies, theUWB
wave shapes with low frequency or DC components are not popular. Another
important point is the UWB channel. As will be discussed in more detail in
Chapter 4, the shapes of the UWB pulses change when they pass through the
channel. To elaborate further, suppose the UWB channel is modeled as a linear
filter with the impulse response h(t). Generally, in the transmission systems
based on sinusoidal signals, if the input signal has an amplitude A and fre-
quency f0, the output of the channel has the sinusoidal shape with the same
frequency, but its amplitude is changed (to B) and its phase is shifted (by �). See
Fig. 2.10. Unlike the sinusoidal systems, if aUWBpulse (i.e., p(t)) is transmitted
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through the channel, as shown in Fig. 2.10, the shape of the out put signal

(i.e., q(t)) is totally changed and is no longer like the input pulse shape of

the channel. This is an important point to be considered when dealing with

the UWB transmission and its difference with the conventional sinusoidal

systems.
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Other waveforms can be used in UWB systems as well. The Hermite or
Modified Hermite Pulses are examples of orthogonal pulses generated using
Hermite polynomials that can also be used in the wireless UWB communication
systems.

2.2.1 Hermite Pulses

Hermite pulses are proposed to be used in UWB wireless communications [9].
Hermite Functions appear in the field of Quantum Mechanics. The Hermite
polynomial of order n is expressed as:

PnðtÞ ¼ ð�1Þnt ne
t2

t 2
dn

dtn
e�

t2

t2

� �

(2:8)

where t is the time scaling factor, n=0,1,2,. . . and -15t51. Hermite poly-
nomials can also be recursively obtained as [10]:

Pnþ1ðxÞ ¼ �
d

dx
PnðxÞ þ 2xPnðxÞ (2:9)
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where, x= t/t, with P0(x)=1, P1(x)=x. The values of Pn(x) are available as:

P0ðxÞ ¼ 1

P1ðxÞ ¼ x

P2ðxÞ ¼ x2 � 1

P3ðxÞ ¼ x3 � 3x

P4ðxÞ ¼ x4 � 6x2 þ 3

P5ðxÞ ¼ x5 � 10x3 þ 15x

(2:10)

Hermite waveforms are not orthogonal and for this reason they are

modified as

HnðxÞ ¼ e�x
2=2

PnðxÞ (2:11)

to become orthogonal, i.e.,

Z

1

�1

HnðxÞHmðxÞdx ¼ 0 m 6¼ n (2:12)

Orthogonality is an important issue in the wireless UWB communications as it

guarantees unique demodulation of data at the UWB receiver. In Fig. 2.11 the

time and frequency response of different orders (n) of the modified Hermite

functions are shown. Some characteristics can be seen from this Figure. For

instance the modified Hermite Pulses have almost the same duration and

bandwidths for various n, and the number of zero crossings of the waveform

is equal to n, [9].

2.2.2 Legandre Pulses

The Legandre polynomials have been used in many different mathematical and

physical areas. Legendre polynomials are a complete orthogonal set of func-

tions. One of various forms of the Legendre functions is expressed as:

PnðtÞ ¼
tn

2nn!

dn

dtn
t2

t2
� 1

� �n

(2:13)
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where t is the time scaling factor, n=0,1,2,. . . and -1 < t <1. Legandre
polynomials can also be recursively obtained as [10]:

Pnþ1ðxÞ ¼ 2xPnðxÞ � Pn�1ðxÞ �
1

nþ 1
xPnðxÞ � Pn�1ðxÞð Þ (2:14)
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where, x= t/t, with P0(x)=1, P1(x)=x. The values of Pn(x) are available as:

P0ðxÞ ¼ 1

P1ðxÞ ¼ x

P2ðxÞ ¼
1

2
ð3x2 � 1Þ

P3ðxÞ ¼
1

2
ð5x3 � 3xÞ

P4ðxÞ ¼
1

8
ð35x4 � 30x2 þ 3Þ

P5ðxÞ ¼
1

8
ð63x5 � 70x3 þ 15xÞ

(2:15)

The Legendre functions are orthogonal and it can be shown that

Z

1

�1

PnðxÞPmðxÞdx ¼
0 if m 6¼ n
2

2nþ1 if m ¼ n

(

(2:16)

The time shape and spectrum of different orders of the Legendre functions are
illustrated in Fig. 2.12.

2.2.3 Prolate Spheroidal Functions

Another family of pulses proposed to be used in wireless UWB communications
is the Prolate Spheroidal Functions (PSF). These functions are practically time
and frequency limited functions, which are the solution of the following integral
equation [9], [11]:

Z

T=2

�T=2

PnðxÞ
sinBðt� xÞ
pðt� xÞ dx ¼ lnPnðtÞ (2:17)

where, B is the bandwidth and T is the duration of the pulse Pn(t) which is the
PSF of order n. The parameter ln in (2.17) is the fraction of pulse energy in the
interval T, i.e.,

ln ¼

R

T=2

�T=2
PnðtÞj j2dt

R

1

�1
PnðtÞj j2dt

(2:18)
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The PSFs are orthogonal, i.e.,

Z

T=2

�T=2

PnðtÞPmðtÞdt ¼
0 if m 6¼ n

ln if m ¼ n

�

(2:19)

The time and spectrum of different orders of the PSF functions are illustrated in
Fig. 2.13.
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Some properties of PSF that make them attractive for wireless UWB com-
munications are [9]:

� The pulse duration is exactly the same for all values on n,
� The pulse bandwidth is almost the same for all values of n,
� The pulses are orthogonal,
� For large n, the pulses have a zero DC component,
� Pulse duration and bandwidth can be controlled simultaneously.

Different pulse shapes have been studied in this section. Other pulse shapes
can also be designed for UWB wireless communications. Waveform design for
the UWB communication is a major issue. The waveform should have a wide
bandwidth and should comply with the FCC or other regulatory masks.
Furthermore, the pulses should be orthogonal and if necessary should mitigate
interference in the UWB band. Hence, choosing the right waveform with
limitation of transmit power and efficient and dynamic spectrum management
is a delicate and overwhelming task [12], [13].

2.3 UWB Features

As mentioned earlier the bandwidth of the UWB technique is huge. This very
wide bandwidth means a fine time resolution. This main feature of the UWB
technology provides the capability of accurate positioning which has already
been used in the radar applications and is now underway in the wireless com-
munications. The capability of communications and positioning (with precise
performance), in a single technology (i.e., fusion of positioning and data cap-
abilities in a single technology) is one of the salient features of the UWB
technology.

Referring to the spectrum of the UWB signal we realize that the UWB center
frequency is relatively low. This causes the UWB signal to penetrate many
materials and providing a functionality that would not be present in a system
of comparable bandwidth at the significantly higher center frequencies.

Besides from the high performance of the UWB technique at low cost,
another major feature of this technique is the very low transmit power. This
low transmit power (in the order of microwatts) causes a low level of inter-
ference to the existing systems. Moreover, as will be discussed in detail in
Chapter 4, the UWB method is robust against fading. This robustness further
reduces the required transmit power of this technology.

2.4 Summary

In this chapter the use of ultra wideband technique for wireless communications
was motivated. Various topics related to the applicability of UWB to wireless
systems including the definition of UWB signals, the FCC radiation mask for
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the UWB transmission, different UWB pulse shapes that can be used and the
major features of UWB, which are remarkable for wireless communications
applications, were studied.

Problems

Problem 2.1 Consider a Gaussian pulse shape as

xðtÞ ¼ 1

s
ffiffiffiffiffiffi

2p
p e�t

2 s

where � is the time spread of the pulse. Show that the spectrum of this pulse is:

X fð Þ ¼ e
�ð2pfsÞ

2

2

What can you conclude?

Problem 2.2 In this problem we want to study the effect of repetition of UWB
pulses on the spectrum shape of the transmitted signal. Consider that data is
modulated onto a train of N=10 square pulses as shown in Fig. P.2.2.1. The
width of each pulse is t and pulse repetition interval (PRI) is T0. Obtain the
spectrum of the transmitted signal if t/T0=0.1.What will happen to the spectral
lines if instead of 10 pulses 5 pulses are transmitted and PRI is changed to 2T0?
Keep the width of each pulse t constant.

Problem 2.3 Consider a UWB signal which consists of a sequence of Pulse
Amplitude Modulated (PAM) pulses with the following properties [14]:

� Each pulse is rectangular and of duration Tb,
� Pulses are equally likely to be � 1,
� All pulse amplitudes are statistically independent,
� The pulses are not synchronized, i.e., the starting time T of the first pulse is

equally likely to be anywhere between 0 and Tb.

Obtain the power spectral density of the UWB signal and compare it with case

where there is no uncertainty in the starting time of first pulse.

…..

tTo

N  Pulses 

τ

Fig. P.2.2.1 A train of UWB
rectangular pulses
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Problem 2.4 The impulse response of a UWB channel can be represented as

hðtÞ ¼ e��tuðtÞ

where �–1 is the decay time constant of the impulse response profile and u(.) is
the unit step function.

(a) Calculate the output of the channel if a sinusoidal signal p(t)=A cos(2pf0t)
is passed through the channel (where, A is the amplitude and f0 is the
frequency of the sinusoidal signal).

(b) Repeat part (a) if a periodic pulse p(t) with period of T0, with the following
shape passes through the channel:

pðtÞ ¼ 1 if tj j � t=2

0 otherwise

�

For the calculations consider t=0.05T0 and �=1/T0. Compare the result with
part (a).

Problem 2.5 Using the definition of fractional bandwidth calculate the frac-
tional bandwidth for theWLAN 802.11a and BluetoothWideband systems and
compare them to the fractional bandwidth of the UWB.

Problem 2.6 Calculate the fractional bandwidth of a Doublet UWB pulse
derived from a Gaussian pulse with �=0.75 nsec. around center frequency of
2.4 GHz. If this pulse shape is modulated around 8 GHz what will be the
fractional bandwidth?

Problem 2.7 Show that for the Gaussian pulse, further derivatives make more
zero crossing of the waveform. Also show that this will further decrease the
fractional bandwidth of the signal.
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Chapter 3

UWB Antennas
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Over the past few years Ultra Wideband communication has received much
attention. Research and development on UWB communications is gaining
momentum mainly because of communication and ranging capabilities of this
technology as well as the recognition of significance of UWB technology by the
FCC and other regulatory bodies. The major step in the development of UWB
technology for wireless communications is the antenna. Like all wireless
devices, the antenna is an essential part of UWB communication systems.
Due to huge bandwidth of the UWB system, antenna poses a remarkable
challenge to the UWB technology. In the recent years researchers, engineers
and scientist have tried hard to solve UWB antenna problem in different ways
and now, six years after the FCC authorized commercial UWB systems, the
UWB products are entering the market with a large scale of commercialization.

Generally antennas are elements that radiate the electromagnetic energy of a
transmission line to the free space. Antennas are in fact transition devices
(transducers) between guided wave and free space (and vice versa), [1]. They
can be considered as impedance transformers, coupling between an input or
line impedance and the impedance of free space [2]. For the case of the UWB
this impedance transformation of antenna is more important. This is due to
huge bandwidth of UWB system. As an initial approach to the UWB antennas
we can start from a dipole and consequently consider multi-narrowband anten-
nas which are optimized to work in the entire UWB band. This idea is shown in
Fig. 3.1 together with the antenna’s corresponding dispersive waveform. The
large scale components of this log-periodic antenna radiate the low frequency
components and the smaller scale components of the antenna radiate high
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29



frequency components. For the UWB communications the dispersive behavior
of the antenna waveform is not popular. Another disadvantage of this antenna
is at different azimuth angles around the antenna the waveform varies, which is
again unpopular for wireless communication applications.

There are different types of UWB antennas. As described in more detail in [3]
they are categorized into the following classes according to form and function:

� Frequency dependent antennas: The log-periodic antenna is an example of
this type of antennas where the smaller scale geometry of antenna contri-
butes to higher frequencies and the larger scale part contributes to the lower
frequencies.

� Small-element antennas: These are small, omni-directional antennas for
commercial applications. Examples of this type of antennas are bow-tie or
diamond dipole antennas.

� Horn antennas: Horn antennas are electromagnetic funnels that concentrate
energy in a specific direction. These antennas have large gains and narrow
beams. The Horn antennas are bulkier than small-element antennas.

� Reflector antenna: These antennas are high gain antennas that radiate
energy in a particular direction. They are relatively large but easy to adjust
by manipulating the antenna feed. Hertz’s parabolic cylinder reflector is an
example of this type of antennas.

Reference [3] is an excellent book with a comprehensive treatment of UWB
antennas. The aim of this chapter is to provide a brief introduction to the
application of UWB antennas especially for wireless communications. To this
end, first in Section 3.1 we start with explaining the requirements of the UWB
antennas when they come to wireless communication applications. The radia-
tion mechanism of the UWB antennas is explained in Section 3.2. Since
design of a UWB communication system requires a good understanding of
the link budget for determining the coverage of the communication system, in
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Fig. 3.1 A log-periodic antenna (left) which has a dispersive waveform (right)
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Section 3.3 a link budget for UWB system, taking into account the character-
istics of the UWB antennas, is provided. Furthermore, as UWB is a proper
technology for the short range high-speed communications, and in short range
scenarios the UWB transmit and receive antennas are very close to each other
and the far-field condition, assumed in most of the link budget models, may not
be satisfied, in Section 3.4 a short range analysis of UWB antennas is discussed.

3.1 Antenna Requirements

The major challenge in the transmission of narrowband pulses is the antenna.
Unlike the narrowband sinusoidal regime, the radiation of large bandwidth,
non-sinusoidal waveforms is an active field of research in the antenna domain.
In this section we study the major requirement of antennas for UWB wireless
communications.

As discussed in Chapter 2, the UWB bandwidth spans from 3.1 to 10.6 GHz.
This huge bandwidth poses challenges on the antennas of the UWB system. The
antenna’s characteristic should be flat in this frequency range. The UWB
antennas for wireless communications applications should have omni-direc-
tional radiation pattern. They should radiate the pulse with minimal distortion
and minimal late-time ringing [4]. They should also be integrated with the
generator on a chip. UWB antennas should bemounted on a dielectric substrate
which will also serve as a protective mechanical shield and radiate through it.
Other major constraint is the FCC mask. In fact the antenna designer and the
RF engineer should cooperate to ensure the overall UWB communication
device to meet a desired spectral mask [2]. Other requirement of UWB antennas
for wireless communications emanates from the spectrum sharing of the UWB
and the existence of other narrowband services. The wireless communications
UWB antennas should be able to be modified by introducing notches or filtering
to some frequencies occupied by the narrow and wideband services. Another
requirement is the integration of UWB antenna with the UWB device. UWB
antenna for wireless communications should be an integral part of the system and
not a stand-alone element. This is an important issue in the successful implemen-
tation of UWB technology for wireless communication applications.

3.2 Radiation Mechanism of the UWB Antennas

Wireless systems based on impulse radio use a new temporal dimension not
classically considered in antenna theory and well-known frequency domain
parameters are not sufficient for the characterization of transient radiation
behavior. In the UWB measurements, the pulse generator is connected to the
UWB antenna. As the antenna is often not perfectly matched at low frequen-
cies, when the transmitted pulse arrives at the transmit antenna, not all the
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energy is transmitted. This consequently means that a part of the signal is

reflected. This reflected pulse travels back through the cable to the generator.

Because the generator is short circuited after firing the pulse, this reflected pulse is

then reflected back to the antenna and is partially transmitted into the channel

and the process repeats. Therefore, the pulse bounces between the UWB gen-

erator andUWB transmit antenna. This phenomena is known as ‘‘multiple signal

reflection’’ in the UWB antennameasurements [5]. There are several solutions to

this problem. A standard solution is to use a wideband resistive attenuator

between generator and transmit antenna to attenuate reflections at the price of

range reduction due to loss of transmit power. Another solution to this problem

is the use of an isolator or circulator. However, these elements should operate

over a large bandwidth. In the measurements, a practical solution to this

problem is to use a longer cable between the UWB generator and transmit

antenna. The length of the cable determines the total time window that can be

measured in the UWB measurements.

3.3 Link Budget for UWB System Taking into Account

the UWB Antennas

Design of a UWB communication system requires a good understanding of the

link budget for determining the coverage of the system. Indeed several results

have been reported on the UWB channel measurements and modeling and

accordingly, models for UWB path loss have been proposed [6]–[9]. However,

none of these references has investigated the link budget of UWB transmission

when taking into account the characteristic of UWB antennas. In this section

we study a link budget model for a UWB system considering the characteristics

of the transmit and receive antennas as well as the generator and pulse shape of

the UWB system.
The electric field radiated by the transmit antennaE radcan be expressed as [10]

E radð f Þ ¼ jVgð f Þ�0
Zgð f Þ þ ZT

Að f Þ
F0

e�j�R

4pR
(3:1)

Where Vg is the generator output voltage and Zg and ZT
A are the impedance of

the generator, and the transmit antenna, respectively. The following parameters

are used: f is the frequency, �=2p/l is the free space wave number, where l is

the wavelength, �0=120p is the free space impedance, F0 is the antenna field

factor andR is the distance. If the transmit and receive antennas are assumed to

be identical, then the field factor can be expressed as [11]

F0 ¼ �0He (3:2)
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Where He is the effective height of the antenna. The open circuit voltage
induced at the receive antenna output is proportional to the incident electric
field Einc and the effective height of the antenna. Assuming E inc =E rad, the
voltage at the load, i.e., VL can be expressed as (see Fig. 3.2)

VLð f Þ ¼ ILð f ÞZLðfÞ ¼ E incHe
ZL

ZR
A þ ZLðfÞ

(3:3)

Where IL is the current through the load, ZR
A and ZL are the impedance of the

receive antenna and load, respectively. Inserting (3.1) and (3.2) in (3.3) yields:

VLðfÞ ¼ j�H2
e�0

e�j�R

4pR
ZLðfÞ

ZR
A þ ZLðfÞ

� �

ZT
A þ ZgðfÞ

� �VgðfÞ (3:4)

According to (3.4), the voltage at the load can be determined if the parameter
He is known as other parameters are known from the design. From (3.4) the
received power spectral density can be found:

PrðfÞ ¼ PtðfÞ�2H4
e�
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PtðfÞ ¼
1

2

VgðfÞ
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Fig. 3.2 Illustration of (a) antenna system, (b) transmit equivalent circuit and (c) receive
equivalent circuit
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and

PrðfÞ ¼
1

2

VLðfÞj j2

ZLðfÞj j (3:7)

are the transmit and receive power spectral densities, respectively. The effective
antenna height can be expressed in terms of the antenna gain and its input
impedance as:

H 4
e ¼

ZR
A þ ZLðfÞ

�

�

�

�

2
ZT

A þ ZgðfÞ
�

�

�

�

2

ZLðfÞZgðfÞ
�

�

�

�

�4

4p2�20
GtðfÞGrðfÞ (3:8)

Where Gt(f) and Gr(f) are the transmit and receive antenna gain, respectively.
Substituting (3.8) in (3.4) we get the following expression for the link budget
based on signal amplitudes:

VLðfÞ ¼
c

4p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

GtðfÞGrðfÞ
p

f
VgðfÞ
�

�

�

�

 !

1

R
(3:9)

Where c is the speed of light. According to (3.9) the link budget expression is
based on the received voltage rather than the received power. Such an approach
is more appropriate for a system working in the time domain. Calculation of
link budget based on peak voltage can avoid the noise level problem which is
caused by averaging the signal over a small time window [12].

Using the above-mentioned analysis, for a transmitted pulse of 200 ps half-
pulse width (i.e., pulse width at half of the maximum amplitude), providing a
spectrum of about 6 GHz, and 2 set of omni-directional bi-conical UWB
antennas (antenna set 1 with diameter of 16 cm and set 2 with diameter of
7.5 cm) and with antenna height of 1.5 m, the maximum received voltage as a
function of separation distance between transmitter and receiver is shown in
Fig. 3.3, [12]. From this figure it can be observed that the received voltage
decreases inversely with the separation distance between antennas. The simula-
tion results based on (3.9) show a good match with the measurements as
discussed in detail in [12]. Moreover, the received voltage with antenna set 1 is
much higher than the case when antenna set 2 is used. This is because antenna
set 1 radiates more energy than antenna set 2 at low frequencies where the major
part of the pulse energy is concentrated.

From (3.9) the effect of generator waveform on the link budget is also clear.
Figures 3.4 and 3.5 show the rectangular, Gaussian and mono cycle pulse in
time and frequency domain, respectively. The results of the above discussed
analysis of link budget for the antenna set 2 are illustrated in Fig. 3.6. From this
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figure it is obvious that the received voltage for the monocycle pulse is higher

than the rectangular and the Gaussian pulses. This is mainly because, unlike

other considered waveforms, the monocycle pulse has almost no DC compo-

nent and the main energy occurs at higher frequencies where the antennas

perform better.

Fig. 3.4 Different shapes of the generator output with equal total energy, [12]

Fig. 3.3 Received peak-to-peak voltage as a function of distance using 2 sets of biconical
UWB antennas, [12]
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Fig. 3.5 Spectra of the pulses, [12]

Fig. 3.6 Receive peak-to-peak voltage as a function of distance between transmitter and
receiver using different pulse shapes, [12]
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3.4 Short Range Analysis of UWB Antennas

UWB is a proper technology for short range high speed communications.
Major application area is the Wireless Personal Area Networks (WPAN) or
Wireless Body Area Networks (WBAN). In these applications the transmit and
receive antennas are very close to each other and far-field condition, assumed in
most of the link budget models, may not be satisfied. In the far-field, the plane
wave propagation and a constant ratio between electric and magnetic field
given by the wave impedance, is assumed. However, in the near field region,
different effects such as reactive fields, phase errors and even re-radiation
between the antennas may become important.

Different near field criteria have been established based on different effects
that can appear in this region [10]. In this section these effects, among others,
are analyzed with respect to the received power over a large frequency band.

3.4.1 Phase Error

The near field criterion associated to phase error is restricted to the fact that an
incident spherical wave differs from a plane wave in a given fraction of the
wavelength. When transmit and receive antennas are close to each other, the
rays of the spherical wave produced by transmit antenna reach different parts of
the receive antenna aperture with different phases. This affects the receive
power as the rays do not sum coherently at the receive antenna. The phase of
each ray is a function of distance between the antennas, the frequency and the
antenna dimension. This effect causes variations in the received power as a
function of distance between the antennas and the frequency and may cause
distortion in the received signal. For the sake of simplicity, and without loss of
generality, we consider a dipole antenna with full matching.We analyze the case
of two thin diploes (i.e., transmit and receive) as depicted in Fig. 3.7, [13]. The
voltage Vrx at the terminals of the receive dipole can be expressed as [10]:

Vrx1
1

Irxi

Z l=2

�l=2
ErzðzrxÞIrxðzrxÞdzrx (3:10)

Where Irxi is the current at the feed point of the receive antenna, Irx is the current
illumination of the receive dipole, zrx and ztx are positions along the receive and
transmit dipole, respectively, and l is the length of the dipole. The electric field
along the receive dipole is given by:

ErzðzrxÞ ¼
Z l=2

�l=2
E�ðztx; zrxÞ cos�ðztx; zrxÞdztx þ

Z l=2

�l=2
Erðztx; zrxÞ cos

p
2
� �ðztx; zrxÞ

h i

dztx

(3:11)

Using the equations of the infinitesimal dipole given in [10]
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Er ¼ �
I0l cos �

2pr2
1þ 1

jkr

� �

e�jkr (3:12)

E� ¼ j�
I0l sin �

4pr
1þ 1

jkr
� 1

ðkrÞ2

 !

e�jkr (3:13)

The voltage in the receive antenna can be expressed as:

Vrx1
1

Irxi

Z

l=2

�l=2

R l=2

�l=2 j�
kIðztxÞl sin �ðztx;zrxÞ

4prðztx;zrx Þ
1þ 1
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1

ðkrðztx;zrxÞÞ2

� 	

�jkrðztx;zrxÞ cos�ðztx;zrxÞdztxþ
R l=2

�l=2 �
IðztxÞl cos �ðztx;zrxÞ

2prðztx;zrxÞ2
1þ 1

jkrðztx;zrxÞ

� 	

e�jkrðztx;zrxÞ cos½
p
2�cos�ðztx;zrxÞ�dztx

0

B

@

1

C

A

IrxðzrxÞdzrx
(3:14)

Where k is the wave number (2p/l), I0 is the excitation current, � is the free space
impedance (120p�), � is the elevation angle with respect to the axis of the dipole
assumed along to zenith, j is the azimuth angle with respect to the x-axis in a
rectangular coordinate system with z-axis along the zenith, and r is the distance
from the dipole.

Equation (3.14) quantitatively shows the near field effects on the received
signal voltage. Calculation of received power at very short distances shows that
the received power is less than expected for the far-field [13]. The main reason is
that different rays picked up by the antenna are not in phase and therefore the
total received power is less. It should be mentioned that for the UWB antennas
in short range wireless communication scenarios, the revived power based on
(3.14) should be averaged over the entire UWB band. This means that the
results of different dipoles at different center frequencies should be combined.
The above-explained analysis can be repeated in a similar manner for the

Fig. 3.7 Phase error between two dipoles
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non-dispersive UWB antennas (such as diamond antenna*).More details can be
found in [13]–[14].

3.4.2 Antenna Mismatch

The electric and magnetic fields for distances within the near-field region have a
quite different behavior. They consist of radiating components and receive or
storage components. For radiating fields, the source is not affected by the
observer. Once the radiating field leaves the antenna, it is gone for ever, and
the source is not affected if the energy is absorbed or not. For reactive or stored
fields the effect is different. Any time that an observer extracts or diverts part of
the reactive field energy, it will cause a reaction in the source circuit which might
change the input impedance of the antenna [14]. For distances below l/2p the
reactive fields predominate. The coupling of the reactive static field to the
receive antenna can be modeled as an electric or magnetic coupling and it will
influence the transmit antenna by changing its input impedance. This coupling
will vary with the frequency. For UWB antennas the changes in the input
impedance of the transmit antenna may cause a mismatch for one or several
frequencies, and a distortion in the frequency response of the antennas. This
effect is analyzed in [14] by using a diamond antenna with a second identical
antenna placed at different distances and different frequency bands. Results of
this reference show that only for distances of 1 cm and less a small antenna
mismatch occurs. It is also concluded that the mismatching is more important
for larger UWB antennas than for smaller antennas.

3.4.3 Re-radiation Between Antennas

The voltage induced in a receive antenna due to electromagnetic field generated
by a transmit antenna produces a current through both the antenna impedance
and the load impedance. Part of the power picked up by the antenna will be
absorbed by the load impedance and a part of power will be dissipated in the
antenna impedance. This might produce a re-radiation from the receive antenna
that can be picked up by the transmit antenna and re-radiated again producing
interference in the receive antenna. The amount of power re-radiated by the
receive antenna depends on the antenna mismatch and the physical antenna
structure. For a given distance the re-radiation between the antennas may add
constructively or destructively depending on the frequency and the phase shift
introduced by both antennas. This effect causes a variation of the received
power as a function of frequency. This means that the channel frequency
response may change for different distances, not only in level, but also in the

* A diamond antenna is a planar antenna formed by two isosceles triangles. The width and the
height of the triangle is about �/4 of the center frequency.
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shape. Simulation results of the UWB diamond antenna in [14] indicate that at
distances of 2–3 cm the re-radiation effect between antennas are negligible.
Furthermore, this effect is smaller for smaller UWB antennas.

3.5 Summary

The design and development of antennas for UWBwireless communication is a
key research area. The huge bandwidth of UWB systems poses unique research
challenges which have to be dexterously addressed. In this chapter a brief
introduction to the application of UWB antennas especially for wireless com-
munications was provided.

Problems

Problem 3.1 Consider an AM broadcast antenna working in the frequency
range of 530-–1800 KHz. Calculate the fractional bandwidth of the signal. Can
we consider the antenna as anUWB antenna? (Hint: note that the bandwidth of
AM signal is 10 KHz.)

Problem 3.2 Aswill be discussed inmore detail in Chapter 7, Impulse radio and
Multi-band OFDM are two competent technologies for the UWB communica-
tions. Which one of these technologies is more vulnerable to the dispersion of
the UWB antenna?

Problem 3.3 What are the major differences between UWB antennas for the
radar and wireless communication applications?

Problem 3.4 Consider a linear array of N narrowband antennas which are
equally spaced at a distance d. As seen in Fig. P.3.4.1, a plane wave impinges
the array at angle q with respect to array normal. Each antenna output is
weighted by a complex weight Vn. By adding all antenna outputs obtain the
array factor (AF) as:

Array Normal

dsinqq

Element N Element  1 32

.   .    .

.   .    .Fig. P.3.4.1 A uniformly
spaced linear array
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AFðqÞ ¼
X

N

n¼1
Vne

j 2p� nd sin q

where l is the wavelength.
Sketch the AF for an array of 8 elements.
If the array elements are UWB antennas which are modeled by differentia-

tors, what will be the array factor? Sketch the array factor for N=8 and
compare the result with the narrowband antennas case.

Problem 3.5 In Section 3.2 we studied the radiation mechanism of the UWB
antennas and the multiple reflection problems. Does a longer cable between the
UWB generator and transmit antenna eliminate the problem?
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Analysis and design of UWB wireless communication systems are based on the
knowledge of the propagation characteristics of UWB radio channel. Radio
propagation mechanisms in the mobile and indoor environments are complex.
UWB propagated radio signals undergo attenuation by objects. Meanwhile,
because of the reflection, refraction and scattering of the transmitted wave, the
signal arrives in the receiver through different paths having different amplitudes
resulting in the delayed and attenuated echoes of each transmitted pulse.
Because of the huge bandwidth, and unlike the narrowband communication,
the UWB technique is robust against fading, and themultipath components can
be resolved with a differential delay of less than a nano second. The resolved
multipath can be well used in the Rake receiver.

In this chapter we focus on the UWB wireless channel. The results of this
chapter are important to the designer of UWB communication system to
predict the signal coverage, to estimate the maximum achievable data rate, to
determine optimum location for antennas, to design efficient modulation
schemes and to study associated signal processing algorithms. In UWB com-
munication if a narrow time transmitted pulsewtrðtÞ is sent through the channel,
the received UWB signal r(t) can be written as:

rðtÞ ¼ Awrecðt� tÞ þ nðtÞ (4:1)

Where A is the attenuation, t is the propagation delay between transmit and
receive and n(t) is the additive noise. It should be noted that, due to the UWB

H. Nikookar, R. Prasad, Introduction to Ultra Wideband for Wireless
Communications, Signals and Communication Technology,
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channel, the transmit waveform changes from wtr to wrec, is delayed by t, and is

attenuated by A. Moreover, the received signal is corrupted by the noise.
It is worth mentioning that in the UWB channel characterization, the chan-

nel has the effects of the transceiver and antennas. These effects can be removed

by using a reference LOS measurement, where the propagation channel can be

considered to approximate free space loss, or by using the reference measure-

ment at a reference distance (e.g., 1 m) between transmit and receive units.
UWB channel models can be either deterministic or statistical. Further, it

can be carried out in both time and frequency domains. As will explained later

in this chapter the main statistics for modeling in time domain are cluster

distribution, cluster arrival distribution, amplitude fading, path loss and sha-

dowing.While in frequency domain analysis the geometry and position of poles

are the important parameters to be measured. Figure 4.1 gives a snapshot of the

available methods and the respective parameters needed to characterize the

UWB channel.
The structure of this chapter is as follows. In Section 4.1 we put special

emphasize on the time domain impulse response modeling of the UWB channel,

since the multipathmedium can fully be described by its time impulse responses.

In this section the distribution of fading (sub-section 4.1.1) and time of arrivals

(sub-section 4.1.2) will be explained in more details. Other important channel

parameters such as path loss, power delay profiles and rms delay spread are

UWB Channel Modelling

Time Domain Modified Time 
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Amplitude 
Fading

Time of
Arrival

Path Loss

Power Delay 
Profile

1. Rayleigh
2. Lognormal

3. Rician
4. PoCa

5. PoCa-NaZu 

1. Poisson
2. Modified Poisson
3. Saleh-Valenzula

Methods

Parameters to be 
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1.Geometry of Poles
2. Closeness of Poles

to Unit Circle 

Fig. 4.1 UWB channel modeling – Methods and parameters
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discussed in sub-sections 4.1.3–4.1.5. The modified impulse response method is
discussed in Section 4.2. The UWB channel model proposed by IEEE 802.15.3
will be described in Section 4.3. In Section 4.4 the frequency domain modeling
of the UWBwireless channels will be studied. The time and frequency modeling
of UWB channels will be compared in Section 4.5. The chapter will be rounded
up with a summary in Section 4.6.

4.1 Impulse Response Modeling of UWB Wireless Channels

The UWB wireless channel can be fully described by its impulse response
function h(t) which can be expressed as follows:

hðtÞ ¼
X

N

n¼1
an�ðt� tnÞe jyn (4:2)

where the parameters of the nth path an , tn , yn and N are amplitude, delay,
phase and number of multipath components, respectively. When UWB is a
baseband signal, the phase in (4.2) can be kept out of consideration. The UWB
wireless channel is completely characterized by these path variables. The math-
ematical model of (4.2) can be used to obtain the response y(t) of the channel to
any transmitted signal s(t) by the convolution integral and adding noise,

yðtÞ ¼
Z

1

�1

sðxÞhðt� xÞdxþ nðtÞ (4:3)

where, n(t) is the low pass complex value additive Gaussian noise.
Deduction to the Narrowband Model

By transmission of a constant envelope signal (i.e., s(t)=1.exp( j!0t)), through
the multipath wireless channel, and ignoring the noise, the lowpass version of
the channel output is

A e j� ¼
X

N�1

k¼0
ak e jyk (4:4)

This vector addition of the multipath components is represented in Fig. 4.2.
According to (4.5) the received signal y(t) is written as

yðtÞ ¼ Re½A e j�e j!0t� ¼ A cosð!0tþ �Þ (4:5)

In this case the effect of the multipath fading of the channel on the transmitted
signal is changing the amplitude by a factor
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A ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

N�1

i¼0
ai cos yi

 !2

þ
X

N�1

i¼0
ai sin yi

 !2
v

u

u

t (4:6)

and phase by

� ¼ tan�1

P

N�1

i¼0
ai sin yi

P

N�1

i¼0
ai cos yi

0

B

B

B

@

1

C

C

C

A

(4:7)

4.1.1 Distribution of Amplitude Fading

In this sub section we focus our attention on the amplitude fading of UWB
wireless propagation channels and provide a statistical model for signal ampli-
tude fading. The amplitude fading in UWB wireless multipath environments
may follow different distributions depending on area covered bymeasurements,
presence or absence of a dominating strong component, and some other con-
ditions. Major candidate distributions are as follows:

a) The Rayleigh Distribution

For narrowband communications, a common assumption that can be considered
is that aks (scatter vectors in (4.4)) are nearly equal in length but have random
phases. This assumption is well justified in small areas and in the absence of line
of sight (LOS) component. Therefore, the vector summation of (4.4) is written:

r e jy ¼ r 0
X

N�1

i¼0
e jyi (4:8)

where, r 0= a0ffi a1ffi.. . .ffi aN–1. The phase yi is very sensitive to the path length
and changes by 2p as the path length changes by a wavelength. Therefore,
phases have uniform distribution between [0,2p). Considering this distribution

a
1

a0

a3

a2

φ

θ3

θ2

A

θ1

Fig. 4.2 Vector summation
of the multipath
components in the
narrowband model
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for phases in (4.4), the joint distribution of r and y will be the product of

uniform [0,2p) distribution with Rayleigh distribution described by

fðrÞ ¼ r

s2
e�

r2

2s2 uðrÞ (4:9)

where, s2=� ai
2 (i=0,1,2,...,N–1), and u(.) is the unit step function. The mean

and variance of Rayleigh distribution are
p
(p/2)s and (2–p/2)s2, respectively.

The assumption of approximately equal ais in (4.4) may be unrealistic in
practice. If these components are not equal but each individual component

does not have a main contribution in received power (i.e., ai
2 << �i ai

2), and
when the number of components N is large, the envelope r in (4.4) will have

Rayleigh distribution described by (4.9).

b) The Lognormal Distribution

Suppose x is a normal (Gaussian) random variable with mean � and variance
s2. If x=ln r, it can be shown [1] that r has lognormal distribution as

fðrÞ ¼ 1

sr
ffiffiffiffiffiffi

2p
p e

�ðln r��Þ2

2s2

� �

uðrÞ (4:10)

where, u(.) is the unit step function. A justification for using this distribution is

when the fading is modeled as a multiplicative process. In this case, logarithms are
added and according toCentral Limit Theorem, the distributionwill be lognormal.

c) The Rician Distribution

Referring to the Rayleigh distribution if we assume one of the components
(rk ,yk) is fixed and other scatter vectors are random in amplitude and phase,

(4.4) is rewritten as

r e jy ¼ � e jy0 þ
X

N�1

i¼0; i 6¼k
ai e

jyi (4:11)

and probability density function of r will be [2]

fðrÞ ¼ r

s2
e �

r2þ�2
2s2

� �

I0
�r

s2

� �

uðrÞ (4:12)

which is called the Rician distribution. In (4.11), a is a fixed vector, u(.) is the

unit step function, s2 is power of scatter Rayleigh components, and I0( �) is the
modified Bessel function of zeroth order

I0ðxÞ ¼
1

2p

Z

p

�p

ex cos� d� (4:13)
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The Rician distribution occurs when a strong path exists in addition to the low

level scattered path. The strong or fixed path component is line of sight path or

the path that has much less attenuation with respect to other components. As a

special case when �=0 (or �2/2s2hhr2/2s2) Rice distribution in (4.12) becomes

Rayleigh distribution. Meanwhile, when the fixed vector has much more power

than scatter components, r in (4.11) is approximately Gaussian. That is, in this

case, the Rician distribution is approximated by a Gaussian distribution [3].

d) The PoCa Distribution

For the UWB communications because of very large bandwidth the number of
sub-paths components in each bin (which is inversely proportional with the

bandwidth), becomes very small. Accordingly, the Rayleigh and lognormal

distributions do not seem to describe properly the distribution of fading of

the UWB channels. Poydoro and Capsalis (PoCa) [4] proposed a distribution,

known as PoCa distribution, for the fading of UWB channels. This distribution

accurately describes the amplitudes when the number of sub-paths in each bin is

small. If n denotes the number of sub-paths in each bin and s2 the variance of

the Rayleigh distribution, the PoCa distribution can be expressed as:

fðrÞ ¼ 2p 2 nÞ
s2

r

ða2 � b2Þ
nþ1
2

Pn
a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 � b2
p
� �

a ¼ 1þ r2

s2ð2nþ 1Þ þ
r4

8s4ð2nþ 1Þ2

b ¼ r4

8s4ð2nþ 1Þ2

KðnÞ ¼ 1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pð2nþ 1Þ
p

�ðnþ 1Þ
�ðnþ 1

2Þ

(4:14)

where

�ðnÞ ¼
Z

1

0

un�1 e�udu (4:15)

and Pn(x) denotes the Legandre function
*. In Fig. 4.3 the probability distribu-

tion function (PDF) of the PoCa distribution for different number of subpaths

components as well as the Rayleigh distribution is depicted. From this figure a

noticeable difference between the Rayleigh and PoCa distribution (with small n)

* Legandre polynomials for several n are as follows: P0(x)=1, P1(x)=x, P2(x)=�(3x2�1),
P3(x)=(5x3�3x)/2, . . .
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is seen. When the number of subpaths gets larger the PoCa distribution

approaches the Rayleigh distribution.

e) PoCa-NaZu Distribution

We mentioned earlier that the Ricean distribution is a good distribution to
specify the amplitude fading when LOS is present. For the UWB channels with

a strong LOS and small number of subpaths in each bin, the PoCa-NAZU

(Nakagawa-Arita-Zhang-Udagawa) distribution is suggested to describe the

amplitude fading [5]. This distribution is given by:

x0 ¼ 1þ s2 þ r2

ð2nþ 1Þs2
þ s2r2

ð2nþ 1Þ2s4

x1 ¼
�2sr

ð2nþ 1Þs2
� 2sr3

ð2nþ 1Þ2s4

x2 ¼
�s2r2 þ r4

ð2nþ 1Þ2s4

x3 ¼
2sr3

ð2nþ 1Þ2s4

x4 ¼
�r4

ð2nþ 1Þ2s4

(4:16)
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Fig. 4.3 The PDF of PoCa distribution for different number of subpaths
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where

fðrÞ ¼ r
K2ð2nþ 1Þ

s2

Z

2p

0

x0 þ x1 cos uþ x2 cos 2uþ x3 cos 3uþ x4 cos 4uð Þ�ðnþ1=2Þdu

(4:17)

In Fig. 4.4 the Rayleigh, Ricean distributions as well as the PoCa-NAZU (for
different values of n) are illustrated. As seen from the figure for large n the
PoCa-NAZU distribution tends to the Ricean distribution.

4.1.2 Distribution of Time of Arrival

a) Poisson Distribution

Distribution of the arrival time sequence (i.e., tn in Eq. (4.2)) has been investi-
gated in [6]–[9]. As a first model Poisson distribution for the sequence of path
arrival times may be considered. This distribution is often addressed when
certain events occur with complete randomness. If I denotes the number of
paths occurring in a given time interval T, Poisson distribution will be

PðI ¼ iÞ ¼ �
i e��

i!
(4:18)

where �=
R

T l(t)dt and l(t) is mean arrival rate at time t. For a stationary
process l(t) is constant and E[I ]=Var(I )=l. Analysis of time of arrival of

Fig. 4.4 The PDF of Rayleigh, Ricean and PoCa-NAZU distribution for different number of
subpaths, courtesy of [5]
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multipath components of the indoor and mobile data base has shown that

standard Poisson model does not provide a good fit.

b) Modified Poisson Distribution

A more realistic model is the ‘‘modified Poisson’’ or �-K model. This model
which takes into account the clustering properties of multipath components was

first suggested by G.L. Turin [6] and was successfully used in analysis [7] and

simulation [8]–[3] of mobile and indoor radio propagation channels. In stan-

dard Poisson model path components are in complete randomness, however, in

the modified Poisson process, occurring of a path will change the probability of

having another one. As shown in Fig. 4.5 the process starts with a pure Poisson.

If a path exists at time t then the process will switch to another Poisson process

with parameter Kl(t) and if there is no further path in the interval [t,t+�) it

comes back to its initial state at the end of the interval. This model is described

by a series of transitions between two states. With K=1 and �=0 this process

reverts to the standard Poisson process. The application of discrete version of

this process to the path arrival times of measured data of mobile and indoor

radio propagation channels shows a very good fit. (References [7]–[8] and [9],

[3], respectively). The good fit of �-K model in describing the time of arrival

of path components is mainly due to nonrandomness of local structure and

objects, which means multipath components occurr in groups. Another justifi-

cation is that the modified Poisson due to its nature, uses more information of

the data compared to pure Poisson, i.e., the �-K model uses empirical prob-

abilities associated with individual small intervals �, while standard Poisson

process model uses the total probability associated with a larger interval

T >>� , [7], [8].

c) Saleh and Valenzula Model – Double Poisson Distribution

Another method to characterize the arrival times in UWB channels is the
double Poisson model. This model was first proposed by Saleh and Valenzula

(SV) for indoor channels [10]. According to this model multipath arrivals occur

Mean arrival rate

Δ

Δ
τt

K λ0 (t)

λ0 (t)

S-2

S-1

t'

Fig. 4.5 The continuous
time Modified Poisson
Process

4.1 Impulse Response Modeling of UWB Wireless Channels 51



in clusters. The rate of cluster arrivals is �. Within each cluster, rays (multipath)
arrive according to Poisson Process with rate l. When the arrival process is
Poisson the inter-arrival times are exponentially distributed. If Tl denotes the
arrival time of the lth cluster we have:

ProbðT1jTl�1Þ ¼ � e��ðT1�Tl�1Þ (4:19)

and for the nth arrival in the lth cluster we will have:

Probðtn;ljtn;lÞ ¼ l e�lðtn;l�tn�1;lÞ (4:20)

Accordingly, the impulse response of the UWB channel becomes:

hðtÞ ¼
X

1

l¼0

X

1

n¼0
an;l�ðt� Tl � tn;lÞ ejyn;l (4:21)

where an,l, yn,l are respectively the amplitude and phase of the nth ray in the lth
cluster. With this model the power delay profile can be expressed by two
negative exponential functions as

Pn;l ¼ P0;0 e�T1=� e�tn;l=� (4:22)

where P0,0 is the received power at delay 0 of the 0th cluster. The parameter
g and � are the ray and cluster time decay constants (TDC) of the power delay
profiles, respectively. Figure 4.6 shows several power decay profiles with expo-
nential decaying clusters and rays. In Table 4.1 the parameters of double
exponential power decay profiles for the UWB as well as wideband systems
are depicted, [11]–[13].

e−Tl / Γ

P

T0 T1 τ

e– τnl /γ

Fig. 4.6 Several power delay profiles with exponential decaying cluster and rays
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4.1.3 Path Loss

Path loss or path attenuation, by definition is the attenuation undergone by an
electromagnetic wave in the transit between a transmitter and a receiver in a
communication system. Path loss may be due to many effects such as free space
path loss, reflection, refraction, diffraction, scattering, clutter, absorption from
objects, structures or any other obstructions in the path.

Path loss (PL) is defined as:

PL ¼ Pt

Pr
(4:23)

And in log scale:

PLðdBÞ ¼ PtðdBÞ � PrðdBÞ (4:24)

where Pt is the power fed to the transmitting antenna and Pr is the power
available at the receiving antenna. For very simple cases where there is a direct
path from transmitter to receiver, and in the absence of substantial obstacles in
the path of the signal, the received power follows the inverse square law:

Pr / d�2; (4:25)

where d is the distance between transmitter and receiver. Narrowband signals
propagate in free space as three-dimensional expanding waves. Beyond the
immediate near-field vicinity of the antenna, propagating energy expands
spherically in proportion to the square of the distance. For omni-directional
expansion, the total energy remains constant over the surface area 4pd2 of a
sphere having radius d. According to Friis law free space loss is:

Table 4.1 Double exponential model for the UWB and conventional wideband systems

UWB Conventional wideband

Spencer et al. [13]

Parameter

Win Model
[11]

Intel Model
[12]

Saleh-
Valenzuela[10] Building

1
Building
2

TDC of
clusters (ns)

27.9 16 60 33.6 78

TDC within
cluster (ns)

84.1 1.6 20 28.6 82.2

Cluster arrival
rate (1/ns)

1/45.5 1/60 1/300 16.8 17.3

Intracluster
arrival rate
(1/ns)

1/2.3 1/0.5 1/5 5.10 6.6
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PL ¼ 20 log10
4pdfc
c

� �

(4:26)

where d is the distance, c is the speed of light and fc is the center frequency. The
received power at distance d, Pr (d) is expressed as:

Pr ¼ PtGtGr
c

4pfd

� �2

; d40 (4:27)

Where Pt is the transmit power, and Gt and Gr are the transmit and receive
antenna gains, respectively. Some losses have to be taken into account in (4.27)
such as filter and antenna losses that are not considered here. In logarithm scale
(4.27) is written as:

Pr ¼ Pt þ Gt þ Gr þ 20 log
c

4pfd

� �

(4:28)

Using (4.23) the path loss in free space is given as:

PLðdÞ ¼ ð4pÞ
2d 2f 2c

GrGtc2
(4:29)

A common measure of the average large-scale path loss for a given separation d
between the transmitter and receiver is expressed by:

PLðdÞ / d

d0

� �n

(4:30)

where n is path loss exponent and d0 is a reference distance. The reference
distance must be smaller than the typical distances encountered in wireless
communication systems and must fall in the far field region of the antenna, so
that the losses beyond that point are purely distance dependent effects. In log
scale (4.30) can be written as:

PLðdÞ ¼ PLðd0Þ þ 10n log
d

d0

� �

(4:31)

For the UWB channels the path loss formula (4.29) may be used by replacing
center frequency fc with the geometrical mean of the fl and fh (the low and high
frequency band edges of the UWB signal, respectively). But care should be
taken as the wavelength (which is c/f ) will be different for different frequencies
of the UWB band.Meanwhile, because of very large bandwidth of UWB signal,
the gain of the antennas varies with the frequency. For the UWB propagation
channel, different path loss exponents are reported in the literature. The path
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loss exponent depends on the environment. In [14] for LOS UWB indoor
channels a path loss of 1.7 and for NLOS case a path loss of 3.5 is reported.
A dual slope path loss model for narrowband as well as UWB channels is
proposed in [15]. According to this model for the distances lower than the
beak point distance Db the path loss exponent is 1.8 and above this distance
is 4. The breakpoint distance depends on the heights of transmitting and
receiving antennas, the lowest frequency as well as the bandwidth of the signal
(see Table 4.2).

Another important issue is the dependence of path loss with the frequency.
Generally path loss increases with the frequency. In [16] for a 2-path channel it
is shown that the path loss formula (4.31) can be expressed as a function of
distance and frequency:

PLðd; f Þ ¼ PLðd0; f0Þ þ 10n log
d

d0

� �

þ 10m log
f

f0

� �

(4:32)

where d0 and f0 are the reference distance and frequency, respectively. Referring
to (4.29) for the free space path loss m=2. For the UWB indoor channels a
dependence of path loss exponent with the carrier frequency and bandwidth is
reported in [17]. For a corridor scenario in LOS the path loss exponent ranges
1.55–2.2 and as a general trend it increases with the increasing carrier frequency.
For NLOS, path loss exponent ranges 2–6.5. According to [18] for NLOS
measurements, path loss exponent increased from 3.3 to 4.5 when frequency
increased from 2.4 to 11.5 GHz.

4.1.4 Power-Delay Profiles

Using the impulse response of the channel (i.e. Eq. (4.2)), the received signal
power can be obtained as

PðtnÞ ¼ EfjhðtÞj2g ¼
X

N�1

n¼0
an2 �ðt� tnÞ (4:33)

Table 4.2 Breakpoint distance and path loss exponents for different bandwidths

Breakpoint Distance and Path loss Exponent

Bandwidth Breakpoint Distance Path Loss Exponent

d<Db d>Db

7.5 GHz 97 m 1.8 4.0

750 MHz 72 m 1.9 4.0

75 MHz 65 m 2.0 4.0

7.5 MHz 64 m 2.0 4.0

CW 64 m 2.0 4.0

Lowest Frequency = 3.1 GHz
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Usually the later paths of the power delay profile experience more attenuation

and accordingly the power delay profiles are generally decreasing function of

the excess delay. A goodmodel is exponential decrease of the received power as:

PðtnÞ ¼ Pð0Þ
X

N�1

n¼0
e�� tn�ðt� tnÞ (4:34)

where P(0) is the received power at delay t0 and � is a parameter that

controls the decreasing shape of the power delay profile. Higher values of

� give faster decaying of the power delay profiles. The indoor measurements

results of [19] and [20] show the exponential decrease of the power delay

profiles with 1/�=29 ns for the LOS and 1/�=40 ns for the NLOS case.

4.1.5 RMS Delay Spread

For the UWB wireless channels a one-number representation of an impulse

response profile is the rms delay spread. The rms delay spread (trms ) is defined as:

trms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

t2 � ðtÞ2
q

(4:35)

where the mean excess delay t is the first moment of the power delay profile and

is given by:

t ¼

P

i

a2i ti
P

i

a2i
¼

P

i

PðtiÞti
P

i

PðtiÞ
(4:36)

The second moment of the power profile and is defined as:

t2 ¼

P

i

PðtiÞt2i
P

i

PðtiÞ
(4:37)

Rms delay spread is a good measure of multipath spread of the channel. Strong

echoes with long delays contribute significantly to trms. It has been shown that

the performance of UWB communication systems working in the wireless

channels is very sensitive to the value of trms. The results of UWBmeasurements

show a mean of 4.7 ns for the rms delay spread of the LOS indoor channels and

a mean of 8.2 ns for NLOS [14]. In [20] trms values of 8–12 and 14–19 ns are

reported for LOS and NLOS cases, respectively.
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4.2 Modified Impulse Response Method

After discussion of impulse response method of UWB channels we are in a

position to focus on the Eq. (4.2), as in the UWB case due to very large

bandwidth the channel model expressed by this equation may need some

modifications to proper characterize the channel. The Fourier transform of

h(t) in (4.2) is written as:

FTfhðtÞg ¼ Hðf Þ ¼
X

N

n¼1
ane

jð2pftnþynÞ (4:38)

According to the impulse response model of (4.2), each path is independent of

frequency. This assumption is valid only when the bandwidth around the center

frequency is not large (the condition that is not met for the UWB case). Mean-

while, for the ultra large bandwidths the scattering and diffraction, that cause

multipath components in the impulse response model, are strongly frequency

dependent. Therefore, for a precise impulse response modeling of the UWB

channels, the frequency dependence of the individual paths should be incorpo-

rated in the model. This can be done by adding a frequency dependent term to

the Eq. (4.38) as:

HUWBðf Þ ¼
X

N

n¼1
angnðf Þe jð2pftnþynÞ (4:39)

The frequency dependent term gn(f) can have different values. For example for

the direct path that can be 1, for the diffraction from wall edge can be repre-

sented by f –0.5, for the diffraction from desk corner can be expressed by f�1, or

for the case of double diffraction can be considered as f –1.5, [21]. The other

example of frequency dependence is when more than one (e.g., 3) ray arrive in

the same time. The contribution of three rays is equivalent to one ray with

frequency dependent amplitude:

gnð f Þ ¼ 1þ an0

an
e j2pfðtn�tn0 Þ þ an00

an
e j2pfðtn�tn00 Þ (4:40)

For slowly varying gn(f ) we can expand that around center frequency f0 as:

gnð f Þ ¼ gnð f0Þ þ g0nð f0Þð f� f0Þ þ
1

2
g00nðf0Þðf� f0Þ2 þ . . . (4:41)
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Accordingly, the frequency response of the UWB channel can be written as:

HUWBðf Þ ¼
X

N

n¼1
angnðf Þe j2pftn ffi

X

N

n¼1
Ane

j2pfTn

Tn ¼ tn þ j
g0nðf0Þ
gnðf0Þ

(4:42)

Tn is considered as the ‘‘complex path arrival time’’. Contemplating (4.42) we

notice that if the bandwidth is so large that the frequency dependence of multi-

path should be considered then the model of path delays will not be simply tn.
But rather the imaginary part (which is a function of frequency dependent term

added to the channel frequency response) should be considered as well. The

larger the bandwidth the stronger is the effect of frequency dependency. Based

on the modified impulse response method, another point that should be noted

here is the rms delay spread of the UWB channels. Using definition of trms in

(4.35)–(4.37), it is seen from (4.42) that for the UWB channels the rms delay

spread is a function of the frequency.

4.3 The IEEE UWB Channel Model

IEEE 802.15.3a proposed a UWBmultipath channel model in July 2003, [22]. It

is based on the S-V model explained in the previous section. The multipath

components arrive at the receiver in groups, called clusters, with Poisson dis-

tribution. The path (ray) within each cluster also arrives with Poisson distribu-

tion. The channel impulse response is given by:

hðtÞ ¼ X
X

L

l¼1

X

M

n¼1
�nl�ðt� Tl � tnlÞ (4:43)

where L is number of clusters, M is number of paths within a cluster, �n,l is the

multipath gain of the nth path corresponding to lth cluster. Tl is delay of lth

cluster and tn,l is the time delay of nth ray of the lth cluster. The amplitude

fading is defined as �n,l =Pn,l.�l �n,l, where Pn,l is the sign of the coefficient and

takes �1 with equal probability and accounts for signal inversions due to

reflections. �l is the fading associated with the lth cluster. �n,l, is the fading

associated with the nth ray of the lth cluster. The envelope of amplitude fading

�n,l (i.e., �l �n,l ) is lognormally distributed withmean �n,l and variances1
2+s2

2 .

Using this model:

58 4 Ultra Wide Band Wireless Channels



Ef �l�n;l
	

	

	

	

2g ¼ �0e
�Tl=�e�tn;l=g (4:44)

where, �0 is the mean power of the first path of the first cluster at delay 0 of the

first cluster. Parameters � and g are the cluster and ray decay constants,

respectively. According to this model, the mean of the channel fading is

given by:

�n;l ¼
10 ln�0 � 10Tl=�� 10tn;l=g

ln 10
� ln 10

20
ðs 2

1 þ s 2
2 Þ (4:45)

wheres1=s2=3.3941 dB. Since the clusters and rays (within each cluster) arrive

according to Poisson process, the inter arrival times of the clusters and rays

follow the exponential distributions as:

ProbðTljTl�1Þ ¼ �e��ðTl�Tl�1Þ

Probðtn;ljtn�1;lÞ ¼ le�lðtn;l�tn�1;lÞ
(4:46)

Where � is the cluster arrival rate and l is the ray arrival rate.
Parameter X in (4.43) is the shadowing which can be modeled by lognormal

distribution. The IEEE 802.15.3.a considers 4 channel models (CM1-CM4). In

the CM1 the transmit-receive antenna separation is 0–4 m and the situation is

LOS. The CM2 is NLOS, and the transmit-receive separation is within 4 m. The

channelmodel CM3 is forNLOS, with the transmit-receive separation of 4–10m.

The channel model CM4 is for NLOS extreme multipath with rms delay spread

above 25 ns, [22]. In Table 4.3 the IEEE UWB channel model parameters for

CM1 and CM3 are shown.
Figure 4.7 gives the methods and respective parameters used to characterize

the IEEE UWB channel model.

Table 4.3 IEEE UWB Channel model parameters

Model Parameter CM1 CM3 Unit

LOS/NLOS LOS NLOS –

TX-RX Separation 0–4 4–10 m

� 0.0233 0.0667 1/ns

l 2.5 2.1 1/ns

� 7.1 14 ns

g 4.3 7.9 ns

s1 3.3941 3.3941 dB

s2 3.3941 3.3941 dB

4.3 The IEEE UWB Channel Model 59



4.4 Frequency Modeling of UWB Channels

Another approach for the modeling of mobile/indoor radio propagation channel
is using the frequency domain. The main advantage of the modeling in the
frequency domain is that it requires lower number of parameters for characteriza-
tion of the channel than time domain methods. Full description of the frequency
domain modeling of wireless channels are reported in [23] and [24]. The basic idea
of this technique is that the frequency response of the channel at each physical
point, i.e., H( f ), is modeled by an auto-regressive (AR) process of order p as

HðfnÞ ¼
X

p

i¼1
aiHðfn�iÞ þ VðfnÞ (4:47)

where H( fi ) is the nth sample of the complex frequency domain measurement
and V( fn) is a complex white noise process representing the error between the
actual frequency response value at frequency fn and its estimate based on the
last p samples of the frequency response [24].

GðzÞ ¼ 1

1�
P

p

i¼1
aiz�i

¼
Y

p

i¼1

1

ð1� piz�1Þ
(4:48)

IEEE UWB Channel Modelling

Time DomainMethods

Parameters
to be

Measured

Amplitude
Fading

Time of
Arrival 

Log Normal
Distribution

Saleh-
Valenzula

Fig. 4.7 IEEE UWB channel modeling – Methods and parameters
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Using this model the frequency response of the wireless channel is determined

by the output of a linear filter with the transfer function G(z), having p poles

when excited by a white noise process with the variance

s2 ¼ Rð0Þ �
X

p

i¼1
aiRðiÞ (4:49)

where ais are the parameters of the model and are solutions of the Yule-Walker

Equations:

Rð�nÞ ¼
X

p

i¼1
aiRði� nÞ; 15 n5 p (4:50)

and R( �) is the auto correlation function of the frequency response as

RðkÞ ¼ 1

L

X

L�k

i¼1
H�ðfiÞHðfi�kÞ; k � 0 (4:51)

where L is the number of points used in the frequency domain measurement.

In the AR modeling the frequency response of the UWB wireless channel

represented by L measurement samples is described by p parameters of the

model where typically p<< L.Reported results of [14] indicate that the UWB

indoor channel can be well modeled in the frequency domain by a linear filter

with the transfer function having only 2 significant poles (or 2 significant

clusters). The block diagram of the AR filter (with two poles) for modeling of

UWB channel is shown in Fig. 4.8. The geometry of the poles is important.

The delay associated with a pole is determined by the angle of that pole and the

sampling frequency fs as

ti ¼ anglefpig = 2pfs (4:52)

The closeness of a pole to the unit circle represents significant power at the

corresponding delay.

++
H( f )V( f )

a1

–1 –1

a2
Fig. 4.8 Block diagram of
the AR modeling of the
UWB channel
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4.5 Comparison of Time and Frequency Models

The impulse response time domain approach is by far the most popular
approach used for modeling wideband indoor and urban radio channels as
well as UWB channels. In the impulse response modeling of wireless channels
there is a straightforward relationship between multipath propagation and
the results of measurements. With the frequency modeling the physical inter-
pretation of the model is not so straightforward, because the path arrivals are
not directly related to the results of frequency-domain measurements.

Computation of parameters of the AR model is straightforward and generally
accurate. While in time domain they are rather tedious and prone to inaccuracy
[23]. The implementation of time domain modeling of wireless channels is more
complicated than the frequency domain AR model. In the simulation of UWB
wireless channels based on the impulse response model, the double Poisson (or
modified Poisson) process aswell as randomvariableswith proper distributions for
the amplitude fading and phases should be generated (see sub sections 4.1.1–4.1.2).
This is more complicated than simulation of an AR model that uses a filter block
and a fast Fourier block – to generate the frequency and time domain responses.

4.6 Summary

In order to ensure effective transmission of UWB signals it is important to
understand and develop a model of the channel that adequately describes the
UWB environment. Developing of a channel model for the UWB environments
is very challenging, particularly so because of the very high bandwidth of UWB
transmission [26]. The knowledge of the channel helps to a huge extent in the
proper design of wireless communication system and evaluation of performance.

Further, such analysis reduces the cost of developing a complex system by
reducing the amount of hardware that has to be developed for evaluation of
performance. This chapter focused on UWB wireless channel. The important
parameters including amplitude fading, time delay, RMS delay spread based on
which the channel models are devised were explained. IEEE802.15.3 which is a
popularUWB standard was presented. The results of this chapter are important
to the designer of UWB communication system to predict the signal coverage,
to estimate the maximum achievable data rate, to determine optimum location
for antennas, to design efficient modulation schemes and to study associated
signal processing algorithms.

Problems

Problem 4.1 Using the impulse response model for a two-path channel with
{a0=1, t0=0, y0=0} and {a1=a, t1=T and y1=y} obtain the frequency
response of the channel, and show that for a=1 it can be written as
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jHð f Þj ¼ 2 cos p f T� y
2

� �
	

	

	

	

	

	

	

	

(a) Sketch the frequency response of the channel for y=0.
(b) Show that the rms delay spread of the channel is T/2. Now assume that the

path amplitudes a0 and a1 are Rayleigh distributed with power ratio of
g=s0

2/s1
2. Calculate the rms delay spread of the channel as a function of g

and plot it for g=0.1, g=0.5 and g=1.
(c) Repeat parts (a) and (b) for 3 equal power path components.
(d) What is the effect of path phase distribution on the rms delay spread?

Problem 4.2 In this problem we would like to study the impact of power-delay
profile shape on the rms delay spread of the UWBwireless channels. Consider 3
types of UWB channels with the following power delay profiles:

PAðtÞ ¼
P0e

��t 0 	 t 	 Tmax

0 otherwise




PBðtÞ ¼
P1e

��t 0 	 t 	 Tmax

0 otherwise

(

PcðtÞ ¼
P2e

��t 0 	 t 	 Tmax

2

P2e
��ðt�Tmax =2Þ Tmax

2 	 t 	 Tmax

0 otherwise

8

>

<

>

:

where Tmax is the maximum measurable delay spread of the channels, �=2�,
and �–1=Tmax/3.

(a) CalculateP1 andP2 in terms of� andTmax in order that total average power
of three channels be the same.

(b) Obtain the trms of the three channels and compare them to each other.
Conclude the effect of power delay profile shape on the rms delay spread of
the channel.

Problem 4.3 The existence of excess time delays in the channel impulse
response causes that the two closely spaced in frequency input signals to the
channel become correlated out of the wireless channel. Let H(f) denote the
frequency transform of the impulse response h(t). The coherence bandwidth is
related to the frequency correlation function

RHð�f Þ ¼ EfH�ð f ÞHð fþ�f Þg
EfjHð f Þj2g
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the coherence bandwidthBc of level k is the smallest number so that |RH(Bc) |< k.
For a two-path channel, where both path have equal powers, show that the
coherence bandwidth for having frequency correlation of k, can be written as

Bk ¼
cos�1ðkÞ
2ptrms

Problem 4.4 AUWBwireless channel has beenmodeled in frequency by 2 poles
as: P1=0.9860 ff –18.58 , and P2=0.8614 ff –8.4838. The sampling frequency has
been 5 GHz.

(a) Sketch the power delay graph of the channel using the location of poles.
(Hint: Use the inverse Fourier transform of a transfer function with poles as
specified above)

(b) Using (a) calculate the rms delay spread of the channel.

Problem 4.5 In this chapter we studied the SVmodel of UWB channels. The SV
model uses a Poisson process for the ray arrival times. Due to discrepancy in the
fitting of measured results of indoor/outdoor UWB channels, a mixture of two
Poisson distributions is proposed in [25] as:

Probðtn;ljtn�1;lÞ ¼ �l1e�l1ðtn;l�tn�1;lÞ þ ð1� �Þl2e�l2ðtn;l�tn�1;lÞ

Where � is the mixture probability and l1 and l2 are the ray arrival rates. For a
UWB channel having only one cluster and ray arrival rates of l1 = 5 and
l2 =2 ns–1 and a power delay profile of the form

PðtnÞ ¼
X

15

n¼1
e�tn=20 ns�ðt� tnÞ

(a) For �=1/2, obtain the rms delay spread of the channel.
(b) Repeat part (a) if �=1/4, �=1and 0. What do you conclude?
(c) Which value of � minimizes the rms delay spread?

Problem 4.6 Starting from (4.43) and using the Taylor expansion of gn(f)
around the center frequency derive (4.46).
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In this chapter we study the interference issue of the UWB system. Regarding

the interference two important, aspects should be noted, (i) the interference

caused by the narrowband and wideband systems on the victim UWB system

and (ii) the interference caused by UWB systems on the victim narrowband and

wideband systems. Both interferences are important and should be considered

in the design, evaluation and implementation of the systems. In Fig. 5.1 the

spectrum of UWB system and other wireless systems are shown. As seen from

this figure, several other services exist in or in the neighborhood of the UWB

band. For example, the IEEE 802.11-a which works at 5.2 GHz is a main source

of interference to indoor UWB systems. Other systems such as 2.4 GHz band

WLANs as well as the GPS system (at 1.5 GHz), mobile cellular system (at

800MHz and 1800MHz band) are also source of interference to UWB systems.

Mutually, UWB systems may affect existing wireless or navigation systems and

cause interference to systems such as 802.11a, wireless systems in ISM band,

Mobile cellular, and GPS.
The focus of this chapter is to study the effects of interference to and from

UWB systems. First in Section 5.1 we provide an example of IEEE802.11-a

interference on the UWB system where we evaluate numerically the effect of

this source of interference at different distances on the UWB system. The

general interference scenario of UWB system and the method of calculation

H. Nikookar, R. Prasad, Introduction to Ultra Wideband for Wireless
Communications, Signals and Communication Technology,
DOI 10.1007/978-1-4020-6633-7_5, � Springer ScienceþBusiness Media B.V. 2009
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of signal-to-noise and interference ratio for the UWB receiver as well as for

the general receiver is discussed in Section 5.2. Interference of UWB on a

victim OFDM system is analyzed in Section 5.3 where the bit error results of

OFDM system is sketched as a function of number of UWB interferers. In

Section 5.4 the influence of UWB interference on the narrowband system is

explained and the performance of narrowband victim receiver in the presence

of UWB interferer will be derived. The coexistence of UWB and WiMax

systems is studied in Section 5.5 and the effect of UWB interference on the

Wimax receiver is evaluated. In Section 5.6 interference reduction methods

are described and particularly in Section 5.7 the mitigation of interference of

wideband systems on the UWB system using multicarrier templates is

concentrated.

5.1 An Example: IEEE802-11.a Interference

Tounderstand the effect ofwideband interference on theUWBsystem, as example,

an IEEE802.11-a interference source stationed at 5.25 GHz with a bandwidth of

200 MHz, is considered. The interference setup is shown in Fig. 5.2 and the

normalized Power spectral density (PSD) values of the transmitted waveform

and the interferer are illustrated in Fig. 5.3. The channel is assumed to be

additive white Gaussian noise (AWGN). To gauge the propagation loss and

the effect of interference, Friis transmission formula in free space is used:
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Pdesired

Pinterf:
¼ PtUWB

Pti

lUWB

rU

� �2

li
ri

� �2
(5:1)

where, Pdesired/Pinterf. gives the ratio of desired signal power to the interferer

power,PtUWB is theUWB transmission power based on the FCC emission limit.

Pti is the transmission power of the interferer (IEEE 802.1la) available from the

specifications of these systems [1]. TheUWBwavelength lUWB is obtained from

the geometrical mean between UWB highest frequency and lowest frequency

and li is the interferer wavelength calculated from the center frequency of

interferer. Parameters ru and ri are the distances between UWB transmitter to

UWB receiver and interferer to UWB receiver, respectively. The Equation (5.1)

can be re-written as:

ri
rU
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pdesired

Pinterf:

Pti

PtUWB

li
lUWB

s

(5:2)

Fig. 5.2 Block diagram of the UWB system with IEEE802.11-a interferer
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Using this expression and for Pdesired/Pinterf. =0 dB, PtUWB=1 mW, Pti=100
mW and rU=1 m, the value of ri is obtained as 10 m. If Pdesired/Pinterf. =10 dB,
then the interfere distance ri increases to 30 m. Which means that if 10 times
larger power is desired at the UWB receiver side, assuming the same interferer
power, the distance between interferer and UWB receiver should be 3 times
larger.

5.2 General Method of Signal to Interference Ratio Calculation

In the previous section a simple case of only one interferer was considered.
Moreover, the propagation channel considered was a simplistic free space loss
model. In the real life, the situation is more complex. More interferers may be
present and interfering with the UWB signal. The channel between each trans-
mit and each receive point might be more complex as well. A block diagram of a
general interference scenario is shown in Fig. 5.4. As seen from this figure a
UWB communication link is between UWB transmitter and receiver. A general
transmitter/receiver pair is in the neighborhood of the UWB system. Other

UWB
TX

UWB
RX

General TX General RXyg(t)xg(t)

xuwb(t) yuwb(t)

Other interferers

Fig. 5.4 General interference scenario
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interferers are also present. We would like to evaluate the signal to interference

and noise ratio for the UWB and general receiver. Let us consider the following

notations:

huu(t): Impulse response of channel between UWB TX and UWB RX
hgu(t): Impulse response of channel between General TX and UWB RX
hug(t): Impulse response of channel between UWB TX and General RX
iu(t): all other interferences at the input of UWB RX
ig(t): all other interferences at the input of General RX
nu(t): Equivalent receiver noise representing noise generated within UWB

RX
ng(t): Equivalent receiver noise representing noise generated within General

RX.

The signal at the UWB receiver can be obtained as

yuwbðtÞ ¼ huuðtÞ�xuwbðtÞ þ hguðtÞ�xgðtÞ þ iuðtÞ þ nuðtÞ (5:3)

and the signal at the general receiver is:

ygðtÞ ¼ hggðtÞ�xgðtÞ þ hugðtÞ�xuwbðtÞ þ igðtÞ þ ngðtÞ (5:4)

Using the Fourier transform of any channel impulse response h(t) as

Hð f Þ ¼ FfhðtÞg ¼
Z

1

�1

hðtÞe�j2pft dt (5:5)

the power spectral density of the received signal at the UWB receiver (i.e.,
SyUWB) and general receiver (i.e., Syg) are written, respectively, as [2]:

Syuwb ¼ Huuð f Þj j2Sxuwb þ Hguð f Þ
�

�

�

�

2
Sxg þ Siuð f Þ þNu

Syg ¼ Hggð f Þ
�

�

�

�

2
Sxg þ Hugð f Þ

�

�

�

�

2
Sxuwb þ Sigð f Þ þNg

(5:6)

where,Nu is the spectral density height of noise generated in the UWB receiver,

and Ng is the spectral density height of noise generated in the General receiver.
The power of power of narrowband signal received by the general receiver is

obtained as:

Pg ¼
Z 1

0

Hggð f Þ
�

�

�

�

2
SxgðfÞdf (5:7)

and Power of the UWB signal received by the general receiver
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Ug ¼ HugðfgÞ
�

�

�

�

2
SxuwbðfgÞBg (5:8)

where Bg is the bandwidth of the general receiver. The power of Interference in
the general receiver is

Ig ¼
Z f0þBg=2

f0�Bg=2

Sigð f Þdf (5:9)

where f0 is the center frequency of the general receiver. Now using Equations
(5.7)–(5.9), the ratio of signal power to total interference and noise power for
the general receiver (�g) is obtained:

�g ¼
Pg

Ug þNgBg þ Ig
(5:10)

The above procedure can be repeated for the calculation of signal-to-interfer-
ence ratio at the UWB receiver.

The power of the UWB signal received by the UWB receiver is

PU ¼
Z 1

0

HuuðfÞj j2SxuwbðfÞdf (5:11)

The power of the narrowband signal received by the UWB receiver is
obtained as

Gu ¼
Z

1

0

HguðfgÞ
�

�

�

�

2
SxgðfÞdf (5:12)

And the power of interference in the UWB receiver is

IU ¼
Z 1

0

SiuðfÞdf (5:13)

Using (5.11)–(5.13) the ratio of signal power to interference and noise power for
the UWB receiver (�UWB) is calculated as:

�UWB ¼
PU

Gu þNuBUWB þ IU
(5:14)

Where BUWB is the bandwidth of UWB system. According to this method
knowing the channel impulse response between each transmit and receive end
and knowing the spectral densities of noise and interferer signals, the signal- to-
noise and interference power at the point of UWB receiver or general receiver
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can be calculated. The former is used to evaluate the effect of other interferers
on the victim UWB system, and the latter is used to calculate the effect of UWB
system on the general victim receiver working in the environment of UWB
system.

5.3 Interference of UWB to Existing OFDM System

In Section 5.1 we studied the interference of IEEE 802.11 a on the UWB system
and in the previous section the general method of signal-to-interference ratio
(SIR) calculation was provided. Now we focus our attention on the effect of
UWB system on a victim OFDM system. Our goal is to evaluate the bit error
rate (BER) performance of the victim OFDM system when interfered by a
UWB system in its neighborhood. We assume that the center frequency of
OFDM system as well as its bandwidth falls in the band of UWB (i.e.,
3.1–10.6 GHz). Let us consider the generic OFDM signal as:

sðtÞ ¼
X

M�1

m¼0

X

1

i¼�1
bmðiÞ e j2pfmðt�iTÞ pðt - iTÞ (5:15)

where bm(i) is the symbol of the mth subchannel at time interval iT, and for
BPSK and QPSK modulation is �1 and �1�j, respectively, and p(t) is the
response of the transmitter filter which is a rectangular pulse with duration T
and amplitude 1. The frequency of mth OFDM subcarrier is fm

fm ¼ f0 þ
m

T
m ¼ 0; 1; 2; . . . ;M� 1 (5:16)

where f0 is the lowest frequency of the carriers,M is the number of subcarriers,
and T is the OFDM symbol duration. Referring to (5.16) it is seen that
subcarrier frequencies are separated by multiples of 1/T. Meanwhile, in the
OFDM system the carriers are orthogonal, i.e.,

1

T

Z

T

0

e j 2pfm1
te�j 2pfm2

t dt ¼ 1 if m1 ¼ m2

0 otherwise

�

(5:17)

Therefore, considering ideal transmission, and in spite of overlapping of the
spectra, detection of the signal on one subchannel does not suffer from any
other subchannels.

By transmission ofthe OFDM signal of (5.15) through the channel, with
impulse response of h(t)
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hðtÞ ¼
X

N�1

k¼0
ak�ðt� tkÞe j�k (5:18)

where ak, tk , �k and N are respectively, amplitude, time, phase of arrival, and

number of path components of the impulse response of the channel. The

received signal r(t) (i.e., the output of the channel), is obtained as:

rðtÞ ¼ sðtÞ�hðtÞ þ nðtÞ (5:19)

where * denotes the convolution and n(t) is additive white Gaussian noise with
the spectral density height of N0/2. The first term of (5.19) is written as

sðtÞ�hðtÞ ¼
X

N�1

k¼0

X

M�1

m¼0

X

1

j¼�1
ak bmðiÞe j½2pfmðt�tk�iT Þþ�k� pðt� iT� tkÞ (5:20)

In the receiver the recovery of data associated with the carrier fk is performed by

taking the decision variable zk as

zk ¼
Z

T

0

rðtÞpðtÞe �j2pfkt dt (5:21)

which can be written as

zk ¼
X

N�1

n0¼0

X

M�1

m¼0

X

1

i¼�1
an0 bmðiÞe �j ½2p fmðiTþtn0 Þ��n0 �

Z

T

0

e j 2pT ðm�kÞt pðt� iT� tn0 Þ pðtÞ d t

þ
Z

T

0

nðtÞpðtÞe �j 2pkT t dt

(5:22)

or

zk ¼
X

M�1

m¼0

X

N�1

n0¼0
an0 bmð�1Þ

Z

tn0

0

e j½2pðfm�fkÞt��m;n0 � d tþ bmð0Þ
Z

T

tn0

e j½2pðfm�fkÞt��m;n0 � d t

8

>

<

>

:

9

>

=

>

;

þ
Z

T

0

nðtÞe j2pfkt dt (5:23)
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where jm,n’ =2pfmtn’ – �n’. Equation (5.23) can be written as

zk ¼
X

N�1

n0¼0
an0 bkð�1Þ

Z

tn0

0

e j�m;n0 d tþ bkð0Þ
Z

T

tn0

e j�m;n0 dt

8

>

<

>

:

9

>

=

>

;

þ
X

M�1

m¼0m 6¼k

X

N�1

n0¼0
an0 bmð�1Þ

Z

tn0

0

e j½2pðfm�fkÞt��m;n0 � dtþ bmð0Þ
Z

T

tn0

e j½2pðfm�fkÞt��m;n0 � dt

8

>

<

>

:

9

>

=

>

;

þ
Z

T

0

nðtÞe j2pfkt dt (5:24)

Without loss of generality we can assume that receiver is matched to the first

path of the multipath received signal, i.e., we assume t0=0 and �0=0.
Therefore,

zk ¼ a0bkð0ÞTþ
X

N�1

n0¼1
an0 bkð�1Þ

Z

tn0

0

e j�k;n0 dtþ bkð0Þ
Z

T

tn0

e j�k;n0 dt

2

6

4

3

7

5

þ
X

N�1

n0¼0

X

M�1

m¼0;m 6¼k
an bmð�1Þ

Z

tn0

0

e j½2pðfm�fkÞt��m;n0 � dtþ bmð0Þ
Z

T

tn0

e j½2pðfm�fkÞt��m;n0 � dt

8

>

<

>

:

9

>

=

>

;

þ
Z

T

0

nðtÞe j2pfkt dt (5:25)

where bm(�1) and bm(0) indicate the previous and current symbols respectively,

which are transmitted at the carrier fm. Equation (5.25) can be written as the
following

zk ¼ a0bkð0ÞTþ
X

N�1

n¼1
an bkð�1ÞX n

k;k þ bkð0ÞX̂ n
k;k

h i

þ
X

N�1

n¼0

X

M�1

m¼0;m 6¼k
an bmð�1Þ X n

m;k þ Y n
m;k

h i

þ bmð0Þ X̂ n
m;k þ Ŷ n

m;k

h in o

þ wk

(5:26)
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where

wk ¼
Z

T

0

nðtÞe j 2pktT dt (5:27)

and

X n
k;k ¼ cos�k;n Rk;kðtnÞ X̂ n

k;k ¼ cos�k;n R̂k;kðtnÞ
X n

m;k ¼ cos�m;n Rm;kðtnÞ X̂ n
m;k ¼ cos�m;n R̂m;kðtnÞ

Y n
m;k ¼ sin�m;n R0m;kðtnÞ Ŷ n

m;k ¼ sin�m;n R̂0m;kðtnÞ
(5:28)

and partial cross correlations are given by

Rk;kðtÞ ¼
Z

t

0

d t ¼ t

R̂k; kðtÞ ¼
Z

T

t

d t ¼ T� t

Rm;kðtÞ ¼
Z

t

0

cos
2pðm� kÞt

T
d t ¼ T

sin 2pðm�kÞt
T

2pðm� kÞ m 6¼ k

R0m;kðtÞ ¼
Z

t

0

sin
2pðm� kÞt

T
d t ¼ T

1� cos
2pðm�kÞt

T

2pðm� kÞ m 6¼ k

R̂m;kðtÞ ¼
Z

T

t

cos
2pðm� kÞt

T
d t ¼ �T

sin 2pðm�kÞt
T

2pðm� kÞ m 6¼ k

R̂0m;kðtÞ ¼
Z

T

t

sin
2pðm� kÞt

T
dt ¼ �T

1� cos 2pðm�kÞtT

2pðm� kÞ m 6¼ k

(5:29)

From (5.26) it is seen that the first term is the desired signal, second term is due
to intersymbol interference (ISI) caused by the multipath channel, third term
relates to the loss of orthogonality between subcarriers also due to multipath
fading of the wireless channel, which is intercarrier interference (ICI), and the
last term due to noise. Accordingly, (5.26) can be rewritten as
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zk ¼ desired signal þ ISIþ ICIþ wk (5:30)

Where

desired signal ¼ a0bkð0ÞT (5:31)

And

ISI ¼
X

N�1

n¼1
an bkð�1ÞX n

k;k þ bkð0ÞX̂ n
k;k

h i

(5:32)

and

ICI ¼
X

N�1

n¼0

X

M�1

m¼0m 6¼k
an bmð�1Þ X n

m;k þ Y n
m;k

h i

þ bmð0Þ X̂ n
m;k þ Ŷ n

m;k

h in o

(5:33)

Besides ISI, ICI and noise, the decision variable of (5.30) does have the effect of
UWB interference U which can be considered as the total UWB interference
impinged on the decision variable from I UWB users:

U ¼
X

I

i¼1
Ui (5:34)

where Ui is the interference contribution of the ith UWB user, and I is the total
number of UWB interferers. Accordingly, (5.26) is re-written as:

zk ¼ desired signalþ ISIþ ICIþ wk þU (5:35)

It is worthmentioning that one of the features of theOFDM technique is coping
with the frequency selectivity of the channel. This is achieved by consideration
of the guard interval. By exerting the guard period, the transmitted signal
duration T is divided into two parts, i.e., a guard interval TG and effective
symbol duration of T 0, that is

T ¼ TG þ T 0 (5:36)

In this case the impulse response of the receiving filter will have a rectangular
shape but with duration of T-TG. By considering the guard period greater than
the maximum excess delay of the multipath propagation channel (i.e., TG >
tN�1 in Eq. (5.18)), the effect of ISI could be suppressed. That is, the period of
integrals in (5.25) will start from TG > tN�1 . Therefore, X; X̂;Y and Ŷ in
(5.32)–(5.33) will be zero and the decision variable can be simplified as:
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zk ¼ desired signalþ wk þU (5:37)

It should be mentioned that that by applying the guard interval in the OFDM
signal, due to different durations for the transmitting and receiving filters,
optimal matched filter condition is not completely fulfilled, and a fraction of
the transmitted power is sacrificed in order to avoid ISI and ICI. Besides, this
reduces the bandwidth efficiency by a factor of 10log(1+TG/T

0) dB.
In order to evaluate the bit error rate performance of OFDM system in the

presence of multipath, noise and other UWB interferers, we study the prob-
ability of error when the OFDM receiver makes decision on zk. For the BPSK
modulation the error probability is calculated as the real part of sampled signal
of (5.37) be less than zero assuming a 1 has been transmitted or

PðEÞ ¼ Prob Refzkg50jbkð0Þ ¼ 1ð Þ (5:38)

Referring to (5.37) and by considering the interference terms (wk and U) to be
independent of each other and assuming that the decision variable can be
approximated as a Gaussian random variable, the probability of error is calcu-
lated as

PðEÞ ¼ Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a20T
2

VarðzkÞ

s

( )

(5:39)

where Q(.) is

QðxÞ ¼ 1
ffiffiffiffiffiffi

2p
p

Z 1

x

e �y
2=2dy (5:40)

The variance of the decision variable is written as

varðzkÞ ¼ varðwkÞ þ varðUÞ (5:41)

The noise process is considered as zero mean Gaussian process. Using (5.27)
and as discussed in Problem (5.5) its variance is obtained as

varðwkÞ ¼
N0ðT� TGÞ

2
(5:42)

where N0/2 is the spectral density height of the noise. The power of UWB
interference can be calculated by the height of UWB power spectral density
PSDUWB (i.e., –41 dBm/MHz) at OFDM frequency (e.g., 5.2 GHz band of
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IEEE 802.11-a), the bandwidth of OFDM system (BOFDM) and the path loss

rule. Assuming a path loss exponent of n0 (see Chapter 4 Section 4.3) and a

reference distance d0, the total power of UWB interference at OFDM receiver

can be obtained as:

VarðUÞ ¼ I:ðPSDUWBBOFDMÞ
d

d0

� ��n0
(5:43)

Where I is the number of independent UWB interferers and PSDUWB is the

power spectral density of each UWB interferer. It should be noted that as

amplitude fading a0 is a random variable the bit error probability of (5.39)

has to be averaged over the probability density function of the fading, i.e.,

fA(a0):

PðEÞ ¼
Z 1

0

Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a20T
2

VarðzkÞ

s

 !

fAða0Þda0 (5:44)

Using the above-mentioned analytical procedure, the bit error probability of

OFDM system versus distance when different number of UWB interferences

are heard at the OFDM receiver is sketched in Fig. 5.5. It is seen that the UWB

interference can have a detrimental effect on the OFDM system if the interfer-

ing UWB systems are in the vicinity of the OFDM receiver. Obviously, as the

number of UWB interferers increases the bit error performance degrades.
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Fig. 5.5.a BER performance curves as a function of distance (d/do), for various number of
UWB interference sources. The plots have been drawn considering parameters of the WLAN
standard IEEE 802.11a. The received signal energy within a single pulse to noise spectral
density height (Eb/No) has been taken to be 5 dB
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5.4 Interference of UWB to Narrowband Systems

Due to inherent nature of UWB systems in sharing the spectrum, it is important

to study the effect of the UWB interference on a victim narrowband system.

Consider the received signal at the input of a narrowband receiver as:

rðtÞ ¼ sðtÞ þ uðtÞ þ nðtÞ (5:45)

Where s(t) is the narrowband signal expressed as:

sðtÞ ¼
ffiffiffiffiffiffiffiffi

2Ps

p

cosð2pf0tþ �Þ
X

1

k¼�1
bkvðt� kT0Þ (5:46)

Ps is the average transmit power, f0 is the center frequency, � is a random phase,

bk2{�1} is the modulated symbol of the narrowband transmitter, v(t) is the

transmitted narrowband waveform and T0 is the symbol duration. The narrow-

band receiver is considered as a coherent matched filter with impulse response as:

hMFðtÞ ¼ 2 cos½2pf0ðT0 � tÞ þ ��vðT0 � tÞ (5:47)

In , n(t) is the AWGN noise and u(t) is the UWB signal. The sampled output of

the matched filter at T0 can be written as:

z ¼ ys þ yu þ yn (5:48)

Eb/No = 0 dB 
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Eb/No = 10 dB 
Eb/No= 20 dB 
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Fig. 5.5.b BER performance curves as a function of distance (d/d0), for various received
signal energy within a single pulse to noise spectral density height (Eb/No). The plots have
been drawn considering parameters of the WLAN standard IEEE 802.11a. And the number
of UWB interferers considered is 5.
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Where

ys ¼ sðtÞ � hMFðtÞjT0

yu ¼ uðtÞ � hMFðtÞjT0

yn ¼ nðtÞ � hMFðtÞjT0

(5:49)

ys, yu and yn are respectively the sampled response of the matched filter to the
desired narrowband signal, UWB signal, and noise. It can be shown that [3]:

ys ¼
ffiffiffiffiffiffiffiffi

2Ps

p

bkT0 (5:50)

The mean of the noise term yn is zero and its variance is:

syn
2 ¼ N0T0 (5:51)

The UWB signal occupies a much larger bandwidth than the narrowband
receiver. Therefore, its spectrum can be considered relatively constant in the
bandwidth of the narrowband system. Therefore, the signal-to-interference ratio
(SIR) within the bandwidth of the narrowband receiver can be obtained as:

SIR ¼ Ps=ðPSDUWBBNBÞ (5:52)

Where PSDUWB is the power spectral density of UWB (to be imposed by FCC)
and BNB is the bandwidth of narrowband receiver =1/T0. Let us denote the
ratio of pulse repetition frequency (PRF ) of UWB signal to the bandwidth of
narrowband receiver as �=PRF/BNB. When � >>1, the UWB interference can
be approximated by Gaussian noise which provides a simple way for
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Fig. 5.6 Bit Error Rate curves for various values of � and SIR

5.4 Interference of UWB to Narrowband Systems 81



narrowband systems to determine the performance loss due to a UWB trans-

mitter by looking at how much the UWB interference raises the noise floor of

the narrowband receiver. With this approximation the probability of bit error is

obtained as [3]:

PðEÞ ¼ Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
N0

Eb
þ 1

SIR

s

 !

(5:53)

Where Eb is the energy per bit, N0/2 is the spectral density height of the noise

andQ(.) is expressed by (5.40). Usually the Gaussian approximation is accurate

(within 1 dB) of actual performance when � >5. It is shown in [3] that for �<1
the error probability can be written as:

PðEÞ ¼ �Q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
N0

Eb
þ 1

�SIR

s

 !

þ ð1� �ÞQ

ffiffiffiffiffiffiffiffi

2Eb

N0

s

 !

(5:54)

As shown in Fig. 5.6 as well as from the above explained analysis it is

clear that the performance of narrowband victim receiver in the presence

of UWB interferer depends on a number of parameters such as the PRF of

UWB interferer with respect to the bandwidth of narrowband signal as

well as the ratio of narrowband signal power to the UWB signal power

within the bandwidth of the narrowband receiver.

5.5 Interference to WiMax

Another example of the effect of UWB interference is on the WiMax receiver.

WiMax systems based on IEEE 802.16 standard, working in the frequency range

of 2–11 GHz, provide high data rates (in the order of 75 Mbps) to a broad

geographical area [4], [5]. UWB systems operating in the 3.1–10.6 GHz share the

band withWiMax. Now we study the coexistence of these two systems. Consider

anUWB system is working in the vicinity of the victimWiMax system. TheUWB

signal power at the location of WiMax system is expressed as:

P ¼

R

fh

fl

SUWBðfÞdf

PLðrÞ (5:55)

Where SUWB is the PSD of UWB signal, fl and fh are respectively the lowest

and highest frequencies of the UWB band, and PL(r) is the path loss as a

function of distance r between UWB and WiMax systems. For the path loss

let us consider a free space formula:
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PLðrÞ ¼ PLðr0Þ
r

r0

� �2

(5:56)

where PL(r0) is the path loss at reference distance r0. If a set of I UWB
systems working in a hot spot and distributed between [rmin, rmax] in the
vicinity of WiMax receiver, the total interference power at the victim
receiver will be [6]:

P ¼ K
X

I

i¼1

Z

fh

fl

Z

rmax

rmin

Z

2p

’¼0

SUWB;iðfÞ
r2

dr d’ df (5:57)

Where SUWB,i is the power spectral density of the ith UWB interferer, and
K=r0

2/PL(r0). Knowing the number of UWB interferers, and the min and max
distances as well as reference distance and its path loss, the received power can
be calculated and compared with the maximum tolerable interference for
WiMax shown in Table 5.1. In [6] it is concluded that for different values of
the WiMax receiver bandwidths and up to 50 UWB interferers, the total
interference maintains below the threshold levels in Table 5.1.

5.6 Interference Reduction

The effect of UWB interference on the wideband system (such as IEEE 802.11-a)

can be mitigated by using a notch filter. The spectrum of the UWB interfere

signal is filtered (around 5.2 GHz) and its spectral contents in this band is

suppressed. Another method of mitigating the effect of UWB interference on

the victim wideband systems is designing time-hopping codes in such a way that

the power spectral density of the UWB signal has less power in the band of

wideband system (e.g., IEEE 802-11-a). Multibanding is another way of mitiga-

tion of UWB interference on narrowband and wideband systems. According to

this method, the UWB band is divided in subbands and the transmit subbands

are selected according to an interference threshold [7].
The notch filtering of UWB signal is a well known method of UWB

interference mitigation. The time hopping code design is an interesting

method but can only be applied to impulse radio UWB systems. The multi-

band method is a practical solution that can be combined with notch

Table 5.1 Maximum tolerable interference for WiMax

BW(MHz) 1.25 2.5 10 20

OFDM WiMax (dBW) –134.5 –131.5 –127 –123.9
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filtering method in each subband. It is scalable which means that the bit
rate, power consumption, complexity and cost can scale with the demand.
Multiband UWB can coexist with other spectrum users as sub-bands can be
turned off to avoid interference [7].

The effect of narrowband interference on the victim UWB system can
be simply reduced by using a rejection filter. The frequency band of the
interferer should fall in the stopband of the filter. The filter can be inserted
in the receiver before correlator (which correlates the received signal with
the transmit template waveform). According to the center frequency of the
interferer, the cutoff frequency, the ripple in the passbend and attenuation
in the stopband can be designed. Use of the rejection filter improves the
BER performance of the UWB system when narrowband interferer exists
[8]. However, in the absence of the interferer and when the channel is only
additive white Gaussian noise (AWGN), the rejection filter slightly reduces
the BER performance.

5.7 Interference Mitigation of Wideband System on UWB

Using Multicarrier Templates

As mentioned earlier in this chapter, performance degradation of the UWB
communication system due to interference from other services is a major issue.
To reduce the effect of interference, the usage of modified template in the UWB
transceiver and its multi-carrier representation has recently been reported
[8]–[9]. By using template waveforms or its multi-carrier type representation
at the transceiver, the interference power can be to a large extent mitigated. In
this section we study the performance deterioration due to co-existing sources
on the UWB transmission as well as the effects of using template waveforms at
the transceiver. The fundamental thrust is transmission waveform shaping.
Based on the radio spectrum scenario, the system dynamically adapts the
transmission spectrum through the use of multi-carrier templates to evade the
harmful effects of the interferer. The study includes the impact of waveform
representation with multi-carrier templates, at both transmitter and receiver
ends on the system performance in the presence of wideband interference.
Results show that this interference mitigation technique is effective, allowing
for coexistence of UWB system with different wideband systems.

The procedure for UWB data transmission and reception is illustrated in
Fig. 5.7. The major blocks in the transmitter are the radio spectrum estimator,
transmission waveform shaper and modulator. A signal decorrelator, integra-
tor and detector are the key elements of the receiver. At the transmitting end,
first a data source generates an arbitrary stream of data derived from the source
alphabet. The spectrum estimator senses the spectrum and detects the presence
of interference regions. Based on the spectrum estimates, a pulse waveform that
has little or no energy in the interference domains is constructed by a proper

84 5 UWB Interference



choice of wavelet packets based codes. The stream of data is then linearly
modulated by the pulse waveform to obtain a UWB signal. The UWB signal
is then transmitted to the channel. At the receiver, the signal, corrupted by
interference, is decorrelated with a similar wavelet packets based reference
waveform. An integrator follows the correlator. And the data is detected
using a using a Maximum likelihood detector. The transmitter constantly
appraises the receiver on the transmission waveform nature by sending side
information.

The transmitted signal s(t) may be given as:

sðtÞ ¼ gðtÞ sinð2pfotÞ (5:58)

where g(t) is the pulse waveform, and fo the centre frequency. Typically the g(t)
is taken to be aGaussian waveform or its higher order derivatives. Themodified
template waveform is constructed by representing the transmission waveform
as a multi-carrier-type template wave consisting of several sub-band pulses.
When interferences exist, the modified template waveform is reconstructed by

Fig. 5.7 SystemModel of the UWB transmission. Themajor blocks in the transmitted include
the radio spectrum estimator, transmission waveform shaper and modulator. And at the
receiver the main components are signal decorrelator, integrator and detector
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removing those sub-band pulses that are close to the interfering spectrum. In
this way it is possible to reduce the effect of the interferers.

The multi-carrier template representation of the transmission waveform is
given as:

sðtÞ �
X

n

W ðnfsÞ 
t

nfs

� �

(5:59)

here nfs is the frequency of the nth sub-carrier and W ðnfsÞ are wavelet trans-
form coefficients of s(t) given by:

W ðnfsÞ ¼
Z

1

�1

 
t

nfs

� �

sðtÞdt (5:60)

 
t

nfs

� �

¼ g0ðtÞ sinð2pnfstÞ (5:61)

where g’(t) has the same form as g(t) but with an adaptable pulse-width.
Based on the spectrum estimates available, those sub-carriers whose fre-

quency components fall in the neighbourhood of the interference spectrum
region are removed. The modified transmission waveform ~sðtÞ is then recon-
structed from the unaffected coefficients and is given by –

~sðtÞ ffi
X

p

W ðpfsÞ 
t

pfs

� �

; p � n; =2m (5:62)

where m denotes the set of sub-carriers that fall in the region of interference
spectrum and p denotes the set of all sub-carriers other than m.

Now we discuss the influence of using modified template waveforms on
enhancing system performance.

A. Impact of interference on UWB transmission – Performance of the UWB
system under IEEE 802.11a interference.

Figure 5.8 shows the BER performance curves of the UWB system in the
presence of a wideband IEEE 802.11a co-existing user for various Pdesired

Pinterference

ratios.
From the figures it is evident that the presence of IEEE 802.11a co-existing

user affects the UWB system performance. The performance worsens with

decreasing Pdesired

Pinterference
ratio. With decreasing Pdesired

Pinterference
ratio, the interference to the

UWB channel increases and hence the deterioration in performance.
It is clear from the results that the presence of co-existing users can cause

impairments to the extent that normal system operation becomes impossible.
There is therefore the need for a mechanism that can enable the systems to
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coexist. The multi-carrier template wave technique proposed above is one such
mechanism.

In the following set of results the Pdesired

Pinterference
ratio is taken to be –10 dB for the

IEEE 802.11a interferer.

B. Influence of usingmodified templatewaveforms on enhancing systemperformance –

We shall now see the improvements brought by representing the UWB

waveform by a multi-carrier template and by selectively removing carriers
affected an IEEE 802.11a interferer. The BER performance curves of the
UWB system in the presence of an IEEE 802.11a interferer is given in
Fig. 5.9. Both the transmitter and receiver use multi-carrier type templates.
The plots illustrate the improvements in BER performance brought about by
using multi-carrier type template implementation at both the transmitter and
receiver end and by selectively removing carriers in the neighbourhood of the
interferer spectrum. From the plots, it is clear that the template representation

of the UWB transmission waveforms does have a positive effect on the system
performance.

As more and more carriers are removed from the neighborhood of the
interferer, the energy in the region of the coexisting interference source is
reduced and the BER performance of the system improves. The best perfor-
mance is obtained when using the template wave with four sub-band pulses,
centered at 4.6 GHz, 4.8 GHz, 5 GHZ and 5.2 GHz, respectively, removed. For
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Fig. 5.8 BER performance of UWB in the presence of AWGN and IEEE 802.11a. In the
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is represented as D/U
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this case, the system shows significant improvements in comparison to the

ordinary template. For example, for a BER of 0.001 and less, the system

under IEEE 802.11a interference performs only 3 dB worse in comparison to

the AWGN case.
Themodified transmission waveforms can be used at the transmitter alone or

at the receiver alone (as the reference waveform) or at both the transmitter and

receiver ends. The transceiver waveform combinations also influence the system

performance in two ways:

1. Extent to which the transmitter-receiver template waveform combination
neutralizes the corruption of the useful signal due to interference –

2. Sensitivity to loss of correlation between transmitted template waveform and
the reference waveform when they are different

For the case of interference from IEEE 802.11a sources, it has been inferred

that it is enough to use such a multi-carrier representation at the receiver end

alone [10].
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Fig. 5.9 BER curves for system under IEEE 802.11a interference while using multi-carrier
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are removed as follows – 1 carrier centered at 5.2 GHz, 2 carriers centered at 5.0 GHz and
5.2 GHz, 3 carriers centered at 4.8 GHz , 5 GHz and 5.2 GHz, 4 carriers centered at 4.6 GHz,
4.8 GHz , 5 GHz and 5.2 GHz
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In this Section we studied a method to mitigate the impact of wideband
(IEEE 802.11-a) interference on the performance of the victim UWB commu-
nication through use of multi-carrier type transmission pulses and template
waveforms and by removing carriers from the interference region. Such repre-
sentation improves performance when either the receiver end alone or both
receiver and transmitter ends use multi-carrier type templates. It is worth
mentioning that the above discussed method can be well used in the cognitive
radio area, where adaptive sensing of the spectrum is performed and interfer-
ence is mitigated accordingly.

5.8 Summary

The huge bandwidth of theUWB transmissionmeans spans frequencies commonly
used as carrier frequencies by other wireless services. Accordingly degradation in
performance of UWB communication due to interference from co-existing services
is a major issue. The focus of this chapter was to study the effects of interference
to and from UWB systems. First the general method of signal to interference
calculation was explained. Then, in addition to interference of UWB to narrow-
band systems, the effects of UWB interference on the BER performance of
WLAN OFDM system as well as WiMax system was studied and analysed.
Further in this chapter, the effect of narrowband and wideband interferences on
the victim UWB system was studied and methods to mitigate the interference
was discussed.

Problems

Problem 5.1 Consider the interference scenario explained in Section 5.1. But,
instead of Friis law assume the path loss exponent n as:

n ¼
1:0 if r510m

4:0 if r 	 10m

�

Using the expression (5.2) and for Pdesired/Pinterf. =0 dB, PtUWB=1 mW,
Pti=100 mW and rU=1 m, calculate the value of ri . If Pdesired/Pinterf.=10
dB, what will be the interfere distance ri?

Problem 5.2 Repeat Problem 5.1 if the path loss model is expressed by:

PL / d

d0

� �n
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where d0 is the reference distance and path loss exponent n is a function of
frequency as:

n ¼ n0 þ Kðf� 5GHzÞ
n0 is the free space path loss exponent (n0=2), and K is a constant
(K=1.58
10–9). Compare the result with the results of Section 5.1. What do
you conclude?

Problem 5.3 In Section 5.3 we studied in detail the bit error probability of
OFDM system when I UWB interferers affecting the OFDM victim receiver.
Now suppose each OFDMbranch has a power ofPm . The total transmit power
Ptot=P0+P1+. . .+PM�1=1. The transmitted OFDM signal is:

xðtÞ ¼
X

M�1

m¼0

ffiffiffiffiffiffiffi

Pm

p

bme
j2pfmt

whereM is the number of subcarriers, fm is themth OFDM subcarrier and bm is
the symbol of the mth sub-channel. Using the method explained in Section 5.3
and assuming a guard interval larger than the maximum delay of the channel,
and I >5 independent UWB interferers, calculate the average probability of bit
error if

Pm ¼
A

s
ffiffiffiffiffiffi

2p
p e

m�M
2ð Þ2

s 2

where A is a constant to have Ptot =1, and s=M/4.
Repeat the problem if s=M/16 and M/32. What do you conclude?

Problem 5.4 Using the frequency dependent path loss model described in
Problem 5.2 calculate the total interference power due to I independent UWB
interferers distributed between [rmin, rmax] in the vicinity ofWiMax receiver. For
r0=1 m, PL(r0)=57.6 dB, rmin=2 m, rmax =10 m, and I=10 UWB interferers,
obtain the value of interference level and compare it with the maximum toler-
able interference level for WiMax system.

Problem 5.5 Starting from (5.27) and assuming a zero mean Gaussian noise
with two sided spectral density height of No/2, and a Guard interval of TG for
OFDM, obtain the variance of noise term (5.42).

Problem 5.6 In this problem we want to study the effect of UWB interference
together with the impulsive noise on the performance of a victim OFDM
receiver. The block diagram of the system is shown in Fig. P.5.6.1. The received
signal at the OFDM receiver is corrupted by the interference from I UWB
interferers and the impulsive noise. We consider a Bernoulli-Gaussian process
to model the Impulsive Noise (IN). The random time of occurrence of the

90 5 UWB Interference



impulses is modelled by a Bernoulli process bðkÞ, where K is the time point and
bðkÞ is a binary-valued process that takes a value of ‘‘1’’ with a probability of �
and a value of ‘‘0’’ with probability of 1� �. The amplitude of the impulses is
modelled by a Gaussian process gðkÞ with mean zero and variance 2s2

g. Each
impulse is shaped by a filter with the impulse response hðkÞ, [11]–[12]. The
Bernoulli-Gaussian model of impulsive noise is illustrated in Fig. P.5.6.2. The
IN can be expressed as

nðkÞ ¼
X

P�1

i¼0
hðiÞgðk� iÞbðk� iÞ

where P is the length of the impulse response of the impulse shaping filter. The
probability density function (pdf) of impulsive noise nðkÞ is given by

pdf BGN ðnðkÞÞ ¼ ð1� �Þ�ðnðkÞÞ þ �pdfNðnðkÞÞ

where � nðkÞð Þ is the Kronecker delta function and pdfNðnðkÞÞ ¼

1
ffiffiffiffiffiffi

2�2g
p

ffiffiffiffi

2p
p e

�1
2

nðkÞ
ffiffiffiffi

2�2g

p
� �2

is the probability density function of a zero mean Gaussian

process.
Using the Bernoulli-Gaussian model for the impulsive noise and considering

an OFDM system with BPSK modulation, M=32 carriers and a guard time

OFDM
modulator

Impulsive
Noise

OFDM
demodulator

UWB interferers

Input data Output data

Fig. P.5.6.1 Block diagram of the OFDM system with UWB interferers and impulsive noise
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Fig. P.5.6.2 The impulsive noise modelled as the output of a filter excited by an amplitude-
modulated binary sequence
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larger than the maximum delay of the channel and assuming I >5 UWB
interferers, obtain the bit error probability of the OFDM transmission for
�=0.1 and �=0.01.

References

1. 802.11-a IEEE Standard, Sept. 1999, Part 11: Wireless LAN medium access control and
physical layer specifications: High speed physical layer in the 5 GHz.

2. R.A. Scholtz et al., ‘‘UWB Radio development challenges,’’ IEEE MilCom, 2000, pp.
620–625.

3. J.R. Foerster, ‘‘Interference modelling of pulse-based UWB waveforms on narrowband
systems,’’ IEEE Vehicu, Technol. Conf., VTC-Spring 2002, pp. 1931–1935.

4. A. Ghosh et al., ‘‘Broadband wireless access with WiMax/802.16: Current performance
benchmarks and future potential,’’ IEEE Communication Magazine, 2005, vol. 43, no. 2,
pp. 129–136.

5. 802.16-2004 IEEE standard for local metropolitan area networks, Part 16: Air interface
for fixed broadband wireless access systems.

6. K. Sarfaraz et al., ‘‘Performance of Wi-Max receiver in presence of DS-UWB system,’’
IEE Elect. Letters, vol. 41, no. 25, 8 December 2005.

7. S. Ghassemzadeh and V. Tarokh, ‘‘UWB Interference issues,’’ June 2003, online:
www.deas.harvard.edu/hbbcl/IMS_2003_int.pdf

8. T. Ikegami and K. Ohno, ‘‘Interference mitigation study for UWB radio’’, Proc. of the
14th IEEE International Symposium on Personal, Indoor and Mobile Radio (PIMRC),
pp. 583–587, October 2003.

9. K. Ohno, T. Ikebe and T. Ikegami, ‘‘A proposal for an interference mitigation technique
facilitating the coexistence of bi-phase UWB and other wideband systems,’’ Proc. Internal
Workshop on Ultra Wideband Systems Joint with Conference on Ultra Wideband
Systems and Technologies (Joint UWBST & IWUWBS 2004), WA2-5, 2004.

10. M. Lakshmanan and H. Nikookar, ‘‘UWB Interference mitigation using multi-carrier
templates,’’ European Conference Wireless Technology, September 2006, Manchester,
UK, pp. 115–118.

11. H. Nikookar and D. Nathoeni, ‘‘Performance evaluation of OFDM transmission over
impulsive noisy channels,’’ IEEE PIMRC Conference 2002, pp. 550–554.

12. S. Vaseghi, ‘‘Advanced Digital signal Processing andNoise Reduction’’ 2nd edition, John
Wiley and sons NY, 2000.

92 5 UWB Interference



Chapter 6

UWB Signal Processing
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In this chapter we study the modulation schemes of impulse radio IR-UWB.
This includes the UWB data andmultiple access modulations. The bit error rate
(BER) performance of M-ary pulse amplitude modulation and Pulse position
modulation is discussed and compared. Then we will study different reception
techniques, such as Rake and Transmit-Reference receivers. We will also eval-
uate the range-data rate performance of IR-UWB and the tradeoff between
range and speed of transmission. Finally, we will assess the UWB capacity and
the minimum signal-to- noise ratio required in the UWB receiver to reach the
Shannon capacity limit.

6.1 Modulation

6.1.1 Data Modulation

Data in the IR-UWB communication systems can be modulated using different
modulation schemes. The first one is the bi-phase modulation (BPM) wherein
the data is encoded in the polarity of the impulses. See Fig. 6.1-a. The BPM
signal can be expressed as:

sðtÞ ¼
X

1

k¼�1
ak pðt� kTfÞ; with ak ¼ 1;�1 (6:1)

H. Nikookar, R. Prasad, Introduction to Ultra Wideband for Wireless
Communications, Signals and Communication Technology,
DOI 10.1007/978-1-4020-6633-7_6, � Springer ScienceþBusiness Media B.V. 2009
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where p(t) is the pulse shape and Tf is the duration of time frame.
The second data modulation scheme is pulse amplitude modulation (PAM),

which is based on encoding the data in the amplitude of the impulses. The PAM

modulated signal can be written as:

sðtÞ ¼
X

1

k¼�1
ak:pðt� kTfÞ (6:2)

where ak is the amplitude of the pulse p(t) and Tf is the frame duration. As can

be seen from Fig. (6.1-b) and Eq. (6.1), BPM is a form of PAM modulation.

Specifically, when in the binary PAM modulation ak’s have symetric antipodal

amplitudes this modulation reverts to the BPM modulation.
On-Off Keying (OOK) modulation is the simplest form of pulse modulation,

in which the transmission of a pulse represents a data bit ‘‘1’’ and its absence

represents a data bit ‘‘0’’. The general signal model for OOK is given by:

sðtÞ ¼
X

þ1

k¼0
ak pðt� kTfÞ; with ak ¼ 1; 0 (6:3)

where again ak is the amplitude of the pulse which can have the values 1 or 0 and

Tf is the frame duration. The most preferable used modulation is the pulse

position modulation (PPM) because it smoothes the spectrum of the UWB

Time
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Time

10

Time

10 δshift

(a)

(b)

(c)

Fig. 6.1 Illustration of
(a) Bi-Phase modulation,
(b) Pulse amplitude
modulation and (c) Pulse
position modulation
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signal. The data is encoded by adding an extra time shift ‘‘�shift’’ to the impulse as
shown in Fig. 6.1-c. The binary PPM signal is given by:

sðtÞ ¼
X

1

k¼�1
pðt� kTf � �shiftÞ (6:4)

where the data modulation is done by small shifts in the pulse position �shift, p(t)
is the UWB pulse and Tf is the frame duration.

In the UWB transmission pulses are sent at regular intervals (i.e., pulse
repetition interval-PRI). Because of this pulse repetition, peaks appear in the
spectrum of the transmitted pulses. These peaks are generally referred to as
‘‘spectral lines’’ or ‘‘comb lines’’, as shown in Fig. 6.2. These spectral lines are
undesirable as they limit the total transmit power. They are also not favorable
regarding the FCC mask and the interference that can be made to other
operating wireless systems.

A way to reduce the spectral lines of UWB signal is a random delay to the
pulse. This can be seen from the PPM modulation which delays the pulse
according to the random data. In Fig. 6.3 the PPM signal and its spectrum
are shown. Comparing with Fig. 6.2, it is seen that the comb lines and peak
powers can be reduced when PPM modulation is used.

Combining PAM and PPM can also be considered for modulating the
UWB pulses, where the data is modulated in the amplitude as well as the
delay of the UWB pulses. With this scheme higher data rates can be
achieved.

6.1.2 Comparison of Data Modulation Schemes

According to [1], no serious attempt has been made to use either PAM or
OOK for UWB, because in general, an amplitude-modulated signal which has
smaller amplitude is more susceptible to noise interference than its larger
amplitude counterpart. Furthermore, more power is required to transmit the
higher amplitude pulse. One of the advantages of BPM modulation to the
binary PPM modulation is the 3 dB gain in power efficiency. BPM has
advantages like less susceptibility to distortion because the difference between
two pulse levels is twice the pulse amplitude. Meanwhile, change of polarity
can remove the PSD spectral lines as changing of polarity of pulses produces a
zero mean [2]. However, BPM only supports binary communication. PPM
modulation is efficient in minimizing the spectral peaks caused by pulse
repetition in time. This can be further enhanced by using Time-Hopping
technique, or by having more levels in the modulation. Pulse-position modu-
lated UWB signals are less sensitive to channel noise compared to PAM
signals. However, the main disadvantage of PPM is its sensitivity to timing
synchronization.
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Fig. 6.2 A UWB pulse train in (a) time and (b) frequency domains
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Fig. 6.3 (a) Pulse position modulation (PPM) and its (b) spectrum
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6.1.3 UWB Multiple Access Modulation

Different modulation schemes can be used in the UWB communication system.

The most attractive one is the Time Hopping (TH). A typical transmitted TH

UWB signal can be given as [3]–[4]:

s
ðkÞ
tr ðtÞ ¼

X

þ1

i¼�1
p t� iTf � c

ðkÞ
i Tc � �shiftDðkÞbi=Nsc

� �

(6:5)

where S
ðkÞ
tr is the transmitted signal of user k, p is the generated pulse waveform,

Tf is the pulse repetition interval, c
ðkÞ
j is a pseudorandom code, Tc is the chip

time, D 2 f0; 1gis the data sequence, Ns is number of pulses representing one
data bit and �shift is the extra time shift (see also Fig. 6.1-c).

6.1.4 Uniform Pulse Train Spacing

The time between two-successive pulses isTf and is referred as to the frame time.
Tf can vary from a hundred to a thousand times the UWB pulse width. If we
consider that a frame consists ofM compartments, then it is better to give each
compartment to each user as depicted in Fig. 6.4. However, if two or more users
will occupy the same compartment (user ‘‘1’’ and user ‘‘k-1’’), a catastrophic
collision may occur because the pulses are uniformly spaced.

In addition to this, as the pulses are sent at regular intervals, the undesired
peak power spectral lines are observed in the frequency domain at the pulse
repetition rate as shown in Fig. 6.2.

User  1

User  2

User  k

User  k-1

Fig. 6.4 Occurrence of the collision between pulses

Uniform Pulse Train Spacing

Pseudorandom Time-Hopping

Data Modulation
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Fig. 6.5 The impact of pseudo-random time modulation (a) on time pulses, (b) on the energy
distribution in the frequency domain

6.1 Modulation 99



6.1.5 Pseudorandom Time Hopping

The solution to avoid catastrophic collisions of pulses is to assign each user its
own code. This code is referred to as a periodic pseudorandom time hopping
code fcðkÞj g with period Np as expressed in (6.5). According to the code, each
pulse will be randomly shifted with c

ðkÞ
j Tc. As illustrated in Fig. 6.5 this random-

ness helps smoothing the spectrum (i.e., less peak power) and consequently less
interference may occur to other communication systems.

6.1.6 Direct Sequence UWB (DS-UWB)

Themultiple access capability can be provided byDirect Sequence (DS) spread-
ing of the signal using a spreading signal. For the user k the spreading signal is:

ckðtÞ ¼
X

1

i¼�1
ck;i PTc

ðt� iTcÞ (6:6)

The sequence ck,i is a periodic sequence of elements {+1,–1} and PTc
ðtÞ is a

narrow time limited pulse with duration of Tc. Signal of kth user is expressed as:

bkðtÞ ¼
X

1

i¼�1
bk;i PTðt� iT Þ (6:7)

where bk,i2{–1,1} is the binary data of the kth user at ith interval T. The PT (t)
has the shape like PTc

ðtÞ , but it has a duration of T >> Tc . The ratio of
T/Tc=M is called processing gain. Unlike the DS Code division multiple access
(DS-CDMA), the processing gain of the DS-UWB systems is not usually large
due to the high data rates of UWB transmission or (or small T ). The kth user
DS-UWB signal is

ykðtÞ ¼ ckðtÞ : bkðtÞ (6:8)

ck,i in (6.6) is called signature sequence. It is a periodic sequence with the period
ofM , i.e., ck,i+M=ck,i. According to (6.8) in the DS-UWB system spreading of
the data signal is carried out by direct multiplication of the data and spreading
sequence. In the frequency domain the spectrum of the DS-UWB signal is the
convolution of the spectrum of data and the spectrum of the spreading signal.

6.2 BER of Modulation Schemes

For M-ary PAM modulation, the symbol error probability (Ps) as function of
Eb/N0, where Eb is the average energy per bit and N0 is the power spectral
density height of additive white Gaussian noise (AWGN), can be obtained from
Equation (6.9) [5] and can be seen from Fig. 6.6.
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Ps ¼ 2 1� 1
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(6:9)

Assuming Gray mapping, the probability of bit error (Pbit) can be calcu-
lated as:

Pbit ¼
1

log2 M
Ps (6:10)

and using (6.9)

Pbit ¼
2

log2 M
1� 1

M

� �

Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Eb

N0

6 log2 M

M2 � 1

s

 !

(6:11)

which has been shown in Fig. 6.7.
For M-ary PPMmodulation, the symbol error probability Ps can be derived

using an upper bound [5]–[7], as expressed by Equations (6.12), (6.13) and
illustrated by Fig. 6.8.

The symbol error probability of M-ary PPM for Eb

N0
44 ln 2 is given by:

Ps5e
� lnM

2

Eb
N0
�2 logeð2Þ

� �

(6:12)
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Fig. 6.6 Probability of a symbol error for M-ary PAM modulation as function of Eb/N0 for
AWGN channel
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Fig. 6.8 Bounds of symbol error probability forM-ary PPM as function of Eb/N0 for AWGN
channel
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Fig. 6.7 Probability of a bit error for M-ary PAM modulation as function of Eb/N0 for
AWGN channel
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and for Eb

N0
54 ln 2 and Eb

N0
4 ln 2 is given by:

Ps52e
� log2 M

ffiffiffiffi

Eb
N0

q

�
ffiffiffiffiffiffiffiffi

lnð2Þ
p� �2

(6:13)

The bounds of bit error probability Pbit of M-ary PPM modulation is
obtained using

Pbit ¼
2k�1

2k � 1
Ps (6:14)

where k= log2M. For Eb

N0
44 ln 2 it is given by:

Pbit5
2k�1

2k � 1
e
� log2 M

2

Eb
N0
�2 logeð2Þ

� �

(6:15)

and for Eb

N0
5 4 ln 2 and Eb

N0
4 ln 2 is given by equation (6.16) and presented in

Fig. 6.9.
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Fig. 6.9 Bounds of bit error probability for M-ary PPM as function of Eb/N0 for AWGN
channel
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6.3 Rake Receiver

Rake receiver is the efficient receiver for the DS-UWB system. It takes advan-
tage of the multipath effect of the wireless channels. As explained in Section 4.1,
consider the impulse response of the kth user multipath channel as

hðtÞ ¼
X

N

n¼1
ane

j�n�ðt� tnÞ (6:17)

If the bandwidth of the DS-UWB signal is denoted by BWDS-UWB , which is
significantly larger than the coherence bandwidth of multipath channel (Bc),
the number of resolvable independent paths becomes:

N ¼ BDS�UWB

Bc

� �

þ 1 (6:18)

where b�c denotes the integer part of ( �). In the Rake receiver the N resolvable
paths are used in the detection of data. Because different paths are less likely to
be in deep fading, themultipath diversity is well exploited and accordingly Rake
receiver provides a better bit error rate performance. Rake receiver is the
optimal receiver for the multipath channel. Its name comes from the garden
rake having fingers to constitute the resolvable paths. Block diagram of the
Rake receiver for user k is shown in Fig. 6.10. The received signal y(t) is
multiplied by the estimated channel coefficients in each Rake branch tuned to
each resolvable path. For the optimum performance of Rake receiver the
channel coefficient estimates should be the conjugate of the actual coefficient
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Fig. 6.10 Block diagram of
the Rake receiver of kth user
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of the appropriate paths. Deleting the index of kth user for the simplicity of
derivations, the resulting signal in each Rake branch is then multiplied by the
conjugate of the code sequence. After de-spreading by the codes, the outputs of
correlators are combined to detect the data bit:

b̂ ¼
X

N

i¼1

Z

T

0

yðtÞaie�j�i c�ðt� tiÞdtþ
Z

T

0

nðtÞaie�j�i c�ðt� tiÞdt

0

@

1

A (6:19)

where in (6.19) T is the symbol duration, c(t) is the spreading code, and n(t) is
AWGN. Using (6.7) and (6.8) the Eq. (6.19) can be written as:

b̂ ¼
X

N

m¼1

X

N

i¼1

Z

T

0

ame
j�maie

�j�i bðt� tmÞcðt� tmÞc�ðt� tiÞdt

0

@

þ
X

N

i¼1

Z

T

0

nðtÞaie�j�i c�ðt� tiÞdt

1
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(6:20)

or

b̂ ¼
X

N

m¼1

Z

T

0

am
2bðt� tmÞdtþ

X

N

i¼1

Z

T

0

nðtÞaie�j�i c�ðt� tiÞdt (6:21)

The first term in (6.21) is the useful information and the second term is due
to noise. As the data bit b(t)=�A in the interval [0,T ] Eq. (6.21) can be
simplified as:

b̂ ¼ �AT
X

N

m¼1
am

2 þ v (6:22)

where n is the noise term. As seen from (6.21) the first term is proportional to the
sum of the power of the channel coefficients, while the noise term is propor-
tional to the vectorial sum of the multiplied noise by the complex channel
coefficients. Usually the real part of the first term is larger than the second
term. Accordingly, the Rake receiver enhances the detection of data in the
multipath wireless channels. Rake reception of DS-UWB signal and its
enhanced performance is due to proper use of path diversity in the receiver.
Better performance can be achieved by increasing the number of diversity paths.
But this also increases the complexity of the UWB receiver.

There are two drawbacks of RAKE receivers for the UWB systems:

i) Because of extremely large bandwidth of the UWB signal a lot of Rake
fingers will be required to capture energy, which increases the complexity of
UWB receiver,
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ii) As each multipath undergoes a different channel, this causes distortion in
the received pulse shape whichmakes the use of a single LOS path signal as a
template suboptimal [7].

6.4 Transmit-Reference (T-R) Technique

Asmentioned in Section 6.3 for a lot of resolvable paths, the UWB rake receiver
becomes complex. That is the number of parameters to be estimated (the
number of delays and amplitudes) will be large. Another important issue is
the sampling (at the subpulse rate) which is required to perform channel
estimation. As an example with typical pulse length of Tp=700 ps, the sampling
rate of around 10/Tpffi 14 GHz is needed!

T-R method is a technique to avoid the high sampling rate and computa-
tional complexity of the estimation of channel h(t). The block diagram of T-R
transmitter is shown in Fig. 6.11-a. In this diagram the T-R method for
transmission of PAM UWB signal with amplitude a2{�1} is illustrated. In
the T-R method each information pulse is coupled with an unmodulated pulse
(pilot). We assume that the wireless channel has a maximum excess delay of
Tmax and the UWB pulse p(t) has a duration of Tp. We also assume that the
delay D is larger than the total pulse duration of pulse and the maximum delay
spread of the channel, i.e., D>Tmax+Tp.

RF Carrier
(pulse) Source

Delay (D)

+

X

Modulating Info ±1

D D

Pulse Repetition Time

(a) 

Delay Integration for 
Interval T

X

(b)

Fig. 6.11 Block diagram of the T-R technique. (a) Transmitter, (b) Receiver
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Unlike conventional UWB transmission, in the T-R method a pair of UWB
pulses separated by time interval D, which is known to both transmitter and
receiver, is transmitted. The T-R transmit signal is written as:

vðtÞ ¼ pðtÞ þ apðt�DÞ (6:23)

Denoting the impulse response of the channel by h(t), the received signal is
expressed as:

rðtÞ ¼ vðtÞ�hðtÞ ¼ ½pðtÞ þ apðt�DÞ��hðtÞ ¼ gðtÞ þ agðt�DÞ (6:24)

where

gðtÞ ¼ pðtÞ�hðtÞ (6:25)

In the receiver (see Fig. 6.11-b) detection of data is carried out by correlating the
received signal with a replica of the received signal which is exactly delayed by
the amount of delay in the transmitter (i.e., D):

RrrðtÞ ¼
Z

rðtÞrðt�DÞdt ¼
Z

½gðtÞ þ agðt�DÞ�½gðt�DÞ þ agðt� 2DÞ�dt

¼ RggðDÞ þ aRggð2DÞ þ aRggð0Þ þ a2RggðDÞ

¼ 2RggðDÞ þ aRggð2DÞ þ aRggð0Þ

(6:26)

With the assumptionD>Tmax+Tp the received pilot and the information pulse
do not overlap. The correlator receiver yields the symbol estimate as

â ¼ sgn

Z

rðtÞrðt�DÞdt
	 


(6:27)

And accordingly in the absence of noise the data can be detected as

â ¼ sgn a

Z

g2ðtÞdt
	 


¼ a (6:28)

In the transmit-Reference method the same pulse is transmitted twice through
the same channel. Both pulses experience the same channel distortion. The T-R
receiver correlates the similarly distorted data pulse and reference pulse, which
show high correlation. Therefore, in the T-R method there is no need for
channel estimation algorithms [2]. Furthermore, in the T-R technique each
reference pulse acts as a preamble for its data pulse, providing rapid synchro-
nization. Another advantage of T-R method is when multipath components in
the received signal contain significant energy. T-R receiver has the ability to
capture that energy by correlating the received signal with its delayed version
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which is quite important in low-power UWB communications [2]. Despite
the advantages of T-R technique it suffers from some drawbacks. Studies
show that performance of T-R receivers is poor at low signal-to-noise ratios
or in the presence of narrow band interference [8]. Another shortcoming of T-R
technique is that in this method half of the transmitted waveform is used as
pilot. Transmitting a reference pulse with each data pulse reduces the rate of
data transmission.

The T-Rmethod can be generalized by using more than one pilot pulse in the
transmission. Major parameters of the generalized T-Rmethod are the number
of pilot pulse per burst, and the energy allocation among pilots and information
pulses for maximum capacity. If Nf denotes the number of frames, Tf denotes
the frame duration and N denotes the channel coherence time/Tf, the optimal
number of pilots can be obtained as [9]

NP ¼ N�Nf ðdN=Nfe � 1Þ (6:29)

where dxe is the ceiling of x or the closest integer� x. Another important factor
is a which is the fraction of energy per burst assigned to pilot waveform. It is
shown in [9] that for low SNR or small N the value of a is ½. While for large
SNR or large N becomes:

� ¼
ffiffiffiffiffiffi

Nf

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N�Nf

p

þ
ffiffiffiffiffiffi

Nf

p (6:30)

6.5 UWB Range- Data Rate Performance

In this section we study the trade-off between range and data rate of the impulse
radio UWB system. For the analysis of the power of received signal we use the
free-space propagation channel model given by (4.27) which is repeated here:

PLðdÞ ¼ ð4pÞ
2d 2f 2

c

GrGtc2
(6:31)

where PL is the path loss, d is the distance between UWB transmitter and
receiver, Gt and Gr are respectively, the transmit and receive antenna gains
(considered to be 0dBi), fc is the carrier frequency, and c is the speed of light.

The total transmitted power Pt which complies with the FCC limits can be
obtained by integrating the power spectral density of the UWB pulse in the
frequency region of UWB:

Pt ¼
Z

þ1

�1

AmaxjPSDnð f Þjdf (6:32)
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where Amax ¼ �41:3 dBm=MHz and PSDn is the normalized power spectral
density of the nth derivative of Gaussian pulse. Assuming free space path loss,
the received power at a distance d is obtained as:

PrðdÞ ¼
AmaxGrGtc

2

ð4pÞ2d 2

Z

fH

fL

jPSDnð f Þj
f 2

df (6:33)

where fL and fH are respectively the lowest and highest UWB frequencies.
By considering additive and white Gaussian noise in the receiver, the

received power necessary at a distance d to achieve a given average SNRr can
be computed [10]

Prðd Þ ¼ SNRr:PN:LM (6:34)

where LM is the link margin, PN ¼ N0B ¼ kT0F:B is the noise power, k is the
Boltzmann’s constant (1.38 	 10–23 J/K), T0 is room temperature (300 K), F is
the noise figure and B is the noise equivalent bandwidth of the receiver.

If the symbol rate is assumed to be equal to the pulse repetition rate, a single
UWB pulse is transmitted for each data symbol, and the energy per information
symbol equals the energy per pulse. Hence, the average SNR in the receiver
considering an ideal channel is expressed as:

SNRr ¼
Es=Ts

N0B
¼ EbRb

N0B
(6:35)

whereEs is the received symbol energy,Rs is the symbol rate, and for non-coded
systems, are given by Es ¼ Eb log2 M and Rs ¼ Rb= log2 M, respectively. Eb is
the bit energy and Rb is the bit rate. For a specified target BER, the required
ðEb=N0Þ for M-ary PAM and M-ary PPM modulations can be obtained from
(6.9) and (6.12), (6.13), respectively.

The range-data rate performance of IR-UWB system can be obtained as:

d ¼ c

4p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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jPSDnð f Þj
f 2

df

v

u

u

u

t (6:36)

Some of the range-data rate performance results for different BERs for the
PAM and PPM modulations are shown in Figs. 6.12 and 6.13, respectively.
For obtaining these results an indoor UWB pulse of 7th order derivative of
Gaussian pulse with spread of � ¼ 51 ps has been considered. Meanwhile,
parameters such as F=6 dB, LM=5 dB (See (6.34)) have been assumed.

As seen from Figs. 6.12 and 6.13, for a fixed BER higher data rates can be
achieved for shorter ranges. For a BER= 10–3, with binary PAM data rate of
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20 Mbps can be achieved at 27 m. While, for a data rate of 100 Mbps almost 12

m may be reached. For higher levels of PAM modulation, lower distances are

achieved for the same data rate.
For lower BER criteria, and for the same modulation scheme, smaller

distances can be reached. For example for the PAM modulation and BER of

10–6, for a data rate of 20 Mbps, around 17 m may be reached, while for

100 Mbps around 8 m may be achieved.
As seen from Fig. 6.13 and unlike M-ary PAM case, the range-data rate

performance of PPM system increases by increasing the modulation level. For

the considered power limited system, longer ranges can be achieved byM-PPM

when compared to PAMmodulation. For instance, for BER= 10–6, the range-

data-rate performance of 4-PPM is lower than the performance of binary PAM.

While, 8-PPM and higher PPM modulation levels can provide higher ranges

comparing with the 2-PAM.
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Fig. 6.13 Range-data rate performance of M-ary PPM UWB for different BERs
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Fig. 6.12 Range-data rate performance of M-ary PAM UWB for different BERs
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Results of Figs. 6.12 and 6.13 clearly show the trade off between the coverage

and speed of data transmission of the UWB system. The presented results in
these figures were for the indoor UWB. Complying with the FCC outdoor
emission limit, the compromise between data rate and range can be further
extended by using (6.32) and (6.36) showing the suitability of UWB transmis-

sion over longer ranges (several hundred of meters) at lower data rates (e.g.,
100 kbps).

6.6 UWB Channel Capacity

UWB wireless systems use a very large bandwidth. The major advantage of
large bandwidth is improved channel capacity. Channel capacity is defined as
the maximum amount of data that can be transmitted per second over the
channel. The large channel capacity of UWB systems is evident from the

Shanon formula [2]:

C ¼ B log2ð1þ SNRÞ (6:37)

where, C=Channel Capacity (bps), B=Bandwidth in Hz and SNR is the
Signal-to-noise ratio. As seen from this expression by increasing B the channel
capacity increases. Using several GHz of bandwidth for wireless UWB systems,

a data rate of Gbps from this equation can be expected. However, due to FCC
limit, high data rates can only be achieved for short ranges [2].

In this section we estimate the minimum power that is required at the UWB
receiver to reach the Shannon limit [11]. Starting with (6.37) and noting the
large bandwidth of UWB system (i.e., B>>C, by Taylor expansion of
log(1+x)=x�x2/2+x3/3!+. . . and considering only the first term, (6.37) can
be approximated as:

C

B
ffi SNR

ln 2
(6:38)

Signal-to-noise ratio SNR can be written as:

SNR ¼ Signal power

Noise power
¼ P

kTB
(6:39)

whereP is the signal power, k ¼ Boltzmann0s constant ¼ 1:38	 10�23Joule=
K,
and T is Temperature (Kelvin). Taking the logarithm of both sides of (6.39) and
using (6.38) we have:

PdB ¼ 10 logCþ 10 log kTþ 10 logðln 2Þ (6:40)
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SNR can be related to the energy per bit over spectral noise density height
(Eb/N0) using the rate of transmission C:

SNR ¼ Eb

N0
� C
B
¼ Eb

N0
� (6:41)

Where r=C/B. Now by substituting (6.41) in (6.37) we get:

� ¼ log2 1þ Eb

N0
�

� �

(6:42)

By manipulating (6.42), the Shannon capacity limit can be written as

Eb

N0
¼ 2� � 1

�
(6:43)

As the bandwidth of UWB is very large the value of r is small. Accordingly, the
Shanon limit can be achievable when minimum Eb/N0 is ln2 as shown below.

Eb

N0
¼ lim

�!0

2� � 1
�
¼ ln 2 (6:44)

6.7 Summary

The various modulation schemes of impulse radio IR-UWB was presented in
this chapter. This included UWB data and multiple access modulations, recep-
tion techniques such as Rake and Transmit-Reference receivers. Special empha-
sis was given to the performances of M-ary pulse amplitude modulation and
Pulse position modulation.

Problems

Problem 6.1 Compare the BPM, PAM, PPM and T-Rmethods with each other
and list their advantages and disadvantages for IR-UWB transmission.

Problem 6.2 A wireless channel has an impulse response as hðtÞ ¼ e�atuðtÞ,
where u(.) is the unit step function.

(a) The input signal to this channel is x(t)=cos2pf0t. Calculate the optimum
value of a which maximizes the signal-to-noise ratio (SNR) out of the
channel. Then compute this maximum SNR.

(b) Instead of the cos2pf0t a UWB signal of narrow time pulses having a duration
of t and pulse repletion interval of T0 =1/ f0 is transmitted through this
channel (see Fig. P.6.2). For t/T0 =0.1 and for the value of a found in part
(a), calculate the output SNR and compare it with the SNRmax of part (a).
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Problem 6.3 In the T-R method the delay D used in the transmitter is the same
as the delay used in the receiver. If delay used in the receiver is t 6¼D, calculate
the output of the correlator of the receiver. Consider a sinc function with
bandwidth B centered at f0 as the autocorrelation of g(t) (see (6.25))

RggðtÞ ¼ sincðBtÞ cos 2pf0t

Show that there is a leakage of energy from a carrier modulated at one delay to
pulse pair correlator at another delay [12] due to sidelobes of the autocorrela-
tion of transmitted signal. This leakage can be minimized by increasing band-
width B. Show that the degree of mismatch delay in transmit and receive sides is
tolerated can be controlled by f0. Conclude that there is a direct relationship
between a requirement for highly accurate delays and a higher center frequency.
These points clearly guide us to UWB signals having very large bands and low
center frequencies.

Problem 6.4 In this problem we study the effect of the narrowband interference
on the performance of the T-R system [13]. Assume that the narrowband
interference (NBI) can be expressed as

iðtÞ ¼
ffiffiffiffiffi

2I
p

cosð!itþ �iÞ

where I is the average power of NBI, at the frequency fi=!i/2p, and yi is the
Uniform[0,2p) phase. Consider the impulse response of the channel as h(t).
Evaluate the decision variable at the output of the correlator in the receiver and
show that the NBI introduces a bias term to this variable. How this bias term
can be suppressed?

Problem 6.5 In Section 6.4 the range-data rate performance of IR-UWB was
evaluated using the free space path loss. For the following dual slope path loss
model

path loss exponent ¼
1:8 d5Dbp

4 d � Dbp

	

Fig. P.6.2 The UWB signal transmitted through the channel
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whereDbp is the breakpoint and assumed to be 50m. Obtain the range-data rate
performance of binary PAMUWB system for BER=10–6 and compare it with
the shown results of section 6.4. Repeat problem for the binary PPM and
compare it with the binary PAM case.

Problem 6.6 In this problem we want to study the effect of the pulse shape on
the range-data rate performance of the UWB system. Consider the UWB
waveform p(t) as the nth order derivative of Gaussian shape.

pðtÞ ¼ dn

dtn
A

s
ffiffiffiffiffiffi

2p
p expð�t2=2s2Þ

� �

A is the amplitude of the pulse and the he total duration of the pulse is
considered to be Tp¼1 nsec. Complying with the indoor FCC mask, for
n¼1,3,5 and 7, obtain the proper value of A and the spread of the pulse s.
Then evaluate the range-rate performance of the system with different n. Draw
your conclusion.

Problem 6.7 In the UWB systems usually transmitter and receiver antennas
operate as differentiator. Consider the UWB transmitted pulse as pTX(t) having
the Gaussian shape [14]:

p
TX
ðtÞ ¼ expf�2pðt=tmÞ2g

Where the parameter tm is the width of the pulse and is assumed to be 75 psec.

(a) Obtain the received UWB pulse, p(t), and plot it. Assume a duration of 2 ns
for the received pulse (Tp=2 ns).

(b) Determine the Energy of the received pulse as

E ¼
Z

1

�1

p2ðtÞdt

(c) Assume that binary information signals are defined using pulse position
modulation in such a way that for the bit ‘‘1’’ and in the interval of
0� t�T¼ signal duration, pTX(t) is transmitted and for bit ‘‘–1’’ pTX(t-t)
is sent. Similarly the received signals for bits ‘‘1’’ and ‘‘–1’’ are respectively,
p(t) and p(t-t), 0� t�T and T>Tp+t. Evaluate the squared distance
between received signals as:

d2ðtÞ ¼ 1

2E

Z

1

�1

½pðtÞ � pðt� tÞ�2dt

Calculate d2(t) and sketch it for 0< t< 2 ns.
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The probability of error can be obtained by

PerrorðtÞ ¼ Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

2
d2ðtÞ:SNR

r

 !

where Q(.) is

QðxÞ ¼ 1
ffiffiffiffiffiffi

2p
p

Z

�1

x

e�u
2=2du

Using the plot of d2(t) find the value of t that minimizes the error probability.
Then determine the minimum bit error probability for SNR=10 dB.

References

1. M. Ghavami, L.B. Michael and R. Kohno, Ultra Wideband Signals and Systems in
Communication Engineering, Wiley, 2004.

2. F. Nekoogar, Ultra-Wideband Communications, Prentice-Hall, NJ. 2006.
3. M.Z. Win and R.A. Scholtz, ‘‘Impulse radio: How it works’’, IEEE Communications

Letters, vol. 2, no. 2, February 1998, pp. 36–38.
4. M.Z. Win and R.A. Scholtz, ‘‘Ultra-wide bandwidth time-hopping spread-spectrum

impulse radio for wireless multiple-access communications’’, IEEE Transactions on
Communications, vol. 48, no. 4, April 2000, pp. 679–689.

5. J. Proakis, Digital Communications, 2nd Edition, McGraw Hill, NY, 1989.
6. M. Benedetto, G. Giancola, Understanding Ultra Wide Band Radio Fundamentals,

Prentice Hall, 2004.
7. J.H. Reed, An Introduction to Ultra Wideband Communication Systems, Prentice Hall,

NJ., 2006.
8. F. Dowla, F. Nekoogar and A. Spiridon, ‘‘Interference mitigation in Transmit-Reference

Ultra-Wideband receivers,’’ IEEE International Symposium on Antenna and Propaga-
tion, 2004, pp. 1307–1310.

9. L. Yang and G.B. Giannakis, ‘‘Ultra wideband communications, an idea whose time has
come,’’ IEEE Signal Processing Magazine, November 2004, pp. 27–54.

10. H. Sheng et al., ‘‘On the spectral and power requirements for Ultra-Wideband transmis-
sion,’’ 2003 IEEE International Conference on Communications (ICC ‘03), vol. 1, 11–15
May 2003, pp. 738–742.

11. F. Dowla, Handbook of RF and Wireless Technologies, Elsevier, Amsterdam, 2004.
Chapter 16.

12. R. Hoctor and H. Tomlinson, ‘‘Delay-hopped transmitted-reference RF communica-
tions,’’ IEEE Conference on UWB Systems and Technologies, 2002, pp. 265–2269.

13. M. Pausini and G. Janssen, ‘‘Narrowband interference suppression in Transmit-
Reference UWB receivers using sub-band notch filters,’’ EUSIPCO 2006, Italy.

14. F.R. Mireles, ‘‘Signal detection for Ultra-Wide-Band communications in dense multi-
path,’’ IEEE Transaction on Vehicular Technology, vol. 51, no. 6, November 2002,
pp. 1517–1521.

References 115



Chapter 7

UWB Technologies

Contents

7.1 Impulse Radio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.2 Pulsed Multiband . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.3 Multiband OFDM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.4 Comparison of UWB Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

The Ultra WideBand (UWB) is a hot topic in wireless communications. In the
near future this technology may see increased use for high-speed short range
wireless communications, ranging and ad hoc networking. There are two com-
peting technologies for the UWB wireless communications, namely: Impulse
Radio (IR) and Multi-band OFDM (MB-OFDM). IR technique is based on
the transmission of very short pulses with relatively low energy. TheMB-OFDM
approach divides the UWB frequency spectrum to multiple non-overlapping
bands and for each band transmission is OFDM. Several proposals based on
these two technologies have been submitted to the IEEE 802.15.3a. Both tech-
nologies are valid and credible. In this chapter these technologies will be discussed
in more detail and major characteristics of each technique will be contemplated.
Further, the two technologies will be compared from different aspects such as
channel, interference, performance and complexity point of view. The structure
of this chapter is as follows. In Section 7.1 the Impulse Radio technology is
explained and its advantages and drawbacks are discussed. In Section 7.2 the
pulsed multiband approach is studied. The UWB system based on combining
OFDM with multibanding is explained in Section 7.3, and finally the IR and
multiband OFDMUWB technologies are compared in Section 7.4

7.1 Impulse Radio

In impulse radio UWB pulses of very short duration (typically in the order of
sub-nanosecond) are transmitted. Because of very narrow pulses the spectrum
of the signal reaches several GHz of bandwidth. The impulse radio UWB is a
carrier-less transmission. This technology has a low transmit power and

H. Nikookar, R. Prasad, Introduction to Ultra Wideband for Wireless
Communications, Signals and Communication Technology,
DOI 10.1007/978-1-4020-6633-7_7, � Springer ScienceþBusiness Media B.V. 2009
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because of narrowness of the transmitted pulses has a fine time resolution. The

implementation of this technique is very simple as no mixer is required which

means low cost transmitters and receivers. In Fig. 7.1 the pulse shape in time

domain and its spectrum is shown (3.1–5 GHz). Figure 7.2 illustrates another

sample pulse shape, which occupies the 6–10 GHz band. The lowest cost

systems are envisaged to use the lower frequency bands. The two bands can

be used independently, or together, to provide a range of options for system

deployment [1].
Direct SequenceUltraWideband (DS-UWB) and TimeHopping UltraWide-

band (TH-UWB) are two variants of the IR technique. These IR techniques were

described in Section 6.1. DS-UWB and TH-UWB are different multiple access

techniques that spread signals over a very wide bandwidth. Because of spreading

signals over a very large bandwidth, the IR technique can combat interference

from other users or sources. It should be mentioned that Direct Sequence Spread

Spectrum (DSSS) and Time Hopping Spread Spectrum (THSS) may be
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Fig. 7.1 UWB IR (a) and its spectrum (b) in the 3.1–5 GHz range
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Fig. 7.2 UWB IR (a) and its spectrum (b) in the 6–10 GHz range
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considered similar to DS-UWB and TH-UWB, respectively. There are, however,
differences between the spread spectrum and IR-UWB systems. Both systems
take advantage of the expanded bandwidth, while different methods are used to
obtain such large bandwidth. In the conventional spread-spectrum techniques,
the signals are continuous-wave sinusoids that are modulated with a fixed carrier
frequency, while in the IR-UWB (i.e., DS-UWB and TH-UWB), signals are
basically baseband and the narrow UWB pulses are directly generated having an
extremely wide bandwidth. Another difference is the bandwidth. For the UWB
signals the bandwidth has to be higher than 500MHz, while for the spread
spectrum techniques bandwidths are much smaller (usually in the order of
several MHz).

One possible set of IR-UWB system parameters for the 3.1–5.1 GHz is
shown in Table 7.1.

7.1.1 Complexity

UWB based on IR technology is a low-complexity radio technology as it is
carrier-less and needs no mixer.

7.1.2 Power Consumption

If the coverage area is not large the transmit power of the IR can be kept low.
Other important issue in the IR technology is the impulsive nature of transmis-
sion. This allows low transmit power when compared to the continuous trans-
mission systems. It should also be noted that because of the impulsive nature of
the IR UWB transmission, the multiuser interference may substantially differ
from the continuous transmission. This again allows low transmit power when
compared to continuous transmission systems.

7.1.3 Security

For the wireless applications, if needed, the security mechanism should be
implemented in the physical layer of the UWB-IR.

Table 7.1 IR-UWB system parameters for the 3.1–5.1 GHz, [1]

Information data rate 112 Mbps

Symbol rate 42.75 Msym/sec

Coding rate 0.44

Code length 32 chips/sec

Channel chip rate 1.368 Gcps

Modulation/constellation 64-Biorthogonal Keying
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7.1.4 IR Industry Standard Groups

In March 2005 the IEEE 802.15 has adopted as a baseline proposal for a draft

standardUWB technology using impulse radio and the opportunity of support-

ing different kind of receivers. This has been adopted after successful merge of

24 proposals, 22 of each were favoring impulse radio type of UWB technology.

This baseline proposal has been adopted by 100% of the participants. Among
the proposers are STM, Freescale, Hitachi, Fujitsu, Samsung, Time Domain,

CEA-Leti, NICT and France Telecom.

7.1.5 Other Features of IR Technology

Another important feature of the UWB IR is its fine time resolution, which

provides distancing and location capabilities to wireless networks. Accurate
distance measuring of the UWB-IR has been demonstrated in the recent years

[1], [2].
The main disadvantages of the IR-UWB technology are the following:

� Challenge in building RF circuits with extremely large bandwidth,
� Achieving high-speedA/D andD/A is difficult to process the extremely large

bandwidth,
� Digital complexity to capture multipath energy in dense multipath

environments.

7.2 Pulsed Multiband

The idea behind multi-band approach is the use of multiple non-overlapping

frequency bands to efficiently exploit UWB spectrum by transmitting single

carrier or multicarrier signals. Ideally, signals do not interfere among them-

selves, because they operate at different frequencies.
There are several advantages of using multi-band UWB techniques, such as

the ability to efficiently utilize the entire 7.5 GHz of spectrummade available to

the UWB systems, with the use of appropriate multi-bandwidths. Separate

bands along the available spectrum may be treated independently and benefits

in coexistence with other interfering systems operating in the same band can be

achieved. In the Pulsed Multi-band technique the large bandwidth is divided

into several smaller subbands (e.g., 500 MHz band) and single carrier modula-

tion is used for transmission in each subband. By interleaving the symbols
across the subbands, the UWB system can still maintain the same transmit

power as if it were using the entire band [3]. Major drawbacks of pulsed multi-

band technique are:
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� Difficulty in collecting significant multipath energy using a single RF chain,
� The amount of multipath energy is limited by the dwell time of each

subband,
� With small number of RAKE fingers the system performance is sensitive to

group delay variations introduced by front end components,
� Pulsed multi-band needs a very fast band switching timing requirements

(<100 psec) at both transmitter and receiver.

7.3 Multiband OFDM

Multi-band Orthogonal Frequency Division Multiplexing (MB-OFDM) is
another UWB technology which uses the OFDM method. Multi-Band
OFDM combines the OFDM technique with the multi-band approach. The
spectrum is divided into several sub-bands with a –10 dB bandwidth of at least
500 MHz. The information is then interleaved across sub-bands and then
transmitted through multi-carrier (OFDM) technique.

One of the proposals for the physical layer standard of future high speed
Wireless Personal Area Networks (WPANs) uses MB-OFDM technique and is
presented in [4]. In this MB-OFDM WPANs proposal, the spectrum between
3.1 and 10.6GHz is divided into 14 bands with 528MHz bandwidth thatmay be
added or dropped depending upon the interference from, or to, other systems.
In Fig. 7.3 a possible band plan is presented, where only 13 bands are used to
avoid interference between UWB and the existing IEEE 802.11a signals. The
three lower bands are used for standard operation, which is mandatory, and the
rest of the bands are allocated for optional use or future expansions.

The proposed physical layer for UWB [5] supports variable data rates up to
480 Mbps. The desired range is 10 m for 110 Mbps and 2 m for 480 Mbps. The
power consumption is in the order of the hundreds of milliwatt, to enable
wireless connectivity for battery-operated portable devices, and varies with
the bit rate. The target bit error rate is equal to 10–5.

Transceiver architectures for MB-OFDM systems are similar to the conven-
tional wireless OFDM systems. The main differences for MB-OFDM are in the
use of time-frequency codes to specify center frequencies for the transmission of
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each OFDM symbol [6]. Figure 7.4 illustrates this procedure for 3 of the 14

possible sub-bands. Considering transmission over time, the first OFDM sym-

bol is transmitted on sub-band 1, the second OFDM symbol on sub-band 2, the

third OFDM symbol on the sub-band 3 and this repetition continues over time.

In practice, the frequency-time codes that specify the frequency repetition over

time may be different to the one presented in Fig. 7.4. Furthermore, multiple

access is specified by different time-frequency codes. The system parameters of

aMB-OFDM system are shown in Table 7.2. The QPSKmodulation is used for

the OFDM tones and a 128-point FFT generates the OFDM signal. Additional

500 MHz wide channels provide additional system capacity.
As can be seen in the Fig. 7.4, a cyclic prefix (CP) is inserted before each

OFDM symbol. The length of the CP determines the amount of multipath

energy that can be captured. The CP length needs to be chosen to minimize the

impact of Inter-Carrier Interference (ICI) andmaximize the collected multipath

energy, while keeping the overhead due to the CP small. Most conventional

wireless OFDM-based systems use a CP to provide robustness against multi-

path. However, similar multipath robustness can be obtained by using a Zero-

Padded Prefix (ZPP) instead of the CP [7]. The use of the CP increases

Frequency Time

Guard Interval

Sub-band
1

Sub-band
2

Sub-band
3

Cyclic Prefix

Fig. 7.4 Example of time–frequency coding for the MB-OFDM system’s proposal [6]

Table 7.2 OFDM system parameters for a UWB system [1]

Data rate 110 Mbps

Modulation Constellation QPSK

FFT size 128

Information tones 50

Information length 242.4 ns

Guard interval 9.47 ns

Symbol interval 312.5 ns

Coding rate 11/32

Data tones 100

Spreading rate 2
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robustness to multipath dispersion with a low-complexity receiver. Using ZPP
the power back off at the receiver can be avoided. The power spectral density of
OFDM signal using CP has ripples (resulting in transmit power back off of
about 1.5 dB). While the ZPP provides no ripples in the power spectral density
and accordingly no power back off is needed [6], [8]. As specified in Fig. 7.4, the
guard interval ensures orthogonality among channels and that the switching
between the different sub-bands can be accomplished within a few
nanoseconds.

MB-OFDM signals include processing of the information over much smaller
bandwidth compared to the 7.5 GHz made available to UWB systems. One of
the remarkable advantages of of the MB-OFDM system is that the multi-band
design of the OFDM system allows the technology to cope with local regula-
tions by dynamically turning off some carriers to comply with local rules of
operation on the allocated spectrum. By avoiding interferer’s bands, it is also
possible to simplify the design of the system.

MB-OFDMsystemsmay have someproblems related to the use of theOFDM
technology. Two major problems are handling large peak-to-average power
ratios (PAPR) and the synchronization issue. The summing of orthogonal fre-
quencies in the Fast Fourier Transform (FFT) causes high PAPR of the OFDM
signal. A peak in the signal power will occur when sub-carriers align themselves in
phase. High PAPR is not suitable for the RF power amplifiers that have to work
in the non-linear regions. The traditional method to mitigate the distortion
caused by the PAPR is to use a linear high power amplifier, however this kind
of solution does not fulfil the power requirements. Signal scrambling and signal
distortion techniques have been proposed to mitigate the PAPR problems of
OFDM. Some of signal scrambling algorithms give a very low PAPR, however,
they are normally difficult to be realized in practice. Solutions like block coding
[9], selected mapping [10], partial transmit sequences [11], envelope clipping [12]
and weighting [13] are suggested to reduce the PAPR.

MB-OFDM technique is also very sensitive to the inter-modulation distortion
that results from non-linearities in theRF amplifiers. Because the sub-carriers are
equally spaced, the third-order intermodulation products will appear exactly on
top of another carrier. These intermodulation products will contribute to a noise-
like cloud surrounding each constellation point. Due to this fact, the lower-level
modulations should be used. If not, these constellation clouds can contribute to
an increase in bit errors for each carrier. The sub-carriers are perfectly orthogonal
if transmitter and receiver use exactly the same frequencies. Any frequency offset
results in ICI. Phase noise will also cause ICI in the MB-OFDM receiver.
Sensitivity to phase noise and frequency offset are main disadvantages of
OFDM systems in general and MB-OFDM in particular.

MB-OFDM technology promises to deliver data rates of about 110 Mbps at
a distance of 10m. For theUWBwireless sensor applications data rates are low,
but the (hoping) coverage might be much larger than 10 m. MB-OFDM may
require higher power levels when compared to the IR technology. MB-OFDM
technique is robust to multipath which is present in the wireless channels. By
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using this technology and limiting the transmitting symbols to QPSK constella-
tion, the resolution of the A/D and D/A and the internal precision of the digital
baseband, especially the FFT, can be lowered. This technology has been imple-
mented for the UWB communication based on CMOS technology [14].

7.3.1 Complexity

MB-OFDM basically is a low-complexity radio technology. OFDM is imple-
mented by the FFT. By using the QPSK constellation the resolution of A/D and
D/A can be reduced. Increasing the spacing between sub-carriers relaxes the
phase noise requirement of OFDM technology and improves the synchroniza-
tion errors.

7.3.2 Power Consumption

Battery life of the MB-OFDM devices working in wireless environments is a
critical factor. MB-OFDM is capable of supporting a minimum of two hours
continuous battery usage before a recharge is required [14]. The estimated
power consumption for MB-OFDM system implemented in a 90 nm CMOS
technology is reproduced in Table 7.3. It should be noted that in some applica-
tions such as UWB wireless sensor networks the data rates are not large. This
will further reduce the required power levels of this radio technique.

7.3.3 Security

If needed, the security mechanism can be implemented at several stages of the
protocol stack of the MB-OFDM technique as this technique can provide an
embedded always ‘‘on’’ secure foundation.

7.3.4 Costs

Adoption ofMB-OFDM technique for the wireless networks will depend on the
ease of use of the technology at an affordable cost. In this regard the importance
of low complexity CMOS solutions should not be ignored.

Table 7.3 Estimated power consumption of MB-OFDM system [4]

Data rate Transmit power Receive power Deep sleep power

110 Mbs 93 mW 155 mW 15 mW
200 Mbps 93 mW 169 mW 15 mW
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7.3.5 MB-OFDM Industry Standard Groups

Multiband OFDM alliance was established in 2003 which tries to promote the
global standard for this technology of UWB wireless solutions [15]. Over 170
members participate in this alliance including the semiconductor, personal
computing, consumer electronics and mobile devices companies around the
world.

7.3.6 Other Features of MB-OFDM Technology

One of the features of MB-OFDM is its spectral flexibility. This feature
is very important for the usage of this radio technology in the environ-
ments full of interferers. In the interference rich scenarios the MB-OFDM
is capable of complying with the regulations and dynamically turning off
certain carriers or channels in software. This flexibility is not provided by
the IR technology.

The advantages of the MB-OFDM technique are summarized below [8]:

� Capturing multipath energy with a single RF chain
� Insensitivity to group delay variations
� Ability to deal with narrowband interference at receivers
� Simplified synthesizer architectures relaxing the band switching timing

requirements

And the disadvantages are as follows:

� Transmitter is more complex because of IFFT
� High peak-to-average power ratios
� OFDM synchronization problems

7.4 Comparison of UWB Technologies

In this section the comparison of IR DS-UWB and MB-OFDM UWB tech-
niques in terms of interference from, or to, other systems, robustness to
multipath, performance, system’s complexity and achievable range-data rate
performance for the WPAN applications, is provided. It should be mentioned
that the comparison here is by no means a comprehensive review of the
capabilities of both technologies, but rather an attempt to appraise the pos-
sibilities and potentials of each technique. BothMB-OFDM and IRDS-UWB
proposals are summarized in Table 7.4, [4] and [16].

Considering the MB-OFDM proposal, for data rates from 55 to 200 Mbps a
time-domain spreading operation is performed with a spreading factor of 2. The
time-domain spreading operation consists of transmitting the same information
over two OFDM symbols. These two OFDM symbols are transmitted over
different sub-bands to obtain frequency diversity [4].
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7.4.1 Interference

In interference and coexistence with other radio services, the MB-OFDM gains
some advantages because of the possibility to turn off some carriers that may
interfere, or to be interfered, with other systems. Due to this spectral flexibility,
MB-OFDM may also increase the robustness against frequency selective fad-
ing. However, MB-OFDM systems are very sensitive to ICI and if sub-carriers’
orthogonality is lost, it can result in performance degradation. In the MB-
OFDM the multipath energy not captured during the CP window will also
deteriorate the performance.

The spectral densities of IR transmitted signals can be made lower in com-
parison to MB-OFDM signals, by spreading the information over larger band-
widths. Consequently, for the IR signals, the probability of interception
decreases, which is useful for military applications, as well as interference to
narrowband victim receivers [17]. Also spreading signals over larger band-
widths increases the immunity to narrowband interference and ensures good
multiple access capabilities [18], [19]. By using wider bandwidths, the IR-UWB
fine time resolution characteristic may be used to mitigate effects of fading [20],
and possibly solve signal replicas due to multipath. IR systems have, however,
the possibility to suffer from several sources of interference, due to the large
bandwidth in consideration.

The IR DS-UWB will minimize interference to other systems, by generating
signals with lower power levels than the white noise, not causing harmful
interference to existing users in the spectrum, a key concern of worldwide
regulators. However, advocators of the MB-OFDM do not support DS-
UWB because of possible interference concerns [21]. This is due to the difficul-
ties inherent to IR systems to deal with interferers because of the very wide
bandwidth.

The IR TH-UWB signals are very narrow in time and therefore, very difficult
to intercept as they are also ‘‘noise-like’’. In this technique to correct demodulate a

Table 7.4 Specifications Comparison of MB-OFDM and IR DS-UWB techniques for
WPAN

Specifications MB-OFDM IR (DS-UWB)

Number of
Sub-bands

3 mandatory, up to 14 2 (3.1–4.85 GHz and 6.2–9.7 GHz)

Sub-band
Bandwidth

528 MHz 1.75 GHz (lower band)

3.5 GHz (higher band)
Number of
Sub-carriers

122 No sub-carriers (baseband signals)

Spreading Factor 1, 2 1–24

Data rates 55, 80, 110, 160, 200, 320,
480 Mbps

28, 55, 110, 220, 500, 660, 1000, 1320
Mbps (lower band)

Modulation QPSK BPM (mandatory), MBOK

Multiple Access Based on time-frequency
codes

Based on PN codes
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TH-UWB signal, the precise synchronization and knowledge of PN code is
needed. Increasing the cardinality of the TH code increases the complexity of
interception of these signals. Moreover, in the M-ary PPMmodulation, it is also
necessary to know the exact time shifts which represent themodulated pulse. Like
other IR techniques, the TH-UWB will also suffer from the interference from
other systems acting in the same band.

7.4.2 Robustness to Multipath

MB-OFDM presents high robustness against multipath because of usage of CP
or ZPP in dealing with Inter-Symbol Interference (ISI) and ICI. Nonetheless, in
dense multipath environments, when the multipath delay is larger than guard
time, orthogonallity may be lost resulting in ICI and ISI.

By using the widest possible bandwidth to produce the shortest possible
pulses, the IR DS-UWB technique may provide robust communications in
harsh multipath environments. DS-UWB can obtain diversity by exploiting
the correlation properties of the spreading sequences to resolve and combine the
signal replicas that are received over multiple independently faded paths. Dur-
ing the de-spreading operation, the unwanted narrowband interference is
spread throughout the spread spectrum bandwidth, which will reduce its effect
on the desired signal. However, a disadvantage of the IRDS-UWB technique is
that, in the multipath environments, ISI can severely degrade the performance,
as the spreading factor is relatively small for high data rates when compared to
that of the traditional DSSS systems [22].

The keymotivation for the use of IR TH-UWB is the ability to highly resolve
multipath with the possibility of implementing and generating UWB signals
with relative low complexity [23]. The TH-UWB systems in conjunction with
the T-Rmethod may be very robust in multipath environments, not only due to
the short time duration of pulses, but also because of advantages of T-R
technique, as explained in Chapter 6, and the inherent advantages of the IR
technology. By using wider bandwidths, the IR-UWB fine time resolution
characteristic may be used to solve signal replicas due to multipath. However,
it should be noted that, in the harsh multipath environments the excess delayed
pulses can interfere with other transmitted modulated pulses giving rise to
difficulties in the TH-UWB receivers to recover the signal.

7.4.3 Performance

Reference [22] reports similar data rates for the MB-OFDM and IR DS-UWB
systems based on the WPAN proposals. The two techniques provide similar
performance for the AWGN channel with ideal channel estimation. The MB-
OFDM scheme is shown, however, to slightly outperform the DS-UWB. The
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difference is thought to be a result of the different coding structures employed in
the two systems. For the four IEEE 802.15 indoor fading channels, the MB-
OFDM system generally outperforms the DS-UWB when hard Decision Feed-
back Equalizer (DFE) is used for the DS-UWB system. However, this trend is
reversed in some cases when theMatched Filter Bound (MFB) is considered for
the DS-UWB system. Hence, the performance comparison of the two systems
depends critically on the assumptions made on the DS-UWB equalizer.

Performance of a system based on the MB-OFDM WPANs proposal, over
four IEEE 802.15 indoor channels is reported in [24]. Channel estimation is
done by implementing a least-square error (LSE) channel estimator. LSE
estimator is chosen against the perfect Channel State Information. A simple
least-squares error channel estimator has shown a performance within
0.5–0.7 dB of the perfect channel state information case, for the proposed
MB-OFDM system.

According to [25], MB-OFDM requires a higher SNR to achieve the same
BER comparing to IR DS-UWB.

The BER performance of TH-UWB and DS-UWB systems in high data rate
environment (100 Mbps) is reported in [26]. It is demonstrated that DS-UWB
outperforms TH-UWB for a number of users higher than 10, due to the larger
spreading factor.

7.4.4 Complexity

MB-OFDM may have some advantages as the OFDM technique has already
been implemented in other communication systems, although with much nar-
rower bandwidth comparing to the UWB bandwidth. MB-OFDM can capture
multipath energy with a single RF chain and simplified synthesizer architec-
tures may relax band switching time requirements. The longer duration of the
OFDM symbol makes it much less sensitive to timing synchronization error
than IR DS-UWB. The robustness against multipath eliminates the need of
using a complex equalizer [22]. Also, by comparing to the IR technique, MB-
OFDM systems do not need to process an extremely large bandwidth.

MB-OFDM is, however, more sensitive to the frequency offset andRF phase
noise due to its narrowband sub-carriers. Supporters of DS-UWB criticize the
MB-OFDM systems, because of their complexity which results from using
complex FFT, when compared to the IR [21]. The complexity of the OFDM
system inMB-OFDMvaries logarithmically with the FFT size [6] and thusMB-
OFDM systems require relatively large computational power due to the use of
FFT [22]. Also high PAPR and difficult synchronization are problems in
OFDM that may lead to the increase of complexity of the transceivers.

In the IR, the complexity in antennas design and challenges in building RF
circuits, such as achieving high-speed analog-to-digital and digital-to-analog
converters, and processing a very large bandwidth, are difficult issues. IR
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systems are normally simple when looking at the transceiver block diagrams.
The IR transceivers may be baseband, avoiding Intermediate-Frequency (IF)
stages. However, digital complexity to capture multipath energy in dense multi-
path environments may be difficult to accomplish [27]. Comparing to MB-
OFDM, IR techniques need more complex timing synchronization to achieve
an acceptable performance. The impulse radio has more resolvable multipath
components because of its wider bandwidth and therefore may need to use a
RAKE-receiver, [28]. An equalizer may also be needed in the DS-UWB receiver
structure, due to the time dispersive nature of the channel, that results in ISI and
consequently, in performance degradation [6], [22]. IR receivers can use the T-R
technique, with possible improvement of performance and may avoid stringent
synchronization requirements and lower the complexity of the IR receiver. A
simple T-R receiver may therefore, gather the energy from many resolvable
multipath avoiding the use of RAKE-receivers and making the IR receiver
much simpler. Other techniques such as interference cancellation can also be
used to deal with a very wide bandwidth [29], with the complexity trade-off.

It should be mentioned that the implementation of third generation mobile
systems based onWideband Code DivisionMultiple Access (WCDMA) can be
useful for the successful realization of IR DS-UWB technology. Just like the
DS-CDMA technique, the near-far effect is also a problem in the DS-UWB.
Solving this problem will increase the complexity of the transceivers.

TH-UWB may provide robust and reliable systems with simple transceiver
architectures. T-R receivers represent a low complexity alternative to RAKE-
receivers. In the TH technique, transceivers need accurate timing and precise
synchronization, which in multipath environments can lead to errors and added
complexity? However, with the T-R method, this problem can be minimized
and receivers will be much simpler. Meanwhile, the high processing speed
needed to generate and correctly demodulate the transmitted pulses is another
factor which should be considered in the system’s complexity comparison.

7.4.5 Achievable Range-Data Rate Performance

Achievable range-data rate performance, for the MB-OFDM, and IR (DS-
UWB and TH-UWB), may be found in [4], [6], [17], [22], [25], [16], [30]-[33].

MB-OFDM is an efficient system, however it does not have the possibility to
transmit at so higher rates as the DS-UWB can be seen theoretically in both
proposals [4] and [16]. So, the IR DS-UWB proposal has a better scalability
thanMB-OFDM. Achievable data rates are however different from theoretical
ones.

The achievable ranges for MB-OFDM for four IEEE 802.15 channels are
presented in Table 7.5, [6]. Similar ranges are also reported in [25].

In Table 7.6 achievable ranges (in meters) for theMB-OFDM and DS-UWB
techniques and for different data rates are shown. According to [22], for the
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AWGN channels, and for the same data rates, almost similar ranges may be

reached for the MB-OFDM systems when compared to the DS-UWB. For the

four IEEE 802.15 indoor fading channels, the MB-OFDM system generally

outperforms the DS-UWB when DFE is used.
This trend is reversed and higher ranges are reached for the DS-UWB in

some cases when the Matched Filter Bound (MFB) is considered for the DS-

UWB system. According to [17], TH-UWBmay allow data rates of around 110

Mbps be transmitted over distances of 15 m in the AWGN channels, and 4–7 m

in the multipath channels.

Table 7.5 Achievable ranges (in meters) for MB-OFDM [6]

MB-OFDMBit-rate (Mbps)

110 200 480

AWGN 20.5 14.1 8.9

CM1 11.4 6.9 2.9

CM2 10.7 6.3 2.6

CM3 11.5 6.8 not applicable

CM4 10.9 4.7 not applicable

Table 7.6 Achievable ranges (in meters) for MB-OFDM and DS-UWB for different data
rates [22]

Technology MB-OFDM DS-UWB

Bit-rate (Mbps) 110 200 480 110 220 500

AWGN 20.9 14.2 8.0 19.5 13.8 7.3

CM1 12.2 7.8 2.6 10.1 6.1 N/A*

CM2 12.1 7.2 2.6 9.3 5.7 N/A

CM3 12.6 7.3 N/A 9.4 4.7 N/A

CM4 13.8 8.0 N/A 9.2 N/A N/A

* N/A: not applicable

Table 7.7 Comparison summary of UWB techniques

Interference Robustness
to
multipath

Performance Complexity Achievable
Range-Data
Rate

Multiband MB-OFDM þþþ þþ þþþ þ þþþ

IR DS-UWB þþ þþ þþþ þþ þþþ
TH-UWB þþ þþ þþ þþ þþ

Legend levels: Excellent: þþþ
Very Good: þþ
Good: þ
Not Good: �
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In [32] the range-data rate compromise of the IR technology is evaluated for
the indoor environments, where it is shown that IR can be a good candidate for
the high-rate transmission over short ranges.

A summary of the comparison of MB-OFDM and IR technologies is illu-
strated in Table 7.7.

Problems

Problem 7.1 What are the differences between DS-CDMA and DS-UWB?
What do you think of the bit error rate performances of these two systems in
the AWGN and Rayleigh fading channels?

Problem 7.2 Using the free space path loss model and assuming same data
rates, bit error rates, and achieved ranges of the MB-OFDM and DS-UWB
techniques, obtain the required transmit power of two technologies and com-
pare them with each other.

Problem 7.3 What is the effect of pulse shape of the IR technique on the
performance and complexity of the UWB system?

Problem 7.4 In this problem we study the optimal use of the OFDM sub-
channels through efficient allocation of power and data rates. Each sub-channel
of an MB-OFDM system, similar to any other communication systems, is
associated with the two fundamental parameters, namely, transmitter power
and bit rate (bandwidth). We are interested in maximizing the total data rate
(btot) subject to a total power constraint (complying with the FCC limit):

max btotal ¼
X

M�1

i¼0
bi

subject to
X

M�1

i¼0
Pi ¼ constant

Where Pi; bi are the sub-channels powers and bit rates allocated to each sub-
channel, respectively, and M is the number of subcarriers. For a MB-OFDM
transmission with 4 carriers and BPSK modulation through a 2-path (cluster)
UWB channel with impulse response

hðtÞ ¼ �ðtÞ þ a�ðt��Þ

where �=100 nsec and a=0.5, and for a fixed total transmit power, obtain the
optimal bit rate loading of each subcarrier.
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Chapter 8

UWB Wireless Locationing
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In wireless communications there are several applications for locationing tech-
niques. For example in emergency services like the US E-911, short for
Enhanced 911, a locationing technology used in the United States that enables
mobile devices to process 911 emergency calls and enable emergency services to
locate the geographic position of the caller, or the Europe E-112, the European
emergency services focused on the single emergency call number 112. Another
example is in location-sensitive billing which enables wireless carriers to offer
different rates depending on where the terminal is used and provide the sub-
scribers a new and efficient rate system. By collecting the calling position, the
system provider can gradually change the position of base stations to improve
the performance. With the location technique it is also possible to improve
design and management of wireless systems. Better resource management can
be achieved by controlling the transmission power or channel frequencies
according to the user position. Another application is in the development of
intelligent transportation systems where operators such as fleet owners can use
localization techniques to track their vehicle and improve their route plan.
Further, ambulance or taxi operators using locationing standards may lower
their response time by knowing the position of their vehicles location. Of course
navigation for personal use is another possibility.

UWB technology is especially suited for radio locationing because of its very
large bandwidth which provides a fine accuracy in ranging. UWB provides low-
power and low- cost communication and positioning in one technology. These
features allow a new range of applications, including logistics (package track-
ing), security applications, (localizing authorized persons in high security

H. Nikookar, R. Prasad, Introduction to Ultra Wideband for Wireless
Communications, Signals and Communication Technology,
DOI 10.1007/978-1-4020-6633-7_8, � Springer ScienceþBusiness Media B.V. 2009
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areas), medical applications (monitoring patients), family communications/
supervision of children, search and rescue (communications with fire fighters,
or avalanche/earthquake victims), control of home applications, and military
applications [1]. In almost all of these applications locationing is the most
important characteristic.

Locationing can be divided into two parts: ranging and positioning [2].
Ranging means computation of the distance between a target node (or point)
and the reference node, while positioning means finding the actual location of
the target. Locationing systems are classified into three categories based on
where the measurements and calculations are performed: network-based,
handset-based and hybrid locationing. In the network-based system the loca-
tion measurements and calculations are done in a central station while in the
handset-based configuration these measurements are carried out at the mobile
terminal. The hybrid system combines both the network-based and handset-
based system. In this scheme the handset measures the distance and relays the
information to the central station, where the localization calculations are
performed. Several radio positioning techniques have been proposed by
exploiting local radio measurements. These techniques are based on one or
more measurement types such as angle (AOA – Angle of Arrival), time (TOA –
Time Of Arrival) or time difference (TDOA – Time Difference of Arrival) of
arrivals and power profiles (RSS – Received Signal Strength). In this chapter we
introduce the various radio localization techniques giving significant emphasis to
UWB wireless locationing.

8.1 Position Locationing Methods

There are basically three methods to estimate the position: Received Signal
Strength (RSS), Angle of Arrival (AOA) and Time of Arrival (TOA) [2]–[3].
These methods are discussed in this section.

8.1.1 Received Signal Strength (RSS)

The signal strength of the mobile (or handset) to be positioned is measured at
several stationary receivers. Ideally each measurement provides locationing
information on a set of points along the circumference of a circle with radius
Di, whereDi is the distance between the ith receiver and the object (mobile) to be
localized (Fig. 8.1). The position of the mobile is identified as the point where all
the circles intersect. Therefore, for 2-dimensional positioning, at least 3 circles
are required to solve the ambiguity. Accuracy of the RSSmethod is usually poor
but can be improved by increasing the number of measurements and averaging
the results [3]. As this method is based on the received signal power, no synchro-
nization is required between the receivers. However, exact knowledge on the
path loss is a vital element for efficient operation of the system.
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The RSS location techniques are normally feasible for low-cost deployment
in GSM networks. The technique is particularly powerful for locating and
discriminating indoor users. However, the RSS technique is not suitable for
use in multipath fading channels where the variations of the signal strength can
be up to 30 dB over a distance of about half a wavelength. This will make the
RSSmethod even more difficult to be used in the DS-UWB systems. Further, in
systems such as W-CDMA, where the power is adapted to counter near-far
problem, the RSS scheme is untenable.

8.1.2 Angle of Arrival (AOA)

In this method the AOA of the signal sent by the object (mobile) to be posi-
tioned is measured at several stationary access points (AP) by steering the main
lobe of a directional antenna. As illustrated in Fig. 8.2 each measurement gives
a line from the access point to the object to be positioned. Intersection of two
lines is the position of the object. Therefore, in theory only two access points are
needed for the 2-D locationing. However, in practice because of the multipath
effects more than 2 access points will be required. The AOA technique has the
advantage of not requiring path loss information or synchronization of the
receivers (access points) and need only two or more reference nodes to estimate
the location. This technique does not need the time reference. However, it
requires a complex hardware for accurate array calibration. It also suffers

Fig. 8.1 The RSS
positioning method
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from a large AOA spread in microcells [4]–[5]. Furthermore, in the absence of
line of sight (LOS) or when the distance is large the system will yield a poor
performance.

8.1.3 Time of Arrival (TOA)

In this location technique the time of arrival of the signal sent by the mobile to
be positioned is measured at each receiver (access point). The propagation time
of each signal is known and is proportional to the distance. As shown in Fig. 8.3
the measured time provides information in a set of points around the circum-
ference of a circle having the radius of distance between the object (mobile) and
the access point. The intersection of the circles is the mobile’s position. Similar
to the RSS method, for the 2-D location based on the TOA technique, at least
three access points are required. Let t1,t2 and t3 denote the flight time of the
transmitted signal of the object (mobile) to be positioned, to the respective
receivers (access points). The access points 1, 2 and 3 are respectively positioned
at locations (0,0), (0,y2) and (x3,y3). Let (x,y) denote the coordinates of the
handset (object) to be positioned. By estimating the time of arrivals, the follow-
ing set of equations should be solved to obtain the position (x,y) of the mobile
devices.

d1 ¼ ct1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2
p

d2 ¼ ct2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ ðy� y3Þ2
q

d3 ¼ ct3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� x3Þ2 þ ðy� y3Þ2
q

(8:1)

Fig. 8.2 The AOA
positioning method
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It should bementioned that to avoid ambiguity in identifying the intersection of

circles in Fig. 8.3 all three equations in (8.1) must be considered.
The key factor in time based distance estimator is the arrival time of the first

path. TOA utilizes the time delay to get the distance and looks for the intersec-

tion of at least three circles to estimate the location. It requires synchronization

at both transmitter and receiver side, which is always an important issue in the

wireless network, as well as the information of transmission time. If the system

is not synchronized or if there is an offset in the time of transmission, the TOA

methods cannot work properly. For instance, even a 1 m sec inaccuracy in the

TOA estimation can cause an error of up to 300 m in ranging!
A variant of TOA, the time difference of arrival (TDOA) scheme, can improve

the situation. It calculates the target mobile’s position according to the time

differences between each measurements, rather than the time measurement itself

as in TOA. Therefore, as shown in Fig. 8.4, the TDOA searches the hyperbolic

intersection and only needs the receiver clock synchronization without the infor-

mation of time of transmission. The equations for the TDOApositioning become:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� xiÞ2 þ ðy� yiÞ2
q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� xjÞ2 þ ðy� yjÞ2
q

¼ di � dj;

i ¼ 1; 2; 3 and j ¼ 1; 2; 3

(8:2)

Fig. 8.3 The TOA
positioning method
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Efficient methods to solve these nonlinear equations have been reported [6].
Because of the very large bandwidth of the UWB and its fine time resolu-

tion, the TDOA and TOA methods are most suited to be used for the posi-
tioning with the UWB technique. Theoretically, in the absence of multipath,

the variance of TOA estimate is related to bandwidth and the SNR at the
receiver [2] as:

s2
�̂ ¼

N0

R

1

0

8p2f 2 Pð f Þj j2 df
(8:3)

whereN0 is the spectral density height of AWGNnoise, andP( f ) is the spectrum
of the UWB pulse. As UWB signals operate under extremely large bandwidths

the variance of TOA estimation, as given in Equation (8.3), can become small
thereby increasing the accuracy of measurements.

As an example for a UWB pulse having the 2nd derivate of Gaussian shape
with spread of 130 psec and exploiting the FCC mask of 3.1–10.6 GHz and

assuming N0=2�10�20W/Hz, the rms of range estimate is obtained as
s�̂ ¼ 2:5mm! This range error is not realistic.

In real time communication, such errors are due to multipath propagation

which greatly influences the accuracy of TOA and TDOA positioning methods.
Besides multipath effects, the receiver hardware, efficiency in generating the

transmission pulses, and multiuser interference affect the decision on range and
delay estimation.

Fig. 8.4 The TDOA
positioning method
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It should be mentioned that the combination of the RSS measurements with

the TDOA can also be used for locationing. This combination leads to the

enhancement of UWB short range positioning with respect to only TOA or

TDOA methods [1]–[7].

8.2 Time of Arrival Estimation

As we discussed in the previous section, the RSS method is not an accurate

method in locationing, especially in multipath fading environments. The AOA

method requires a complex hardware. The TOA and TDOA methods are most

appropriate for the UWB positioning because of the fine time resolution of the

UWB technology. The major issue in locationing with the TOA or TDOA

techniques is the estimation of the arrival time of the UWB pulses. In this

section the Time of Arrival estimation techniques will be studied in detail.

First four coherent TOA estimation techniques, namely Inverse Filtering,

ESPRIT, CLEAN, and Super-Resolution, will be presented followed by a

discussion on a non-coherent method.

8.2.1 Inverse Filtering Technique

The inverse filtering method works as following. Assume the transmitted signal

is x(t), received signal is y(t) and the channel response is h(t). The received signal

can be represented as a convolution of the transmitted signal and the channel

impulse response, i.e., y(t)= x(t) * h(t). This relationship in frequency domain is

expressed as: Y( f )=X( f ).H( f ), where X( f )=F{x(t)} and Y( f )=F{y(t)}.

Therefore, by dividing Y( f ) by X( f ), the channel response (and among other

channel parameters, the time of arrival of (first) path(s)) can be estimated.

This operation in frequency is the dual of that in time domain known as the

de-convolution operation.
Figure 8.5 illustrates this procedure. While dividing Y( f ) by X( f ), great care

should be taken as very low signal levels can cause noisy results in the

inverse filtering technique. To this end, to avoid noisy results, in Fig. 8.5 only

those components that are above –30 dB have been considered in the inverse

filtering. In the ranging applications we are interested in the arrival time of the

first path, which can be found by searching the position of the first acceptable

local maximum according to a threshold in this algorithm. In this method

because all the local maxima in the channel are searched in order to find the

first arrival, it becomes crucial to choose a proper threshold to distinguish

the real delay component and the noise. The threshold are configured based

on the maximum value of the channel response, for e.g., Threshold = Peak

value – 10 dB.
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8.2.2 ESPRIT Technique

The ESPRIT (Estimation of Signal Parameters using Rotational Invariance

Technique) algorithm is a well-known frequency domain delay estimation

method [8]. Let us assume that the original transmitted signal x(t) hasL samples

x=[x(0), x(1), . . ., x(L-1)] 0, where 0 indicates the transpose operation. The

received delayed signal g(t) is g=[x(0-t), x(1-t), . . ., x(L-1-t)] 0, where t is the

delay. The Discrete Fourier Transform (DFT) of x is written as:

X ¼ F � x (8:4)

where,

F ¼

1 1 . . . 1

1 W . . . WL�1

. . . . . . . . . . . .

1 WL�1 . . . W ðL�1Þ2

2

6

6

6

4

3

7

7

7

5

; W ¼ e�j
2p
L (8:5)

Fig. 8.5 Description of the inverse filteringmethod. (a) Received signal spectrum, (b) masking
the low power components, (c) spectrum of the transmitted signal, (d) channel response
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where � denotes the Kronecker multiplication. We compute

z ¼ fdiagðXÞg�1 �G (8:7)

Where

z ¼ fð�Þ (8:8)

And

fð�Þ ¼
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; � ¼ e
j 2p
L � (8:9)

z ¼
A

B

� �

¼
a

a�

� �

The matrix can be found by extracting the first L-1 components from z to
produce A and the last components to form B. After applying pseudo inverse
and eigenvalue decomposition the value of � can be found in the eigenvalue
results. It is obvious that the delay t can be derived from � easily.

In the ranging since we are only interested in the arrival time of first delay
path, all the delay t’s, which are found in the above-mentioned algorithm, are
sorted and the minimum value is taken as the time of arrival. An important
point regarding the ESPRIT algorithm is that the number of expected paths
needs to be known in advance.

8.2.3 CLEAN Technique

CLEAN is an algorithm that uses the cross-correlation results to find several
delay paths [9]–[10]. In this algorithm first a dirty map and a clean map are
made. The dirty map is initialized with the received signal and the clean map
with zero. Then the correlation between the transmitted signal and the dirty
map is obtained. The positions of the peaks of this correlation function are
identified. If the value of the correlation function at the peak position is below a
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predefined threshold the process is stopped otherwise the dirty and clean maps

are updated by the value of the transmitted pulse at the estimated time point of

the correlation peak. When the process stops the impulse response of the
channel is actually the clean map of the algorithm. The TOA is indeed the

excess delay of the first path of the impulse response of the channel. If x(t)

denotes the transmitted signal and y(t) denotes the received signal, the steps of
this algorithm are as follows:

1. Initialize dirty map with d(t)=Re{y(t)} and clean map c(t)=0,
2. �(t)=Corr{x(t), d(t)}
3. Find peaks of �i and their positions ti
4. If �i<Threshold then stop, otherwise go to Step 5
5. Clean dirty map by d(t)=d(t)–�i x(t -ti)
6. Update clean map by c(t)= c(t) +�i x(t-ti)
7. Go to Step 2 until stop
8. The impulse response is h(t)=c(t)

It should be noted that through these steps actually a de-convolution in time

domain is carried out and the process is akin to inverse filtering. It is also
important to notice that in the CLEAN algorithm the whole samples in each

pulse repetition intervals are taken as the input signal to the CLEAN algo-

rithm. After applying the CLEAN procedure a series of channel response
values will be obtained with different delay times. Then the recorded delay

times are searched to find which one is the earliest arrival which will be taken

as the first time of arrival. If the period of signal at the input is long enough
and the result of CLEAN are sorted to find the time of first arrival, the

performance can be definitely improved. Thus, the selection of this period

is one of the key factors to control the performance of this procedure. Since
the minimum path delay will be chosen regarding to its recorded amplitude,

the threshold in the CLEAN procedure is again a remarkable issue. Further-

more, for the CLEAN method it is important that the transmitted signal be
known at the receiver side, as it is used in the cross correlation function of the

algorithm.

8.2.4 Super-Resolution Technique

Estimation of the arrival time of the pulse, which leads to the ranging, can be

carried out by the Super-resolution channel estimation technique. In this tech-
nique, high resolution time of arrival is estimated using the frequency domain.

Consider a UWB multipath channel with impulse response h(t) as:

hðtÞ ¼
X

M

m¼1
am�ðt� �mÞ (8:10)
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where am and tm are the amplitude and delay of the mth path, respectively, and
M is the number ofmultipath components. If x(t) denotes the transmitted UWB
pulse, the received signal y(t) is

yðtÞ ¼ xðtÞ�hðtÞ þ nðtÞ ¼
X

M

m¼1
amxðt� �mÞ þ nðtÞ (8:11)

where n(t) denotes receiver noise. The Fourier transform of the received
signal is:

Yð f Þ ¼ FfyðtÞg ¼
X

M

m¼1
amXð f Þe�j2pf�m þNð f Þ (8:12)

Where X( f ) and N( f ) are the Fourier transform of x(t) and n(t), respectively.
By sampling the Y( f ) at frequencies fi we have:

Yðf1Þ ¼ Xð fiÞ
X

M

m¼1
ame

�j2pfi�m þNð fiÞ (8:13)

As can be seen from (8.13) the unknown time delays appear in the complex
frequencies, and propagation coefficients as weights. Therefore, the time esti-
mation problem reverts to a classical spectral estimation problem. The Singular
Value Decomposition (SVD) or state space approach can be used to estimate
the channel parameters. In the following the state space approach is contem-
plated [11], [12]. Let Y[m], m2[–M,M], denote the DFT coefficients of y(t) by
sampling the received signal with sinc sampling function with the bandwidth of
[–Mf0, Mf0], where f0 is the sampling frequency. A matrix J having the dimen-
sion of P�Q is defined as:

J ¼

Ys½0� Ys½1� . . . Ys½Q�
Ys½1� Ys½2� . . . Ys½Qþ 1�

. . .

Ys½P� Ys½Pþ 1� . . . Ys½PþQþ 1�

2

6

6

6
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3

7

7

7

5

(8:14)

where Ys[m]=Y[m]/X[m] and P,Q � M. The time delays of the channel are
estimated by the SVD decomposition of theMatrix J and the eigenvalues of the
matrix Z as described below:

J ¼ U�VH þU
0
�
0
V
0H (8:15)

where
0
and H denote the transpose and Hermition operations, respectively. U

and V are unitary matrixes and � is a diagonal matrix.
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Z ¼ fVgþ ffVgg (8:16)

Where {.} and {{.}} denote the operation of omitting the first row and last row
of (.), respectively, and (.)+ denotes the pseudo-inverse of (.).

In this algorithm the poles zm ¼ e�j2pf0�m are the eigenvalues of the matrix Z

and accordingly the time of arrival is estimated.
A major computational requirement of this algorithm is the SVD operation

which results in the overall computational order of M3. An alternative
approach is to avoid SVD and estimate the channel parameters using annihilat-
ing filter as described below. Let us assume that the X(fi) can be approximated
with a polynomial of degree K, i.e.,

XðfiÞ ¼
X

K�1

k¼0
bki

k (8:17)

where bk’s are the polynomial coefficients. Inserting (8.17) in (8.13) and denot-
ing ambk=cm,k, (8.17) can be written as:

YðfiÞ ¼
X

K�1

k¼0

X

M

m¼1
cm;ki

ke�j2pfi�m þNðfiÞ (8:18)

The annihilating filter for Y(fi) is [13]:

AðzÞ ¼ ð1� e�j2pf0�mz�1KÞ (8:19)

Which means that each exponentials in Y(fi) of (8.18) is zeroed out by one root
of A(z). The time of arrival estimation based on this technique can be summar-
ized as follows:

	 Calculate the Fourier transform of the received signal, i.e., Y [i ]
	 Form the correlation matrix of Y[i]
	 Calculate the null space of the correlation matrix to get path delay estimates

(among them the first path TOA)

The computational complexity of the annihilating filter method isM2, however,
it should be noted that this method uses the polynomial root finding which has
less numerical precision in the presence of noise. The annihilating filter method
for the delay estimation needs low sampling rate [13] which corresponds to
lower power consumption of the algorithm. Robustness of this technique to
fading is also reported in [13].

8.2.5 Non-Coherent Technique

To avoid sampling rates required by the previous methods, we can use an
algorithm based on the energy detection of the first component of the received
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signal together with an analog receiver depicted in Fig. 8.6. The observation
window is divided into N=Tw/Tb bins, where Tb is the bin size and Tw is the
acquisition time window. To detect the time of arrival of the first path, a bank of
N integrators is used. Each integrator calculates the energy of one of theN bins
every Tw seconds. The center of the first bin whose energy exceeds a given
threshold is selected as an estimation of the time of arrival the first path. With
this method there is no need of sampling at theNyquist rate since the integrators
work in analog domain and processing requirements are largely relaxed [14].

8.3 NLOS Location Error

In wireless locationing the observations are sometimes corrupted by non-line-
of-sight (NLOS) errors due to multipath propagation. This is the most critical
error source in ranging and results in poor location accuracy. For example, in
the GSM systems the NLOS discrepancies can cause average errors of the range
400–700 m [15]. The NLOS errors are a problem even when using UWB system
for locationing in indoor environments. One approach to handle the NLOS
ranging error is to use a premise that NLOS always increases the measured
distance. Accordingly, while solving the non-linear equations to obtain the
position, a constraint can be imposed that the true location must always lie
inside the circles of a radius in each iteration [15]–[16]. By doing so, those
solutions of each iteration that fail to satisfy the constraint are not taken into
consideration. The use of an intermediate variable consisting of the time-
varying NLOS error during the estimation can isolate the NLOS observations
and can only consider the LOS results for locationing calculation [17]. Comput-
ing the standard deviation of range error, also called time history, can distin-
guish the NLOS base stations because the NLOS introduces a larger standard
deviation in the estimation results [18]. In [19] a special residual to determine the

Fig. 8.6 Block diagram of Non-coherent TOA estimation technique
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NLOS base stations for TDOA in CDMA is defined. With the knowledge that

which base stations are under NLOS, those measurements from the locationing

process can be excluded. Other approach [20] gives different weightingmatrix to

the measured data to get several sets of results. Then aminimum-distance rule is

used to pick up the NLOS base station set to calculate the NLOS error in order

to update the weightingmatrix, which canminimize theNLOS effect. Reference

[21] uses a part of the least square estimator as a residual. Because the NLOS

measurements have larger residual than the LOS measurement, it is possible to

choose the locationing result from ‘‘good’’ groups in which most of measure-

ments are LOS. Furthermore, different weightings based on the residual

squares can be applied to the results from ‘‘good’’ groups in order to get better

location results.

8.4 Locationing with OFDM

In this Section we study the position location capability of the OFDM techni-

que. In the OFDMmethod for positioning the TOA or TDOA are measured by

exploiting the OFDMMAC frame. In addition to the application of OFDM in

the UWB, the OFDM locationing technique is also important for the wireless

LAN as it can be integrated in the existing wireless communication systems

without significant changes in both mobile terminals and network infrastruc-

ture [24]. In the OFDM locationing technique the TOA or TDOA are measured

from the OFDM burst signals. Adopting the notations of [22] suppose:

t0=time of transmitting broadcast burst at Access point (AP),
t1=time of receiving uplink burst from Mobile Terminal (MT),
t10=offset of uplink phase within MAC frame (known to AP and MT),
t00=TOA (to be measured).

Fig. 8.7 TOA estimation
method using OFDM burst
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According to Fig. 8.7 the TOA from mobile terminal to AP is:

�00 ¼
1

2
ðt1 � t0Þ � �10½ � (8:20)

In the burst transmission mode receiver continuously scans for the incoming
data. The indoor location using OFDM signals in Hiperlan 2 and 802.11
WLANs is reported in [22] and [23], respectively. The Hiperlan 2 physical
layer burst has been shown in Fig. 8.8.The MAC frame length of the Hiperlan
2 system is 2 msec.

In Hiperlan 2 the burst preamble consists of training symbols that will be
used for the timing synchronization and frequency offset correction. As shown
in Fig. 8.8 the first symbol in broadcast burst preamble contains 2 identical
parts. The time synchronization is performed by searching for the training
symbol with 2 identical halves. A metricM is formed by performing the sliding
correlation of 2 consecutive parts of received signal r(k), (which has a length
of L), as:

MðdÞ ¼ PðdÞj j2

RðdÞ½ �2

PðdÞ ¼
X

L�1

m¼0
r�ðdþmÞ:rðdþmþ LÞ

RðdÞ ¼
X

L�1

m¼0
rðaþmþ LÞj j

(8:21)

The first peak of the sliding correlation indicates the starting point of the first
symbol and the last one shows the starting point of the second sample. Simula-
tion results of the technique for the Hiperlan 2 (with 52 carriers, subcarrier
frequency spacing=0.3125 MHz, sampling rate=20 MHz, 80 samples per

Fig. 8.8 The Hiperlan 2 physical layer burst
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symbol, and 16 samples in CP) for the AWGN and an exponentially decaying

multipath channel are reported in [22]. For a 5-path channel where the ampli-

tude of each path is calculated from the exponential distribution for large signal

to noise ratios a mean range error of 7.5 m is reported [22]. It should be noted

that the time synchronization method in (8.21) is a simple one as only one

OFDM training symbol is used. By using a more complex timing synchroniza-

tion method lower mean range error of OFDM technique for location is

expected.

8.5 Summary

In wireless communications there are several applications for locationing tech-

niques. UWB technology is especially suited for radio locationing because of its

very large bandwidth which provides a fine accuracy in ranging. UWB provides

low-power and low- cost communication and positioning in one technology.

These features allow a new range of applications, including logistics, security

applications, medical applications and military applications.
In this chapter we introduced various radio localization techniques giving

significant emphasis to UWB wireless locationing. These techniques are based

on one or more measurement types such as angle of arrival), time of arrival or

time difference of arrival and received signal strength. Special attention was

paid to coherent time of arrival technique (ESPRIT, CLEAN, Inverse Filtering,

super resolution) as well as non-coherent method. The problem of multipath

propagation and non-line-of-sight location error was explained and the loca-

tioning capability of OFDM technique was studied.

Problems

Problem 8.1 Explain why measurement of distance based on phase of the
received signal is not a proper method, particularly in the multipath

environments.

Problem 8.2 Consider three access points at (0,0), (5 m,12 m) and (13 m,15 m)
and the mobile at (10 m,10 m).

Draw the circles corresponding the distances measured from the access

points. What is the impact of path loss exponent (n0) on the circles and their

intersections if the path loss exponent is increased from free space (n0=2) to 4.

Problem 8.3 In this problemwewant to study the effect of UWBpulse shape on
the standard deviation of TOA error in anAWGNchannel. Consider a Gaussian

pulse p(t) as:
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pðtÞ ¼ A

s
ffiffiffiffiffiffi

2p
p e�t

2=2�2 � Tp

2

 t 
 Tp

2

where Tp is the pulse length, A is the pulse amplitude, selected according to the
FCC limit, and s is the spread of the pulse. Show that the nth derivative of the
Gaussian pulse can be written as:

PðnÞðtÞ ¼ � n� 1

s2
pðn�2ÞðtÞ � 1

s2
pðn�1ÞðtÞ

(a) For n=2,s=39 psec, obtain the pulse lengthTp to fulfill the FCCmask and
sketch the PSD of the pulse.

(b) Repeat part a) for n=2, s=116 psec.
(c) Using the results of part (a) and (b) what is the effect of the pulse bandwidth

on the accuracy of TOA estimation (and consequently on the ranging error)
in an AWGN channel?

(d) Fulfilling the FCC emission mask, for n=2, 5 and 8, s=40 psec and
Tp =0.28 nsec, calculate the range error in an AWGN channel. What is
the effect of pulse shape on the ranging error?
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UWB Applications
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The major characteristics of UWB, i.e., extremely large bandwidth, low power,

short-range high data rate communication, robustness against fading, immu-

nity to multipath, multiple access capability, low cost transceivers and precise

positioning, motivate several potential applications for this technology. Thus

far the UWB technology has been mainly applied to military (especially radar)
appliances [1]. In this chapter we study various commercial wireless applica-

tions of this technology. The applications have been broadly classified into 6

groups namely – Adhoc Networking, Wireless sensor networks, Radio

Frequency Identification or RFID, Consumer Electronics, Locationing and

Medical applications (Fig. 9.1). In the following sections we shall briefly explain
these applications.

9.1 Wireless Ad hoc Networking

One of the promising applications of UWB technology is in wireless ad hoc

networks. Wireless ad hoc networks are networks of nodes (hosts) which

are mobile and have no permanent infrastructure. If a fixed or regular

infrastructure is available the wireless network is considered as a mesh
network. In wireless ad hoc networks multiple hops are used for routing,

and the routing changes with time. The major advantages of wireless ad

H. Nikookar, R. Prasad, Introduction to Ultra Wideband for Wireless
Communications, Signals and Communication Technology,
DOI 10.1007/978-1-4020-6633-7_9, � Springer ScienceþBusiness Media B.V. 2009
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hoc networks in comparison to traditional communication networks

are [2]:

� Easy deployment as no infrastructure is needed,
� Better mobility and flexibility as wireless ad hoc networks can be established

or torn down in a very short time,
� Less transmit power for the mobile node because of multi hop, and accord-

ingly lower radio emissions,
� Higher frequency reuse enabling higher capacity coverage,
� Possibility of beyond line of sight (LOS) communication at high frequencies

because of multi-hop support,
� More economical as they eliminate fixed infrastructure costs and reduce

power consumption of mobile nodes.

For communication between the nodes different radio technologies can be used.

For example for the Wireless Personal Area Networks (WPAN) with coverage

of up to 20 m the Bluetooth or UWB technology is suggested. For the Wireless

Local area Networks (WLAN) with the coverage area of about 100 m, the

OFDM or CDMA have been proposed (802.11-a,g and b, respectively). And

for Wireless Metropolitan area Networks (WMAN) with the coverage of

several kilometers single carrier modulation, OFDM in combination of

TDMA, and OFDM are proposed (IEEE 802.16e).
In wireless ad hoc networks eachmobile can act as a terminal and as a router.

This provides a higher level of autonomy compared to the traditional fixed

communication infrastructure. However, the location of mobile, the constraint

on power consumption of battery-powered mobile terminals and multipath

interference are main concerns in wireless ad hoc networks [3]. UWB technol-

ogy is an interesting and new application for the wireless ad hoc networks. It can
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address all of the above-mentioned concerns. The fine time resolution of this
technology and the precise locationing capability, low transmit power as well as
the robustness against fading makes UWB an ideal emerging radio technology
for the wireless ad hoc networks. Among the parameters of UWB wireless ad
hoc networks, throughput is a key performance measure of the system. The
capability of the UWB technology to locate a node accurately can be used in the
routing in order to maximize the throughput [4]–[5]. By optimal allocation of
radio resources, such as transmission rate and power, the throughput of UWB
wireless ad hoc networks can be maximized [6]. Optimal power control, sche-
duling and routing inUWBnetworks are discussed in [7]. New strategies of path
selection in the UWB based ad hoc network are reported in the literature [8]
where power dependent cost functions are defined and minimized leading to
high network performance and low emitted power.

9.2 UWB Wireless Sensor Networks

Wireless sensor networks consist of individual sensor nodes distributed over a
given area. The sensors are used to monitor some physical phenomena in the
environment (such as temperature, humidity, position, speed, motion, etc.). A
unique feature of sensor networks is the cooperative effort of sensor nodes for
signal information processing. The UWB can be a remarkable technology for
the wireless sensor networks because of its small, low power devices that
combine location sensing and wireless communication capabilities. The UWB
transceivers and antennas can be very small, low power and low cost. Therefore,
there are expectations that wireless sensor networking could likely be a mass
market for the UWB [9].

One potential application of UWB wireless sensor networks is the application
of UWB in the configuration of smart highways. The network consists of a large
number of UWB sensors placed every few (ten) meters along both sides of the
road, forming a dense, distributed sensor network. The aim will be to realise
smart highways by exploiting UWB technology to wirelessly and cooperatively
performmultifunctional tasks: vehicle to vehicle communication, road to vehicle
communication and vice versa as well as early warning of potentially dangerous
traffic situations, location determination and tracking of vehicles [10]–[13].

Several other intelligent applications can be catered to through smart and
safe highway, by the enhancement of the basic positioning and communication
functionalities of UWB. For instance at road intersections intelligent traffic
lights could decide on the peculiar traffic situations by an ad-hoc network
instantaneously formed among all the (smart) vehicles present at that moment
in that cross point, instead of functioning purely on timing. This and other
issues are being currently investigated with great interest, as is shown by the
growing research on Vehicular Ad-hoc Networks, with many research and
developments [14]–[16] and standardization efforts [17]–[18].
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Effective deployment of sensors nodes and networks requires satisfying a set
of design issues. Among them, the most challenging is related to the cost and
power requirement of the wireless sensors: both have to be as low as possible.
Since wiring costs are eliminated and because no expensive pre-existing infra-
structure is required, the cost of a single node is very important to justify the
overall cost of the network made by a lot of sensors [19]. UWB technology is
well qualified to address this issue.

In sensor networks another important requirement (perhaps more important
than the cost) is the energy-awareness for extending the life of networks encom-
passing a lot of terminals with limited power supply (such as solar cells sup-
ported units) [20]. Reducing the energy dissipation is a process that has to
involve all layers of the system design process, from the single emitter level to
the system level. Low power design at hardware physical layer uses different
techniques, resulting in considerable energy saving. UWB appears to be a new
promising alternative physical layer technology for wireless sensor networks,
having many attractive features. In addition to physical layer, other venues
need to be explored as well. In wireless sensor networks the sources of power
consumption can be classified into two types: communication and processing.
The computational collaboration between nodes comes at the cost of exchan-
ging information between them. The largest opportunity in energy reduction
lies in the (physical layer driven) protocol stack design, where a trade off
between communication and computation can lead to many orders of magni-
tude energy efficient solutions [21]–[23]. However, the protocol stack of UWB
sensor networks still seems to be not mature and a variety of challenges and
issues needs to be better understood [24].

9.3 RFID

Radio Frequency Identification (RFID) is an automatic identification technol-
ogy, similar to barcode, which uses radio waves to communicate with the target
tags. Distinct advantage of RFID is that it does not require line-of-sight
operation. The read range of RFID is larger than the barcode. The RFID
readers can communicate simultaneously with multiple RFID tags and because
of this the RFID reader can capture the contents of entire shipment as it is
loaded to into a warehouse. Furthermore, the RFID tags can store more data
than bar codes [25]. The key issues in RFID technology are to assure connec-
tivity to the tags, to determine accurate position and to reliably communicate
sensor status if needed [26]. RFID has been around for decades [25] and is a
mature technology, but for reasons of cost and size, its use has been confined to
a narrow set of applications [27]. As UWB can provide good connectivity as
well as accurate position identification capability it has excellent prospect for
RFID applications. The UWB RFID tags and tag readers can be small and of
low-cost. Major challenges of RFID are privacy concerns and security. Current
implementations of narrowband RFID rely on digital cryptographic primitives
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which are motivated by the privacy requirement. Consequently, this increases
the overall processing latency, power consumption and silicon area of the RFID
tag. UsingUWB technology the RFID signal can be spread across the spectrum
making RFID secure. Moreover, due its very large bandwidth, UWB has better
propagation properties than conventional narrowband communication. There-
fore, it is expected that UWBRFID to be useful in environments not conducive
for narrowband RFID system operation. Application of UWB RFID in hospi-
tal environments has been recently reported [28]. The system allows hospitals to
track the status and exact location of patients and staff and essential equipment.

9.4 Consumer Electronics and Personal Computers (PC)

Another application of UWB technology is in the area of consumer electronics
and PCs. As was discussed in the previous chapters, UWB is capable of short-
range high-speed communication. This characteristic is extremely important for
consumer electronics market such as DVD players, Digital Camera, MP3
players, Digital TV’s, etc. Potential applications include wireless high-speed
transmission of data between DVD players/recorders and (HD)TV and PC’s
peripherals. This technology eliminates the need for cable connection among
consumer electronics devices and subsequently increases the freedom and
movement of the user.

Besides wireless transmission, UWB over cable is another area where this
technology can be applied. UWB technology can be delivered over cables [29].
This could effectively double the bandwidth available to cable television sys-
tems [30]. As coaxial cable is a shielded environment, the FCC restrictions will
not apply and there is greater manoeuvrability with regard to the UWB trans-
mission spectrum. Furthermore, the UWB over cable does not interfere with
television, high-speed internet, voice or other services already provided by the
cable television infrastructure [29]. Early results show data rates of about 2
Gbps over 50—70 m of coaxial cable through repeaters. If successful, UWB
could ride over existing infrastructure, with data rates of a few Gbps without
interfering with legacy connections [9].

And when UWB sensors are integrated with consumer electronics, the
resultant technology can spawn novel household devices that can help realise
the vision of smart homes and offices. The key to smart homes is to accurately
locate the user position, a requirement that UWB is ideally suited to handle.

9.5 Asset Location

UWB offers communication and identification of location in one technology.
The precise location measurement and its usage in the asset management is an
important application of the UWB technology and will be a significant market
in the coming years. The location capability can also be used to locate
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personnel, inventory items, and vehicular robots in indoor environments.
Development and test of a UWB precise asset location (PAL) is reported in
[31]–[32]. The PAL system uses theUWB location capability ofUWB technology
based on TDOA technique. The estimated accuracy of a few feet in open cargo
environments with containers has been achieved [31]. Tests on PAL report that
the system works well in open and partially loaded cargo spaces. Unlike narrow-
band RFID systems, UWB appeared to penetrate large cracks between contain-
ers, maintaining localization capability during blockage tests [31].

9.6 Medical Applications

UWB signals are not influenced by clothes or blankets, and can even penetrate
human body, walls, ground, ice, mud, and many interesting potential applica-
tions for UWB in medicine can be envisioned. Hospitals, Operation theatres,
Home health care, intensive care units (ICU), pediatric clinics, rescue opera-
tions (to look for heart beat under ruins, or soil, or snow) are few potential areas
of application [33]–[34]. Some of the major motivations for using UWB radar
and wireless communications in the field of medicine are:

� Non-contact based wireless devices

Operating theatres have to maintain a sterile environment to ward off infection.
A common problem is when non-sterile instruments have to be used (for e.g.
switching on a light or using a pen to document proceedings) during an opera-
tion. Use of non contact equipments and technologies is therefore of utmost
importance. UWB can contribute constructively to this requirement. They can
be readily customised to build non contact wireless equipments for designing a
smart operating theatre where commands can be ‘‘wirelessly’’ issued to perform
designated tasks. The ultra wideband nature of UWB also comes in handy as it
can avoid causing any interference to other medical appliances.

� UWB Radar

Electromagnetic UWB pulses can ‘‘see through’’ human body and hence can be
used in medical imaging. Different tissue and body mass have different reflec-
tion indices. UWB signals being short duration pulses can easily exploit the
difference in reflection indices to give a clearer picture of the organs, including
movements, and that too non-invasively. UWB has been shown to detect the
movements of the heart wall by exploiting the difference in reflection magni-
tudes between the heart muscle and the blood it pushes into the vascular tree
[33]. Other organs that cane be probed through UWB are vocal cords, vessels,
bowels, heart, lung, chest, bladder and fetus.

� Remote and continuous monitoring

UWB can be a suitable technology for remote monitoring the patients and can
replace ultrasound. Patients can be monitored remotely and non-invasively for
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long periods of time without interruption. A typical example would be remote,
non-contact and continuous care of mother and child. The applicability of
UWB for RFID is translatable to medical environments to track the status
and exact location of patients and staff and essential equipment. Moreover,
UWB technology can chip in with sensors for monitoring pulse rate, blood
pressure, temperature, life signs and can transmit their data without wire. This
will be more comfortable to the patients as well as medical personnel in
comparison to conventional wired sensors.

� Low power

UWB devices operate under very low power. The UWB transmission power
level is very weak and studies [35]–[36] report that they are safe for humans. As a
consequence, the technology can be used for monitoring patients for long
periods with low battery power without any harmful side effects.

� Low Cost and low Maintenance

A major attraction for UWB appliances is that they can be built from ‘‘off the
shelf’’ electronic devices. (A Philips research center at Eindhoven, The Nether-
lands, demonstrated UWB transmission using 5 cents coins as antennas!)
Cheap, easy to use and scalable UWB medical products can readily be tailored
to any requirement and mass produced.

9.7 Summary

The UWB technology can spawn a wide range of interesting wireless applica-
tions. In this chapter we listed and gave a brief account of few of the UWB
wireless applications. The key properties of UWB that prompt their applic-
ability to diverse requirements are: high data rate communication, robustness
against fading, immunity to multipath, multiple access capability, low cost
transceivers and accurate positioning.

Problems

Problem 9.1 In this chapter we studied the application of UWB for the wireless
ad hoc networks. Which UWB technology (Impulse radio or MB-OFDM)
better suits this application? Why?

Problem 9.2 Repeat Problem 9.1 for the UWB wireless sensor system
application.

Problem 9.3 Compare the narrow-band RFID with the UWB RFID. What is
the major draw back of narrow-band RFID system?
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Which of the two systems will perform better in the multi-path environ-
ments? Why?
Which system will perform better in a severe interference environment? And
which of the two will consume lower power?

Problem 9.4 One problem in the PAL system is that for a precise tag position, a
minimum number of receivers (typically 3) should have a direct line of sight
path. However, due to the nature of indoor environment, there may be a limited
number of such direct transmission paths [32]. For example, walls, machinery,
containers and other materials may create signal attenuation or even complete
signal blockage. What is the solution to this problem?What do you think about
the drawback of your solution?
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Chapter 10

UWB Regulation
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As mentioned in other chapters, the UWB systems operate in a very large

bandwidth necessitating it to share the spectrum with other users as well as

with the existing communication systems and consequently, interferences may

occur. Regulation of UWB radio spectrum is therefore necessary to establish a

framework where UWB systems can peacefully co-exist with legacy systems.

Radio regulations are rules which address the coordination of spectrum access

amongst multiple wireless services and applications. Existing regulations which

thus far focus only on narrowband radios will therefore have to accommodate

the UWB paradigm. In this Chapter we focus on the regulation of the UWB

technology and discuss how this new technology in wireless communications

shapes the way of spectrum sharing and consequently impacts the decisions of

radio regulation bodies. The objective of this chapter is to give the reader a

flavor of the activities of various regulatory bodies to facilitate and streamline

UWB spectral access.
It should be mentioned at this point that this chapter is by no means a

comprehensive and updated document on the UWB regulation efforts, but

rather an attempt to indicate the importance of the regulation and standardiza-

tion of this technology.

H. Nikookar, R. Prasad, Introduction to Ultra Wideband for Wireless
Communications, Signals and Communication Technology,
DOI 10.1007/978-1-4020-6633-7_10, � Springer ScienceþBusiness Media B.V. 2009
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10.1 UWB Regulation in US

UWB regulation sets upper bounds on the power that can be radiated at any

particular frequency, both within and outside the core band of 3.1–10.6 GHz,

and is usually specified as a spectral ‘‘mask’’. The Federal Communications

Commission (FCC) in the US has set out such a mask to regulate UWB

communication. The release of the mask was preceded by significant efforts

by the industry to promote theUWB technology and convince the FCC to allow

license free access to spectrum under FCC part 15 regulations [1]. The FCC Part

15 Rules permit the operation of classes of radio frequency devices without the

need for a license or frequency coordination. It also attempts to ensure a low

probability of unlicensed devices causing harmful interference to other users of

the radio spectrum. On 14 February 2002 theUS FCC issued a First Report and

Order for UWB technology and authorized the commercial deployment of

UWB technology, though subject to technological and operational constraints.

This followed extensive consultations that led the FCC to conclude: ‘‘UWB

devices can be permitted to operate on an unlicensed basis without causing

harmful interference provided appropriate technical standards and operational

restrictions are applied to their use’’.
The UWB radiation mask defined by FCC has been depicted in Fig. 10.1,

and the Effective Isotropic Radiation Power (EIRP) figures are re-produced in

Table 10.1. In the figure and table the limits are for indoor and outdoor

handheld systems.
The FCC continuously evaluates the UWB technology through tests and

measurements and makes necessary amendments. Therefore, the FCC regula-

tions onUWB are expected to evolve with time in the course of developments of

future technology.

0 0.96 1.61 1.99 3.1 4 6 8 10 10.6 12

–61.3

–75.3

–63.3

–51.3
–53.3

–41.3

Frequency [GHz]

P
S

D
 [d

B
m

/M
H

z]

Indoor
Outdoor

Fig. 10.1 UWB spectral mask as defined by FCC
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10.2 UWB Regulation in Europe

The organizations involved in the regulation of UWB in Europe are ETSI
(European Technical Standard Institute) and CEPT (European Conference of
Postal and Telecommunications Administration). These institutions conduct
UWB compatibility and spectrum sharing studies and devise regulatory
mechanisms. In 2003 the European Union gave a mandate to the ETSI to
establish a set of harmonized standards covering UWB applications. Subse-
quently in 2004 and following the completion of spectrum compatibility studies
by CEPT, ETSI established a task group ERM TG31A to develop a set of
harmonized standards for short range devices using UWB technology. The
UWB standardization working groups include ERM/TG31A covering generic
UWB, and ERM/TG31B which covers UWB for automotive applications
operating in higher frequency bands, [1], [2]. In June 2005 the European
Commission issued its second mandate to CEPT to undertake the technical
work required to enable the introduction of ultra-wideband technology in the
EuropeanUnion. The text of themandates can be found at [3]. In the meeting of
March 24th, 2006 held in Oulu, Finland, the Electronic Communications
Committee (ECC) of the CEPT adopted a voluntary regulation for UWB
which contains the proposed technical elements pursuant to the UWB man-
dates [4]. The new regulations lay down that UWB equipment should be used
predominantly indoors and thus avoid interference. Further, it also imposes a
few additional restrictions on device capabilities. For example, it rules that
UWB equipments must cease transmission within 10 s unless they receive
acknowledgement from an associated transceiver that its transmission is being
received. Further, the outdoor use of UWB technology should not include a
fixed outdoor location or connected to a fixed outdoor antenna or in vehicles.

The technical requirement for the devices using UWB technology in bands
below 10.6 GHz permitted under ECC decision is depicted in Fig. 10.2 and
Table 10.2. The limits are for indoor UWB communication. Even while recog-
nizing issues of scalability and conformance to global standards for UWB
applications, the regulatory bodies in Europe are more cautious than that of
the USA [5]. In order to compare the ECC and FCC limits, both masks are
illustrated in Fig. 10.3. From this figure it is seen that the European approach to
UWB emission is more restrictive than FCC, and only in the band 6–8.5 GHz
does it have the same emission level as the FCC.

Table 10.1 FCC limits for indoor and outdoor systems

Frequency Ranges Indoor EIRP (dBm) Outdoor EIRP (dBm)

960 MHz–1.61 GHz –75.3 –75.3

1.61 GHz–1.99 GHz –53.3 –63.3

1.99 GHz–3.1 GHz –51.3 –61.3

3.1 GHz–10.6 GHz –41.3 –41.3

Above 10.6 GHz –51.3 –51.3
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With these recent ECC decisions the UWB technology has gained the green

light from the European Commission’s Radio Spectrum Committee paving the

way for the technology to be legally in the European Union [6].
Of particular interest in Europe is the work carried out by the Pervasive

Ultra Wideband Low Spectral Energy Radio Systems (PULSERS) project

where UWB transmission at data rates higher than those that the FCC allows

has been studied. Importance of this work is its spectral mask imposed to avoid

interference with other technologies in band. In the second phase of PULSERS

project attention is paid to the chip andmodule implementation for transceivers

with the goal of reducing the cost and power dissipation of higher speed UWB

subsystems [7], [8]. The Project PULSERS, entirely focusing on the advance-

ment of UWB radio technology, plays an active role in the European regulatory

process leading to adoption of UWB regulations for next generation wireless

devices.
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Fig. 10.2 The European spectrum mask

Table 10.2 Technical requirements for devices using UWB
technology in bands below 10.6 GHz in Europe

Frequency ranges Mean EIRP density

Below 1.6 GHz –90 dBm/MHz

1.6–3.8* GHz –85 dBm/MHz

3.8–4.8* GHz –70 dBm/MHz

4.8–6 GHz –70 dBm/MHz

6–8.5 GHz –41.3 dBm/MHz

8.5–10.6 GHz –65 dBm/MHz

Above 10.6 GHz –85 dBm/MHz
*ECC is sill considering whether or not to adopt a separate decision
covering the frequency band 3.1–4.8 GHz.
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10.3 UWB Regulation in Japan

The Japanese UWB radiation mask for indoor devices has two bands; from 3.4

to 4.8 GHz and from 7.25 to 10.25 GHz. For the 3.4–4.8 GHz band, it is

required to use a technology to reduce interference with other radio services.

This interference mitigation is calledDetect AndAvoidance (DAA) to ascertain

the coexistence with incumbent systems and new services such as 4G systems.

However, temporary measures are taken until end of 2008 to permit the use of

4.2–4.8 GHz band without an interference reduction technology. It should be

noted that no DAA is required for the band 7.25–10.25 GHz. The preliminary

Japanese UWB emission mask is depicted in Fig. 10.4. Similar to the FCC
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Fig. 10.4 The preliminary UWB Japanese emission mask
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mask, the average power spectral density is limited to –41.3 dBm/MHz or lower
on both bands. Although the latest announcement of Japan’s UWB regulation
was limited to the approval of indoor usage, outdoor usage will also be
discussed. Japanese authorities also plan to set up a working group to discuss
regulations on the 24 GHz band for use in automotive radars [9], [10].

10.4 UWB Regulation in Korea

Korea is working on the regulation ofUWB radio through its ReformFrequency
Regulation forUnlisenced Stations. From theKorean proposal it is expected that
the emission levels in the satellite digital multimedia band and WiBro (Wireless
Broadband) operating in the 2.3 GHz, be more restrictive. For the frequency
range of 1–10GHz, theKorean emission level is –66.5 dBm/MHz, which is about
25 dB lower than the FCC limit [9].

10.5 UWB Regulation in Singapore

In Singapore the established UWBFriendly Zone (UFZ) allows test and trial of
UWB technology by developers. The emission mask in the frequency range of
2.2–10.6 GHz is –35 dBm/MHz which is 6 dB higher than the FCC limit (i.e.,
–41.3 dBm/MHz). The Singapore’s UWB emission mask is shown in Fig. 10.5.

Because of the importance of the interference from UWB devices on the
regional radio communication services, the Asia-Pacific Tele-community has
started an activity by forming a subgroup on UWB Spectrum Harmonization
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Fig. 10.5 The emission level of Singapore’s UWB regulation
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Activities for the Asia-Pacific region. The major focus of the work group will be
to review the existing policies and spectrum allocations, report on compatibility
issues with existing communication services and develop a proposal for the
harmonized use of UWB radio technology in the Asia-Pacific region [9], [11].

10.6 UWB Regulation in ITU

In January 2003 the ITU (International Telecommunications Union) formed
task group (TG) 1–8 to investigate all UWB issues including compatibility with
other radio services. The aim of the task group is to provide a single focal point
in dealing with regulatory and technical aspects of UWB. TG1-8 activities are
divided into 4 working groups and is responsible for the following outputs [12]

� Recommendation on UWB characteristics
� Recommendation and report on the impact of UWB on other radio systems

(ITU-R 227/1)
� Recommendation on a spectrummanagement framework for UWB (ITU-R

226/1)
� Recommendation on techniques for measuring UWB emissions

Results of technical studies of ITU-TG1-8 are expected to have strong impact
on the future regulatory arrangements for UWB in various countries around
the world which are monitoring the ITU activities and waiting for the recom-
mended spectrum management framework for the UWB radio technology.
Further details, status and recent developments of the UWB regulation in the
ITU can be found from the Website of ITU [13].

10.7 IEEE Standardization

In the wireless zone the IEEE standardization activities [14] are IEEE 802 for
WLAN (Wireless Local Area Networks 802.11), WPAN (Wireless Personal
Area Networks 802.15), WMAN (Wireless Metropolitan Area Networks
802.16), and MBWA (Mobile Broadband Wireless Access networks 802.20).
These activities, along with the radio regulatory technical advisory group
(TAG) of 802.18 and coexistence TAG with existing standards (802.19), stan-
dards for interoperability between heterogeneous network types (802.21) and
Wireless Regional Area Networks (802.22) are shown in Fig. 10.6.

Basically the IEEE 802.15 activity focuses on development of standards for
Wireless Personal area Networks (WPAN) or short range networks. The
802.15.1 has derived a WPAN standard based on Bluetooth. The 802.15.2
developed recommended practices to facilitate coexistence of WPAN (802.15)
with WLAN (802.11). The UWB standardization activity of the IEEE is more
concentrated in the 802.15.3 with the task group 3a focusing on UWB physical
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layer for the WPAN high-speed short range applications. The IEEE 802.15.3 is

chartered to draft and publish standard for low power low cost high-data rate

(20 Mbps and higher) WPAN. In 2006 the 802.15.3 Task group TG-a has been

withdrawn and the IEEE UWB standard creation has been pending upon

commercially viable and proven technology [15]. The TG-b works on an

amendment to 802.15.3 to improve the implementation and interoperability

of the MAC. The IEEE 802.15.4 Zigbee was chartered to investigate a low data

rate solution with multi-month to multi-year battery life and very low complex-

ity. The Zigbee is an alliance of companies working together to enable low

power wireless networks based on an open global standard. The IEEE 802.15.4

operates in an unlicensed, international frequency band. Potential applications

are sensors, smart badges, remote controls and home automation. The task

group TG4 of IEEE 802.15 has put itself into hibernation in March 2004 after

forming the TG4.b [14]. The new task group has completed its work with the

publication of revision on specific enhancements and clarifications of the

802.15.4 standard such as security key issues, consideration of newly available

frequency allocations, and others. The IEEE 802.15.4-2006 standard was

approved by IEEE standards board in 2006.

10.8 Summary

In this chapter we saw the efforts of various regulatory bodies across the globe

to establish standards and norms towards UWB spectrum usage. The regula-

tions, established as ‘‘mask’’, sets out upper limits on the amount of power that

can be radiated at any particular frequency, both within and outside the core

Fig. 10.6 The IEEE 802 standardization block diagram
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band of 3.1–10.6 GHz. The wireless networks of different countries operate at
different frequencies and therefore the UWB regulation standards are formu-
lated based on local needs. Therefore, devising a generic regulatory standard
that caters to all markets across the globe will be one of the goals of the future.

Problems

Problem 10.1 While UWB is an unlicensed communication system why its
standardization is important?

Problem 10.2 How do you think the location capability of UWB can influence
the standardization of UWB?

Problem 10.3 Explain how the UWB market pressure could push the standar-
dization of this technology?

Problem 10.4 What do you think about the battle of UWB high-speed short-
range wireless standard against its alternative IEEE802.11n, especially in-home
media networking market?
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Chapter 11

The Vision of Europe on UWB Applications
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The European Commission (EC) is trying to push forward the boundaries of

current radio technology looking at the next generation. The UWB is nowadays

considered as an emerging technology and the work of EC is oriented to

introduce the application of this in Europe with common rules, thus strength-

ening the internal market for information and communications technologies.

The scope of the EU is to make UWB devices competitive in terms of costs

compared to other markets, with the aim of avoiding the otherwise expected

massive proliferation of equipment imported from other continents.
There are a lot of potential applications for the UWB technology and

consequently a new emergently market. The main applications are Personal

Area Networks (PAN) to link one person’s devices together, or local area

networks (LAN), to link devices in a room. This technology offers the oppor-

tunity of realizing very high data-rate for gigabit communication links, but it is

also suitable for many other interesting applications, such as the low data rate

links of the emerging Wireless Body Area Networks or pulse radars. For these

reasons, the industrial and scientific communities are addressing many efforts

for developing reliable, low-power consumption and low-noise UWB Radio

Frequency Integrated Circuits (RFICs).
In the EU the research activities are organized into Framework Programmes

(FP) for Research and Technological Development. The European UWB

Cluster, which was established in the context of FP5 with the main objective

of promoting interaction with European UWB regulation and standardisation

bodies and exchange research results, promoted the development of UWB

radio products in order to improve data transactions, localisation and tracking

and low-cost systems and solutions but also in order to take advantage of its

H. Nikookar, R. Prasad, Introduction to Ultra Wideband for Wireless
Communications, Signals and Communication Technology,
DOI 10.1007/978-1-4020-6633-7_11, � Springer ScienceþBusiness Media B.V. 2009
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benefits for the economy. From then many different projects have been funding

from the EU with this scope. Main projects dealing with UWB are:
UCAN (Ultra-wideband Concepts for Ad-hoc Networks) 01.01.2002–

31.12.2004. It was a project with the objective to investigate the possibilities
of an ultra-wideband (UWB) based physical layer (PHY) serving for an
advanced, location based, self-organising medium access control (MAC) and
network layer scheme and to provide a generic platform for a self-organising

Wireless Personal Area Network.
ULTRAWAVES (Ultra Wideband Audio Video Entertainment System)

14.04.2001–13.10.2004. The objective was to provide a high performance and
low cost wireless home connectivity solution, supporting applications requiring
home multi streaming of high quality video and broadband multimedia.

There were other projects with indirect relation to UWB like as [1]:

� SAFETEL (Intelligent Integrated Safety System) to improve the robustness
of motor vehicles against electromagnetic (EM) disturbances, using GPS,
GSM, Bluetooth and Time Modulated UWB;

� U-R-SAFE a Personal Health Care system based on a Wireless Personal
Area Network (WPAN) using UWB;

� PACWOMAN: Low-power, scalable and secure WPAN, using UWB;
� WIRENET a powerline data exchange for domestic and industrial automa-

tion based on UWB approach.

The main projects that deal with UWB and still are ongoing are Magnet and
Pulsers, they will be described in next sections.

11.1 Magnet (My Personal Adaptive Global NET)

Target of the MAGNET project (01.01.2004–31.12.2005) was to develop a
personal network (PN) that connects personal devices regardless of their loca-
tion as in Fig. 11.1. Building block of the PN is a personal area network (PAN)
that connects personal devices in close vicinity of the user. PNs consist of

communicating clusters of personal digital devices shared with other people
and may include infrastructure-based systems [2]. This is also one of the main
applications of the UWB, and that is why mainly in the first phase of this
project, a lot of studies have been done about the use of the UWB.

Objective of MAGNET was also to provide a highly adaptive and spectrally
efficient PAN air-interface. It was envisioned to utilize, enhance and develop

existing and upcoming air-interface technologies.
Previous projects investigated the feasibility of Multi Carrier (MC)-Techniques

as a potential candidate for beyond 3G communications. MC-Techniques can
accommodate advanced signal processing schemes that can enhance user
throughput. Combinations of advanced signal processing techniques for MC-
Techniques have been investigated, along with adaptive link layer techniques
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and layer interface issues [3]. Encouraging results have motivated interest into
investigating the applicability of MC-Techniques for PAN networks, as a
possible candidate for multiple-access for terminal-to-gateway connectivity.
For the PAN gateway transceiver, additional schemes, like adaptive bit and
power loading strategies and adaptive coding in combination with MIMO
capabilities are mandatory for the flexibility and bandwidth efficiency required
in future PAN, particularly for operation in the ISM Bands. Also the complex-
ity ofMCAir-Interfaces for PANs and their hardware feasibility especially with
respect to processing power and power consumptions are critical research
topics.

UWB techniques are well suited for short range communications, and have
been addressed in several projects. The main peculiarity of MAGNET com-
pared with others European projects was in the way that communication ranges
from low data rates up to high data rate traffic (e.g. multimedia) for the same
type of air-interface. Additionally, the PAN communication is limited to the
immediate personal space (<10 m). As an alternative to the ISM Bands, the
millimetre waveband shall offer similar bit rates as UWB in case of short-range
systems. The very large available bandwidth (3 GHz on the up and down links)
shall offer high bit rates up to 200 Mbit/s.

Before Magnet there was little evidence of measurements and modelling for
UWB systems, and no studies focusing on PANs have been presented using any

Fig. 11.1 Personal network concept
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access method. In close proximity as well as close body environments, channel

sounding has to take place in order to provide access to the mechanisms of the

inherently (ultra)wideband channel and its dynamics. An appropriate and

accurate channel model will take these into account and will be able to produce

results that approximate real time varying multipath channels.
Interference of UWB systems or co-existence of any air-interface is a major

issue and is currently being studied for fixed access mobile architectures. The

ad hoc nature of the system proposed in MAGNET is innovative, and the

study of the interference issues is required to ensure proper coordination as

well as to minimise the impact on other systems operating in the same fre-

quency bands.
However, the challenge to transfer and develop knowledge in the specific

case of air-interfaces and inter-working of air-interfaces for PANs was to be

tackled. The major issues was the investigation of the PAN channel and its

characterisation, the investigation and development of access technologies

tailored to the PAN including PHY Layer enhancement schemes and the

development of adaptive MAC/RRM protocol suitable for the PAN environ-

ment as well as its inter-working with the PHY Layer and Upper Layers,

requiring an overall cross-layer optimisation.
The MAGNET project at beginning identified three different kind of system

[4], e.g. scenarios for low data rate (LDR) transmissions, medium data rate

(MDR) transmission, high data rate (HDR) transmissions, as it possible to see

in Table 11.1. In every system considered in Magnet the UWB technology has

been evaluated as a possible solution. In the LDR system we expect to have a

simple, low-cost, low-power consumption device allowing low data rate com-

munications in a very short-range (approx. 0.5–5 m). In this context, the UWB

technology seems to be a good candidate.
In the MDR it also expected low-complexity, low-power consumption

devices allowing low and medium data rate communications in a short-range

(approx. 1–5 m) scenarios.
For this scenario, UWB and MC technologies are good candidates to meet

the requirements.
In the HDR system it is expected to have a more complex, greater power

consumption device allowing medium to high data rate communications in a

larger range than in the previous two scenarios (approx. 5–25 m).

Table 11.1 Scenarios in magnet [2]

Scenarlo Class Data rate (Mb/s)

LDR-WPAN
VLDR <0.1

LDR <0.25

MDR-WPAN MDR <11

HDR-WPAN HDR <150

VHDR >150
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The suggested technology for supporting these system requirements is a MC

technique like for example OFDM, or in combination with CDMA, UWB, i.e.

MC-CDMA or MC-UWB.
WithinMAGNET different air-interface technologies as possible candidates

have been identified and investigated. Five clusters have been formed to inves-

tigate the different options, namely MC-CDMA, OFDM-TDMA and MC-

UWB for HDR transmissions, IR-UWB, OFDM-TDMA andMC-CDMA for

MDR transmissions and FM-UWB and IR-UWB for LDR transmissions.
It is worth mentioning that the UWB technology has been considered in all

LDR,MDR andHDR systems. The following sections provide a description of

the UWB air-interfaces evaluated in the MAGNET.

11.1.1 MC-UWB

This air interface is particularly targeted to very high data rates up to 480Mbps.

In MAGNET two air interfaces have been investigated: one based on Multi

Band OFDM (MBOA) operating in the [3.1–10.6] GHz frequency band and

another one based as well on OFDM but operating at 60 GHz.
The results of the analysis show that the UWB performance evaluated in

the [3.1–4.9] GHz exhibits a large sensitivity to the frequency selectivity due to

the relative Cyclic Prefix (CP) duration with respect to the excess delay of the

channel. This analysis has been carried out in applying a cut-off level S= [–10, –20

dB] on the impulse responses of the channel.When the excess delay of the channel

is superior to the CP, ICI significantly damages performance while the frequency

selectivity of the channel can be mitigated by an appropriate CP duration.
At 60GHz, BER, has been compared for UWB and a wide band transmission

modes. For eachmode, it has been analysed the impact of the sub-carrier spacing

on performance. Several spectrum efficiency schemes has been analysed. Further-

more, the impact of the binary interleaving depth on performance has been

studied. UWB transmission mode takes benefit from the multipath channel in

extreme cases (low selective and high selective multipath channels) proving that

the millimetric UWB concept is a promising solution to VHDR WPANs. BER

results and an analysis of the white noise power contribution to useful bits in [5]

highlight the gains of high spectrum efficiency of UWB transmission at 60 GHz

band.

11.1.2 FM-UWB

FM-UWB is a scalable air interface technology aimed at short-range (< 10 m)

for LDR (up to 100 kbit/s) applications that is characterised by a low power

consumption and ease-of implementation on an integrated circuit [5].
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FM-UWB can be seen as an analogue implementation of a spread-spectrum
system with a spreading gain equal to the modulation index b [6]. Frequency
modulation has the unique property that the RF bandwidth is not only related
to the FM bandwidth of the modulating signal, but also to the modulation
index b that can be chosen freely. This yields either a bandwidth efficient
narrow-band FM signal (b < 1) or a (ultra) wideband signal (b >> 1) that
can occupy any required bandwidth compatible with the RF oscillator’s tuning
range. In the receiver processing gain is obtained by bandwidth reduction after
the 1st FM demodulation.

A wideband delay line FM demodulator that is not preceded by any limiting
amplifier constitutes the key component of the FM-UWB receiver. This unu-
sual approach permits multiple users to share the same RF bandwidth up to the
moment where the system capacity – like in a direct sequence spread spectrum
system – is limited by the multiple-access interference.

The main advantages of FM-UWB may be summarised as [6]:

� ease of transmitter implementation;
� steep spectral roll-off of FM-UWB signal;
� robustness against narrowband jamming;
� no local oscillator required at the receiver;
� no carrier synchronisation needed;
� the system can be fully integrated.

The transmitter needs to comply with the FCC/ETSI spectral mask. A FM-UWB
transmitter will not produce any energy below 3.1 GHz.

In [7] the FM-UWB LDR air interface and its performance in terms of BER
with AWGN, multipath and interference have been investigated.

When operating in an AWGN channel, it was found that simulated and
measured BER curves are close to the theoretical one, which means that the
modelling of the complete FM-UWB system corresponds to reality. The
AWGN BER curve was next used as reference to evaluate the system perfor-
mance in a multipath channel and with both LDR IR and HDR Multi Band
(MB)-OFDM interference.

It was found that channels with higher gain at the boundaries of the FM-
UWB signal bandwidth give better performance. The effect of multipath upon a
FM-UWB signal is mainly determined by the channel transfer function at the
extremes of its bandwidth, corresponding to the extremes of the modulating
sub-carrier signal that strongly influence the amplitude of the fundamental of
the sub-carrier signal after the wideband FM demodulator. The values of the
channel transfer function around the centre frequency hardly affect the perfor-
mance since they correspond to the region around the zero crossing of the sub-
carrier signal where its value is already close to zero.

The obtained BER curves show that the robustness of the FM-UWB in the
presence of this interference in various channel propagation situations (BAN,
PAN...). Furthermore, laboratory measurements performed with a LDR IR
UWB interferer show that the BER degrades to 10–3 for a 10 dB stronger
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IR-UWB interferer, which is coherent with the obtained simulation results. HDR
MB-OFDM interference has also been simulated and good robustness figures
were obtained; BER degrades to 10–3 for a 15 dB strongerMB-OFDM interferer.

11.1.3 IR-UWB

The UWB impulse radio (UWB-IR), is the traditional approach to the UWB
for digital communication application involving the use of very short-duration
pulses (0.1–1.5 ns) that occupy a single band of several GHz and usually the
signal consists of a train of extremely narrow pulses with very low duty cycles.

A major advantage of IR-UWB is the conceptual simplicity of this approach
to signal spreading.

In the context of the MAGNET project, IR UWB is proposed as a scalable
air interface considered for the short range (to about 10 m) transmission case.
The envisaged data rate transmission is Low Data Rate (LDR), potentially up
to 10 Mbit/s. The main advantages of IR-UWB are the simplicity of implemen-
tation, the relaxed linearity requirements on amplifier design which enable the
design of devices with ultra-low power consumption, potential resistance to
interference due the inherent large effective spreading gain, and a high system
capacity in terms of simultaneously supported users.

IR-UWB transmissions occupy a very broad frequency range, of which the
upper and lower frequencies are unknown to parties not involved in the com-
munication, coexistence that the coexistence with other system in operation is
well addressed.

In [5] a detailed analysis of the optimum architecture of the IRUWB receiver
was performed, its robustness to interference, its complexity and the coexistence
aspects.

It was concluded that the case of a multipath channel, the windowed self
multiplication received signal based procedure outperforms the pulse template
generation based one. This is mainly due to two factors: the total cancellation of
the interfering user (the user different from the user of interest) and the possi-
bility of capturing a higher fraction of the signal energy which was dispersed due
to the channel multipath, by using the selection window at the receiver. For
highly dispersive channels (NLOS) the signal energy which can be captured in
the observation window varies significantly, thus making the choice of optimal
detector threshold more difficult.

It was also observed that in the multipath radio channels the inter-Time
Hopping (TH) slot interference is the major factor influencing the BER perfor-
mance of such a simple, non-coherent energy detector receiver, even in the
single user scenarios. The result of a non appropriate TH code can be observed
in a BER floor at high SNR values due to false detections, depending on the
signal spread in the propagation channel. Hence, the TH codes have to be
chosen appropriately in order to avoid inter-TH slot interference.
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11.1.4 Conclusion on Interfaces

In the last phase of MAGNET project a decision has been taken on the
interfaces that have to be implemented in MAGNET Beyond. The decision
was to use only two interfaces, one for HDR and one for LDR. On the HDR
side a PHY layer usingMulti Carrier Spread Spectrum (MC-SS) techniques has
been proposed for prototyping and this solution has been specified. The LDR
system operates in ultra wide bands (UWB, 3.1 GHZ–10.6 GHZ) and utilises
FM-UWB techniques along with an IEEE 802.15.4 MAC layer. For the FM-
UWB PHY layer first projections on the power consumption were given.

11.2 Magnet Beyond

In MAGNET Beyond the interfaces selected in MAGNET have been imple-
mented and a new requirement has been discussed: the simultaneous exploita-
tion of the two air interfaces within one multimode device.

The necessity of the user terminal to transmit and receive towards and from
different radio access networks requires a certain level of reconfigurability of
the radio interface in order to allow the exploitation of different access tech-
nologies (e.g. MC-SS, FM-UWB, etc.) and different standards (e.g. IEEE
802.11a, IEEE 802.15.3 or IEEE 802.15.4) [8].

In this project the problem of interferences of the UWB with other interface
has been coped with in order to integrate the two interfaces in the same device,
as described in Table 11.2.

In the analysis of the interference between these two systems it has been
shown that it can be classified as out-of-band interference. In fact considering
Table 11.2 the major differences are the transmission power (34 dB of differ-
ence) and signal bandwidth. Signal attenuation as a function of distance is
almost equal, since the two operating frequencies are relatively close to each
other.

As the transmit power of HDR signals is 34 dB above the transmit power of
LDR signals, and since the latter are additionally spread over a large frequency
range, simultaneous LDR transmitters hardly have an impact on an HDR
signal reception, except if interferer and receiver reside within one device.

Table 11.2 Characteristics of FM-UWB and MC-SS air interface [8]

Parameter FM-UWB MC-SS

Transmit Power �14 dBm +20 dBm

RF center frequency 4.5 GHz 5.25 GHz

RF signal bandwidth 500 MHz 36 MHz

RF signal envelope Constant Strongly varying

Predominant Modulation FM AM

Path loss @ 1 m 45 dB 46.5 dB
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It has been found that LNA filtering, external filtering and antenna filtering
are good solutions for the management of interference of HDR transmission on
LDR reception. However, when the two air interfaces are located close to each
other, MAC and higher layers mechanisms are needed to ensure coexistence.

Inspired by the recent evolution of UWB regulations in Europe, the operat-
ing frequency has evolved from the low band (3.1–5 GHz) to a limited portion
of the low band (4.2–4.8 GHz) plus the high band (i.e. 6–9 GHz). This impacts
the transmitter and receiver RF blocks which have become definitely more
challenging to design.

The following scenarios have been investigated and are summarized in
Table 11.3, with the UWB channel parameters:

� PAN-FD (Personal Area Network with Fixed Device)
� PAN-PD (Personal Area Network with Portable Device)
� PAN-MD (Personal Area Network with Mobile Device)
� BAN (Body Area Network)

More information about channel and RF specification can be found in [9].

11.3 Pulsers (Pervasive Ultra-Wideband Low Spectral Energy

Radio Systems)

In Pulsers Phase I (2004–2005) [11] a new concept for short-range wireless
systems based on the UWB-RT has been introduced. UWB-RT is capable of
supporting wireless communication, ranging and localization applications.
Considering data rate versus range, the technology accommodates two com-
plementary classes of systems:

Systems offering high data rates (HDR) or very high data rates (VHDR)
over links of up to a few metres. Systems supporting low data rates (LDR)

Table 11.3 Channel parameters for the investigated ultra wideband PAN/BAN scenarios [10]

User-proximity scenarios Parameters PAN-FD PAN-PD/
MD

BAN*

Log-normal wideband power shadowing
std dev [dB]

3.0–4.5 2.1–3.6 1.5–3.0

Log-normal cluster fading std dev [dB] 4.0–5.6 2.2–6.9 4.3–5.4

Cluster power decay regions <50 ns &
>50 ns

<25 ns &
>25 ns

<25 ns &
>25 ns

Cluster power decay factor [dB/ns] 0.23 & 0.17 0.13 & 0.20 0.08 & 0.13

Average RMS delay spread [ns] 13–35 11–25 12–18

Average 90% energy delay window [ns] 25–88 20–57 24–49

Wideband power and signal clustering channel
stationarity time

0.5 0.25 0.25

Note: *In these BAN scenarios 4 body-worn devices with directional antenna antenna and 1
belt-mounted handset with omni directional antennas have been used.
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alone or combined with location tracking (LDR-LT), covering distances up to

tens of metres.
The main results of Pulsers phase I from the UWB point of view are the

definition of user scenarios and business applications applying the unique

technical properties of UWB-RT. Novel physical layer (PHY) concepts for

HDR/VHDR and LDR-LT devices were developed and issues related to their

interoperability explored and assessed.
PULSERS Phase II is an ongoing project (end in June 2008) with targets like:

(i) R&D on UWB-RT technology
(ii) Use scenario and business case evaluation, system concept development

and integrated system definition inclusive the verification platform
implementation

(iii) Contribution to regulation and standardisation enabling the use if
UWB-RT.

For the LDR-LT UWB systems two different PHY have been proposed in [12].

These solutions are namely Pulse Position Modulation (PPM) energy detection

and DBPSK 1-bit direct sub-sampling. The first solution (energy detection) is

based on energy collection, which is mostly realised in analogue domain. The

main characteristic of this architecture are its low complexity and straightfor-

ward implementation. The time position modulation is the preferred modula-

tion and the transmitted signal is composed train of pulses.
The second solution proposed (1-bit direct sampling) combines differen-

tial demodulation and preamble detection schemes with a direct 1-bit sub-

sampling of the incoming RF signal. This solution provides a good immunity

against clock drift and also enables to maintain a reasonable clock speed.

Furthermore the low power 1-bit quantization operation avoids the use of

gain control mechanisms, provides fine immunity against interferes or near

far effects, and tends to benefit from diversity on dense multipath profiles.

The most significant part of the design complexity with UWB coherent

systems is usually related to the synchronization functionality. Additional

baseband modules were designed to perform the coherent integration of 1-bit

signal prior to differential correlations, and the accumulation of soft differ-

ential correlation results for demodulation. There is also another solution

based on energy detection that could possibly supplant the two main PHY

solution described above. This solution can enable basic functions for differ-

ent UWB pulse system specifications. The receiver is mainly based on energy

detection with possibility to steer the detection window duration by the usage

of an external reference clock [12].
In PULSERS II for VeryHighData RateUWB systems and evolution of the

OFDM based WIMEDIA UWB standard has been developed. The main

enhancement is the inclusion of higher order modulation modes up to 64-

QAM for very short range communication needs and the increase of the basic

operational bandwidth to 1 GHz.
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These techniques will lead to two basic bandwidth modes: 528 MHz
bandwidth with and without hopping, and 1056 MHz bandwidth without
hopping [13].

11.4 Summary

The research community is developing UWB applications and investigating
uses, standards and interference risks. FP5 and FP6 have been dealing with
projects in this area and the UWB Cluster has the purpose to encourage UWB
applications through the promotion, exchange and study of research projects’
results. After the decision of the CEPT in March 2006, Europe have paved the
way to ensure that Europe can utilize all the potential of UWB and compete in
this market with USA and Asia.
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