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Preface

The essence of mathematics lies in its freedom.
(Georg Cantor)

The moving power of mathematical invention is not
reasoning but imagination.

(Augustus De Morgan)

Approach theory was introduced in a series of papers which appeared between
1988 and 1995, and I refer to the bibliography for details. In 1997 a first book,
Approach Theory: the Missing Link in the Topology-Uniformity-Metric Triad,
appeared with Oxford University Press (Lowen 1997). With the maturing of the
theory and the many further developments in applications since then, the time was
ripe to write a more definitive account.

The work presented in this book could not have been completed without the
enthusiastic collaboration of many colleagues and students.

A very special thought goes to my wife, Eva Colebunders for the exciting times
we had when developing so many fundamental aspects together in our many joint
papers on approach theory, metrically generated theories, and lax-algebraic
theories.

Further, I have collaborated on approach theory, either in its own right or
related to metrically generated theories, lax-algebraic theories, or approach frames,
with many colleagues: Maria-Manuel Clementino, Guiseppe Di Maio, Eraldo
Giuli, Horst Herrlich, Dirk Hofmann, Som Naimpally, Sevda Sagiroglu, Gavin
Seal, Walter Tholen, Jan Van Casteren, David Vaughan and especially Bernhard
Banaschewski and Piet Wuyts.

Many of my Ph.D. students, over the years, have helped develop parts of the
theory: Rony Baekeland, Ben Berckmoes, Marc Nauwelaerts, Kristin Robeys,
Wannes Rosiers, Mark Sioen, Anneleen Van Geenhoven, Christophe Van Olmen,
Francis Verbeeck, Stijn Verwulgen, and Bart Windels. Several Ph.D. students of
Eva Colebunders too contributed to the development of parts of the theory: Veerle
Claes, Sarah De Wachter, An Gerlo, Gert Sonck, and Eva Vandersmissen. Many of
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their results are present in the text and references to their work in Ph.D. theses and
in joint publications can be found in the bibliography.

Most of these students were supported by Research Foundation Flanders (FWO)
doctoral and/or post-doctoral grants, and the FWO also funded the research project
on Metrically Generated Theories in cooperation with Eva Colebunders which has
had a fundamental impact on approach theory. Other students were supported by
doctoral grants from the University of Antwerp. Both the FWO and the University
of Antwerp also supported the series of conferences ‘‘Aspects of Contemporary
Topology’’ where approach theory always played an important role. Thus the
FWO and the University of Antwerp have indirectly also contributed to the coming
into existence of the present work and I wish to express my thanks for those many
years of considerable financial support.

Besides the colleagues mentioned above, I have been fortunate also to have had
interesting exchanges on approach theory with, and enjoy the support and
encouragement of many other colleagues, including the following, several of
whom have also worked on approach theory individually: Gerald Beer, Lamar
Bentley, Guillaume Brümmer, Peter Collins, Ákos Császár, Dikran Dikranjan,
Szymon Dolecki, Paul Embrechts, Marcel Erné, David Holgate, Mirek Hušek,
George Janelidze, Max Kelly (y), Darrell Kent, Hans-Peter Künzi, Bill Lawvere,
Sandro Levi, Geert Molenberghs, Frédéric Mynard, Louis Nel, Gerhard Preuss (y),
Ales Pultr, Dieter Pumplün, Gary Richardson, and Jerry Vaughan.

To all the aforementioned colleagues and students I would like to express my
sincere appreciation for the many years of cooperation and support.

I thank Ben Berckmoes, Nieves Blasco, and Mark Sioen for proofreading parts
of the manuscript and especially Piet Wuyts who proofread a complete first draft.
Of course any mistakes which remain are entirely my own responsibility.

Finally I would like to thank Springer, in particular Lynn Brandon and Catherine
Waite for the professional and pleasant cooperation during the writing and the final
production of this book.

Antwerp, 2014 R. Lowen
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Introduction

Beauty is the first test: there is no permanent place in
the world for ugly mathematics.

(Godfrey Harold Hardy)

1. The basics of approach theory The genesis of approach spaces and more
comprehensively, the whole of approach theory, finds itself in a very simple
ascertainment. We can produce a canonical metric for finite products of metrizable
(topological or uniform) spaces, only ad hoc metrics for countable products, and
no metric at all for uncountable products. These simple facts lie at the basis of a
vast history of development of important parts of mathematics. It was one of the
main reasons for the apparition initially of topological spaces and later of uniform
spaces (Weil 1937; Dieudonné 1939), the former in order to be able to deal with
the known local properties of metrizable spaces in a more general context, which
as history shows was entirely unavoidable, and the latter in order to be able to deal
with uniform aspects in an equally unavoidable more general context. Top
(respectively CReg), the category of topological spaces (respectively completely
regular spaces) and continuous maps, and qUnif (respectively Unif) the category of
quasi-uniform (respectively uniform) spaces and uniformly continuous maps both
allow for all usual constructions such as subspaces, products, quotients, and
coproducts, and constructions in one category concord well with those in the other
category. Those same constructions in Met (the category of metric spaces and
non-expansive maps) however, in general, do not concord with, e.g., either
topological or uniform initial structures and hence are virtually useless. In view of
the importance of initial structures, this explains why in many areas of
mathematics, out of necessity, one often has to abandon an original metric setup
and migrate to the settings of topological and/or uniform spaces.

In the wake of this development there appeared many other mathematical
theories in their own right which could not have existed without topology and/or
uniformity, such as, e.g., topological vector spaces, locally convex spaces,
topological groups, and a host of specific (mostly non-metrizable) topologies in
various fields, such as the weak topology on probability measures or the topology
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of convergence in measure of random variables (see e.g. Billingsley 1968;
Parthasarathy 1967) the Wijsman and Vietoris topology or any of several proximal
topologies on hyperspaces (see e.g. Beer 1993; Lechicki and Levi 1987), various
topologies of function spaces such as pointwise convergence or uniform
convergence on compacta (see e.g. Bourbaki 1961), many auxiliary non-
metrizable topologies in the theory of Banach spaces such as the weak and
weak* topologies (see e.g. Brezis 2011). In many of these examples one starts with
a metric setting and then auxiliary structures (topologies and/or uniformities) are
introduced which are no longer metrizable. The reason for this can always be
traced back to the ascertainment mentioned higher up: uncountable products or
more generally uncountable initial structures of metrizable spaces, be it
topological or uniformizable, are no longer metrizable. Hence one drops from a
numerical setup to a non-numerical topological, respectively uniform, setup.

Approach theory completely solves this by introducing precisely those two new
types of numerically structured spaces which are required: approach spaces on the
local level and uniform gauge spaces on the uniform level. Approach spaces
formalize exactly the numerical information which is preserved when making
arbitrary products of metrizable topological spaces and likewise uniform gauge
spaces formalize exactly the numerical information, which is preserved when
making arbitrary products of metrizable uniform spaces. In both cases this is
achieved by a type of structure which generalizes metrics respectively in a
topological way and in a uniform way.

The basic concepts of the local theory of approach spaces are largely explained
in the first two chapters. Because of the many different structures which
characterize approach spaces and of which we have to show the equivalence and
for which we have to prove transition formulas, this takes quite some work. In
Chap. 5, we elaborate on the uniform counterpart, so-called (quasi-)uniform gauge
spaces. Here we basically only give two different structural characterizations.
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Referring to the diagram above, these local and uniform theories relate to each
other as topological spaces relate to quasi-uniform spaces and as completely
regular topological spaces relate to uniform spaces. In Chap. 2, we see that the
category App of approach spaces (first question mark) contains both Top and qMet
as full subcategories and the category UAp (second question mark) of uniform
approach spaces contains both CReg and Met as full subcategories.

Hence it was indeed to be expected that similarly, well-behaved topological
categories should exist on the uniform level and which extend the categorical
relation that exists between Top and qUnif on the one hand and between CReg and
Unif on the other hand. In Chap. 5, we see that qUG (fourth question mark) contains
both qUnif and qMet as full subcategories and that UG (third question mark)
contains both Unif and Met as full subcategories. We note that in the diagram,
mUnif, qmUnif, mTop and qmTop stand respectively for the categories of
metrizable uniform spaces, quasi-metrizable uniform spaces, metrizable topologi-
cal spaces and quasi-metrizable topological spaces, all of course with their obvious
morphisms. All horizontal arrows as well as all straight vertical arrows are
embeddings and all curved arrows are forgetful functors. The question marks are
numbered in the order in which the categories are introduced in the text.

In order to be self-contained we include the foundational parts from Lowen
(1997) in the present work in the first two chapters. Concerning the basic structures
of approach spaces, some minor changes have been made to the definitions and
several new characterizations have been added. In particular, the notion of a basis
for a gauge has been improved. This also required a rewrite of most proofs
involving this concept. Further, three new structures are introduced bringing the
total number of fundamentally and conceptually different structures characterizing
approach spaces to ten. The new structures are upper regular function frames, upper
hull operators, and functional ideal convergence. The former two are the logical
counterparts to lower regular function frames and lower hull operators (previously
simply called regular function frames and hull operators) and the latter is an entirely
new and alternative way to describe the notion of convergence in approach spaces.
Of course all required and/or interesting new transition formulas are also contained
and proved in the present work.

Since App has both a topological and a metric side to it, both the notions of
completeness and of compactness are simultaneously meaningful for general
approach spaces. Hence, we also have both a construction of completion and a
construction of compactification in a suitable subcategory of App. Moreover, we
obviously also have notions of completeness and completion on the uniform level in
UG. Thus in Chap. 6, we will study three types of extensions of spaces and mor-
phisms. This chapter recaptures part from Lowen (1997) while adding completion
of uniform gauge spaces together with the uniform aspects of the Čech-
Stone compactification.
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2. The basics of index analysis Topology and analysis, like all mathematical
theories usually deal with ‘‘good’’ objects such as for instance contractions, con-
tinuous functions, compact sets, convergent sequences, etc, .... Barring contrapo-
sition formulations, there are hardly any theorems of type: if X does not fulfill good
property A and f : X ! Y does not fulfill good property B then ... . However, how
many objects in mathematical theories fulfill good properties compared to the
number of objects available. Let us look at some simple examples. Of course it is
easy to create situations where only finite sets are compact or where only constant
functions are continuous, but that usually requires pathological or uninteresting
setups. Therefore, let us focus on natural non-pathological situations, specifically
let us consider the real line R with its usual topology and metric. There are c

continuous functions from R to R and so there are 2c non-continuous functions. The
same situation arises for non-expansive maps. There are c non-expansive maps and
hence 2c maps which are not non-expansive. There are c compact subsets of R and
2c non-compact ones. There are only c compact metric spaces up to homeomor-
phism. Hence there is a class of metric spaces which are not compact. A connected
set in R is an interval, there are c such sets but only four nonempty ones up to
homeomorphism and there are 2c non-connected sets. Do all these not deserve some
consideration?

Let us compare some aspects of topological versus metric spaces. In a topo-
logical space there is no notion of ‘‘approximate convergence,’’ whereas in a metric
space we have notions like asymptotic center and radius (see e.g. Edelstein 1972;
Lim 1980). In a topological space we have no notion of ‘‘approximate compact-
ness,’’ whereas in a metric space we have the notion of measure of noncompactness
(see e.g. Banaś 1997; Banaś and Goebel 1980). In topological spaces we do not
have a notion of ‘‘approximate homeomorphism,’’ whereas in the theory of Banach
spaces we do have the notion of near-isometry (see e.g. Hyers and Ulam 1945,
1947; Bourgin 1946). So what we see is that the presence of metric information
allows for a more powerful and discerning analysis of various otherwise topological
phenomena. Each of the above concepts however was introduced and developed in
a fairly ad hoc way independent of the other concepts. Whereas convergence,
compactness, and homeomorphisms are topological concepts fully and canonically
embedded in the theory of topology, the approximate versions were not embedded
in any well-founded and unifying theory. This however is exactly what approach
theory provides.

The theory of approach spaces and index analysis set forth in this book is a first
step in the direction of a comprehensive mathematical framework whereby, as
much as possible and as far as meaningful, the extent to which properties are
fulfilled is measured by means of indices, and theorems that involve indexed
concepts contain as few conditions as possible and consist mainly of inequalities
involving indices.
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Of course not all concepts lend themselves to being indexed. Therefore, in
Chap. 3, we first study some such non-indexed properties of approach spaces.
These are mainly classical concepts, of either a topological nature, a metric nature
or a pure approach nature, which are invariant over equivalence classes of iso-
morphic objects. In particular we study (1) uniformity, which is the counterpart to
the topological notion of complete regularity and the metric notion of symmetry,
(2) weak adjointness, which actually is a pure approach property (although it also
once appeared in the theory of quasi-metric spaces), (3) some lower separation
properties, which are the counterparts for the topological notions of T0; T1; T2 and
regularity, (4) countability properties which come in three flavors, two of which
are the counterparts to the topological notions of first and second countability and a
third one which again is a pure approach property, and (5) completeness, which of
course is the counterpart to metric completeness.

In Chap. 4, we then develop the basics of what we have called index analysis.
We deal with, in the first place, spaces and functions, such as for instance an index
of compactness of spaces and an index of contractivity of functions, but also, as the
need arises, with indices of other mathematical objects, certain properties of which
can naturally be measured. A common property of indices (which are 0;∞½ �-valued
functions) is that they measure a ‘‘distance’’ from satisfying an ideal property, and
consequently the interpretation is that the smaller the value of an index is, the
better the object satisfies the ideal property which is being measured. As men-
tioned, these indices are not restricted to spaces and functions, many other
mathematical objects can be indexed. Thus, for instance, the basic defining
structures of approach spaces, namely distance and limit operator themselves can
be considered as being indices, the first as an index of closure and the second as an
index of convergence. In this chapter we will define and study basic properties of
(1) indices of contractivity, closed expansiveness, open expansiveness and prop-
erness for functions, (2) indices of compactness, relative compactness, sequential
compactness, relative sequential compactness, countable compactness and the
Lindelöf index, (3) index of local compactness, and (4) index of connectedness.
Making use of the above indices, we will prove many basic ‘‘indexed theorems’’
which mainly consist of inequalities involving indices. If vP1

and vP2
are indices of

properties P1 and P2, then the interpretation of a simple basic inequality
vP1

O1ð Þ� vP2
O2ð Þ is that the better O2 satisfies property P2 the better O1 will

satisfy property P1. Moreover this is not a vague heuristic claim, it is an exact
statement with numerical indices, the canonicity and appropriateness of which will
always be evident from the body of results.

3. Traces in mathematical theories In Chaps. 7–11 on applications in topology,
functional analysis, probability theory, hyperspaces, and domain theory, we
exhibit the abundance of situations where approach theory actually is hidden
within those theories and how bringing it to the forefront and using it systemati-
cally enriches the theory and meets the goals we set forth. The applications we
deal with in Chaps. 7–11 are of three different kinds.
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(1) A first case is where the basic setup is actually built with numerical
information given typically by a metric or norm, and in the course of the
development of the theory it is required to construct auxiliary spaces and
structures. Either the auxiliary structure can be obtained employing countable
operations, such as, e.g., countable products of metric spaces, and then one can
again obtain a metric, which however is necessarily ad hoc, or, which is more
usual, no such construction is possible and the auxiliary space can only be
endowed with a uniformity or a topology. This means that an original setup with
rich numerical information, which makes use of the additive semigroup structure
of the positive reals, is abandoned and replaced by a considerably weaker setup at
a purely qualitative level.

Remarkably, in many cases the necessary numerical information is actually
available, but it was never recognized as such and only a fraction of it was used to
define a uniformity or a topology in the same way that the quantitative information
of a metric may be discarded and used merely to define the underlying topology.
So we go from an isometric level [e.g., a metric space E; dð Þ], the level of
structures where numerical information is preserved and used, to the isomorphic
level [e.g., a derived topological and/or uniform space ðDðEÞ; T ;U Þ] where only
derived qualitative information on a topological (or uniform) level is available.

Isometric level

Underlying topology

Isomorphic level

This is the case of the applications in functional analysis where we start with a
normed space (Chap. 8), probability theory where we start with a separable Polish
space (Chap. 9) and hyperspace theory where we start with a metric space (Chapter
10; Sects. 10.1 and 10.2). In all these cases, instead of going straight from E; dð Þ to
ðDðEÞ; T Þ we construct in a canonical way an approach space ðDðEÞ; dÞ the
underlying topological space of which is ðDðEÞ; T Þ. Analysis is now performed in
ðDðEÞ; dÞ on the same isometric level as E; dð Þ giving indexed results of which all
classical results are simple consequences.

(2) A second case is where the basic setup (a topology or uniformity) contains
no numerical information (the isomorphic level) as such but is actually endowed
with a canonical or natural metric or normed structure (the isometric level), such
as, e.g., the real line where the Euclidean topology invariable comes linked to its
usual norm. Here, we take the stance that we extend what happens on the
topological or uniform level to the approach and uniform gauge level and then
apply this to the canonical metric or normed situation.
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Isometric level

Isomorphic level

Canonical metric

This is the situation in applications to topology (Chap. 7). Function spaces often
involve the real line with its natural normed structure, or they involve another
given metric or normed space, which we can take as a starting point. Similarly,
when we study the Čech-Stone compactification of N we again use the canonical
metric structure which N inherits from R. So instead of staying with the topo-
logical situation ðE; TdÞ we go to the canonical metric space E; dð Þ and derive
ðDðEÞ; dÞ again in a canonical way and such that the underlying topological space
is ðDðEÞ; T Þ. Again analysis is performed in ðDðEÞ; dÞ and classical results for
ðDðEÞ; T Þ are simple consequences.

(3) A third case is where classically one actually also stays in the isometric
realm. Again one starts with a metric (or in our particular case quasi-metric) setup
and out of necessity has to restrict the development of the theory to countably
constructed auxiliary spaces since one explicitly wants to obtain an, again ad hoc,
quasi-metric also in the auxiliary situation.

This for instance is the case in the application to DCPO’s and domains (Chap. 11),
where going the approach way not only does away with the countability limitation
but also produces a canonical approach structure giving the required numerical
information in the auxiliary spaces. In this case, if available, i.e., in the countable
case, the canonically constructed approach space ðDðEÞ; dÞ will have ðDðEÞ; d0Þ as
underlying quasi-metric space.

It is of course not our intention, and would also not be feasible in this work, to
develop each and every application to a very large extent. What we will do in each
case however is demonstrate the canonicity of the structures, unveil their links
with existing structures and give a body of evidence consisting of basic results
which apply the new structures and make use of index analysis.
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4. The categorical connection The categories of approach spaces and of uniform
gauge spaces are well-behaved in the sense that they are topological categories (see
e.g. Herrlich 1968, 1971, 1983) as we will see in the Chap. 1 and in the Chap. 5.
In Chap. 2 we prove that Top is fully embedded as a simultaneously concretely
reflective and coreflective subcategory. The fact that Top is coreflectively
embedded is especially important since it will allow us to interpret the Top-core-
flection of an approach space in a way similar to our interpretation of the topology
underlying a (quasi-)metric. In the same chapter we also prove that qMet and Met
are fully embedded as concretely coreflective subcategories of App. Here it is the
fact that neither of these two categories is reflectively embedded, which is
important as it will imply that, e.g., arbitrary products of metric or quasi-metric
spaces in the category of approach spaces are hardly ever again metric or
quasi-metric spaces, they are, in general, genuine non-metric and non-topological
approach spaces.

Similar results are shown in Chap. 5 for (quasi-)uniform gauge spaces: qUnif
and Unif are fully embedded as simultaneously concretely reflective and core-
flective subcategories of respectively qUG and UG. Also, qMet and Met are fully
embedded as concretely coreflective subcategories of respectively qUG and UG.
Here again it is the fact that neither is reflectively embedded which is important.

The situation for App is studied in more detail in the last chapter.
In the first place, it has the remarkable property of having very many

simultaneously concretely reflectively and coreflectively embedded subcategories,
a situation it shares with qMet and Met, and in Chap. 12 we characterize all of
these subcategories.

In the second place, App is neither extensional (see e.g. Herrlich 1988a, b) nor
cartesian closed (see e.g. Herrlich 1974), and hence also not a quasi-topos. In
Chap. 12, we construct and completely describe the extensional ðPrApÞ, cartesian
closed ðEpiApÞ and quasi-topos ðPsApÞ hulls of App and see how they relate to
similar hulls of Top. The situation is depicted in the diagram below.
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The above is an overview of the main topics treated in the last chapter showing
in which way category theory has influenced the development of the theory of
approach spaces and uniform gauge spaces.

However, there also is another connection between approach theory and
category theory, going in the opposite direction. In Hofmann et al. (2014) it is
abundantly shown that approach spaces are the penultimate example of ‘‘lax-
algebraic categories,’’ and many developments in that book are inspired by the
situation in App. In a private communication to Tholen in 2000, Lawvere
suggested that, in the same way as topological spaces generalize ordered sets,
approach spaces should be describable as generalized metric spaces using
multicategories instead of just categories. Simultaneously, following a suggestion
by Janelidze, in 2003, Clementino and Hofmann gave a lax-algebraic description
of approach spaces using a numerical extension of the ultrafilter monad
(Clementino and Hofmann 2003). In the final section of the last chapter we
revisit this and give a more direct proof of that description. These developments
also led the way to the comprehensive research which is presented in the book
‘‘Monoidal Topology’’ (Hofmann et al. 2014) and which includes several other
lax-algebraic characterizations of App.
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Chapter 1
Approach Spaces

All the other vehicles of mathematical rigor are secondary to
definitions, even that of rigorous proof.

(Yuri Manin)

Structures are the weapons of the mathematician.
(Bourbaki)

In this chapter we define the basic structures which determine what is called an
approach space. One of the powerful features of approach spaces is that they can be
determined by conceptually totally different but nevertheless equivalent structures.
This is not unlike the situation in topology, where the structure of a topological space
can be determined by a number of equivalent concepts, such as, for example, open
sets, closed sets, closure operator, neighbourhood system, and convergence structure.
In the case of approach spaces there are even more different basic structures, namely
ten in total. These structures can have a topological side and/or a metric side to them,
and the reason for this is made abundantly clear in the second chapter.

We will not only introduce these various structures but obviously we will also
prove that they are indeed equivalent. This will provide us with transition formulas
as to how one structure unambiguously determines another. Moreover we will of
course also define the morphisms and other types of functions that are most naturally
linked to approach spaces and we will characterize them in terms of the various
structures.

We will also show that with the right morphisms (contractions) approach spaces
constitute a topological category. The main aspect of this being that both initial and
final structures exist. We then go on to describe these making use of several of the
defining structures.

1.1 The Structures

Concerning the concept of a metric, we should warn the reader right from the start
that in this work we will adopt a terminology which differs from the one from our
former work in this field and from the usual conventions. Given a set X a map

© Springer-Verlag London 2015
R. Lowen, Index Analysis, Springer Monographs in Mathematics,
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2 1 Approach Spaces

d : X × X −→ [0, ∞] which vanishes on the diagonal and satisfies the triangle
inequality will be called a quasi-metric. If the map is moreover symmetric then it is
called a metric, if the map is finite the metric will simply be called a finite metric
and if the underlying topology is Hausdorff the metric will be called separated. So
in this work a quasi-metric (or metric) need neither be finite nor separated, and if it
satisfies any of these conditions then it will explicitly be mentioned.

Throughout this work, given a set X , we denote the set of all subsets of X by 2X

and for conciseness in notation the set of all finite subsets of X will sometimes be
denoted by 2(X). Further we put R

+ := [0, ∞[ and R
+
0 := ]0, ∞[. The unbounded

closed interval [0, ∞] will play a prominent role and therefore we also reserve a
special notation for it, P := [0, ∞]. We consider P with its natural quantale structure
basically consisting of the usual order and complete lattice structure and the additive
semigroup. Hence we will freely use the symbols + and − also for the natural
“extensions” of these operations to P. More precisely, + and − stand for the usual
addition and subtraction in the case of real numbers and further, for any x ∈ [0, ∞[
we have x + ∞ = ∞ + x = ∞ + ∞ = ∞, ∞ − x = ∞, and ∞ − ∞ = 0. In order to
have a “subtraction” interior to P, when required, we will use truncated subtraction
which is defined and denoted as a � b := (a − b) ∨ 0 for all a, b ∈ P. Given a
function μ ∈ P

X , for simplicity in notation we will often denote inf x∈X μ(x) simply
by inf μ and likewise supx∈X μ(x) simply by sup μ .

When proving an inequality a ≤ b, since the values 0 and ∞ may appear, we,
often silently, assume that a �= 0 and that b �= ∞ since otherwise there is of course
nothing to show.

Distances

Intuitively, probably the most appealing structure which we will consider is that of a
distance betweenpoints and sets.Whereas in ametric space (X, d) a distance between
pairs of points is given, and a distance between points and sets can then be derived
from this according to the usual formula which says that for all x ∈ X and A ⊆ X

δd(x, A) := inf
a∈A

d(x, a)

here we consider the latter as a primitive structure, i.e. we start from a concept of
distance between points and sets. Before giving the precise definition we need to
introduce the following notation.

If X is a set, and we have a function δ : X × 2X −→ P, then for any subset
A ⊆ X and any ε ∈ P, we define

A(ε) := {
x ∈ X | δ (x, A) ≤ ε

}
.
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1.1.1 Definition (Distance) A function

δ : X × 2X −→ P

is called a distance if it satisfies the following properties.

(D1) ∀x ∈ X,∀A ⊆ X : x ∈ A ⇒ δ (x, A) = 0.
(D2) ∀x ∈ X : δ (x,∅) = ∞.
(D3) ∀x ∈ X,∀A, B ⊆ X : δ (x, A ∪ B) = min(δ (x, A), δ (x, B)).
(D4) ∀x ∈ X,∀A ⊆ X,∀ε ∈ P : δ (x, A) ≤ δ (x, A(ε)) + ε .

In the same way as in a metric space the value δ (x, A) is interpreted as the
distance from the point x to the set A. We wish to emphasize, however, that this
distance cannot necessarily be derived from the distances δ (x, {a}) for a ∈ A. We
will see numerous examples of this fact throughout this work.

The followingproposition contains some simple but fundamental propertieswhich
we will use implicitly in the sequel.

1.1.2 Proposition If δ : X × 2X −→ P is a distance then the following properties
hold.

1. ∀x ∈ X,∀A, B ⊆ X : A ⊆ B ⇒ δ (x, B) ≤ δ (x, A).
2. ∀x ∈ X,∀A ⊆ 2X ,A finite : δ (x,

⋃
A ) = min

A∈A
δ (x, A).

3. ∀x ∈ X,∀A, B ⊆ X : δ (x, A) ≤ δ (x, B) + sup
b∈B

δ (b, A).

Proof The first and second properties follow immediately from (D3). To prove the
third property let x ∈ X and A, B ⊆ X , then with

ε := inf
{

θ ∈ P | B ⊆ A(θ )
}

the result follows from (D4). �
The third property in the foregoing result, modulo the difference in domains for

κ-metrics and for distances, is the same as the so-called regularity condition for
κ-metrics in Shchepin (1980).

Although a distance is defined as a function of two variables, points and sets,
it will sometimes be useful also to consider the following associated functions on
points. For a given subset A ⊆ X we define

δA : X −→ P : x �→ δ (x, A).

As is usually done in the context of hyperspaces of metric spaces (see e.g. Lechicki
and Levi 1987) we will also call such functions distance functionals.
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Limit Operators

The basic set-theoretical tools needed to define convergence in a topological space
are sequences, nets and filters. Sequences suffice in metrizable spaces, but not in
general topological spaces and as it will soon turn out, neither do they suffice in our
case. Although in particular cases we will sometimes give results for sequences, for
the general theory we have to resort to either filters or nets. We have chosen filters, as
introduced by Choquet (1947), because of their conceptual beauty. All results can,
however, be properly rephrased in terms of nets.

Whenever convenient we will use the following notations. F(X) will stand for
the set of all filters on X , and U(X) will stand for the set of all ultrafilters on X .
Sometimes it will be useful to generalize this notation in the following way. IfF is
a given filter on X , then we will denote by F(F ) the collection of all filters on X
which are finer than F , and by U(F ) the collection of all ultrafilters on X which
are finer thanF . IfF is the trivial filter on X , i.e.F = {X}, then F(F ) reduces to
F(X) and U(F ) reduces to U(X).

If A is a collection of subsets of X , then the stack of A is defined as

stackA := {B ⊆ X | ∃A ∈ A : A ⊆ B} .

IfF is a filter on X then the sec of F is defined as

secF :=
⋃

U ∈U(F )

U = {A ⊆ X | ∀F ∈ F : A ∩ F �= ∅} .

If A is a filter basis then stackA is the filter generated by A . Not to overload
the notations, and if the meaning is self-evident, we often omit writing stack before
a filterbasis. In caseA reduces to a single set A we write stackA, or even shorter Ȧ,
instead of stack {A}, and in case the single set A furthermore reduces to a single point
a we write stacka, or ȧ, instead of stack {a}. If A ⊆ X, A �= ∅, then, for notational
simplicity, especially in formulas, we will often write F(A) instead of F(stackA),
and U(A) instead of U(stackA), i.e., whenever possible and no confusion can occur,
we use the same notation for all filters on a (non-empty) set A ⊆ X as for all filters
on X containing A.

We refer to Kent (1964), Kowalsky (1954) and Lowen-Colebunders (1989) for
more information on the so-called Kowalsky diagonal operation which we require
in one of the axioms.

Since we will also be using this concept in the sections on regularity (3.3), on
functional ideal convergence (1.1) and on lax algebraic descriptions of approach
spaces (12.7) we give it in the required generality. Given sets J and X , a filter
F ∈ F(J ) and a map σ : J −→ F(X) then the diagonal filter of σ with respect to
F is defined as

Σσ(F ) :=
∨

A∈σ(F )

⋂

G∈A

G =
∨

F∈F

⋂

j∈F

σ( j).

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
http://dx.doi.org/10.1007/978-1-4471-6485-2_12
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The symbol
∨

in this notation stands for the supremum of a collection of filters.
Note that in the particular case of a diagonal filter this supremum always exists. We
refer to (σ( j)) j∈J as being a selection of filters onX .

We will need the following results concerning this diagonal operation.

1.1.3 Proposition Let J , L and X be sets, let σ : J −→ F(X) and γ : L −→ F(J )

and let F ∈ F(J ). Then the following properties hold.

1. Σσ(F ) = ⋃

F∈F
⋂

j∈F
σ( j).

2. Σσ(
⋂

l∈L
γ(l)) = ⋂

l∈L
Σσ(γ(l)).

3. Σσ(F ) = ⋂

ρ∈ ∏

j∈J
U(σ( j))

Σρ(F ).

4. Σσ(F ) = ⋂

ρ∈ ∏

j∈J
U(σ( j))

⋂

U ∈U(F )

Σρ(U ).

5. If all filters involved are ultrafilters, then so is Σσ(F ).

Proof We only prove the third property, leaving the remaining ones to the reader.
One inclusion is clear; to show the other one, suppose that A /∈ Σσ(F ). For any
j ∈ J , we now choose an ultrafilter in the following way: if A /∈ σ( j) then choose
ρ( j) ∈ U(σ( j)) such that A /∈ ρ( j) and if A ∈ σ( j) then choose ρ( j) ∈ U(σ( j))
arbitrarily. Then it follows from the first property that, for any F ∈ F , there exists
j ∈ F such that A /∈ σ( j) and hence, A /∈ ρ( j). Consequently, A/∈ Σρ(F ). �

Before moving on we give some preliminary properties related to filters. The
following is an extremely useful, purely filter-theoretic result which we will require
numerous times throughout the book.

1.1.4 Lemma If F is a filter, and for each ultrafilter U ∈ U(F ) we have selected
a set S(U ) ∈ U , then there exists a finite set US ⊆ U(F ) such that

⋃

U ∈US

S(U ) ∈ F .

Proof Suppose the conclusion does not hold. Then this implies that the family

F ∪ {X \ S(U ) | U ∈ U(F )}

has the finite intersection property, and thus is contained in some ultrafilter U ∈
U(F ). This, however, implies that both S(U ) ∈ U and X \ S(U ) ∈ U which is a
contradiction. �

The following result is a kind of minimax formula which will allow us to inter-
change liminf and limsup in several instances.
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1.1.5 Lemma If U is an ultrafilter on X and f : X −→ P is an arbitrary
function, then

sup
U∈U

inf
y∈U

f (y) = inf
U∈U

sup
y∈U

f (y).

Proof It is immediately clear that, for any U, V ∈ U , we have inf
y∈U

f (y) ≤
sup
y∈V

f (y). Consequently

sup
U∈U

inf
y∈U

f (y) ≤ inf
U∈U

sup
y∈U

f (y).

To prove the other inequality, suppose that inf
U∈U

sup
y∈U

f (y) > r . Then, for allU ∈ U ,

we have U ∩ { f > r} �= ∅ and consequently { f > r} ∈ U . This then also implies
that r ≤ inf

y∈{ f >r} f (y), from which the converse inequality follows. �

1.1.6 Definition (Limit operator) A function

λ : F(X) −→ P
X

is called a limit operator if it satisfies the following properties.

(L1) ∀x ∈ X : λ ẋ(x) = 0.
(L2) For any (non-empty) family (F j ) j∈J of filters on X

λ (
⋂

j∈J

F j ) = sup
j∈J

λF j .

(L3) For any F ∈ F(X) and any selection of filters (σ(x))x∈X on X

λΣσ(F ) ≤ λF + sup
x∈X

λσ(x)(x).

The value λF (x) is interpreted as the distance that the point x is away from being
a limit point of the filter F . The word distance here is meant generically and not in
the sense of 1.1.1. However, apart from the general formulas which exist involving
distances and limits and which we will prove in this chapter, in the third and fourth
chapters some more specific relationships will be shown to hold between these two
notions.

The smaller the value of λF (x), the closer x comes to being a limit point ofF .
Notice also that it immediately follows from (L2) that

∀F ,G ∈ F(X) : G ⊆ F ⇒ λF ≤ λG .
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Condition (L3) has been generalized in various interesting ways by Brock and Kent
(1997a, b) in order to investigate a notion of regularity for approach spaces and we
will come back to this in the third chapter.

One of the consequences of their investigations is the following alternative com-
bination of (L2) and (L3) which instead of a selection of filters requires an extra
variable, namely a function ψ : J −→ X for (L3) and a weaker form of (L2).

1.1.7 Theorem Given a function λ : F(X) −→ P
X satisfying (L1), λ is a limit

operator if and only if it satisfies the following properties.

(L2w) For any G ⊆ F : λF ≤ λG .
(L) For any set J , for any ψ : J −→ X, for any σ : J −→ F(X) and for any

F ∈ F(J )

λΣσ(F ) ≤ λψ(F ) + sup
j∈J

λσ( j)(ψ( j)).

Proof We first show the if-part. Letting J := X and ψ := 1X we see that (L) implies
(L3). To show (L2), let (F j ) j∈J be a family of filters and let x ∈ X . Define σ , ψ
and F as follows

σ : J −→ F(X) : j �→ F j ,

ψ : J −→ X : j �→ x,

F := {J }.

Then it follows that Σσ(F ) = ⋂
j∈J F j , λψ(F )(x) = 0 and sup j∈J λσ( j)

(ψ( j)) = sup j∈J λF j (x), which shows from (L) that λ (
⋂

j∈J F j ) ≤ sup j∈J λF j .
The other inequality follows from (L2w).

Conversely, if λ is a limit operator, then let J be any set, let ψ : J −→ X ,
σ : J −→ F(X) and F ∈ F(J ). Put

ρ : X −→ F(X) : x �→
{

ẋ x �∈ ψ(J ),
⋂

j∈ψ−1(x) σ( j) x ∈ ψ(J ),

and consider ψ(F ) on X . If A ∈ Σρ(ψ(F )) then there exists F ∈ F such that
A ∈ ⋂

x∈ψ(F) ρ(x). For j ∈ F we then have A ∈ ρ(ψ( j)) = ⋂
ψ(k)=ψ( j) σ(k), in

particular A ∈ σ( j). Hence Σρ(ψ(F )) ⊆ Σσ(F ) and thus

λΣσ(F ) ≤ λΣρ(ψ(F ))

≤ λψ(F ) + sup
x∈X

λρ(x)(x)

= λψ(F ) + sup
x∈ψ(J )

λ (
⋂

k∈ψ−1(x)

σ(k))(x)

= λψ(F ) + sup
j∈J

λσ( j)(ψ( j)). �
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In spite of the fact that (L) (together with (L1) and (L2w)) is all that is required
in a complete axiom system for a limit operator actually an even stronger version
holds.

1.1.8 Theorem Given a function λ : F(X) −→ P
X satisfying (L1) and (L2w), λ is

a limit operator if and only if it satisfies the following properties.

(L*) For any set J , for any ψ : J −→ X, for any σ : J −→ F(X) and for any
F ∈ F(J )

λΣσ(F ) ≤ λψ(F ) + inf
F∈F

sup
j∈F

λσ( j)(ψ( j)).

Proof Obviously (L*) implies (L). Conversely, suppose that J , ψ : J −→ X ,
σ : J −→ F(X) and F ∈ F(J ) are given and suppose that

inf
F∈F

sup
j∈F

λσ( j)(ψ( j)) < ε .

Choose F0 such that sup j∈F0
λσ( j)(ψ( j)) < ε and define

σ ′ : J −→ F(X) : j �→ σ ′( j) :=
{
stackψ( j) j �∈ F0,

σ( j) j ∈ F0.

From the fact that {F ∈ F | F ⊆ F0} is a basis for F it follows that σ ′F = σF
and making use of (L1) it further follows from the definition of σ ′ that

sup
j∈J

λσ ′( j)(ψ( j)) = sup
j∈F0

λσ( j)(ψ( j)) < ε .

Hence

λΣσ(F ) ≤ λψF + ε

and we are finished. �
In a perfectly analogous way one can prove the following result involving the

original axioms where (L3) gets replaced by a similarly stronger version.

1.1.9 Theorem Given a function λ : F(X) −→ P
X satisfying (L1) and (L2), λ is a

limit operator if and only if it satisfies the following property.

(L3*) For any F ∈ F(X) and any selection of filters σ : X −→ F(X)

λΣσ(F ) ≤ λF + inf
F∈F

sup
x∈F

λσ(x)(x).

Proof This is analogous to 1.1.8 and we leave this to the reader. �
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The foregoing characterizations were formulated in terms of filters. It is however
also possible to do this in terms of ultrafilters. Of course (L1) is already a property
of ultrafilters and neither (L2) nor (L2w) makes sense when using ultrafilters, so we
are basically only looking at conditions (L) and (L*). Further, when we say that a
characterization with ultrafilters suffices, then this is of course in the understanding
that the limit operator working on arbitrary filters is deduced from the limit operator
working on ultrafilters by the formula λF := supU ∈U(F ) λU .

We require the following lemma.

1.1.10 Lemma If σ : J −→ U(X) is a selection of ultrafilters on X then

U(Σσ({J })) = {Σσ(W ) | W ∈ U(J )}.

Proof One inclusion follows from 1.1.3. To prove the other inclusion let V be an
ultrafilter finer than Σσ({J }) and suppose that for every ultrafilterW on J we have
Σσ(W ) �⊆ V , i.e.

∃ AW ∈
⋃

W∈W

⋂

j∈W

σ( j) such that AW �∈ V .

This implies that there exists W ∈ W such that AW ∈ ⋂
j∈W σ( j) but AW �∈ V .

From 1.1.4 it then follows that there exist ultrafilters W1, . . . ,Wn on J and sets
Wk ∈ Wk , k = 1, . . . , n such that

⋃n
i=1 Wi = J and

⋃n
i=1 AWi �∈ V . Hence, since

Σσ({J }) = ⋂
j∈J σ( j) we also have

n⋃

i=1

AWi �∈
⋂

j∈J

σ( j).

This then implies that there exists j ∈ J such that
⋃n

i=1 AWi �∈ σ( j). Now there
further exists i ∈ {1, . . . , n} such that j ∈ Wi and from the supposition we have that
AWi ∈ σ( j) which is a contradiction.

This proves that for every ultrafilterV finer thanΣσ({J }) there exists an ultrafilter
W ∈ U(J ) such that Σσ(W ) ⊆ V and hence, by 1.1.3, that Σσ(W ) = V . This
proves the result. �

We now give the announced result for the ultrafilter version of (L*), the result and
proof for (L) are perfectly similar.

1.1.11 Theorem Given a function λ : U(X) −→ P
X satisfying (L1), the extension

to F(X) defined by

λ : F(X) −→ P
X : F �→ sup

U ∈U(F )

λU

is a limit operator if and only if it satisfies the following property.
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(LU*) For any set J , for any ψ : J −→ X, for any σ : J −→ U(X) and for any
F ∈ U(J )

λΣσ(F ) ≤ λψ(F ) + inf
F∈F

sup
j∈F

λσ( j)(ψ( j)).

Proof Of course we only need to prove the if-part and hereto we use 1.1.8. (L1) is
clear and (L2w) follows from the definition ofλ . Becausewe require this in the sequel
of the proof we first prove one inequality of (L2) for the case that all filters involved
are ultrafilters. So let σ : J −→ U(X), fix x ∈ X and let ψ : J −→ X : j �→ x .
Then it follows from the foregoing lemma and from (LU*) that

λ (
⋂

j∈J

σ( j))(x) = λ (Σσ({J }))(x)

= sup
V ∈U(Σσ({J }))

λV (x)

= sup
W ∈U(J )

λΣσ(W )(x)

≤ sup
W ∈U(J )

(λψ(W )(x) + inf
W∈W

sup
j∈W

λσ( j)(ψ( j))

≤ sup
W ∈U(J )

(λ ẋ(x) + sup
j∈J

λσ( j)(x))

= sup
j∈J

λσ( j)(x).

Now suppose given ψ : J −→ X , σ : J −→ F(X) andF ∈ F(J ). Then for any
ρ ∈ ∏

j∈J U(σ( j)) and U ∈ U(F ), by supposition, we have

λΣρ(U ) ≤ λψ(U ) + sup
U∈U

inf
j∈U

λρ( j)(ψ( j)),

and hence, from the first part, 1.1.3 and 1.1.5, we obtain

λΣσ(F ) = λ (
⋂

ρ∈� j∈JU(σ( j))

⋂

U ∈U(F )

Σρ(U ))

≤ sup
ρ∈� j∈JU(σ( j))

sup
U ∈U(F )

(λψ(U ) + sup
U∈U

inf
j∈U

λρ( j)(ψ( j)))

≤ λψ(F ) + sup
ρ∈� j∈JU(σ( j))

sup
U ∈U(F )

sup
U∈U

inf
j∈U

λρ( j)(ψ( j))

= λψ(F ) + sup
U ∈U(F )

sup
U∈U

sup
ρ∈� j∈JU(σ( j))

inf
j∈U

λρ( j)(ψ( j))

= λψ(F ) + sup
U ∈U(F )

sup
U∈U

inf
j∈U

sup
W ∈U(σ( j))

λW (ψ( j))
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= λψ(F ) + sup
U ∈U(F )

sup
U∈U

inf
j∈U

λσ( j)(ψ( j))

= λψ(F ) + sup
U ∈U(F )

inf
U∈U

sup
j∈U

λσ( j)(ψ( j)).

Now, since obviously for any U ∈ U(F )

inf
U∈U

sup
j∈U

λσ( j)(ψ( j)) ≤ inf
F∈F

sup
j∈F

λσ( j)(ψ( j))

this proves that also (L*) is fulfilled. �
Note that in the foregoing theorem, by 1.1.5, the second term on the right-hand

side can also be written as supF∈F inf j∈F λσ( j)(ψ( j)).

1.1.12 Theorem Given a function λ : U(X) −→ P
X satisfying (L1), the extension

to F(X) defined by

λ : F(X) −→ P
X : F �→ sup

U ∈U(F )

λU

is a limit operator if and only if it satisfies the following property.

(LU) For any set J , for any ψ : J −→ X, for any σ : J −→ U(X) and for any
F ∈ U(J )

λΣσ(F ) ≤ λψ(F ) + sup
j∈J

λσ( j)(ψ( j)).

Proof This is perfectly analogous to the previous theorem and we leave this to the
reader. �

Approach Systems

Approach systems can be thought of as a localization of the notion of metric. In
each point of the space X we give a collection of P-valued functions, called local
distances, each of which measures a distance from the given point to any other point
of the space. Here too, in order to give the precise definitions, we require some
preliminary concepts.

A nonempty subsetA of P-valued functions on a given set X is called an ideal in
P

X if it is closed under the operation of taking finite suprema and under the operation
of taking smaller functions. In other words, if it is an ideal (dual filter) in the lattice
P

X in the order-theoretic sense, when P
X is equipped with the pointwise order (see

e.g. Birkhoff 1967). Note that a priori we are allowing for the improper ideal P
X ,

however because of condition (A1) below this will not occur in the present context.
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Given a collection of functionsA ⊆ P
X and a function ϕ ∈ P

X , we will say that
ϕ is dominated by A , or that A dominates ϕ , if

∀ε > 0,∀ω < ∞ : ∃ϕω
ε ∈ A such thatϕ ∧ ω ≤ ϕω

ε + ε .

We will then also say that the family (ϕω
ε )ε>0,ω<∞ dominates ϕ .

Further we will say that a collection of functions A ⊆ P
X is saturated, if any

function which is dominated by A already belongs to A .

1.1.13 Definition (Approach system) A collection of ideals (A (x))x∈X in P
X ,

indexed by the points of X , is called an approach system if for all x ∈ X the
following properties hold.

(A1) ∀ϕ ∈ A (x) : ϕ(x) = 0.
(A2) A (x) is saturated.
(A3) ∀ϕ ∈ A (x),∀ε > 0,∀ω < ∞, ∃(ϕz)z∈X ∈ ∏

z∈X
A (z) such that

∀z, y ∈ X : ϕ(y) ∧ ω ≤ ϕx (z) + ϕz(y) + ε .

For any x ∈ X , a function in A (x) is called a local distance (in x). Note that (A2)
implies thatA (x) is closed under the operation of taking smaller functions and that
(A1) then implies that the constant function 0 is in A (x). So the only condition of
ideal which, on top of (A1)–(A3), we need to impose explicitly is the one which
stipulates thatA (x) must be closed under the formation of finite suprema. (A3) will
sometimes be referred to as the mixed triangular inequality. The value ϕ(y) of a
local distance ϕ ∈ A (x) at a point y ∈ X is interpreted as “the distance from x to y
according to ϕ”. The set of local distances in a point can be compared to the set of
neighbourhoods of a point in a topological space. Each neighbourhood determines
its own set of points which are considered close by (in the neighbourhood of) the
given point. In the same way each local distance makes its own measurement of the
distance other points in the space lie from the given point.

Often one can determine collections B(x), x ∈ X , which would be natural can-
didates to form an approach system, but not all required properties are fulfilled. In
particular property (A2) is not often automatically fulfilled. To handle this we intro-
duce a type of basis for approach systems. We recall that a subsetB of P

X is called
an ideal basis in P

X if, for any α, β ∈ B, there exists γ ∈ B such that α ∨ β ≤ γ .
In other words, if B is an ideal basis (dual filter basis) in the order-theoretic sense
(always considering P

X to be equipped with the pointwise order).

1.1.14 Definition Acollection of ideal bases (B(x))x∈X inP
X is called an approach

basis if, for all x ∈ X , the following properties hold.

(B1) ∀ϕ ∈ B(x) : ϕ(x) = 0.
(B2) ∀ϕ ∈ B(x),∀ε > 0,∀ω < ∞, ∃(ϕz)z∈X ∈ ∏

z∈X
B(z) such that

∀z, y ∈ X : ϕ(y) ∧ ω ≤ ϕx (z) + ϕz(y) + ε .
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Notice that (B1) is actually (A1) and that (B2) is actually (A3). Hence an approach
system is also an approach basis, and any result for approach bases will also hold for
approach systems.

In order to derive the set of all local distances from an approach basis we will also
require the following saturation operation. Given a subset B ⊆ P

X we define

B̂ :=
{

ϕ ∈ P
X | B dominatesϕ

}
.

We call B̂ the saturation of B.

1.1.15 Definition A collection of ideal bases (B(x))x∈X is called a basis for an
approach system (A (x))x∈X , if for all x ∈ X , A (x) equals the saturation of B(x),
i.e. A (x) = B̂(x). In this case we also say that (B(x))x∈X generates (A (x))x∈X

or that (A (x))x∈X is generated by (B(x))x∈X .

1.1.16 Proposition If (B(x))x∈X is an approach basis, then (B̂(x))x∈X is an
approach system with (B(x))x∈X as basis and if (B(x))x∈X is a basis for an
approach system (A (x))x∈X , then it is an approach basis.

Proof To prove the first claim, note that (A1) is trivial. To prove (A2) let x ∈ X and
ϕ ∈ P

X be such that, for all ω < ∞ and ε > 0, there exists ψ ∈ B̂(x) such that
ϕ ∧ ω ≤ ψ + ε

2 . If we choose τ ∈ B(x) such that ψ ∧ ω ≤ τ + ε
2 , then it follows

that ϕ ∧ ω ≤ τ + ε . To prove (A3) let ϕ ∈ B̂(x) and let ω < ∞ and ε > 0. Choose
ψ ∈ B(x) such that ϕ ∧ ω ≤ ψ + ε

2 and then choose (ψz)z ∈ ∏

z∈X
B(z) such that,

for all z, y ∈ X ,

ψ(y) ∧ ω ≤ ψx (z) + ψz(y) + ε
2
.

Then it follows that, for all z, y ∈ X ,

ϕ(y) ∧ ω ≤ ψ(y) ∧ ω + ε
2

≤ ψx (z) + ψz(y) + ε .

To prove the second claim, clearly, for any x ∈ X , B(x) is a basis for an ideal
and (B1) is fulfilled. To prove (B2) let ψ ∈ B(x) and let ω < ∞ and ε > 0. Choose
(ϕz)z ∈ ∏

z∈X
A (z) such that, for all z, y ∈ X ,

ψ(y) ∧ ω ≤ ϕx (z) + ϕz(y) + ε
2
.
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For each ϕz ∈ A (z), choose ψz ∈ B(z) such that ϕz ∧ ω ≤ ψz + ε
4 . Then it follows

that, for all z, y ∈ X ,

ψ(y) ∧ ω ≤ (ϕx (z) + ϕz(y) + ε
2
) ∧ (ω + ε

2
)

≤ ϕx (z) ∧ ω + ϕz(y) ∧ ω + ε
2

≤ ψx (z) + ψz(y) + ε . �

1.1.17 Definition It follows from the saturation condition that the set Ab(x) of all
bounded functions inA (x) is a particularly interesting basis. It satisfies the saturation
condition in a simpler form, which says that for all μ ∈ P

X bounded:

∀ε > 0, ∃ϕ ∈ Ab(x) : μ ≤ ϕ + ε ⇒ μ ∈ Ab(x).

We refer to this collection as the bounded approach basis or bounded approach sys-
tem. We could have chosen to restrict ourselves to bounded functions in the definition
of approach systems, however there are good reasons not do so, as we will see e.g. in
the definition of a gauge and in the second chapter (see however the definition of
functional ideal convergence).

Gauges

Although we will not be requiring any categorical considerations just yet, for nota-
tional convenience we already make the following conventions. The category of all
quasi-metric spaces (respectively metric spaces) equipped with non-expansive maps
as morphisms is denoted qMet (respectively Met).

The type of structure which we introduce in this section should be compared
with the concept of a uniform space via a family of metrics, called a uniform gauge.
Note however that in the chapter on uniform gauge spaces we will use this term
for a different concept. Whereas a uniform gauge, in the above meaning, satisfies a
uniform or global saturation condition, here we require the gauge to fulfil only a local
condition with a saturation specific for the theory. We will return to uniform aspects
in the chapter on uniform gauge spaces. Given a collection D ⊆ qMet(X) and a
quasi-metric d ∈ qMet(X), we will say that d is locally dominated by D , or that D
locally dominates d, if for all x ∈ X, ε > 0 and ω < ∞ there exists a dε,ω

x ∈ D such
that

d(x, ·) ∧ ω ≤ dε,ω
x (x, ·) + ε .

We will then also say that the family (dε,ω
x )x∈X,ε>0,ω<∞ locally dominates d.

Further we will say that a collection of quasi-metrics D is locally saturated, if
any quasi-metric d which is locally dominated by D already belongs to D .
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1.1.18 Definition (Gauge) A subset G of qMet(X) is called a gauge if it is an ideal
in qMet(X) which fulfils the following property.

(G1) G is locally saturated.

As was the case for approach systems, here too, it regularly happens that one has
a collection of quasi-metrics which would be a natural candidate to form a gauge
but not all conditions are fulfilled. The following type of collection will often be
encountered.

1.1.19 Definition A subset H of qMet(X) is called locally directed if for any
H0 ⊆ H finite we have that supd∈H0

d is locally dominated by H .

By definition, a gauge, being an ideal, is locally directed, and similarly to the
situation for approach systems and approach bases, here too, any result shown to
hold for locally directed sets will also hold for gauges.

In order to derive the gauge from a locally directed set we will also require a local
saturation operation which is perfectly similar to the one for approach systems.
Given a subset D ⊆ qMet(X) we define

D̂ := {d ∈ qMet(X) | D locally dominates d}.

We call D̂ the local saturation of D .

1.1.20 Definition A setH in qMet(X) is called a basis for a gauge G if Ĥ = G .
In this case we also say thatH generates G or that G is generated by H .

Note that this definition of basis for a gauge differs from the onewe used in Lowen
(1997).

1.1.21 Proposition If H is locally directed, then Ĥ is a gauge with H as basis
and if H is a basis for a gauge G , then it is locally directed.

Proof This goes along the same lines as 1.1.16. �
1.1.22 Definition Here too it is worthwhile to mention that a particularly interesting
basis for a gauge G is given by the set Gb consisting of all bounded quasi-metrics in
G . This set too satisfies the saturation condition in a simpler form, namely for any
bounded quasi-metric d

∀x ∈ X, ∀ε > 0, ∃dε
x ∈ Gb : d(x, ·) ≤ dε

x (x, ·) + ε ⇒ d ∈ Gb.

We refer to this collection as the bounded gauge basis. Note that many quasi-metrics
are unbounded and hence restricting the definition of a gauge to bounded functions
would not have been appropriate.
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Towers

A tower is an ordered family of pre-topologies on X , indexed by the real numbers
in R

+, and fulfilling certain coherence conditions. The axioms are presented here in
terms of closures, neighbourhood systems and convergence. In the book byDikranjan
and Tholen (1995) it is shown that this also presents some interesting features as a
closure operator.

1.1.23 Definition (Tower) A family of functions

tε : 2X −→ 2X ε ∈ R
+,

is called a (closure-)tower if it satisfies the following properties.

(T1) ∀A ∈ 2X ,∀ε ∈ R
+ : A ⊆ tε (A).

(T2) ∀ε ∈ R
+ : tε (∅) = ∅.

(T3) ∀A, B ∈ 2X ,∀ε ∈ R
+ : tε (A ∪ B) = tε (A) ∪ tε (B).

(T4) ∀A ∈ 2X ,∀ε, γ ∈ R
+ : tε (tγ (A)) ⊆ tε+γ (A).

(T5) ∀A ∈ 2X ,∀ε ∈ R
+ : tε (A) = ⋂

ε<γ
tγ (A).

Note that by (T3) and (T5) we have

∀A ⊆ B ⊆ X,∀α, β ∈ R
+ : α ≤ β ⇒ tα (A) ⊆ tβ (B).

We recall that a pre-topology on a set X is determined by an operator

cl : 2X −→ 2X

which fulfils the properties. (1) A ⊆ cl(A), (2) cl(∅) = ∅, and (3) cl(A ∪ B) =
cl(A)∪cl(B), for all A, B ∈ 2X . This operator is then called a pre-topological closure
operator. A set X equipped with a pre-topology is called a pre-topological space.
Pre-topologies and pre-topological spaces and continuous maps between them were
introduced byChoquet (1947). They form the objects andmorphisms of a topological
category, PrTop. It is of course immediately clear that a tower simply means that
for all ε ∈ R

+, tε is a pre-topological closure operator, such that (T4) and (T5) are
fulfilled (whereby we note that t0 is a topological closure operator).

Topologies and pre-topologies can of course both also be determined by their
neighbourhood systems and their convergence structures, and this provides another
way to view towers.

1.1.24 Definition A double-indexed family of filters (Vε (x))x∈X,ε∈R+ is called a
(neighbourhood-)tower if it satisfies the following properties.

(T1n) ∀x ∈ X,∀ε, γ ∈ R
+,∀V ∈ Vε+γ (x), ∃W ∈ Vε (x) such that ∀z ∈ W : V ∈

Vγ (z).
(T2n) ∀ε ∈ R

+ : Vε (x) = ∪ε<γVγ (x).
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1.1.25 Definition A family of pretopological convergence structures (
ε−→)ε∈R+ is

called a (limit-)tower if it satisfies the following properties.

(T1c) ∀F ∈ F(X),∀x ∈ X,∀ε, γ ∈ R
+ : ε ≤ γ andF

ε−→ x ⇒ F
γ−→ x .

(T2c) ∀F ∈ F(X),∀x ∈ X,∀ε ∈ R
+ : F ε−→ x ⇔ ∀γ ∈]ε, ∞[: F γ−→ x .

(T3c) ∀F ∈ F(X),∀x ∈ X,∀ selection of filters (σ(x))x∈X ,∀ε, γ ∈ R
+:

F
ε−→ x,∀y ∈ X : σ(y)

γ−→ y ⇒ Σσ(F )
ε+γ−→ x .

We leave it as an exercise to show that closure-towers, neighbourhood-towers and
limit-towers are equivalent concepts. Various ways to go from one to the other are

V ∈ Vε (x) ⇔ x �∈ tε (X \ V ),

x ∈ tε (A) ⇔ ∀V ∈ Vε (x) : V ∩ A �= ∅,

F
ε−→ x ⇔ Vε (x) ⊆ F ,

x ∈ tε (A) ⇔ ∃F ∈ F(A) : F ε−→ x .

A thorough study of limit-towers can be found in Brock and Kent (1997a, 1998).
One of their results shows that (T2c) and (T3c) can be captured in one single axiom
which has remarkable links to a notion of regularity (see also Brock andKent 1997b).
The description of towers with neighbourhood systems was recently explicitly veri-
fied by Jaeger (2012).

In what follows we will simply speak of a tower for any of these descriptions and
use whichever one suits us best.

We will encounter towers mainly in the chapter on categorical considerations.

Lower and Upper Hull Operators

The structures which we consider in this section are notions of hull operators for
real-valued functions, and they are to be compared with well-known operations such
as lower or upper semicontinuous regularization, convex regularization, or nonex-
pansive regularization of functions, as e.g. in Bourbaki (1960) and in Singer (1986).

1.1.26 Definition (Lower hull operator) A function

l : P
X −→ P

X

is called a lower hull operator if it satisfies the following properties.

(LH1) ∀μ ∈ P
X : l(μ) ≤ μ .

(LH2) ∀μ, ν ∈ P
X : l(μ ∧ ν) = l(μ) ∧ l(ν).

(LH3) ∀μ ∈ P
X : l(l(μ)) = l(μ).

(LH4) ∀μ ∈ P
X ,∀α ∈ P : l(μ + α) = l(μ) + α .
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1.1.27 Proposition If l : P
X −→ P

X is a lower hull operator, then the following
properties hold.

1. ∀α constant: l(α) = α .
2. ∀μ, ν ∈ P

X : μ ≤ ν ⇒ l(μ) ≤ l(ν).
3. ∀μ ∈ P

X ,∀α ∈ [0, inf μ] : l(μ − α) = l(μ) − α .
4. ∀μ ∈ P

X ,∀α ∈ P : l(μ � α) ≥ l(μ) � α .

Proof The first property follows from (LH4) and (LH1) letting μ = 0. The second
property is immediate from (LH2). The third property follows from (LH4) since
l(μ) = l(μ − α + α) = l(μ − α) + α . The fourth property follows from the third
one and the fact that μ � α = μ ∨ α − α . �

In what follows, especially in our investigations concerning hull operators, we
will sometimes need to restrict our attention to the set of all bounded functions in
P

X which we will denote by P
X
b .

1.1.28 Proposition A lower hull operator l on X is completely determined by its
restriction to P

X
b . In particular, for any μ ∈ P

X and any set K ⊆ [0, ∞[ such that
sup K = ∞, we have

l(μ) = sup
α∈K

l(μ ∧ α).

Proof This follows from (LH2) and 1.1.27. �
1.1.29 Proposition Let l : P

X
b −→ P

X
b fulfil the following properties.

(LH1b) ∀μ ∈ P
X
b : l(μ) ≤ μ .

(LH2b) ∀μ, ν ∈ P
X
b : l(μ ∧ ν) = l(μ) ∧ l(ν).

(LH3b) ∀μ ∈ P
X
b : l(l(μ)) = l(μ).

(LH4b) ∀μ ∈ P
X
b ,∀α < ∞ : l(μ + α) = l(μ) + α .

Then

l∗ : P
X −→ P

X : μ �→ sup
α<∞

l(μ ∧ α)

is the unique lower hull operator on X, whose restriction to P
X
b coincides with l.

Proof (LH1) and (LH2) are immediate. To prove (LH3) let μ ∈ P
X . Then

l∗(l∗(μ)) = sup
α<∞

l(( sup
β<∞

l(μ ∧ β )) ∧ α)

= sup
α<∞

l( sup
β<∞

(l(μ ∧ α) ∧ β ))

= sup
α<∞

l(μ ∧ α) = l∗(μ).
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(LH4) follows from the observation that, for any μ ∈ P
X and any α < ∞, we have

l∗(μ + α) = sup
α≤β<∞

l(μ ∧ (β − α) + α)

= sup
α≤β<∞

l(μ ∧ (β − α)) + α

= l∗(μ) + α,

and that l∗(∞) = ∞. Uniqueness finally follows from 1.1.28 �
In the sequel we will also require the following type of maps. For any A ⊆ X , we

define

θA : X −→ P : x �→
{
0 x ∈ A,

∞ x /∈ A.

We will call this map the indicator of A. The set of all such indicators on X will
be denoted by Ind(X). If moreover ω < ∞ then we put θ ω

A := θA ∧ ω .
Further we will require to approximate functions in P

X
b uniformly from below by

functions taking only a finite number of values. We will formalize the procedure in
the following way.

Let us denote the set of all functions attaining only a finite number of values in

R
+ by Fin(X). Clearly, any function in Fin(X) can be written as

n
inf
i=1

(ai +θAi ), where

(Ai )
n
i=1 is a partitioning of X .

Given μ ∈ P
X
b , we will say that the family (με )ε>0 in Fin(X) is a development

of μ if for all ε > 0

με ≤ μ ≤ με + ε .

1.1.30 Proposition A lower hull operator l on X is completely determined by
its restriction to Ind(X). In particular, for any μ ∈ P

X
b and any development

(με := n(ε)

inf
i=1

(mε
i + θMε

i
))ε>0 of μ , we have

l(μ) = sup
ε>0

(
n(ε)

inf
i=1

(mε
i + l(θMε

i
))).

Proof Applying (LH2) and (LH4) it follows that, for any ε > 0, we have

l(με ) ≤ l(μ) ≤ l(με ) + ε,

and hence, once again applying (LH2) and (LH4), it follows that

l(μ) = sup
ε>0

l(με ) = sup
ε>0

(
n(ε)

inf
i=1

(mε
i + l(θMε

i
))). �
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1.1.31 Corollary If l is a lower hull operator on X, μ ∈ P
X , and, for each ω < ∞,

(
n(ε,ω)

inf
i=1

(mε,ω
i + θMε,ω

i
))ε>0 is a development of μ ∧ ω , then

l(μ) = sup
ω<∞

sup
ε>0

(
n(ε,ω)

inf
i=1

(mε,ω
i + l(θMε,ω

i
))).

We now define the counterpart of a lower hull operator, namely an upper hull
operator. For technical reasons it is best to restrict the definition of this operator to
bounded functions. The main reason why we do not equally restrict ourselves to
bounded functions for the lower hull operator, in spite of 1.1.28, is because of the
relation with distance functionals, which are generally unbounded. These relations
will be proved in the sequel, in particular in 1.2.18 and 1.2.19.

1.1.32 Definition (Upper hull operator) A function

u : P
X
b −→ P

X
b

is called an upper hull operator if it satisfies the following properties.

(UH0) u(0) = 0.
(UH1) ∀μ ∈ P

X
b : μ ≤ u(μ).

(UH2) ∀μ, ν ∈ P
X
b : u(μ ∨ ν) = u(μ) ∨ u(ν).

(UH3) ∀μ ∈ P
X
b : u(u(μ)) = u(μ).

(UH4) ∀μ ∈ P
X
b ,∀α < ∞ : u(μ + α) = u(μ) + α .

1.1.33 Proposition If u : P
X
b −→ P

X
b is an upper hull operator, then the following

properties hold.

1. ∀α constant, α < ∞: u(α) = α .
2. ∀μ, ν ∈ P

X
b : μ ≤ ν ⇒ u(μ) ≤ u(ν).

3. ∀μ ∈ P
X
b ,∀α ∈ [0, inf μ] : u(μ − α) = u(μ) − α .

4. ∀μ ∈ P
X
b ,∀α < ∞ : u(μ � α) = u(μ) � α .

Proof The first property follows from (UH4) and (UH0) letting μ = 0. The second,
third and fourth properties follow as in 1.1.27. �

It is possible to obtain results similar to those of 1.1.30 and 1.1.31 for an upper
hull operator. However, since we will not require this in the sequel we leave this to
an interested reader.

Lower and Upper Regular Function Frames

The following structures which we consider are those of collections of functions,
fulfilling certain stability properties. These structures then are to be compared with
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collections of lower or upper semicontinuous functions or collections of nonexpan-
sive functions.

1.1.34 Definition (Lower regular function frame) A collection of functions L ⊆
P

X is called a lower regular function frame, if it satisfies the following properties.

(LR1) ∀R ⊆ L : supR ∈ L.
(LR2) ∀R ⊆ Lfinite : infR ∈ L.
(LR3) ∀μ ∈ L,∀α ∈ P : μ + α ∈ L.
(LR4) ∀μ ∈ L,∀α ∈ [0, inf μ] : μ − α ∈ L.

The members of L are called lower regular functions.

1.1.35 Proposition If L ⊆ P
X is a lower regular function frame, then the following

properties hold.

1. L contains all constant functions.
2. ∀μ ∈ L,∀α ∈ P : μ � α ∈ L.

Proof Letting R = ∅ in (LR1) it follows that 0 ∈ L and then the first property
follows from (LR3) letting μ = 0. The second property follows from the first one,
(LR1), and (LR4). �
1.1.36 Definition A basis for a lower regular function frame L is a subset B ⊆ L
which is such that any function in L can be obtained as a supremum of functions
inB.

With this definition we follow the spirit of a basis for a topology. It is then, unlike
the situation in topology, usually required to add an extra step in the construction of
a lower regular function frame starting from an arbitrary collection.

1.1.37 Proposition Given any subset G ⊆ P
X there exists a smallest lower regular

function frame L containing G.

Proof One first adds all finite translations, then all finite infima and finally all
suprema. �
1.1.38 Definition Again a particularly interesting basis for a given lower regular
function frame L is given by the set Lb of bounded functions in L. We refer to this
collection as the bounded basis for a lower regular function frame or the bounded
lower regular function frame. The only difference with the complete lower regular
function frame is that the bounded basis satisfies (LR1) only for those supremawhich
are bounded. The entire lower regular function frame is then obtained by adding all
suprema.

1.1.39 Definition (Upper regular function frame) A collection of functions U ⊆
P

X
b is called an upper regular function frame, if it satisfies the following properties.

(UR1) ∀R ⊆ U : infR ∈ U.
(UR2) ∀R ⊆ U finite : supR ∈ U.
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(UR3) ∀μ ∈ U,∀α < ∞ : μ + α ∈ U.
(UR4) ∀μ ∈ U,∀α ∈ [0, inf μ] : μ − α ∈ U.

The members of U are called upper regular functions.

1.1.40 Proposition If U ⊆ P
X
b is an upper regular function frame, then the

following properties hold.

1. U contains all finite constant functions.
2. ∀μ ∈ U,∀α ∈ P : μ � α ∈ U.

Proof Letting R = ∅ in (UR2) it follows that 0 ∈ U and then the first property
follows from (UR3) letting μ = 0. The second property follows from the first one,
(UR2), and (UR4). �
1.1.41 Definition A basis for an upper regular function frame U is a subsetB ⊆ U
which is such that any function inU can be obtained as an infimum of functions inB.

Here too the same remark holds as for lower regular function frames. Any set of
bounded functions generates a smallest upper regular function frame containing it.

1.1.42 Proposition Given any subset G ⊆ P
X
b there exists a smallest upper regular

function frame U containing G.

Proof One first adds all finite translations, then all finite suprema and finally all
infima. �

Functional Ideal Convergence

We now define our final structure which we refer to as functional ideal convergence.
The idea behind this is to embed the numerical information of the theory into ideals
of functions in P

X and to use these rather than filters to describe convergence as we
did with limit operators.

1.1.43 Definition An (order theoretic) ideal I in P
X is called a functional ideal (on

X ) if it fulfils the following properties.

(I1) Each function ϕ ∈ I is bounded.
(I2) I is saturated in the sense that for all μ ∈ P

X :

∀ε > 0, ∃ϕ ∈ I : μ ≤ ϕ + ε ⇒ μ ∈ I.

Note that condition (I1) implies that we are actually considering ideals in P
X
b . Given

a functional ideal I we define its characteristic value as

c(I) := sup
μ∈I

inf
x∈X

μ(x) = sup{α | α constant,α ∈ I}.
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It follows immediately from the definition that there is only one functional ideal
which has an infinite characteristic value and this is the functional ideal consisting
of all bounded functions i.e. PX

b . We denote this functional ideal ZX . For functional
ideals it plays more or less the same role which the improper filter consisting of all
subsets plays for filters. If necessary to differentiate, a functional ideal with a finite
characteristic value will be called a proper functional ideal and ZX will be called the
improper functional ideal.

Given a bounded function μ , the set of all functions which are smaller than or
equal to μ is a functional ideal with characteristic value inf μ and we say that this
functional ideal is generated by μ . As with principal filters, we denote this by μ̇ .

We have already encountered functional ideals. Given a set X with approach
system (A (x))x∈X , then for each x ∈ X , the bounded approach system Ab(x)

is a functional ideal with characteristic value equal to zero. We have also already
remarked upon the fact thatA (x) satisfies a stronger saturation property which says
that for any function μ ∈ P

X

∀ε > 0, ∀ω < ∞, ∃ϕ ∈ A (x) : μ ∧ ω ≤ ϕ + ε ⇒ μ ∈ A (x),

but that obviously for a bounded function μ this is equivalent to the saturation con-
dition in the definition of a functional ideal, namely condition (I2).

IfB ⊆ P
X
b is an ideal then we can saturate it in the usual way:

B̂ := {μ ∈ P
X
b | ∀ε > 0, ∃ϕ ∈ B : μ ≤ ϕ + ε}.

This then is a functional ideal and we say thatB is a basis for B̂.

1.1.44 Definition Given a proper functional ideal I such that c(I) ≤ α < ∞ we
define

fα (I) := {{μ < β } | μ ∈ I, α < β }.

It is easily verified that this is a filter on X . We will denote fc(I)(I) simply by f(I).
The levels α ∈ [c(I), ∞[ will be called I-admissible. If F is a filter on X then we
define

i(F ) := {μ ∈ P
X
b | ∀α ∈]0, ∞[: {μ < α} ∈ F }.

This is a proper functional ideal with characteristic value equal to zero and it is
generated by {θ ω

F | F ∈ F , ω < ∞}.
If I is a functional ideal and α ∈ P then we define

I ⊕ α :=
{

{ν | ∃μ ∈ I : ν ≤ μ + α} α finite,

ZX α = ∞.

Obviously c(I ⊕ α) = c(I) + α .
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The collection of functional ideals is a “conditional” lattice in the following sense.
Arbitrary infima always exist and are proper as long as at least one of the functional
ideals involved is proper. If (I j ) j∈J is a family of functional ideals then the infimum
is given by

inf
j∈J

I j =
⋂

j∈J

I j = { inf
j∈J

μ j | ∀ j ∈ J : μ j ∈ I j }.

In general the union of an arbitrary family of proper functional ideals is no longer
a functional ideal. The supremum however always exists. If (I j ) j∈J is a family of
proper functional ideals the supremum of the family is given by

sup
j∈J

I j = {sup
k∈K

μk | K ⊆ J finite,∀k ∈ K : μk ∈ Ik }̂ .

This supremum need not be proper as is easily seen from the following example.

1.1.45 Example For any x ∈ R, let Ix be the functional ideal on R generated by
μx : R −→ P : y �→ |x − y|, i.e. Ix := μ̇x . Then, in spite of the fact that all
these functional ideals have characteristic value equal to zero, for any x, y ∈ R:
inf z∈R μx (z) ∨ μy(z) = 1

2 |x − y| and hence supx∈R Ix = ZR.

The improper functional ideal ZX obviously is the unique maximal element in the
lattice of functional ideals. If we remove this from the lattice and only consider proper
functional ideals then there are no maximal elements. Given any proper functional
ideal I and any α < ∞ obviously I ⊕ α is a strictly finer proper functional ideal.

The following elementary concepts and facts will be used freely in the sequel.

Let f : X −→ X ′ be a function. If μ ∈ P
X , then we define and denote the

function

f (μ) : X ′ −→ P : x ′ �→ inf
x∈ f −1(x ′)

μ(x).

Further if I is a functional ideal on X then we define and denote its image by f as

f (I) := {μ | μ ◦ f ∈ I}.
It is immediately verified that this is indeed a functional ideal on X ′.

1.1.46 Proposition The following properties hold.

1. ∀μ ∈ P
X : f (μ) ◦ f ≤ μ .

2. ∀ν ∈ P
X ′ : f (ν ◦ f ) ≥ ν .

3. ∀I ∈ F(X) : c( f (I)) = c(I).
4. ∀I ∈ F(X),∀α ∈ [c(I), ∞[: fα ( f (I)) = f (fα (I)).
5. ∀F ∈ F(X) : f (i(F )) = i( f (F )).

Proof We leave this to the reader. �
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1.1.47 Definition A functional ideal I is called prime if for all bounded functions
μ and ν

μ ∧ ν ∈ I ⇒ μ ∈ I or ν ∈ I.

1.1.48 Proposition For a proper functional ideal I, the following properties hold.

1. c(I) ∈ I.
2. If I is prime and A ∈ f(I) then for any ω < ∞: (c(I) + θA) ∧ ω ∈ I.
3. If I is prime and for all α ∈]c(I), ∞[: {μ < α} ∈ f(I) then μ ∈ I.
4. If I is prime and {μ ≤ c(I)} ∈ f(I) then μ ∈ I.

Proof The first property follows at once from the definition and (I2).
For the second property, ifω ≤ c(I) there is nothing to prove, hence let c(I) < ω .

If (c(I)+θA)∧ω �∈ I then it follows from thefirst property that (c(I)+θX\A)∧ω ∈ I
which implies that X \ A ∈ f(I), a contradiction.

For the third property, for any ε > 0 put

ψε := (c(I) + θ{μ<c(I)+ε}) ∧ sup μ and φε := (c(I) + θ{μ≥c(I)+ε}) ∧ sup μ .

Then φε ∧ ψε = c(I) ∈ I, and since φε ∨ μ �∈ I it follows that ψε ∈ I. Finally then,
since μ ≤ ψε + ε for any ε > 0, it follows again from (I2) that μ ∈ I.

The fourth property follows from the third one. �
1.1.49 Theorem For a proper functional ideal I the following properties are
equivalent.

1. I is prime.
2. For any A, B ⊆ X and any ω < ∞, if (c(I) + θA∪B) ∧ ω ∈ I then either

(c(I) + θA) ∧ ω ∈ I or (c(I) + θB) ∧ ω ∈ I.

3. For any A ⊆ X and any ω < ∞ either

(c(I) + θA) ∧ ω ∈ I or (c(I) + θX\A) ∧ ω ∈ I.

4. For all α ∈ [c(I), ∞[: fα (I) is ultra.

Proof 1 ⇒ 2. If ω ≤ c(I) there is nothing to prove, hence let c(I) < ω . The result
now follows from the fact that

((c(I) + θA) ∧ ω) ∧ ((c(I) + θB) ∧ ω) = (c(I) + θA∪B) ∧ ω ∈ I.

2 ⇒ 3. This is trivial.
3 ⇒ 4. Suppose that X \ A �∈ fα (I) then it follows that with α < ω

(c(I) + θX\A) ∧ ω �∈ I
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and hence

A = {(c(I) + θA) ∧ ω < ω} ∈ fα (I).

4 ⇒ 1. Suppose μ ∧ ν ∈ I. Put M := {ν ≤ μ} and N := {μ ≤ ν}. Now choose
α ≥ sup(μ ∨ ν) and let for instance M ∈ fα (I). Then there exists β > α and ξ ∈ I
such that {ξ < β } ⊆ M . It then follows that β ∧ θM ≤ ξ and hence β ∧ θM ∈ I.
Consequently also (μ ∧ ν) ∨ (β ∧ θM ) ∈ I and since ν ≤ (μ ∧ ν) ∨ (β ∧ θM ) also
ν ∈ I. �
1.1.50 Theorem If I is a proper prime functional ideal then f(I) is an ultrafilter
and moreover, fα (I) = f(I) for all I-admissible α . Conversely, if U is an ultrafilter
then i(U ) ⊕ α is a proper prime functional ideal with characteristic value equal to
α for any α < ∞.

Proof The first claim follows from 1.1.49. For the second claim, ifU is an ultrafilter,
α < ∞ and μ ∧ ν ∈ i(U ) ⊕ α then it follows that for any β > α we have
{μ < β } ∈ U or {ν < β } ∈ U . Since these collections of sets are decreasing with
decreasing values of β it follows that, for instance, {μ < β } ∈ U for all β > α and
this, by saturation, shows that μ ∈ i(U ) ⊕ α . �
1.1.51 Theorem A proper functional ideal I is prime if and only if there exists an
ultrafilter U and β < ∞ such that I = i(U ) ⊕ β .

Proof That i(U ) ⊕ β is prime was seen in 1.1.50. Conversely if I is prime then it
follows from 1.1.48 that if(I)⊕ c(I) ⊆ I and since the other inclusion always holds
it follows that if(I) ⊕ c(I) = I. The result now follows again from 1.1.50. �
1.1.52 Proposition If I is a prime functional ideal and H is a finer functional ideal
then H is prime too and moreover there exists α ≥ 0 such that H = I ⊕ α .

Proof This follows from 1.1.49 and 1.1.51. �
1.1.53 Proposition If I is a proper functional ideal then the set of all finer prime
functional ideals has minimal elements.

Proof If (I j ) j is a chain of prime functional ideals finer than I then it follows from
the chain condition that

⋂
j I j too is a prime functional ideal finer than I. The result

now follows from a standard application of Zorn’s lemma. �
In the sequel we will denote the set of all functional ideals on X as F(X) and the

set of all prime functional ideals as P(X).
We denote the collection of all prime functional ideals finer that I by P(I) and

the subcollection of minimal prime functional ideals finer than I by Pm(I). An
important characterization of this latter set is given by the following result.
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1.1.54 Theorem Given a proper functional ideal I the following properties are
equivalent.

1. H ∈ Pm(I).
2. There exists an α ≥ c(I) and an ultrafilter U finer than fα (I) such that

H = I ∨ i(U ).

Moreover, if U is an ultrafilter which is finer than some fα (J) then

c(J ∨ i(U )) = inf{γ | fγ (J) ⊆ U }.

Proof 2 ⇒ 1. Take α ≥ c(I) and U an ultrafilter such that U ⊃ fα (I). First note
that I∨ i(U ) is proper. Indeed, if μ ∈ I,U ∈ U ,ω < ∞ then it is easily verified that

inf
x∈X

(μ ∨ (θU ∧ ω))(x) ≤ α .

Hence it follows from 1.1.50 and 1.1.52 that I ∨ i(U ) is a prime functional ideal
finer than I.

Now let M be a prime functional ideal such that I ⊆ M ⊆ I ∨ i(U ), and sup-
pose there exists μ ∈ I, U ∈ U and c(I ∨ i(U )) ∨ sup μ < ω < ∞ such that
μ ∨ (θU ∧ ω) �∈ M. Since

μ = (μ ∨ (θU ∧ ω)) ∧ (μ ∨ (θX\U ∧ ω))

and since M is prime, it follows that μ ∨ (θX\U ∧ ω) ∈ M ⊆ I ∨ i(U ). Hence it
follows that

ω = (μ ∨ (θU ∧ ω)) ∨ (μ ∨ (θX\U ∧ ω)) ∈ I ∨ i(U )

which is impossible by the choice of ω .
Consequently M = I ∨ i(U ) and thus I ∨ i(U ) ∈ Pm(I).
1 ⇒ 2. Take H ∈ Pm(I). Then it follows that c(I) ≤ c(H). Put

U := f(H) = fc(H)(H) ⊃ fc(H)(I)

and consider I∨ i(U ). From the first part we know that this is a minimal prime func-
tional ideal finer than I. To prove that H and I ∨ i(U ) are equal it is thus sufficient
to prove any inclusion between the two. Since Pm(H) = {H} we necessarily have
H ∨ i(U ) = H and consequently it follows that I ∨ i(U ) ⊆ H ∨ i(U ) = H.

To show the final claim, note that if fγ (J) ⊆ U then it follows that for any μ ∈ J
andU ∈ U wehave inf μ∨θU ≤ γ and conversely if supμ∈J supU∈U inf μ∨θU < γ
then fγ (J) ⊆ U and we are finished. �
1.1.55 Theorem If I is a proper functional ideal then

I =
⋂

{H | H ∈ Pm(I)}.
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Proof It is well known (see e.g. Bourbaki (1965)) that

I =
⋂

{H | H ∈ P(I)}

from which the result immediately follows. �
The following is a functional ideal and prime functional ideal counterpart to 1.1.4

for filters and ultrafilters.

1.1.56 Proposition If I is a proper functional ideal, and for each minimal prime
functional ideal K ∈ Pm(I) we have a function ρ(K) ∈ K then for any α ∈ [c(I), ∞[
there exists a finite set Pα ⊆ Pm(I) such that

inf
K∈Pα

ρ(K) ∈ I ∨ ifα (I).

Proof We put U(I) the set of all ultrafilters finer than fα (I) for some α ∈ [c(I), ∞[.
Then it follows from 1.1.54 that there exists

(ρ1, ρ2) : U(I) −→
⋃

U ∈U(I)

I × U

with ρ2(U ) ∈ U , such that if K = I ∨ i(UK) then

ρ(K) ≤ ρ1(UK) ∨ (θρ2(UK) ∧ ωUK
)

for some ωUK
finite. Then it follows from 1.1.4 that there exists a finite set Uα ⊆

U(fα (I)) such that
⋃

U ∈Uα
ρ2(U ) ∈ fα (I). PutPα := {I∨ i(U ) | U ∈ Uα }, then

it follows that if we put F := ∪U ∈Uα ρ2(U ) then

inf
K∈Pα

ρ(K) ≤ inf
U ∈Uα

ρ1(U ) ∨ (θρ2(U ) ∧ ωU )

≤ sup
U ∈Uα

ρ1(U ) ∨ (θF ∧ ( sup
U ∈Uα

ωU )).

Hence inf
K∈Pα

ρ(K) ∈ I ∨ ifα (I). �

In a similar way as for filters we require a diagonal operation. For this we need
the following definition:

l : P
X
b −→ P

F(X)
b : μ �→ [I �→ inf{α ∈ P | μ ∈ I ⊕ α}].

It follows from the following proposition that l is well-defined. Furthermore, by
(I2) the infimum in the definition is actually a minimum so that for any μ ∈ P

X
b and

I ∈ F(X) we have μ ∈ I ⊕ l(μ)(I).
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1.1.57 Proposition The following properties hold.

1. For any μ, ν ∈ P
X
b and I ∈ F(X): l(μ ∨ ν)(I) = l(μ)(I) ∨ l(ν)(I).

2. For any μ, ν ∈ P
X
b and I ∈ P(X): l(μ ∧ ν)(I) = l(μ)(I) ∧ l(ν)(I).

3. For any I ∈ F(X), if θ is constant then lθ (I) = θ � c(I) and in particular
lθ ≤ θ .

4. For any I ∈ F(X) and for any μ ∈ P
X
b , if θ is constant then

l(μ + θ )(I) ∨ θ = l(μ)(I) + θ and l(μ � θ )(I) = l(μ)(I) � θ ,

and in particular l(μ + θ ) ≤ l(μ) + θ .
5. lμ is an extension of μ in the sense that lμ(i(ẋ)) = μ(x) for any x ∈ X.
6. For any I ∈ F(X) and μ ∈ P

X
b : lμ(I) = 0 if and only if μ ∈ I and in

particular lμ(ZX ) = 0.

Proof All properties follow by straightforward verification and hence we leave this
to the reader. �

Given sets J and X , a map s : J −→ F(X) and a functional ideal I ∈ F(J ) then
we define the diagonal functional ideal of s with respect to I as

Σs(I) := {μ ∈ P
X
b | l(μ) ∈ s(I)}.

It follows from 1.1.57 that Σs(I) is a well-defined functional ideal. We refer to
(s( j)) j∈J as being a selection of functional ideals.

We now give a useful alternative characterization of Σs(I).

1.1.58 Theorem If X and J are sets, s : J −→ F(X) and I ∈ F(J ) then

Σs(I) =
⋃

ν∈I

⋂

j∈J

s( j) ⊕ ν( j).

Proof Suppose that μ ∈ ⋃
ν∈I

⋂
j∈J s( j) ⊕ ν( j) then there exists ν ∈ I such that

for all j ∈ J

l(μ)(s( j)) ≤ ν( j)

which proves that l(μ)◦s ∈ I and thus that l(μ) ∈ s(I). This shows that μ ∈ Σs(I).
Conversely, let μ be such that l(μ) ∈ s(I) and thus l(μ) ◦ s ∈ I. Since μ ∈⋂
j∈J s( j) ⊕ l(μ)(s( j)) this proves the other inclusion and we are finished. �

1.1.59 Proposition If X and J are sets, s : J −→ P(X) and I ∈ P(J ) then
Σs(I) ∈ P(X).

Proof This follows from the second property in 1.1.57. �
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1.1.60 Proposition If s : J −→ F(X) and I ∈ F(J ) then

Σs(I) ⊆
∨

F∈f(I)

⋂

j∈F

s( j) ⊕ c(I),

and if moreover I = i(F ) ⊕ β for some filter F and β < ∞ then we have an
equality.

Proof Consider a function inf j∈J μ j ⊕ μ( j) in Σs(I), i.e. such that μ ∈ I and
μ j ∈ s( j) for all j ∈ J , then since for any ε > 0 we have

inf
j∈J

μ j ⊕ μ( j) ≤ ( inf{μ<c(I)+ε} μ j ⊕ c(I)) + ε

this, by (I2), proves the inclusion.
In order to show equality, provided I = i(F ) ⊕ β , consider a function of type

inf j∈F μ j ⊕ β where F ∈ F and μ j ∈ s( j) for each j ∈ F . Since this function is
bounded we can choose ω < ∞ which dominates it. We now put

ν := (θF + β ) ∧ ω,

then clearly ν ∈ I. Further, consider a new choice of functions in the functional
ideals s( j), j ∈ J

ν j :=
{

μ j j ∈ F

0 j �∈ F

then it follows that

inf
j∈F

μ j ⊕ β = inf
j∈J

ν j ⊕ ν( j)

which proves the remaining inclusion. �
By 1.1.51 we have the following corollary.

1.1.61 Corollary If s : J −→ F(X) and I ∈ P(J ) then

Σs(I) =
∨

F∈f(I)

⋂

j∈F

s( j) ⊕ c(I).

The inclusion in 1.1.60 is, in general, strict.

1.1.62 Example Let X := R (with usual metric and topology), let I be generated by
{d(0, ·)∧ω | ω < ∞} and take as selection s : R −→ P(R)where s(z) is generated
by {θ{z} ∧ ω | ω < ∞}. Then Σs(I) = I whereas

∨
F∈f(I)

⋂
z∈F s(z) ⊕ c(I) =

i(V (0)) where V (0) stands for the usual Euclidean neighbourhood filter of 0.
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1.1.63 Proposition If s : J −→ F(X) and I ∈ P(J ) then

c(Σs(I)) = sup
F∈f(I)

inf
j∈F

c(s( j)) + c(I) = inf
F∈f(I)

sup
j∈F

c(s( j)) + c(I).

Proof The first equality follows from

c(Σs(I)) = sup
F∈f(I)

sup
φ∈� j∈Fs( j)

inf
x∈X

inf
j∈F

ϕ( j)(x) ⊕ c(I)

= sup
F∈f(I)

inf
j∈F

sup
μ∈s( j)

inf
x∈X

μ(x) ⊕ c(I)

= sup
F∈f(I)

inf
j∈F

c(s( j)) + c(I).

The second equality is a consequence of 1.1.5. �
The reason why we have to consider the improper functional ideal in our con-

siderations is because we require the diagonal operation in our axioms for what we
will call functional ideal convergence (see 1.1.65) and even if all functional ideals
involved are proper (and prime) the diagonal may nevertheless be improper.

1.1.64 Example Take X := R, let U be an ultrafilter which converges to ∞ (in
R), put I := i(U ) and for each z ∈ R let s(z) := i(ż) ⊕ |z|. Then c(Σs(I)) =
supU∈U inf z∈U c(s(z)) = ∞ and hence Σs(I) = ZR.

Given a set X we now define a notion of convergence for functional ideals which
we will refer to as the functional ideal convergence.

1.1.65 Definition (Functional ideal convergence) A relation � ⊆ F(X) × X is
called a functional ideal convergence if it satisfies the following properties.

(F1) For every x ∈ X : i(ẋ) � x .
(F2) If (I j ) j∈J is a family of functional ideals then

⋂
j∈J I j � x if and only if

I j � x for every j ∈ J .
(F3) If s : X −→ F(X) is a selection of functional ideals such that s(z) � z for all

z ∈ X and I is a functional ideal such that I � x then Σs(I) � x .

1.1.66 Proposition Given a functional ideal convergence � on X, for any proper
functional ideal I ∈ F(X) and x ∈ X, the following properties are equivalent.

1. I � x.
2. ∀H ∈ Pm(I) : H � x.
3. ∀H ∈ P(I) : H � x.

Proof This follows from 1.1.55 and (F2). �
Aswas the case for limit operators, here tooweare able to prove a useful alternative

characterization which entails a weakening of (F2) and a strengthening of (F3).
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1.1.67 Theorem A relation � ⊆ F(X) × X satisfying (F1) is a functional ideal
convergence if and only if it satisfies the properties.

(F2w) For any K ⊆ I and any x ∈ X: K � x ⇒ I � x.
(F) For any set J , for any ψ : J −→ X, for any s : J −→ F(X), for any

I ∈ F(J ) and for any x ∈ X

(∀ j ∈ J : s( j) � ψ( j) and ψ(I) � x) ⇒ Σs(I) � x .

Proof To show that (F2) is fulfilled, let I j , j ∈ J be a family of functional ideals
such that I j � x for every j ∈ J . Define s, ψ and I as follows

s : J −→ F(X) : j �→ I j ,

ψ : J −→ X : j �→ x,

I := 0̇ = {0}.

Then it follows that Σs(I) = ⋂
j∈J I j , ψ(I) = i(ẋ) � x , which, from (F), shows

that
⋂

j∈J I j � x . The other implication follows from (F2w).
That (F) implies (F3) is trivial.
Conversely, suppose that J , s, ψ and I are as in (F) and put

r : X −→ F(X) : x �→
{
i(ẋ) x �∈ ψ(J ),
⋂

j∈ψ−1(x) s( j) x ∈ ψ(J ).

Then it follows that for any μ ∈ I

⋂

x∈X

r(x) ⊕ ψ(μ)(x) ⊆
⋂

x∈ψ(J )

⋂

j∈ψ−1(x)

s( j) ⊕ ψ(μ)(x)

=
⋂

x∈ψ(J )

⋂

j∈ψ−1(x)

s( j) ⊕ ( inf
k∈ψ−1(x)

μ(k))

⊆
⋂

x∈ψ(J )

⋂

j∈ψ−1(x)

s( j) ⊕ μ( j)

=
⋂

j∈J

s( j) ⊕ μ( j)

which shows that Σr(ψ(I)) ⊆ Σs(I). Now it follows by (F1) that r(z) � z for
z �∈ ψ(J ) and by (F2) that for z ∈ ψ(J ) also

r(z) =
⋂

j∈ψ−1(z)

s( j) � z.

Since moreoverψ(I) � x it follows from (F3) thatΣr(ψ(I)) � x and hence again
by (F2) that Σs(I) � x . �
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1.2 The Objects

In spite of the fact that all the concepts which were defined in the foregoing section
are both conceptually and technically very different from each other, they are all
equivalent. In this section we will prove that one type of structure unambiguously
determines a unique structure of each of the other types, and we will also give several
precise formulas for going from one structure to another. A structure derived from
another one by such a transition will be referred to as an associated structure.

Since we have many different types of structures there are of course very many
possible transitions. Although we will describe a fair number of these, we will not
attempt to describe them all. Rather, we will restrict ourselves to those which are
needed to prove the equivalence and to those which are interesting and natural. Each
theorem giving such a transition will be marked with an indication of its precise
nature.

First, we will give the transitions as indicated in Fig. 1.1, from which it will result
that all ten structures are equivalent with each other.

Second, we will give explicit non-circuitous formulas for a number of transitions
as indicated in Fig. 1.2. In both these diagrams, the numbers next to the arrows refer
to the theorems where the transition formulas are proved. The number above (right)
is for the arrow left-right (up-down).

At the end of the book (see pages 431–434) in the appendix, for easy reference,
we recall all the formulas which have been proved in both diagrams.

Fig. 1.1 Fundamental equivalences and transitions between the structures
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Fig. 1.2 Further transitions between the structures

1.2.1 Theorem (D ⇒ L) If δ : X × 2X −→ P is a distance on X, then the function

λ : F(X) −→ P
X : F �→ sup

U∈secF
δU

is a limit operator on X. Moreover, for any x ∈ X and A ∈ 2X , we have

δ (x, A) = inf
U ∈U(A)

λU (x).

Proof (L1) follows from (D1). To prove (L2), let (F j ) j∈J be a family of filters on
X . Then it follows that we have

λ (
⋂

j∈J

F j ) = sup
U∈sec⋂

j∈J F j

δU

= sup
U∈⋃

j∈J secF j

δU

= sup
j∈J

sup
U∈secF j

δU

= sup
j∈J

λ (F j ).
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To prove (L3), letF ∈ F(X) and let (σ(y))y∈X be a selection of filters on X . Next let

ε := sup
y∈X

λ (σ(y))(y).

First suppose that all filters involved are ultrafilters. For any D ∈ Σσ(F ), there
exists an F ∈ F such that, for all y ∈ F , D ∈ σ(y). Consequently,

δ (y, D) ≤ λ (σ(y))(y) ≤ ε .

This proves that D(ε) ∈ F and then it follows from (D4) that

δD ≤ δD(ε) + ε ≤ λF + ε .

By the arbitrariness of D ∈ Σσ(F ) it follows that

λΣσ(F ) = sup
D∈Σσ(F )

δD ≤ λF + ε .

Secondwe consider the casewhere all filters involved are arbitrary. For each selection
ρ ∈ ∏

y∈X
U(σ(y)), let

ερ := sup
y∈X

λ (ρ(y))(y).

A straightforward verification shows that

ε = sup
ρ∈ ∏

y∈X
U(σ(y))

ερ .

From the result for ultrafilters it follows that, for any ρ ∈ ∏

y∈X
U(σ(y)) and

U ∈ U(F ),

λΣρ(U ) ≤ λU + ερ .

It then follows from (L2) and 1.1.3 that

λΣσ(F ) = sup
ρ∈ ∏

y∈X
U(σ(y))

sup
U ∈U(F )

λΣρ(U )

≤ sup
ρ∈ ∏

y∈X
U(σ(y))

sup
U ∈U(F )

(λU + ερ )

= λF + ε .
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To prove the final claim of the theorem, first note that one inequality is clear. To
prove the other one, let x ∈ X and A ∈ 2X . It follows from the definition of λ , and
upon applying complete distributivity, that

inf
U ∈U(A)

λU = sup
ζ∈ ∏

U ∈U(A)

U
inf

U ∈U(A)
δζ (U ).

Now, by 1.1.4, for each ζ ∈ ∏

U ∈U(A)

U , we can find a finite subset Uζ ⊆ U(A) such

that A ⊆ ⋃

U ∈Uζ

ζ (U ). Consequently it follows from (D3) that

inf
U ∈U(A)

λU ≤ sup
ζ∈ ∏

U ∈U(A)

U
δ(

⋃

U ∈Uζ
ζ (U )) ≤ δA,

which proves the remaining inequality. �

1.2.2 Theorem (L ⇒ D) If λ : F(X) −→ P
X is a limit operator on X, then the

function

δ : X × 2X −→ P : (x, A) �→ inf
U ∈U(A)

λU (x)

is a distance on X. Moreover, for any F ∈ F(X) and x ∈ X, we have

λF (x) = sup
U∈secF

δ (x, U ).

Proof (D1) follows from (L1), (D2) is trivial, and (D3) follows from the fact that,
for any A, B ∈ 2X , we have U(stackA ∪ B) = U(stackA)∪U(stackB). We will now
prove the final claim of the theorem since we will require this in the proof of (D4).
Let λ ′ be defined as

λ ′ : F(X) −→ P
X : F �→ sup

U∈secF
δU .

Let U ∈ U(X). Then first we have

λ ′U = sup
U∈U

δU = sup
U∈U

inf
W ∈U(U )

λW ≤ λU .

Second, by complete distributivity, we have

λ ′U = sup
U∈U

inf
W ∈U(U )

λW

= inf
θ∈ ∏

U∈U
U(U )

sup
U∈U

λ (θ (U )).
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Furthermore, for any θ ∈ ∏

U∈U
U(U ) and any U ∈ U , we have U ∈ θ (U ) and thus

⋂

U∈U
θ (U ) ⊆ U . From (L2) it then follows that

λU ≤ λ (
⋂

U∈U
θ (U )).

Since this holds for all θ ∈ ∏

U∈U
U(U ), it follows that

λU ≤ λ ′U .

Consequently λ and λ ′ coincide on ultrafilters. From the definition of λ ′ and the fact
that λ fulfils (L2), this, however, suffices to conclude that λ = λ ′.

In order now to prove (D4), let A ∈ 2X , ε ∈ R
+, and W ∈ U(A(ε))

Claim: ∀y ∈ A(ε), ∃σ(y) ∈ U(A) such that λ (σ(y))(y) ≤ ε .
Indeed, if not then, for some y ∈ A(ε) and for all U ∈ U(A), we have

ε < λU (y) = λ ′U (y) = sup
U∈U

δ (y, U ).

Consequently, for allU ∈ U(A), we can findUU ∈ U such that ε < δ (y, UU ). By

1.1.4 we can then find U1, . . . ,Un ∈ U(A) such that A ⊆
n⋃

i=1
UUi . It then follows

from (D3) that

ε <
n
inf
i=1

δ (y, UUi ) = δ (y,

n⋃

i=1

UUi ) ≤ δ (y, A),

which is in contradiction with the choice of y. This proves our claim. Consequently,
for all y ∈ A(ε), we can fix some σ(y) ∈ U(A) such that λ (σ(y))(y) ≤ ε . For
y /∈ A(ε) we let σ(y) := ẏ. Next we let

ε ′ := sup
y∈X

λ (σ(y))(y).

Since A ∈ ⋂

y∈A(ε)

σ(y) it follows that A ∈ Σσ(W ) and consequently, by 1.1.3,

Σσ(W ) ∈ U(A). From the definition of δ and making use of (L3) we then obtain,
for all x ∈ X ,

δ (x, A) ≤ λ (Σσ(W ))(x)

≤ λW (x) + ε ′

≤ λW (x) + ε .
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Since this holds for all W ∈ U(A(ε)), it follows that

δ (x, A) ≤ δ (x, A(ε)) + ε . �

The foregoing two theorems show that distances and limit operators are equivalent
concepts. Together with approach systems and gauges they form the most important
and useful structures.

1.2.3 Corollary For any A ⊆ X and x ∈ X: δ (x, A) = inf
F∈F(A)

λF (x).

1.2.4 Theorem (D ⇒ G) If δ : X × 2X −→ P is a distance on X, then

G :=
{

d ∈ qMet(X) | ∀A ⊆ X,∀x ∈ X : inf
a∈A

d(x, a) ≤ δ (x, A)

}

is a gauge on X.

Proof Let G0 ∈ 2(G ), x ∈ X , and A ⊆ X . Then, by complete distributivity, we have
that inf

a∈A
sup
d∈G0

d(x, a) = sup
ϕ∈G A

0

inf
a∈A

ϕ(a)(x, a). If we fix ϕ ∈ G A
0 , then it follows that

inf
a∈A

ϕ(a)(x, a) = inf
d∈G0

inf
a∈ϕ−1(d)

d(x, a)

≤ inf
d∈G0

δ (x, ϕ−1(d))

= δ (x, A).

Hence it follows thatG is closed under the formation of finite suprema. The remaining
properties of an ideal are trivial.

If d ∈ qMet(X) is such that, for all x ∈ X, ε > 0, and ω < ∞, there exists
d ′ ∈ G such that d(x, ·)∧ω ≤ d ′(x, ·)+ε then it follows at once that, for any ε > 0
and ω < ∞,

inf
a∈A

d(x, a) ∧ ω ≤ inf
a∈A

d ′(x, a) + ε

≤ δ (x, A) + ε .

By the arbitrariness of ε andω this proves that d ∈ G . HenceG is locally saturated. �
In order to be able to work with the gauge associated with a distance, as given

by the foregoing theorem, it will be useful to have a specified set of quasi-metrics in
that gauge. The following proposition provides us with such a collection.

1.2.5 Proposition If δ : X × 2X −→ P is a distance on X, then, for any ζ ∈ R
+

and Z ⊆ X, the function
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dζ
Z : X × X −→ P : (x, y) �→ (δ (x, Z) ∧ ζ ) � (δ (y, Z) ∧ ζ )

is a quasi-metric in the gauge associated with δ .

Proof That dζ
Z is a quasi-metric is easily seen. Let x ∈ X and A ⊆ X . Then it

follows from (D4) that

inf
a∈A

dζ
Z (x, a) = inf

a∈A
(δ (x, Z) ∧ ζ ) � (δ (a, Z) ∧ ζ )

≤ (δ (x, Z) ∧ ζ ) � (sup
a∈A

δ (a, Z) ∧ ζ )

≤ ((δ (x, A) + sup
a∈A

δ (a, Z)) ∧ ζ ) � (sup
a∈A

δ (a, Z) ∧ ζ )

≤ (δ (x, A) + sup
a∈A

δ (a, Z) ∧ ζ ) � (sup
a∈A

δ (a, Z) ∧ ζ )

= δ (x, A).

By the characterization given in 1.2.4 this proves that dζ
Z is indeed a member of the

gauge associated with δ . �
1.2.6 Theorem (G ⇒ D) If H ⊆ qMet(X) is a gauge basis on X, then the function

δ : X × 2X −→ P : (x, A) �→ sup
d∈H

inf
a∈A

d(x, a)

is a distance on X.

Proof Verification of (D1) and (D2) is straightforward. To show (D3), note that
one inequality is obvious from the formula. To prove the other one, letδ (x, A) ∧
δ (x, B) > α , then there exist d1, d2 ∈ H such that

inf
a∈A

d1(x, a) > α and inf
b∈B

d2(x, b) > α .

Now take ε > 0 and ω < ∞ then by local directedness there exists d ∈ H such that

sup
e∈H

inf
c∈A∪B

e(x, c) + ε ≥ inf
c∈A∪B

d(x, c) + ε

≥ ( inf
a∈A

d1 ∨ d2(x, a)) ∧ ( inf
b∈B

d1 ∨ d2(x, b)) ∧ ω

≥ α ∧ ω

which by the arbitrariness of ε and ω show the other inequality. To show (D4) let
x ∈ X, A ⊆ X, and ε > 0 be fixed. Then, for any b ∈ A(ε), d ∈ H , and θ > 0,
there exists ad ∈ A such that d(b, ad) ≤ ε + θ . Consequently,
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d(x, ad) ≤ d(x, b) + d(b, ad)

≤ d(x, b) + ε + θ ,

which proves that inf
a∈A

d(x, a) ≤ inf
b∈A(ε)

d(x, b) + ε + θ . Since this holds for all

d ∈ H , it follows that δ (x, A) ≤ δ (x, A(ε)) + ε . �
1.2.7 Theorem If δ is a distance on X and G is the associated gauge, then for all
x ∈ X and A ⊆ X we have

δ (x, A) = sup
d∈G

inf
a∈A

d(x, a).

Proof Let x ∈ X and A ⊆ X . It follows at once from 1.2.4 that sup
d∈G

inf
a∈A

d(x, a) ≤
δ (x, A). Making use of 1.2.5, we further obtain

sup
d∈G

inf
a∈A

d(x, a) ≥ sup
ζ∈R+

sup
Z⊆X

inf
a∈A

dζ
Z (x, a)

≥ sup
ζ∈R+

inf
a∈A

dζ
A(x, a)

= sup
ζ∈R+

inf
a∈A

(δ (x, A) ∧ ζ ) � (δ (a, A) ∧ ζ )

= sup
ζ∈R+

δ (x, A) ∧ ζ = δ (x, A),

which proves the other inequality. �
1.2.8 Corollary If δ is a distance on X, then for any x ∈ X and A ⊆ X

δ (x, A) = sup
ζ∈R+

sup
Z⊆X

inf
a∈A

dζ
Z (x, a).

In spite of the fact that it is large enough to generate the distance, the collection of

all quasi-metrics dζ
Z as introduced in 1.2.5, is not a basis for the gauge associatedwith

δ since it is not locally directed. In 1.2.55 we will discover an enlarged collection
which is a basis for the gauge. See also the remarks after 1.2.12.

1.2.9 Proposition If δ is a distance on X and D ⊆ qMet(X) is locally directed
such that, for all x ∈ X and A ⊆ X, we have δ (x, A) = sup

d∈D
inf
a∈A

d(x, a), then D is

a basis for the gauge G associated with δ .

Proof It follows from 1.2.4 thatD ⊆ G . Suppose that there exists d0 ∈ G \ D̂ . Then
d0 is not locally dominated by D and hence there exist x ∈ X , ε > 0, and ω < ∞
such that, for all d ∈ D ,

d0(x, ·) ∧ ω � d(x, ·) + 2ε .
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For each D0 ⊆ D finite, let A(D0) := {
y ∈ X | d0(x, y) ∧ ω > supd∈D0

d(x, y) + ε
}
. By local directedness, given D0 ⊆ D finite we can find e ∈ D

such that

sup
d∈D0

d(x, y) ∧ ω ≤ e(x, y) + ε .

It then follows that

A(D0) ⊃ {y ∈ X | d0(x, y) ∧ ω > e(x, y) + 2ε}

where the latter set, by supposition, is nonempty. Hence the collection {A(D0) |
D0 ∈ 2(D)} is a basis for a filter. Then making use of 1.2.7, we obtain

sup
D0∈2(D)

δ (x, A(D0)) ∧ ω = sup
D0∈2(D)

sup
e∈D

inf
y∈A(D0)

e(x, y) ∧ ω

≤ sup
D0∈2(D)

sup
e∈D

inf
y∈A(D0∪{e})

( sup
d∈D0

d ∨ e)(x, y) ∧ ω

= sup
D0∈2(D)

inf
y∈A(D0)

sup
d∈D0

d(x, y) ∧ ω

≤ sup
D0∈2(D)

inf
y∈A(D0)

d0(x, y) ∧ ω − ε

≤ sup
D0∈2(D)

sup
e∈G

inf
y∈A(D0)

e(x, y) ∧ ω − ε

= sup
D0∈2(D)

δ (x, A(D0)) ∧ ω − ε,

which is a contradiction. �
1.2.10 Theorem If G ⊆ qMet(X) is a gauge on X and δ is the associated distance,
then

G =
{

d ∈ qMet(X) | ∀A ⊆ X,∀x ∈ X : inf
a∈A

d(x, a) ≤ δ (x, A)

}
.

Proof Since G is locally directed it follows from 1.2.9 that G is a basis for the

gauge

{
d ∈ qMet(X) | ∀A ⊆ X,∀x ∈ X : inf

a∈A
d(x, a) ≤ δ (x, A)

}
associated with

δ . However it is obviously also a basis for itself and hence the result follows. �
The combined results of 1.2.4, 1.2.6, 1.2.7, and 1.2.10 prove that distances and

gauges are equivalent systems.

1.2.11 Theorem (G ⇒ A) If H ⊆ qMet(X) is locally directed, then (B(x))x∈X ,
where, for each x ∈ X,

B(x) := {d(x, ·) | d ∈ H }
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is an approach basis on X. Moreover, if G denotes the gauge generated by H and
(A (x))x∈X denotes the approach system generated by (B(x))x∈X , then

G = {d ∈ qMet(X) | ∀x ∈ X : d(x, ·) ∈ A (x)} .

Proof That, for each x ∈ X , B(x) is an ideal basis follows from the fact that H
is locally directed, and that it satisfies (B1) and (B2) follows from the fact that the
members of G are quasi-metrics. To prove the final claim of the theorem it suffices
to note that d ∈ G is equivalent respectively to

∀x ∈ X,∀ε > 0,∀ω < ∞, ∃d ′ ∈ H : d(x, ·) ∧ ω ≤ d ′(x, ·) + ε
⇔∀x ∈ X,∀ε > 0,∀ω < ∞, ∃ϕ ∈ B(x) : d(x, ·) ∧ ω ≤ ϕ + ε
⇔∀x ∈ X : d(x, ·) ∈ A (x). �

1.2.12 Theorem (A ⇒ G) If (A (x))x∈X is an approach system on X, then

G := {d ∈ qMet(X) | ∀x ∈ X : d(x, ·) ∈ A (x)}

is a gauge on X.

Proof That G is an ideal in qMet(X) follows from the fact that, for each x ∈ X ,
A (x) is an ideal. That G is locally saturated follows from the fact that, for each
x ∈ X , A (x) is saturated. �

In order to conclude our proof that gauges and approach systems are equivalent
concepts we need some supplementary results. In particular, to be able to work with
the gauge associated with an approach system, as given by the foregoing theorem, we
again require a specified set of quasi-metrics in that gauge. The following proposition
provides us with such a collection.

1.2.13 Proposition If (B(x))x∈X is an approach basis on X, then, for any ζ ∈ R
+

and Z ⊆ X, the function

dζ
Z : X × X −→ P

where for any x, y ∈ X

dζ
Z (x, y) := sup

ϕ∈B(x)

inf
z∈Z

ϕ(z) ∧ ζ � sup
ψ∈B(y)

inf
z∈Z

ψ(z) ∧ ζ

is a quasi-metric in the gauge associated with A .

Proof That dζ
Z is a quasi-metric is easily seen. Let x ∈ X and ε > 0 be fixed. Choose

ϕ0 ∈ B(x) such that

sup
ϕ∈B(x)

inf
z∈Z

ϕ(z) ∧ ζ ≤ inf
z∈Z

ϕ0(z) ∧ ζ + ε
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and then choose a family (ψu)u∈X ∈ ∏

u∈X
B(u) such that, for all u, z ∈ X ,

ϕ0(z) ∧ ζ ≤ ψx (u) + ψu(z) + ε .

Then it follows that, for all y ∈ X ,

dζ
Z (x, y) = ( sup

ϕ∈B(x)

inf
z∈Z

ϕ(z) ∧ ζ ) � ( sup
ψ∈B(y)

inf
z∈Z

ψ(z) ∧ ζ )

≤ ( inf
z∈Z

ϕ0(z) ∧ ζ + ε) � ( inf
z∈Z

ψy(z) ∧ ζ )

≤ ( inf
z∈Z

(ψx (y) + ψy(z) + ε) ∧ ζ + ε) � ( inf
z∈Z

ψy(z) ∧ ζ )

≤ ( inf
z∈Z

(ψx (y) + ψy(z) ∧ ζ + ε) + ε) � ( inf
z∈Z

ψy(z) ∧ ζ )

≤ (ψx (y) + 2ε + inf
z∈Z

ψy(z) ∧ ζ ) � ( inf
z∈Z

ψy(z) ∧ ζ )

= ψx (y) + 2ε,

which by (A2) proves that, for all x ∈ X , dζ
Z (x, ·) ∈ B(x). Hence dζ

Z is indeed a
member of the gauge associated with B. �

The similarity between the quasi-metrics of the foregoing proposition and those
of 1.2.5 is not just a coincidence. Actually it will follow from 1.2.34 that they are the
same. Hence, even if it is somewhat prematurely, we are justified in using the same
notation.

1.2.14 Proposition If (A (x))x∈X is an approach system on X and G is the associ-
ated gauge, then for all x ∈ X and A ⊆ X we have

sup
ϕ∈A (x)

inf
a∈A

ϕ(a) = sup
d∈G

inf
a∈A

d(x, a).

Proof One inequality is an immediate consequence of the definition of G . Making
use of 1.2.13 we further obtain

sup
d∈G

inf
a∈A

d(x, a) ≥ sup
ζ∈R+

sup
Z⊆X

inf
a∈A

dζ
Z (x, a)

= sup
ζ∈R+

sup
Z⊆X

inf
a∈A

(( sup
ϕ∈A (x)

inf
z∈Z

ϕ(z) ∧ ζ ) � ( sup
ψ∈A (a)

inf
z∈Z

ψ(z) ∧ ζ ))

≥ sup
ζ∈R+

inf
a∈A

(( sup
ϕ∈A (x)

inf
z∈A

ϕ(z) ∧ ζ ) � ( sup
ψ∈A (a)

inf
z∈A

ψ(z) ∧ ζ ))

= sup
ζ∈R+

inf
a∈A

sup
ϕ∈A (x)

inf
z∈A

ϕ(z) ∧ ζ

= sup
ϕ∈A (x)

inf
z∈A

ϕ(z),

which proves the other inequality. �
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1.2.15 Theorem If (A (x))x∈X is an approach system on X and G is the associated
gauge, then, for all x ∈ X, we have that A (x) = B̂(x), where

B(x) = {d(x, ·) | d ∈ G } .

Proof It is immediately clear that, for all x ∈ X , B̂(x) ⊆ A (x). To show that the
converse inclusion also holds we make use of 1.2.14. Suppose that, for some x ∈ X ,
there exists ψ ∈ A (x)\ B̂(x). Hence ψ is not dominated by B(x), which implies
that we can find ε > 0 and ω < ∞ such that, for all d ∈ G ,

ψ ∧ ω � d(x, ·) + ε .

For each d ∈ G , let A(d) := {y ∈ X | ψ(y) ∧ ω > d(x, y) + ε}. Then it is clear
that, for all d, e ∈ G , A(d) ∩ A(e) = A(d ∨ e) �= ∅. Hence we obtain

sup
d∈G

sup
e∈G

inf
y∈A(d)

e(x, y) ∧ ω ≤ sup
d∈G

sup
e∈G

inf
y∈A(d∨e)

(d ∨ e)(x, y) ∧ ω

= sup
d∈G

inf
y∈A(d)

d(x, y) ∧ ω

≤ sup
d∈G

inf
y∈A(d)

(ψ(y) ∧ ω − ε) ∧ ω

≤ sup
d∈G

inf
y∈A(d)

ψ(y) ∧ ω − ε

≤ sup
d∈G

sup
ϕ∈A (x)

inf
y∈A(d)

ϕ(y) ∧ ω − ε,

which, by 1.2.14, is a contradiction. �
The combined results of 1.2.11, 1.2.12, and 1.2.15 show that gauges and approach

systems are equivalent systems.
Now we come to the relationship between distances and lower hull operators

where we involve the associated gauge.

1.2.16 Theorem (G ⇒ LH) If G ⊆ qMet(X) is a gauge on X then the function
l : P

X −→ P
X , defined by

l(μ)(x) := sup
d∈G

inf
y∈X

(μ(y) + d(x, y))

is a lower hull operator on X.

Proof That l fulfils (LH1), (LH2), and (LH4) is immediately seen. To prove (LH3),
let μ ∈ P

X . That l(l(μ)) ≤ l(μ) follows from (LH1). To show the converse inequality
let x ∈ X , then it follows that



1.2 The Objects 45

l(l(μ))(x) = sup
d∈G

inf
y∈X

(l(μ)(y) + d(x, y))

= sup
d∈G

inf
y∈X

( sup
d ′∈G

inf
z∈X

(μ(z) + d ′(y, z)) + d(x, y))

≥ sup
d∈G

inf
y∈X

( inf
z∈X

(μ(z) + d(y, z)) + d(x, y))

≥ sup
d∈G

inf
z∈X

(μ(z) + d(x, z)) = l(μ)(x). �

The foregoing formula also holds with a basis for the gauge rather than the entire
gauge, see 1.2.37.

1.2.17 Proposition If δ : X × 2X −→ P is a distance on X, and l is the lower hull
operator derived from the gauge associated with δ , then for all x ∈ X and A ⊆ X
we have

δ (x, A) = l(θA)(x).

Proof This is an immediate consequence of 1.2.7 and 1.2.16. �
1.2.18 Theorem (D ⇒ LH) If δ : X × 2X −→ P is a distance on X, and l is the
lower hull operator derived from the gauge associated with δ , then for any μ ∈ P

X

we have

l(μ) = sup
ω<∞

sup
ε>0

(
n(ε,ω)

inf
i=1

(mε,ω
i + δMε,ω

i
)

where for each ω < ∞, (
n(ε,ω)

inf
i=1

(mε,ω
i + θMε,ω

i
))ε>0 is a development of μ ∧ ω .

Proof This follows from 1.1.31 and 1.2.17. �
1.2.19 Theorem (LH ⇒ D) If l : P

X −→ P
X is a lower hull operator on X, then

the function

δ : X × 2X −→ P : (x, A) �→ l(θA)(x)

is a distance on X.

Proof Properties (D1), (D2), and (D3) are immediate. To prove (D4) first remark
that, for any A ⊆ X and ε ∈ R

+, it follows from the definition of A(ε) that

l(θA) ≤ θA(ε) + ε,

and consequently, it follows that

δA = l(θA) = l(l(θA)) ≤ l(θA(ε) + ε) = l(θA(ε) ) + ε = δA(ε) + ε . �
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1.2.20 Theorem If l : P
X −→ P

X is a lower hull operator on X, δ is the distance
associated with l, andG is the gauge associated with δ , then for all μ ∈ P

X and x ∈ X

l(μ)(x) = sup
d∈G

inf
y∈X

(μ(y) + d(x, y)).

Proof If we define the function l′ : P
X −→ P

X by

l′(μ)(x) := sup
d∈G

inf
y∈X

(μ(y) + d(x, y)),

then it follows from 1.2.16 that l′ is a lower hull operator. By 1.1.30 we know that
lower hull operators are completely determined by their restriction to I nd(X). Hence,
to prove the theorem, it suffices to note that by 1.2.7, for any x ∈ X and A ⊆ X ,

l′(θA)(x) = sup
d∈G

inf
y∈X

(θA(y) + d(x, y))

= sup
d∈G

inf
y∈A

d(x, y)

= δ (x, A) = l(θA)(x). �

Taking into account that we already know that distances and gauges are equivalent
systems, the combined results of 1.2.16, 1.2.18, 1.2.19, and 1.2.20 show that distances
and lower hull operators are equivalent systems.

1.2.21 Theorem (D ⇒ T) If δ : X × 2X −→ P is a distance on X, then the family
(tε )ε∈R+ , where tε : 2X −→ 2X , defined by

tε (A) := A(ε),

is a tower on X. Moreover, for any x ∈ X and A ⊆ X, we have

δ (x, A) = inf
{
ε ∈ R

+ | x ∈ tε (A)
}
.

Proof (T1), (T2), and (T3) follow easily from (D1), (D2), and (D3). To prove (T4)
let A ⊆ X , ε ,γ ∈ R

+, and x ∈ tε (tγ (A)). This implies that δ (x, A(γ)) ≤ ε and
thus, by (D4), that δ (x, A) ≤ ε + γ , i.e. x ∈ tε+γ (A). (T5) and the last claim of the
theorem follow at once from the definitions. �
1.2.22 Theorem (T ⇒ D) If (tε )ε∈R+ is a tower on X, then the function

δ : X × 2X −→ P,

defined by

δ (x, A) := inf
{
ε ∈ R

+ | x ∈ tε (A)
}
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is a distance on X. Moreover, for all ε ∈ R
+ and A ⊆ X we have that

tε (A) = A(ε).

Proof (D1), (D2) and (D3) follow easily from (T1), (T2), and (T3). To prove (D4)
we first prove the last claim of the theorem. Let x ∈ X , A ⊆ X , and ε ∈ R

+. Then

x ∈ A(ε) ⇒ inf
{
α ∈ R

+ | x ∈ tα (A)
} ≤ ε

⇒ ∀α > ε : x ∈ tα (A)

⇒ x ∈ ⋂

α>ε
tα (A) = tε (A).

Conversely we have

x ∈ tε (A) ⇒ δ (x, A) = inf
{
α ∈ R

+ | x ∈ tα (A)
} ≤ ε ⇒ x ∈ A(ε).

(D4) now follows from the observation that ifδ (x, A(ε)) < α then x ∈ tα (A(ε)) =
tα (tε (A)) ⊆ tα+ε (A) and thus δ (x, A) ≤ α + ε . �

The foregoing results 1.2.21 and 1.2.22 show that distances and towers are equiv-
alent structures.

1.2.23 Theorem (LR ⇒ LH) If L is a lower regular function frame on X, then the
function l : P

X −→ P
X , defined by

l(μ) := sup {ν ∈ L | ν ≤ μ} ,

is a lower hull operator on X. Moreover,

L =
{

μ ∈ P
X | l(μ) = μ

}
.

Proof This is perfectly similar to the analogous result in topological spaces concern-
ing the relationship between closed sets and closure operator, with the exception of
(LH4). Let μ ∈ P

X and let α ∈ P. Then

l(μ + α) = sup
{
ξ ∈ L | ξ ≤ μ + α

}

= sup
{
ξ ∈ L | α ≤ ξ ≤ μ + α

}

= sup
{
ξ − α | ξ ∈ L, α ≤ ξ , ξ − α ≤ μ

} + α
= sup

{
ρ ∈ L | ρ ≤ μ

} + α
= l(μ) + α . �

1.2.24 Theorem (LH ⇒ LR) If l : P
X −→ P

X is a lower hull operator on X, then

L :=
{

μ ∈ P
X | l(μ) = μ

}
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is a lower regular function frame on X. Moreover, for all μ ∈ P
X we have that

l(μ) = sup {ν ∈ L | ν ≤ μ} .

Proof Again, this is perfectly similar to the analogous result in topological spaces
concerning the relationship between closed sets and closure operator, with the excep-
tion of (LR3) and (LR4). Let μ ∈ R. If α ∈ P, then

l(μ + α) = l(μ) + α = μ + α,

and hence μ + α ∈ L. If α ∈ [0, inf μ], then it follows from 1.1.27 that l(μ − α) =
μ − α and hence again μ − α ∈ L. �

The foregoing results 1.2.23 and 1.2.24 show that lower hulls and lower regular
function frames are equivalent structures.

1.2.25 Theorem (G ⇒ UH) If G is a gauge on X then the function u : P
X
b −→ P

X
b ,

defined by

u(μ)(x) := inf
d∈G

sup
y∈X

(μ(y) − d(x, y))

is an upper hull operator on X and moreover

G = {d ∈ qMet(X) | ∀x ∈ X,∀ω < ∞ : u(d(x, ·) ∧ ω)(x) = 0}.

Proof That u fulfils (UH0), (UH1), (UH2) and (UH4) is immediate. To show (UH3)
it suffices to calculate

u(u(μ))(x) = inf
d∈G

sup
y∈X

( inf
e∈G

sup
z∈X

(μ(z) − e(y, z)) − d(x, y))

≤ inf
d∈G

sup
y∈X

sup
z∈X

(μ(z) − d(y, z) − d(x, y))

≤ inf
d∈G

sup
y∈X

sup
z∈X

(μ(z) − d(x, z))

= inf
d∈G

sup
z∈X

(μ(z) − d(x, z)) = u(μ)(x).

For the second claim, first let d ∈ G then it follows that for any ω < ∞ and y ∈ X

u(d(x, ·) ∧ ω)(x) = inf
e∈G

sup
z∈X

(d(x, z) ∧ ω − e(x, z))

≤ sup
z∈X

(d(x, z) ∧ ω − d(x, z)) = 0

which proves one inclusion. To prove the other inclusion, if d ∈ qMet(X) is such
that for all x ∈ X and ω < ∞, u(d(x, ·) ∧ ω)(x) = 0 then it follows that
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∀x ∈ X,∀ω < ∞ : inf
e∈G

sup
z∈X

(d(x, z) ∧ ω − e(x, z)) = 0

which implies that

∀x ∈ X,∀ω < ∞,∀ε > 0, ∃e ∈ G : d(x, ·) ∧ ω − e(x, ·) ≤ ε

which in turn implies that d ∈ G . �
In what follows, given any bounded function ν ∈ P

X
b we define the quasi-metric

dν as

dν : X × X −→ R : (x, y) �→ ν(y) � ν(x).

1.2.26 Theorem (UH ⇒ G) If u is an upper hull operator on X then

G := {d ∈ qMet(X) | ∀ω < ∞,∀x ∈ X : u(d(x, ·) ∧ ω)(x) = 0}

is a gauge and moreover, for any μ bounded, du(μ) ∈ Gb and for any x ∈ X we have

u(μ)(x) = inf
d∈G

sup
y∈X

(μ(y) − d(x, y)).

Proof The first claim follows immediately from (UH0), (UH2) and (UH4). The
second claim follows from (UH3) since

u(du(μ)(x, ·))(x) = u(u(μ) � u(μ)(x))(x) = u(u(μ))(x) � u(μ)(x) = 0.

For the last claim finally

inf
d∈G

sup
y∈X

(μ(y) − d(x, y)) ≤ sup
y∈X

(μ(y) − u(μ)(y) � u(μ)(x))

≤ sup
y∈X

(μ(y) − u(μ)(y) + u(μ)(x))

≤ u(μ)(x)

and conversely, if infd∈G supy∈X (μ(y) − d(x, y)) < α then there exists e ∈ G such
that for all y ∈ X , μ(y) − e(x, y) ≤ α and thus μ � α ≤ e(x, ·). Consequently

u(μ)(x) � α = u(μ � α)(x) ≤ u(e(x, ·))(x) = 0

which implies that u(μ)(x) ≤ α . �
The foregoing results 1.2.25 and 1.2.26 show that gauges and upper hulls are

equivalent structures.

1.2.27 Proposition If u is an upper hull operator on X, G is the associated gauge
and d is a quasi-metric then the following properties are equivalent.
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1. d ∈ G .
2. ∀x ∈ X,∀ω < ∞ : u(d(x, ·) ∧ ω)(x) = 0.
3. ∀x ∈ X,∀ω < ∞ : u(d(x, ·) ∧ ω) = d(x, ·) ∧ ω .

Proof That the first and second property are equivalent was shown in 1.2.26 and that
the third property implies the second one is evident. To show that the first property
implies the third one it suffices to note that for any x, y ∈ X and any ω < ∞

u(d(x, ·) ∧ ω)(y) = inf
e∈G

sup
z∈X

(d(x, z) ∧ ω − e(y, z))

≤ sup
z∈X

(d(x, z) ∧ ω − d(y, z) ∧ ω)

≤ d(x, y) ∧ ω . �

1.2.28 Theorem (UR ⇒ UH) If U is an upper regular function frame then

u : P
X
b −→ P

X
b : μ �→ inf{ν ∈ U | μ ≤ ν}

is an upper hull operator and moreover U = {μ | u(μ) = μ}.
Proof This is analogous to 1.2.23 and we leave this to the reader. �
1.2.29 Theorem (UH ⇒ UR) If u : P

X
b −→ P

X
b is an upper hull operator then

U = {μ | u(μ) = μ} is an upper regular function frame and moreover for any
μ ∈ P

X
b , u(μ) = inf{ν ∈ U | μ ≤ ν}.

Proof This is analogous to 1.2.24 and we leave this to the reader. �
The foregoing results 1.2.28 and 1.2.29 show that upper hulls and upper regular

function frames are equivalent structures.

1.2.30 Corollary (UR ⇒ G) If U is an upper regular function frame and G is the
associated gauge then for any quasi-metric d we have that d ∈ G if and only if for
all x ∈ X and ω < ∞, d(x, ·) ∧ ω ∈ U.

1.2.31 Theorem (A ⇒ F) Given an approach system A on X the relation

I � x ⇔ Ab(x) ⊆ I

is a functional ideal convergence on X. Moreover, for any x ∈ X

Ab(x) =
⋂

{J | J � x}.

Proof (F1) and (F2) are evident from the definition. To prove (F3) take a selection
of functional ideals s : X −→ F(X) such that s(z) � z for all z ∈ X and a
functional ideal I such that I � x . For each μ ∈ Ab(x) and ε > 0 there is a family
(μz)z∈X ∈ ∏

z∈X Ab(z) such that for all y, z ∈ X we have
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μ(z) ≤ μx (y) + μy(z) + ε .

We now define

νε := inf
z∈X

(μz + μx (z)).

Since for each z ∈ X we have Ab(z) ⊆ s(z) the function μz + μx (z) is an element
of s(z) ⊕ μx (z) and hence

νε ∈
⋂

z∈X

s(z) ⊕ μx (z).

Further, since μx ∈ Ab(x) ⊆ I it follows that

νε ∈
⋃

ϕ∈I

⋂

z∈X

s(z) ⊕ ϕ(z) = Σs(I).

Finally, since μ ≤ νε + ε , and we can find such νε for each ε > 0 it follows that
μ ∈ Σs(I) and hence Σs(I) � x . The final claim is evident. �
1.2.32 Theorem (F ⇒ A) Given a functional ideal convergence � the collection
of functional ideals

Ab(x) :=
⋂

{J | J � x}, x ∈ X,

defines a bounded approach system on X. Moreover, for any J ∈ F(X) and x ∈ X,
J � x if and only if Ab(x) ⊆ J.

Proof Because i(ẋ) � x it follows that μ(x) = 0 for each μ ∈ Ab(x). Now take
μ ∈ Ab(x) and ε > 0 and define

s : X −→ F(X) : z �→ Ab(z).

Then it follows from (F3) that Ab(x) ⊆ Σs(Ab(x)). Hence there is ϕ ∈ Ab(x) and
for each z ∈ X a ϕz ∈ Ab(z) such that

μ ≤ inf
z∈X

ϕz + ϕ(z) + ε .

If we now define

μx := ϕ ∨ ϕx and μz := ϕz for each z �= x

then it follows that for all y, z ∈ X we have μ(y) ≤ μx (z) + μz(y) + ε . Hence
(Ab(x))x∈X is a bounded approach system.

The final claim is evident. �
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The foregoing results 1.2.31 and 1.2.32 show that approach systems and functional
ideal convergence are equivalent structures.

We have now seen the basic transitions in the diagram of Fig. 1.1 at the beginning
of this section, which prove that the ten different types of structures are equivalent
with each other. For the transition from distances to lower hull operators we went
via gauges. Often, however, it will be necessary to have a non-circuitous transition
from one structure to another. In the rest of this section we will derive some such
non-circuitous transitions, some of which we will require in the sequel.

1.2.33 Theorem (D ⇒ A) If δ : X × 2X −→ P is a distance on X, then the
associated approach system (A (x))x∈X is given by

A (x) =
{

ϕ ∈ P
X |∀A ⊆ X : inf

a∈A
ϕ(a) ≤ δ (x, A)

}
.

Proof It follows from 1.2.4 and 1.2.11 that the approach system (A (x))x∈X associ-
ated with δ is generated by the basis (B(x))x∈X where for each x ∈ X

B(x) =
{

d(x, ·)|d ∈ qMet(X),∀A ⊆ X : inf
a∈A

d(x, a) ≤ δ (x, A)

}
.

For all x ∈ X , let us put

C (x) :=
{

ϕ ∈ P
X | ∀A ⊆ X : inf

a∈A
ϕ(a) ≤ δ (x, A)

}
.

Then it is immediately clear that, for all x ∈ X , A (x) ⊆ C (x). Let G stand for the
gauge associated with δ and suppose that there exists ψ ∈ C (x)\ A (x). Then it
follows that ψ is not dominated by B(x) and hence there exist ε > 0 and ω < ∞
such that, for all d ∈ G ,

ψ ∧ ω � d(x, ·) + ε .

For each d ∈ G , let A(d) := {y ∈ X | ψ(y) ∧ ω > d(x, y) + ε}. Then it is clear
that, for all d, e ∈ G , A(d) ∩ A(e) = A(d ∨ e) �= ∅. Hence, from 1.2.7, we obtain

sup
d∈G

δ (x, A(d)) ∧ ω = sup
d∈G

sup
e∈G

inf
y∈A(d)

e(x, y) ∧ ω

≤ sup
d∈G

sup
e∈G

inf
y∈A(d)

(d ∨ e)(x, y) ∧ ω

= sup
d∈G

inf
y∈A(d)

d(x, y) ∧ ω

≤ sup
d∈G

inf
y∈A(d)

(ψ(y) ∧ ω − ε) ∧ ω

≤ sup
d∈G

inf
y∈A(d)

ψ(y) ∧ ω − ε
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≤ sup
d∈G

sup
ϕ∈A (x)

inf
y∈A(d)

ϕ(y) ∧ ω − ε

≤ sup
d∈G

δ (x, A(d)) ∧ ω − ε,

which is a contradiction. �
1.2.34 Theorem (A ⇒ D) If (A (x))x∈X is an approach system on X, then the
associated distance is given by

δ (x, A) = sup
ϕ∈A (x)

inf
a∈A

ϕ(a).

Proof This follows from 1.2.6 and 1.2.14. �
1.2.35 Theorem (LH ⇒ A) If l : P

X −→ P
X is a lower hull operator on X, then

the associated approach system (A (x))x∈X is given by

A (x) =
{

ϕ ∈ P
X |∀μ ∈ P

X : inf
y∈X

(μ + ϕ)(y) ≤ l(μ)(x)

}
.

Proof This follows from 1.2.33 and the fact that, by 1.1.31, if ϕ fulfils the property
inf
a∈A

ϕ(a) ≤ l(θA)(x), for all A ⊆ X , then it also fulfils the property inf
y∈X

(μ +ϕ)(y) ≤
l(μ)(x), for all μ ∈ P

X , as can easily be verified. �
We often prove and use formulas involving the complete gauge and the complete

approach system. The following two propositions show that in most cases we can
safely replace a gauge or approach system by a basis.

1.2.36 Proposition If (A (x))x∈X is an approach system on X with basis (B(x))x∈X ,
then the following formulas hold.

1. For any x ∈ X and A ⊆ X: sup
ϕ∈A (x)

inf
a∈A

ϕ(a) = sup
ϕ∈B(x)

inf
a∈A

ϕ(a).

2. For any x ∈ X and μ ∈ P
X : sup

ϕ∈A (x)

inf
y∈X

(μ +ϕ)(y) = sup
ϕ∈B(x)

inf
y∈X

(μ +ϕ)(y).

3. For any x ∈ X and μ ∈ P
X
b : inf

ϕ∈A (x)

sup
y∈X

(μ − ϕ)(y) = inf
ϕ∈B(x)

sup
y∈X

(μ − ϕ)(y).

4. For any x ∈ X andF ∈ F(X): sup
ϕ∈A (x)

inf
F∈F

sup
y∈F

ϕ(y) = sup
ϕ∈B(x)

inf
F∈F

sup
y∈F

ϕ(y).

5. For any x ∈ X andF ∈ F(X): sup
ϕ∈A (x)

sup
F∈F

inf
y∈F

ϕ(y) = sup
ϕ∈B(x)

sup
F∈F

inf
y∈F

ϕ(y).

Proof We only give the proof of the first and third formula, the other ones are similar.
For the first formula, one inequality is trivial. To prove the other inequality let

ϕ ∈ A (x) be fixed. Then it follows from the definition of a basis for an approach
system that there exists a family (ϕω

ε )ε>0,ω<∞ in B(x) which dominates ϕ . From
this it follows that, for all ω < ∞,
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inf
a∈A

ϕ(a) ∧ ω ≤ inf
ε>0

inf
a∈A

ϕω
ε (a) + ε

≤ inf
ε>0

sup
ψ∈B(x)

inf
a∈A

ψ(a) + ε

= sup
ψ∈B(x)

inf
a∈A

ψ(a).

For the third formula, again one inequality is trivial. To prove the other one let
ϕ ∈ A (x) be fixed. Then, again, from the definition of a basis for an approach
system it follows that we can find a family (ϕω

ε )ε>0,ω<∞ in B(x) which dominates
ϕ . From this it follows that, for all ε > 0 and ω < ∞

sup
y∈X

(μ(y) − ϕω
ε (y)) − ε ≤ sup

y∈X
(μ(y) − ϕ(y) ∧ ω)

from which it follows that

inf
ψ∈B(x)

sup
y∈X

(μ−ψ)(y) ≤ inf
ω<∞

sup
y∈X

(μ(y)−ϕ(y)∧ω) ≤ sup
y∈X

(μ(y)−ϕ(y)). �

A similar result holds for gauges and gauge bases.

1.2.37 Proposition If G is a gauge on X with basis H , then the following formulas
hold.

1. For any x ∈ X and A ⊆ X: sup
d∈G

inf
a∈A

d(x, a) = sup
d∈H

inf
a∈A

d(x, a).

2. For any x ∈ X and μ ∈ P
X : sup

d∈G
inf
y∈X

(μ(y) + d(x, y)) = sup
d∈H

inf
y∈X

(μ(y) +
d(x, y)).

3. For any x ∈ X and μ ∈ P
X
b : inf

d∈G
sup
y∈X

(μ(y) − d(x, y)) = inf
d∈H

sup
y∈X

(μ(y) −
d(x, y)).

4. For any x ∈ X andF ∈ F(X): sup
d∈G

inf
F∈F

sup
y∈F

d(x, y) = sup
d∈H

inf
F∈F

sup
y∈F

d(x, y).

5. For any x ∈ X andF ∈ F(X): sup
d∈G

sup
F∈F

inf
y∈F

d(x, y) = sup
d∈H

sup
F∈F

inf
y∈F

d(x, y).

Proof This is precisely the same as the proof of 1.2.36. �
Note that, especially for the third formula in the foregoing two propositions it will

often be advantageous to work with bounded bases for the approach systems and the
gauges.

1.2.38 Theorem (A ⇒ LH) If (A (x))x∈X is an approach system on X, then the
associated lower hull operator is given by

l(μ)(x) = sup
ϕ∈A (x)

inf
y∈X

(μ + ϕ)(y).
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Proof This follows from 1.2.15 and 1.2.16. �
1.2.39 Theorem (A ⇒ UH) If (A (x))x∈X is an approach system on X, then the
associated upper hull operator is given by

u(μ)(x) = inf
ϕ∈A (x)

sup
y∈X

(μ − ϕ)(y).

Proof This follows from 1.2.15 and 1.2.25. �
It follows from1.2.36 that in both foregoing results a basis for the approach system

can be used rather than the entire system.

1.2.40 Theorem (UR ⇒ A) If U is an upper regular function frame then for any
x ∈ X, {μ ∈ U | μ(x) = 0} is a bounded basis for the associated approach system in
x, more precisely for every ϕ ∈ Ab(x) there exists μ ∈ Ab(x) ∩U such that ϕ ≤ μ .

Proof Ifϕ ∈ Ab(x) then for any ε > 0 there exists dε ∈ Gb such thatϕ ≤ dε (x, ·) +
ε from which, by 1.2.27 it follows that u(ϕ) ≤ dε (x, ·)+ε and hence u(ϕ) ∈ A (x).
Consequently ϕ ∈ Ab(x) if and only if u(ϕ) ∈ Ab(x). Since moreover ϕ ≤ u(ϕ) it
follows that {u(ϕ) | ϕ ∈ Ab(x)} = Ab(x)∩U is a basis. On the other hand if μ ∈ U
and μ(x) = 0 then it follows from the fact that u(μ) = μ that μ ∈ Ab(x). Hence
{μ ∈ U | μ(x) = 0} = Ab(x) ∩ U. �
1.2.41 Corollary (UH ⇒ A) If u is an upper hull operator then for any x ∈ X,
{u(ϕ) | u(ϕ)(x) = 0} is a bounded basis for the associated approach system in x and

Ab(x) = {ϕ ∈ P
X
b | u(ϕ)(x) = 0}.

1.2.42 Theorem (A ⇒ UR) If (A (x))x∈X is an approach system on X and U is the
associated upper regular function frame then for any μ ∈ P

X
b we have that μ ∈ U if

and only if μ � μ(x) ∈ A (x) for all x ∈ X.

Proof To show sufficiency take x ∈ X then

u(μ)(x) = inf
ϕ∈A (x)

sup
y∈X

(μ(y) − ϕ(y))

≤ sup
y∈X

(μ(y) − μ(y) � μ(x)) ≤ μ(x).

Necessity follows from 1.2.39 since, given x ∈ X , we now have

μ(x) = inf
ϕ∈A (x)

sup
y∈X

(μ − ϕ)(y)

and hence for every ε > 0 there exists ϕ ∈ A (x) such that μ(x) + ε ≥ μ − ϕ . �
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1.2.43 Theorem (A ⇒ L) If (A (x))x∈X is an approach system on X, then the
associated limit operator is given by

λF (x) = sup
ϕ∈A (x)

inf
F∈F

sup
y∈F

ϕ(y).

Proof Let δ be the distance associated with (A (x))x∈X . Applying complete distrib-
utivity, 1.2.1, 1.2.34, and 1.1.5 we obtain

λF (x) = sup
U ∈U(F )

sup
U∈U

δ (x, U )

= sup
U ∈U(F )

sup
U∈U

sup
ϕ∈A (x)

inf
y∈U

ϕ(y)

= sup
U ∈U(F )

sup
ϕ∈A (x)

inf
U∈U

sup
y∈U

ϕ(y)

= sup
ϕ∈A (x)

inf
(AU )U ∈U(F)∈

∏

U ∈U(F)

U
sup

U ∈U(F )

sup
y∈AU

ϕ(y)

= sup
ϕ∈A (x)

inf
(AU )U ∈U(F)∈

∏

U ∈U(F)

U
sup

y∈ ⋃

U ∈U(F)

AU

ϕ(y)

= sup
ϕ∈A (x)

inf
F∈F

sup
y∈F

ϕ(y). �

1.2.44 Theorem (G ⇒ L) If G ⊆ qMet(X) is a gauge on X, then the associated
limit operator is given by

λF (x) = sup
d∈G

inf
F∈F

sup
y∈F

d(x, y).

Proof This follows from 1.2.15 and 1.2.43. �
Again, it follows from 1.2.36 that in both foregoing results a basis for the approach

system can be used rather than the entire system.

1.2.45 Theorem (LR ⇒ D) If B is a basis for the lower regular function frame on
X then the associated distance is given by

δ (x, A) = sup{ρ(x) | ρ ∈ B, ρ|A = 0}.

Proof Since δA = l(θA) we have δA ∈ L and if ρ ∈ L such that ρ|A = 0 then
ρ = l(ρ) ≤ l(θA) = δA. �
1.2.46 Theorem (G ⇒ T) If G is a gauge on X then the associated tower is deter-
mined by the neighbourhood filters

Vε (x) = stack{Bd(x, γ) | d ∈ G , ε < γ} x ∈ X, ε ∈ R
+.
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Proof This follows from 1.2.6 and 1.2.21. �
1.2.47 Corollary (A ⇒ T) If (A (x))x∈X is an approach system on X then the
associated tower is determined by the neighbourhood filters

Vε (x) = {{ϕ < γ} | ϕ ∈ A (x), ε < γ} x ∈ X, ε ∈ R
+.

1.2.48 Theorem (G ⇒ LR) If G is a gauge on X then

B := {α � d(x, ·) | α ∈ R
+, d ∈ G , x ∈ X}

is a basis for the associated lower regular function frame L.

Proof First of all, it is easily verified that l(α � d(x, ·)) ≥ α � d(x, ·) for any
α ∈ R

+ and d ∈ G , from which it follows that B ⊆ L. It suffices of course
now to look at a bounded function μ in L. Since for any x ∈ X we have that
μ(x) = supd∈G inf y∈X (μ(y) + d(x, y)) it follows that for all ε > 0 we can find
dε ∈ G such that

(μ(x) � ε) � dε (x, ·) ≤ μ

which proves our claim. �
1.2.49 Theorem (UR ⇒ LR) If μ ∈ U then α � μ ∈ L for any α and moreover
if B is a bounded basis for the upper regular function frame, then {α � μ | μ ∈
B, sup μ < α < ∞} is a basis for the lower regular function frame.

Proof First, making use of 1.2.16 and 1.2.25 it is easily verified that if μ ∈ U then
α � μ ∈ L for any α . Second for any given μ ∈ L, sup μ < α < ∞, x ∈ X and
ε > 0, if β ∈ B is such that β ≤ α � μ and α � μ(x) ≤ β (x) + ε then it follows
that μ ≤ α � β and α � β (x) − ε ≤ μ(x). �
1.2.50 Theorem (LR ⇒ UR) If μ ∈ L then α � μ ∈ U for any α and moreover
if B is a bounded basis for the lower regular function frame, then {α � μ | μ ∈
B, sup μ < α < ∞} is a basis for the upper regular function frame.

Proof This is analogous to 1.2.49 and we leave this to the reader. �
1.2.51 Proposition If l and u are associated lower and upper hull operators on X,
A ⊆ X and ω < ∞ then

u(θ ω
A ) + l(θ ω

X\A) = ω

or put differently

u(θ ω
A ) = ω − ω ∧ δX\A.

Proof Note that ω � u(θ ω
A ) ∈ L by 1.2.49, and hence ω � u(θ ω

A ) = l(ω � u(θ ω
A )).

Now it suffices to expand both the upper hull and the lower hull on the righthand-side,
using 1.2.16 and 1.2.25. �
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1.2.52 Theorem (T ⇒ L) If t is a tower with neighbourhood filters (Vε (x))x∈X,ε∈R+

and convergence (
ε−→)ε∈R+ then the associated limit operator λ is determined by

λF (x) ≤ ε ⇐⇒ Vε (x) ⊆ F ⇐⇒ F
ε−→ x .

Proof This follows from 1.2.43. �
1.2.53 Proposition If λ is a limit operator and (Vε (x))x∈X,ε∈R+ is the associated
neighbourhood tower then for any x ∈ X and ε ∈ R

+ we have λVε (x)(x) ≤ ε and
for any ε ∈ R

+ and γ ∈ [λVε(x)(x), ε] we have Vγ (x) = Vε (x).

Proof The first claim follows at once from the definitions. To prove the second
claim it is sufficient to prove that if γ := λVε (x)(x) < ε , then Vγ (x) = Vε (x).
Take ϕ ∈ A (x) and γ < η ≤ ε . Using 1.2.43 it then follows from the hypothesis
that there exists ψ ∈ A (x) and θ > ε such that {ψ < θ } ⊆ {ϕ < η}. Hence
Vγ (x) ⊆ Vε (x), and since γ < ε we have Vγ (x) = Vε (x). �
1.2.54 Proposition If λ is a limit operator and (Vε (x))x∈X,ε∈R+ is the associated
neighbourhood tower then for any x ∈ X and ε ∈ R

+ we have

λVε (x)(x) = min{γ | Vγ (x) = Vε (x)}.

Proof It follows from 1.2.53 that λVε (x)(x) = inf{γ | Vγ (x) = Vε (x)} and that the
infimum is a minimum follows at once from (T2n). �

In the following, for μ ∈ P
X
b , dμ is defined by

dμ (x, y) := μ(x) � μ(y)

and dμ (see also 1.2.26) is defined by

dμ (x, y) := μ(y) � μ(x).

1.2.55 Theorem (LR ⇒ G) If B is a basis for a lower regular function frame
consisting of bounded functions then H := {dμ | μ ∈ B} is a basis for the
associated gauge.

Proof If μ ∈ B, x ∈ X and A ⊆ X then

inf
a∈A

dμ (x, a) = μ(x) � sup
a∈A

μ(a)

= l(μ � sup
a∈A

μ(a))(x)

≤ l(θA)(x) = δ (x, A)

which proves that dμ is an element of the gauge.
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Let B0 ∈ 2(B) and x ∈ X . For every ν ∈ B0 we put

ζν := sup
ξ∈B0

ξ (x) − ν(x).

Then for any ε > 0 there exists μ ∈ B such that

μ ≤ inf
ν∈B0

(ν + ζν ) and inf
ν∈B0

(ν + ζν )(x) ≤ μ(x) + ε

and it then follows that for any y ∈ X

sup
ν∈B0

(ν(x) � ν(y)) = sup
ν∈B0

((ν(x) + ζν ) � (ν(y) + ζν ))

= sup
ν∈B0

(( sup
ξ∈B0

ξ (x)) � (ν(y) + ζν ))

= sup
ξ∈B0

ξ (x) � ( inf
ν∈B0

(ν(y) + ζν ))

= ( inf
ν∈B0

(ν(x) + ζν )) � ( inf
ν∈B0

(ν(y) + ζν ))

≤ (μ(x) + ε) � μ(y)

≤ μ(x) � μ(y) + ε

which proves that H is locally directed.
Further, if x ∈ X and A ⊆ X then with L(A) := {μ ∈ B | μ|A = 0} it follows

from 1.2.45 that

sup
μ∈B

inf
a∈A

dμ (x, a) ≥ sup
μ∈L(A)

inf
a∈A

dμ (x, a)

= sup
μ∈L(A)

inf
a∈A

μ(x) = δ (x, A).

Hence by 1.2.9 it follows that H is indeed a basis for the gauge. �
1.2.56 Corollary (LR ⇒ A) If B is a basis for a lower regular function frame
consisting of bounded functions then A (x) := {μ(x) � μ | μ ∈ B} is a basis for
the associated approach system at x ∈ X.

1.2.57 Theorem (UR ⇒ G) If B is a basis for an upper regular function frame
consisting of bounded functions then H := {dμ | μ ∈ B} is a basis for the
associated gauge.
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Proof If μ ∈ B and x ∈ X then

u(dμ (x, ·))(x) = inf
e∈Gb

sup
y∈X

(μ(y) � μ(x) − e(x, y)) = 0

since μ is upper regular, and hence by 1.2.27, dμ ∈ G .
Analogously to the proof of 1.2.55 one verifies thatH is locally directed and that

the property required to apply 1.2.9 is satisfied. �
The following results completely elucidate the relationship between the two ways

of viewing convergence in approach spaces, with limit operators of filters on the one
hand and with convergence of functional ideals on the other hand.

1.2.58 Theorem (L ⇒ F) Given associated functional ideal convergence and limit
operator, for any proper functional ideal I and x ∈ X the following properties are
equivalent.

1. I � x.
2. ∀α ∈ [c(I), ∞[: λ fα (I)(x) ≤ α .

Proof To show that the first property implies the second, let α ∈ [c(I), ∞[ then
λ fαI(x) ≤ λ fα (Ab(x))(x)

= sup
μ∈Ab(x)

inf
α<β

inf
ϕ∈Ab(x)

sup
y∈{ϕ<β }

μ(y)

≤ sup
μ∈Ab(x)

inf
α<β

inf
ϕ∈Ab(x)

μ≤ϕ

sup
y∈{ϕ<β }

μ(y)

≤ α .

To see that the second property implies the first, suppose that I �� x . Then, by
definition there exist ϕ ∈ Ab(x) and ε > 0 such that for all μ ∈ I : Fμ := {ϕ >

μ + ε} �= ∅. It is easily seen that the collection of sets Fμ , μ ∈ I generates a filter,
say F . Now consider the functional ideal H := i(F ) ∨ I which is generated by all
functions

νγ
μ := (θFμ ∧ γ) ∨ μ where μ ∈ I, γ ≥ 0.

Now note that I ⊆ H and thus α := c(H) ≥ c(I) and fα (I) ⊆ fα (H). It is easily
seen that fα (H) is generated by the sets Fμ ∩ {μ < β } for μ ∈ I and β > α . Now
it follows that

λ fαI(x) ≥ λ fαH(x)

= sup
ψ∈Ab(x)

inf
μ∈I

inf
α<β

sup
y∈Fμ∩{μ<β }

ψ(y)

≥ inf
μ∈I

inf
α<β

sup
y∈Fμ∩{μ<β }

ϕ(y)
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≥ sup
μ∈I

sup
α<β

inf
y∈Fμ∩{μ<β }

ϕ(y)

≥ sup
μ∈I

inf
y∈Fμ

μ(y) + ε

= sup
μ∈I

inf
y∈X

θFμ ∨ μ(y) + ε

≥ sup
μ∈I

sup
γ≥0

inf
y∈X

(θFμ ∧ γ) ∨ μ(y) + ε = α + ε . �

1.2.59 Corollary Given associated functional ideal convergence and limit operator,
for any proper prime functional ideal I and x ∈ X the following properties are
equivalent.

1. I � x.
2. λ f(I)(x) ≤ c(I).

Proof This follows from 1.1.50 and 1.2.58. �
1.2.60 Theorem (F ⇒ L) Given associated functional ideal convergence and limit
operator, for any filter F ∈ F(X) and x ∈ X we have

λF (x) = inf{α | i(F ) ⊕ α � x}.

Proof This follows from 1.2.58 since

inf{α | i(F ) ⊕ α � x} = inf{α | ∀β ∈ [α, ∞[: λ fβ (i(F ) ⊕ α)(x) ≤ β }
= inf{α | ∀β ∈ [α, ∞[: λF (x) ≤ β }
= λF (x). �

Wehavenowseen all the transitions indicated in the diagramsofFigs. 1.1 and1.2 at
the beginning of this section, for going from one basic structure to another and which
we will require in this work. Clearly there are a number of fundamental transitions
which have great conceptual interest and technical elegance, whereas some are no
more than the composition of other transitions. Again this is not unlike the situation
in topology, where defining, for example, the open sets from the neighbourhoods
goes in a direct way, whereas defining them in terms of the closure operator goes
most naturally via the closed sets.

1.2.61 Definition Apair (X,S), whereS is a distance, a limit operator, an approach
system, a gauge, a tower, a lower or upper hull operator, a lower or upper regular
function frame or a functional ideal convergence is called an approach space.

As we have just seen, an approach space can hence be determined by giving any
of these equivalent structures and in most of the examples which we will study later
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on, at least one of them will present itself as the basic one from which the others can
be derived. If no confusion is possible, we will always denote a distance by δ and
the associated limit operator, approach system, gauge, tower, upper and lower hull
operator, upper and lower regular function frame and functional ideal convergence
respectively by λ , A := (A (x))x∈X , G , t := (tε )ε∈R+ , u, l, U, L and �. It will
generally be understood that these structures are associated with one another. If we
are dealing with different approach spaces at the same time, we will make clear
which structures are associated with each other, by using some appropriate indices
or accents.

In general we will also denote an approach space simply by its underlying set and
only if required for clarity or unambiguity will we write it as a pair consisting of
the underlying set and one of its defining structures. Some spaces may get special
notational treatment like those in the next example. When an approach space is
determined by a gauge basis (or by an approach basis), then we will usually refer to
the other structures of the approach space as being generated by that basis. We use
both notations A(ε) and tε (A) for

{
x ∈ X | δ (x, A) ≤ ε

}
. In all that follows we will

freely use the different structures defining approach spaces as well as the transitions
among them. In the appendix, for easy reference, we give some tables containing the
most important transition formulas.

Once we have developed more machinery, we will encounter many individual
examples as well as special classes of natural approach spaces. Some particular
examples which we can easily introduce at this stage and which we will require quite
frequently in the sequel are the following. Note that the examples in 1.2.62 and 1.2.63
are genuine approach spaces in the sense that they are neither metric nor topological
(see following chapter).

1.2.62 Example (Approach structures on P)
It will be useful to have at our disposal the following quasi-metrics. We denote

by dE the metric defined by

dE : P × P −→ P : (x, y) �→ |x − y|

and by dP the quasi-metric defined by

dP : P × P −→ P : (x, y) �→ x � y.

Note that both are straightforward extensions of the well-known quasi-metric and
metric on [0, ∞[. Restrictions will be denoted by the same symbols as it will always
be clear from the context whether we are considering them on P or on a subspace.
For the topologies generated by dE and by dP on P, the point ∞ is isolated.

1. Define

δE : P × 2P −→ P
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by

δE(x, A) :=

⎧
⎪⎨

⎪⎩

0 x = ∞, A unbounded,
∞ x = ∞, A bounded,
inf
a∈A

|x − a| x ∈ R
+.

It is easily verified that this function is a distance on P. This distance actually extends
the Euclidean metric dE to P. The associated approach system is the following:

AE(x) :=
{{

ϕ ∈ P
P | ϕ ≤ dE(x, ·)} x ∈ R

+,

{θ]a,∞] | a < ∞}̂ x = ∞.

Note that this approach system is of a purely metric nature in the finite points and of
a purely topological nature at ∞.

If P is equipped with this structure then we will denote it PE, i.e. we put

PE := (P, δE).

The Euclidean topology on [−∞, ∞] or any of its subspaces will also be denoted
by TE. We note that the extension of the Euclidean metric on P (i.e. dE) and a
similar extension on [−∞, ∞] does not generate the Euclidean topology since for
the underlying topology of this metric (and also for the underlying topology of the
quasi-metric dP) the points −∞ and ∞ are isolated.

2. An analogous example is obtained as follows. Define

δP : P × 2P −→ P

by

δP(x, A) :=
{

x � sup A A �= ∅,

∞ A = ∅.

Again this function is a distance on P which is an extension of the quasi-metric dP
on R

+ to P.
The associated approach system is the following:

AP(x) :=
{{

ϕ ∈ P
P | ϕ ≤ dP(x, ·)} x ∈ R

+,

{θ]a,∞] | a ∈ R
+}̂ x = ∞.

Here too the approach system is of a purely quasi-metric nature in the finite points
and of a purely topological nature at ∞.

The associated limit operator is determined as follows. Given any filter F on
P, let
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l(F ) := inf
U∈secF

supU .

Then for all x ∈ P

λPF (x) = x � l(F ).

Notice for example that for any filterF , either λPF (∞) = 0 or λPF (∞) = ∞. The
first case will occur if l(F ) = ∞, i.e. if every member of secF is unbounded. A
gauge basis is given by {dα | α ∈ R

+} where

dα (x, y) = x ∧ α � y ∧ α .

We denote the approach space thus defined simply by

P := (P, δP).

It will always be clear from the context whether we mean the space P or the set P

and if we consider any other structure on P besides δP then this will be mentioned
explicitly as in the case of the first example.

We will leave it as an exercise for the reader to determine the other structures
associated with these distances.

1.2.63 Example (Filter approach spaces) Let X be an arbitrary set, F ∈ F(X) a
fixed filter and f ∈ P

X a fixed arbitrary function. We now define

λ(F , f ) : F(X) −→ P
X

by

λ(F , f )G (x) :=

⎧
⎪⎨

⎪⎩

f (x) F ∩ stackx ⊆ G ,G �= stackx,

∞ F ∩ stackx �⊆ G ,

0 G = stackx .

Then (X, λ(F , f )) is an approach space. Indeed, (L1) follows at once from the def-
inition. The verification of (L2) is straightforward by considering cases. In order to
verify (L3) let (σ(y))y∈X be a selection of filters on X and first letU ∈ U(X) be an
ultrafilter on X . Given x ∈ X the only case where

λ(F , f )U (x) + sup
y∈X

λ(F , f )σ(y)(y)

is not necessarily equal to ∞ is when

F ∩ stackx ⊆ U andF ∩ stacky ⊆ σ(y) for every y ∈ X.
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Under these two assumptions we consider the following two cases. Either U =
stackx and then Σσ(U ) = σ(x) from which (L3) follows at once, or U �= stackx
and then we have F ⊆ U and

F ⊆
∨

U∈U

⋂

y∈U

(F ∩ stacky) ⊆ Σσ(U )

and in that case we have

λ(F , f )Σσ(U )(x) ≤ λ(F , f )F (x)

= λ(F , f )U (x)

≤ λ(F , f )U (x) + sup
y∈X

λ(F , f )σ(y)(y).

Second we consider the case of anH ∈ F(X) and then using (L2) we have

λ(F , f )Σσ(H ) = sup
U ∈U(H )

λ(F , f )Σσ(U )

≤ sup
U ∈U(H )

λ(F , f )U + sup
y∈X

λ(F , f )σ(y)(y)

= λ(F , f )H + sup
y∈X

λ(F , f )σ(y)(y)

which proves (L3) in the general case and we are finished.

The final structural concept which we will introduce is that of an adherence
operator. Adherence operators constitute the logical counterpart to limit operators in
the same way as the notion of an adherence point of a filter is the counterpart of the
notion of limit point of a filter. We will see many instances where it is advantageous
to use this concept.

1.2.64 Definition Let X be an approach space. We define what we will call the
adherence operator (associated with δ and with all of the other defining structures)
as the function

α : F(X) −→ P
X ,

determined by

αF (x) := sup
F∈F

δ (x, F).

The interpretation of this operator is analogous to that of the limit operator. In each
point x ∈ X , the value αF (x) indicates how far the point x is away from being an
adherence point of the filter F .
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1.2.65 Proposition For any pair of filters F and G we have

F ⊆ G ⇒ αF ≤ αG ≤ λG ≤ λF .

Proof This follows from 1.2.1 and the definition of the adherence operator. �
1.2.66 Proposition For any ultrafilter U we have

λU = αU .

Proof If U is an ultrafilter, then secU = U and, hence, the result follows from
1.2.1 and the definition of adherence operator. �

The foregoing result generalizes the well-known fact that for ultrafilters limit
points and adherence points are the same.

1.2.67 Proposition For any filter F and x ∈ X the following properties hold.

1. λF (x) = sup
U ∈U(F )

λU (x) = sup
U ∈U(F )

αU (x).

2. αF (x) = inf
U ∈U(F )

λU (x) = inf
U ∈U(F )

αU (x) and moreover the infimum is

actually a minimum.

Proof The first formula follows from 1.2.1 and 1.2.66.
For the second formula, that αF (x) ≤ inf

U ∈U(F )
λU (x) is evident.

Suppose now that, for all U ∈ U(F ), αF (x) < λU (x). Then it follows from
1.2.66 and the definition of adherence operator that, for eachU ∈ U(F ), there exists
UU ∈ U such that αF (x) < δ (x, UU ). It now follows from 1.1.4 that there exists
a finite subsetU0 ⊆ U(F ) such that

⋃

U ∈U0

UU ∈ F and consequently, by definition

of the adherence operator,

αF (x) ≥ δ (x,
⋃

U ∈U0

UU )

= min
U ∈U0

δ (x, UU )

> αF (x),

which is a contradiction. �
The foregoing results of course generalize the facts that in a topological space a

filter converges to a point if and only if all ultrafilters which are finer converge to that
point and that a filter adheres to a point if and only if there exists an ultrafilter which
is finer and which converges to that point. Considering as filter the principal filter
generated by a set A ⊆ X it also allows for the following immediate consequence.
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1.2.68 Corollary For any A ⊆ X and x ∈ X there exists an ultrafilter U ∈ U(A)

such that δ (x, A) = λU (x).

The following characterizations of the adherence operator in terms of approach
systems and gauges will also be of use.

1.2.69 Proposition For any filter F and x ∈ X we have

αF (x) = sup
ϕ∈A (x)

sup
F∈F

inf
y∈F

ϕ(y)

= sup
d∈G

sup
F∈F

inf
y∈F

d(x, y).

Proof This follows from 1.2.34, 1.2.6, and the definition of adherence operator. �
1.2.70 Proposition For any filter F and x, y ∈ X we have

λF (x) ≤ δ (x, {y}) + λF (y)

and

αF (x) ≤ δ (x, {y}) + αF (y).

Proof Let x, y ∈ X , then, by 1.2.44, we have

λF (x) = sup
d∈G

inf
F∈F

sup
z∈F

d(x, z)

≤ sup
d∈G

inf
F∈F

sup
z∈F

(d(x, y) + d(y, z))

≤ sup
d∈G

d(x, y) + sup
d∈G

inf
F∈F

sup
z∈F

d(y, z)

= δ (x, {y}) + λF (y)

which proves the first inequality. By 1.2.67 the second inequality is an immediate
consequence of the first one. �

1.3 The Morphisms: Contractions

The morphisms which are naturally associated with the structures defined in the
foregoing sections can most elegantly be defined in terms of distances, but we will
immediately show that they can equally well be characterized by means of any of
the other structures.

1.3.1 Definition A function f : X −→ X ′ between approach spaces is called a
contraction if for all A ⊆ X
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δ ′
f (A) ◦ f ≤ δA

or explicitly, if for all x ∈ X and A ⊆ X

δ ′( f (x), f (A)) ≤ δ (x, A).

We will require the following lemma.

1.3.2 Lemma If f : X −→ X ′ is a function and F is a filter on X then for any
W ∈ U( f (F )) there exists U ∈ U(F ) such that f (U ) = W .

Proof Suppose that for all U ∈ U(F ) we have a set UU ∈ U such that f (UU ) �∈
W , then it follows from 1.1.4 that there exist UU1 ∈ U1, . . . , UUn ∈ Un such that
∪n

i=1UUi ∈ F . However, in that case there would exist k ∈ {1, . . . , n} such that
f (UUk ) ∈ f (F ) ⊆ W which is a contradiction. �
We will use these facts for instance in some of the proofs of the following result.

1.3.3 Theorem For a function f : X −→ X ′ between approach spaces the follow-
ing properties are equivalent.

1. f is a contraction.
2. ∀F ∈ F(X) : λ ′( f (F )) ◦ f ≤ λF .
3. ∀F ∈ U(X) : λ ′( f (F )) ◦ f ≤ λF .
4. ∀x ∈ X,∀ϕ ′ ∈ A ′( f (x)) : ϕ ′ ◦ f ∈ A (x).
5. ∀d ′ ∈ G ′ : d ′ ◦ ( f × f ) ∈ G .
6. ∀A ⊆ X,∀ε ∈ R

+ : f (tε (A)) ⊆ t′ε ( f (A)).
7. ∀x ∈ X,∀ε ∈ R

+,∀V ′ ∈ V ′
ε ( f (x)) : f −1(V ′) ∈ Vε (x).

8. ∀μ ∈ P
X : l′( f (μ)) ≤ f (l(μ)).

9. ∀ν ∈ L′ : ν ◦ f ∈ L.
10. ∀ν ∈ U′ : ν ◦ f ∈ U.
11. ∀I ∈ F(X),∀x ∈ X : I � x ⇒ f (I) � f (x).
12. ∀I ∈ P(X),∀x ∈ X : I � x ⇒ f (I) � f (x).

In 4 instead of A ′( f (x)) a basis is sufficient, in 5 instead of G ′ also a basis is
sufficient, in 8 instead of L′ a subbasis is sufficient and in 9 instead of U′ also a
subbasis is sufficient.

Proof 1 ⇒ 2. This follows from 1.2.1 together with the fact that sec f (F ) ⊆
f (secF ) as can easily be seen making use of 1.3.2.
2 ⇒ 3. This is evident.
3 ⇒ 1. This follows from 1.2.2 together with the fact that f (U(A) ⊆ U( f (A)).
6 ⇒ 1. For any x ∈ X and A ⊆ X , we have x ∈ A(δ (x,A)), and thus f (x) ∈

f (A)(δ (x,A))′ which precisely means that δ ′( f (x), f (A)) ≤ δ (x, A).
1 ⇒ 4. Suppose on the contrary that there exist x0 ∈ X , ϕ ′

0 ∈ A ′( f (x0)), ε0 > 0,
and ω0 < ∞ such that, for all ϕ ∈ A (x0),

A(ϕ) := {
x ∈ X | ϕ ′

0( f (x)) ∧ ω0 > ϕ(x) + ε0
}
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is nonempty. Then we obtain

sup
ϕ∈A (x0)

δ (x0, A(ϕ)) ∧ ω0 = sup
ϕ∈A (x0)

sup
ψ∈A (x0)

inf
x∈A(ϕ)

ψ(x) ∧ ω0

≤ sup
ϕ∈A (x0)

sup
ψ∈A (x0)

inf
x∈A(ϕ∨ψ)

(ϕ ∨ ψ(x)) ∧ ω0

= sup
ϕ∈A (x0)

inf
x∈A(ϕ)

ϕ(x) ∧ ω0

≤ sup
ϕ∈A (x0)

inf
x∈A(ϕ)

ϕ ′
0( f (x)) ∧ ω0 − ε0

≤ sup
ϕ∈A (x0)

sup
ξ∈A ′( f (x0))

inf
y∈ f (A(ϕ))

ξ (y) ∧ ω0 − ε0

= sup
ϕ∈A (x0)

δ ′( f (x0), f (A(ϕ))) ∧ ω0 − ε0,

which is impossible.
4 ⇒ 5. Let d ′ ∈ G ′. Then it follows that, for all x ∈ X , d ′( f (x), ·) ∈ A ′( f (x))

and hence d ′( f (x), ·) ◦ f ∈ A (x). Consequently d ′ ◦ ( f × f ) ∈ G .
5 ⇒ 8. Let μ ∈ P

X and x ′ ∈ X ′. If x ′ /∈ f (X), then there is nothing to prove.
Suppose therefore that x ′ ∈ f (X) and fix x ∈ f −1(x ′). Then we obtain

l′( f (μ))(x ′) = sup
d ′∈G ′

inf
u′∈X ′

( inf
u∈ f −1(u′)

(μ(u) + d ′(x ′, u′)))

≤ sup
d ′∈G ′

inf
v∈X

( inf
u∈ f −1( f (v))

(μ(u) + d ′(x ′, f (v))))

≤ sup
d∈G

inf
v∈X

(μ(v) + d(x, v))

= l(μ)(x),

which from the arbitrariness of x ∈ f −1(x ′) proves our claim.
6 ⇔ 7. This is a well-known result in pretopological spaces.
8 ⇒ 6. Let x ∈ tε (A). Then l(θA)(x) = δA(x) ≤ ε . Consequently it follows that

δ ′
f (A)( f (x)) = l′(θ f (A))( f (x))

≤ f (l(θA))( f (x))

= inf
z∈ f −1( f (x))

l(θA)(z)

≤ l(θA)(x) ≤ ε,

which proves the assertion.
8 ⇒ 9. Let ν ∈ L′. Then

ν = l′(ν) ≤ l′( f (ν ◦ f )) ≤ f (l(ν ◦ f ))
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and it follows that ν ◦ f ≤ l(ν ◦ f ), i.e. ν ◦ f ∈ L.
9 ⇒ 8. Let μ ∈ P

X . Then

(l′( f (μ))) ◦ f ≤ f (μ) ◦ f ≤ μ

and since (l′( f (μ))) ◦ f ∈ L, it follows that also (l′( f (μ))) ◦ f ≤ l(μ) and thus
l′( f (μ)) ≤ f (l(μ)).

4 ⇒ 10. Let μ ∈ U′ and x ∈ X then it follows that μ � μ( f (x)) ∈ A ′( f (x))

and hence μ ◦ f � μ ◦ f (x) ∈ A (x) which by 1.2.42 shows that μ ◦ f ∈ U.
10 ⇒ 4. Let μ ∈ U′ such that μ( f (x)) = 0 then it follows that μ ◦ f ∈ U and

hence by 1.2.40 that μ ◦ f ∈ A (x).
1 ⇒ 11. If f is a contraction and I � x then it suffices to apply 1.2.58 to see

that also f (I) � f (x).
11 ⇒ 1. It suffices to apply 1.2.60 in order to see that f is a contraction.
1 ⇔ 12. This is perfectly analogous to the equivalence of 1 and 11 using 1.2.59

instead of 1.2.58. �
Note that in the foregoing theorem items 6 and 7 are of course nothing else but

two equivalent ways to say that f is continuous if X and X ′ are each equipped with
the same level tower structures.

Some interesting examples of contractions are given in the following propositions,
where the space P plays an important role.

1.3.4 Proposition For any A ⊆ X, the distance functional

δA : (X, δ ) −→ P : x �→ δ (x, A)

is a contraction.

Proof Let x ∈ X and B ⊆ X . If B = ∅, then
δP(δA(x), δA(B)) = δ (x, B) = ∞.

Otherwise, since

δP(δA(x), δA(B)) = δ (x, A) � (sup
b∈B

δ (b, A)),

the result is an immediate consequence of 1.1.2. �
1.3.5 Proposition For any function ξ ∈ P

X , the following properties are equivalent.

1. ξ ∈ L, i.e. ξ is lower regular.
2. ξ : X −→ P is a contraction.

Proof Both the first and the second property can be expressed as local properties of
ξ . By 1.2.24 and 1.2.38, ξ ∈ L if and only if
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∀x ∈ {
ξ < ∞

}
,∀ε > 0, ∃ϕ ∈ A (x),∀y ∈ X : ξ (x) ≤ ξ (y) + ϕ(y) + ε

and
∀x ∈ {

ξ = ∞
}
,∀ω < ∞, ∃ϕ ∈ A (x),∀y ∈ X : ω ≤ ξ (y) + ϕ(y).

(∗)

From 1.3.3 and the description of the approach system of P it follows that ξ : X −→
P is a contraction if and only if

∀x ∈ {
ξ < ∞

}
,∀ε > 0,∀ω < ∞, ∃ϕ ∈ A (x),∀y ∈ {

ξ < ξ (x)
} :

(ξ (x) − ξ (y)) ∧ ω ≤ ϕ(y) + ε
and

∀x ∈ {
ξ = ∞

}
,∀ε > 0,∀ω < ∞,∀σ < ∞, ∃ϕ ∈ A (x) :
(θ ]σ ,∞ ] ◦ ξ ) ∧ ω ≤ ϕ + ε .

(∗∗)

First, let us consider the case x ∈ {
ξ < ∞

}
. Then in the first condition of (∗∗) it

clearly suffices to consider ω = ξ (x) and thus this condition is equivalent with the
first condition of (∗). Next, let us consider the case where ξ (x) = ∞. Clearly, in the
second condition of (∗∗) it suffices to consider ω = σ and then it is easily seen that
this condition is equivalent with

∀x ∈ {
ξ = ∞

}
,∀ε > 0,∀ω < ∞, ∃ϕ ∈ A (x),∀y ∈ {

ξ ≤ ω
} : ω ≤ ϕ(y) + ε,

which, taking ω and 2ω for ε and ω , is further seen to be equivalent with

∀x ∈ {
ξ = ∞

}
,∀ω < ∞, ∃ϕ ∈ A (x),∀y ∈ {

ξ ≤ ω
} : ω ≤ ϕ(y).

This condition clearly implies the second condition of (∗). Conversely the second
condition of (∗) implies that

∀x ∈ {
ξ = ∞

}
,∀ω < ∞, ∃ϕ ∈ A (x),∀y ∈ X : 2ω ≤ ξ (y) + ϕ(y),

which clearly implies the above equivalent form of the second condition of (∗∗). �
1.3.6 Corollary For any A ⊆ X, we have that δA ∈ L, i.e. δA is lower regular.

This result shows that indeed the collection of quasi-metrics dμ from 1.2.55 is an

extension of the collection dζ
Z from 1.2.5.

The following consequence follows at once from the foregoing and from 1.2.1.

1.3.7 Corollary For any F ∈ F(X), we have that λF ∈ L and αF ∈ L , i.e. λF
and αF are lower regular.

1.3.8 Definition Approach spaces form the objects and contractions form the mor-
phisms of a category which we denote App.

In the literature the notion of a topological category was introduced by Herrlich
(1974b). Although the definition underwent some changes through time, in this book,
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we will adhere to the original definition. A topological category (over Set) is a
category C which is concrete over Set, (precisely, such that there is a forgetful
functor U : C −→ Set but we will always leave reference to this functor out of the
picture) and which, simply put, satisfies the following conditions:

1. Terminal separator property: There is only one structure on a singleton set.
2. Small-fibered: There is only a set of structures on any given set.
3. Topological: Initial and (as a consequence) final structures exist.

For details we refer to Herrlich (1974b).

1.3.9 Theorem App is a topological category. In particular, given approach spaces
(X j ) j∈J , consider the source

( f j : X −→ X j ) j∈J

in App and suppose that, for each j ∈ J , (B j (x))x∈X j is a basis for the approach
system in X j . Then a basis for the initial approach system on X is given by

B(x) :=
{

sup
j∈K

ξ j ◦ f j |K ∈ 2(J ),∀ j ∈ K : ξ j ∈ B j ( f j (x))

}

.

Proof ClearlyApp is concrete, small-fibered, and fulfils the terminal separator prop-
erty. The main property we have to show is the existence of initial structures in App.
Let X be a set and let J be a class. For each j ∈ J , let (X j , δ j ) be an approach
space, let (B j (x))x∈X j be a basis for the approach system (A j (x))x∈X j in X j , and
let f j : X −→ X j be a function. For each x ∈ X , let B(x) be defined as above. It
is easily seen that B(x) is a basis for an ideal and that it fulfils (B1). To prove that
(B(x))x∈X fulfils (B2), let sup

j∈K
ξ j ◦ f j ∈ B(x) and let ε > 0 and ω < ∞. For each

j ∈ K , there is a family (ξ j
z )z∈X j ∈ ∏

z∈X j

B j (z) such that, for all z, y ∈ X j ,

ξ j
f j (x)(z) + ξ j

z (y) + ε ≥ ξ j (y) ∧ ω .

For each t ∈ X , let
νt := sup

j∈K
ξ j

f j (t)
◦ f j .

Then νt ∈ B(t) and, for any t, s ∈ X , we have

(sup
j∈K

ξ j ◦ f j )(s) ∧ ω = sup
j∈K

ξ j ( f j (s)) ∧ ω

≤ sup
j∈K

(ξ j
f j (x)( f j (t)) + ξ j

f j (t)
( f j (s)) + ε)

≤ νx (t) + νt (s) + ε .
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This proves that (A (x))x∈X := (B̂(x))x∈X is indeed an approach system on
X . By construction, all the functions f j , j ∈ J , are contractions. To prove that
(A (x))x∈X is an initial structure, let (Z , (C (z))z∈Z ) be an approach space deter-
mined by its approach system and let

g : Z −→ X

be such that all compositions

f j ◦ g : (Z , (C (z))z∈Z ) −→ (X j , (A j )x∈X j )

are contractions. Further, let z ∈ Z and let sup
j∈K

ξ j ◦ f j ∈ A (g(z)). Since

(sup
j∈K

ξ j ◦ f j ) ◦ g = sup
j∈K

ξ j ◦ ( f j ◦ g)

and since, for all j ∈ K ,
ξ j ◦ ( f j ◦ g) ∈ C (z),

it follows from 1.3.3 that g is a contraction. �

1.3.10 Example (Finest and coarsest structures) In any topological category, on any
set there are discrete and indiscrete structures, where a structure is called discrete
if any function defined on a set with that structure is a morphism and indiscrete if
any function to a set with that structure is a morphism. Given a set X the discrete
(or finest) approach structure on it is determined by any (and all) of the following
structures:

1. Distance: δ : X × 2X −→ P where, for all x ∈ X and A ⊆ X ,

δ (x, A) =
{
0 x ∈ A,

∞ x /∈ A.

2. Limit: λ : F(X) −→ P
X where, for all x ∈ X and F ∈ F(X),

λF =
{

θ{x} F = ẋ,

∞ F �= ẋ .

3. Approach system: (A (x))x∈X where, for all x ∈ X ,

A (x) =
{

ϕ ∈ P
X | ϕ(x) = 0

}
.

4. Gauge: G = qMet(X).
5. Tower: (tε )ε∈R+ where, for all ε ∈ R

+ and A ⊆ X , tε (A) = A.

6. Lower hull operator: l : P
X −→ P

X where, for all μ ∈ P
X , l(μ) = μ .

7. Lower regular function frame: L = P
X .
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8. Upper hull operator: u : P
X
b −→ P

X
b where, for all μ ∈ P

X
b , u(μ) = μ .

9. Upper regular function frame: U = P
X
b .

10. Functional ideal convergence: If I = i(ẋ) ⊕ α for some x ∈ X and α ∈]0, ∞[
then I � x and otherwise I does not converge to any point. The improper
functional ideal converges to all points.

Analogously the indiscrete (or trivial, or coarsest) approach structure on X is
determined by any (and all) of the following structures:

1. Distance: δ : X × 2X −→ P where, for all x ∈ X and A ⊆ X ,

δ (x, A) =
{
0 A �= ∅,

∞ A = ∅.

2. Limit: λ : F(X) −→ P
X where, for all F ∈ F(X), λF = 0.

3. Approach system: (A (x))x∈X where, for all x ∈ X , A (x) = {0} .

4. Gauge: G = {0}.
5. Tower: (tε )ε∈R+ where, for all ε ∈ R

+ and A ⊆ X,

tε (A) =
{

X A �= ∅,

∅ A = ∅.

6. Lower hull operator: l : P
X −→ P

X where, for all μ ∈ P
X , l(μ) = inf μ .

7. Lower regular function frame: L = {
ϕ ∈ P

X |ϕ constant
}
.

8. Upper hull operator: u : P
X
b −→ P

X
b where, for all μ ∈ P

X
b , u(μ) = sup μ .

9. Upper regular function frame: U = {
ϕ ∈ P

X
b |ϕ constant

}
.

10. Functional ideal convergence: For all I ∈ F(X) and x ∈ X : I � x .

Easy and useful characterizations of initial and final structures in App for all the
different defining concepts of approach spaces do not exist. However, there are a few
important constructions whichwe have to explain, namely initial structures bymeans
of gauges, distances, limit operators and functional ideal convergence. Furthermore,
for completeness and since they are so simple, we will also give the descriptions of
both initial and final structures by means of lower and upper regular function frames.

1.3.11 Theorem Given approach spaces (X j ) j∈J , consider the source

( f j : X −→ X j ) j∈J

in App. If, for each j ∈ J , H j is a basis for the gauge of X j , then a basis for the
initial gauge on X is given by

H :=
{

sup
j∈K

d j ◦ ( f j × f j )|K ∈ 2(J ),∀ j ∈ K : d j ∈ H j

}

.

Proof This goes along the same lines as 1.3.9. �
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1.3.12 Theorem Given approach spaces (X j ) j∈J , consider the source

( f j : X −→ X j ) j∈J

in App. If for each j ∈ J , λ j is the limit operator on X j then the initial limit
operator on X is given by

λF = sup
j∈J

λ j ( f j (F )) ◦ f j .

Proof It suffices to restrict our attention to ultrafilters since the general case then
immediately follows upon applying 1.2.67. We denote by λ the initial limit operator
on X , byA the approach system associated with λ , and byA j the approach system
associated with λ j , for each j ∈ J .

Now letU be an ultrafilter on X and let x ∈ X be arbitrary. We know from 1.2.66
and 1.2.69 that

λU (x) = sup
ϕ∈A (x)

sup
U∈U

inf
y∈U

ϕ(y)

= sup
J0∈2(J )

sup
ϕ∈ ∏

j∈J0

A j ( f j (x))

sup
U∈U

inf
y∈U

sup
j∈J0

ϕ j ◦ f j (y).

Now let J0 ∈ 2(J ), ϕ ∈ ∏

j∈J0

A j ( f j (x)), and U ∈ U be fixed. Then it follows that

inf
y∈U

sup
j∈J0

ϕ j ◦ f j (y) = sup
t∈JU

0

inf
y∈U

ϕt (y) ◦ ft (y)(y)

= sup
t∈JU

0

inf
j∈J0

inf
y∈t−1( j)

ϕ j ◦ f j (y).
(∗)

Since U is an ultrafilter, it follows that, for each t ∈ JU
0 , there exists jt ∈ J0 such

that t−1( jt ) ∈ U and consequently we have

sup
t∈JU

0

inf
j∈J0

inf
y∈t−1( j)

ϕ j ◦ f j (y) ≤ sup
t∈JU

0

inf
y∈t−1( jt )

ϕ jt ◦ f jt (y)

≤ sup
t∈JU

0

sup
W∈U

inf
y∈W

ϕ jt ◦ f jt (y)

= sup
W∈U

sup
j∈J0

inf
y∈W

ϕ j ◦ f j (y).

(∗∗)

Because this inequality holds for all choices of U ∈ U it follows from (∗) and (∗∗)

that

sup
U∈U

inf
y∈U

sup
j∈J0

ϕ j ◦ f j (y) ≤ sup
W∈U

sup
j∈J0

inf
y∈W

ϕ j ◦ f j (y).
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Since, as is immediately clear, the other inequality also holds we can now incorporate
this in our previous calculation for λU (x) in order to obtain

λU (x) = sup
J0∈2(J )

sup
ϕ∈ ∏

j∈J0

A j ( f j (x))

sup
U∈U

inf
y∈U

sup
j∈J0

ϕ j ◦ f j (y)

= sup
J0∈2(J )

sup
ϕ∈ ∏

j∈J0

A j ( f j (x))

sup
U∈U

sup
j∈J0

inf
y∈U

ϕ j ◦ f j (y)

= sup
J0∈2(J )

sup
ϕ∈∏

j∈J0
A j ( f j (x))

sup
j∈J0

sup
U∈U

inf
y∈ f j (U )

ϕ j (y)

= sup
j∈J

sup
ϕ∈A j ( f j (x))

sup
U∈U

inf
y∈ f j (U )

ϕ j (y)

= sup
j∈J

λ j ( f jU )( f j (x)),

which proves our claim. �
1.3.13 Theorem Given approach spaces (X j ) j∈J , consider the sink

( f j : X j −→ X) j∈J

in App. If for each j ∈ J , L j is the lower regular function frame on X j then the final
lower regular function frame on X is given by

L := {μ ∈ P
X | ∀ j ∈ J : μ ◦ f j ∈ L j }.

Proof It is straightforward to verify that L as defined above is indeed a regular
function frame and by construction it is of course the finest one turning all the maps
f j , j ∈ J , into contractions. �
In the following theorem, given a set of functionsB ⊆ P

X , we denote byB∧ the
set of all infima of finite sets of members ofB and byB

∨
the set of all suprema of

arbitrary families of members of B.

1.3.14 Theorem Given approach spaces (X j ) j∈J consider the source

( f j : X −→ X j ) j∈J

in App. If for each j ∈ J , L j is the lower regular function frame on X j then the
initial lower regular function frame on X is given by

L := {
μ ◦ f j | j ∈ J, μ ∈ L j

}∧∨
.
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Proof Since translations commute with infima, suprema, and composition, it is at
once clear by construction that L as defined above is indeed a regular function frame
and that it is the coarsest one turning all the maps f j , j ∈ J , into contractions. �
1.3.15 Theorem Given approach spaces (X j ) j∈J , consider the sink

( f j : X j −→ X) j∈J

in App. If for each j ∈ J , U j is the upper regular function frame on X j then the final
upper regular function frame on X is given by

U := {μ ∈ P
X
b | ∀ j ∈ J : μ ◦ f j ∈ U j }.

Proof This is analogous to 1.3.13 and we leave this to the reader. �
In the following theorem, given a set of functionsB ⊆ P

X , we denote byB∨ the
set of all suprema of finite sets of members ofB and byB

∧
the set of all infima of

arbitrary nonempty families of members ofB.

1.3.16 Theorem Given approach spaces (X j ) j∈J consider the source

( f j : X −→ X j ) j∈J

in App. If for each j ∈ J , U j is the upper regular function frame on X j then the
initial upper regular function frame on X is given by

U := {
μ ◦ f j | j ∈ J, μ ∈ U j

}∨∧
.

Proof This is analogous to 1.3.14 and we leave this to the reader. �
Given a subset A ⊆ X we denote by P(A) the set of finite covers of A by means

of subsets of A, and similarly by R(A) the set of finite partitions of A.

1.3.17 Theorem Given approach spaces (X j ) j∈J , consider the source

( f j : X −→ X j ) j∈J

in App. If for each j ∈ J , δ j is the distance on X j , then the initial distance is
given by

δ (x, A) := sup
P∈P(A)

min
P∈P

sup
j∈J

δ j ( f j (x), f j (P))

= sup
P∈R(A)

min
P∈P

sup
j∈J

δ j ( f j (x), f j (P)).

Proof We only prove the case of finite covers, the case for partitions easily follows
from this. If δin is the initial distance on X then it immediately follows from (D3)
that δ ≤ δin .
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To prove the remaining inequality suppose that 0 < α < δin(x, A) then according
to 1.3.11 this means that

α < sup
K∈2(J )

sup
(dk)k∈K ∈∏

k∈K Gk

inf
a∈A

sup
k∈K

dk( fk(x), fk(a)).

Consequently there exist K ⊆ J finite, and dk ∈ Gk, k ∈ K such that for all a ∈ A
there exists a k ∈ K such that dk( fk(x), fk(a)) ≥ α . This means that

A ∩ (
⋂

k∈K

f −1
k (Bdk ( fk(x), α))) = ∅.

Put
Bk := A ∩ f −1

k (Xk \ Bdk ( fk(x), α))

then A = ⋃
k∈K Bk and it follows that for any k ∈ K

sup
j∈J

δ j ( f j (x), f j (Bk)) ≥ δk( fk(x), fk(Bk))

= sup
d∈Gk

inf
a∈Bk

d( fk(x), fk(a))

≥ inf
a∈Bk

dk( fk(x), fk(a))

≥ α .

Consequently
α ≤ sup

P∈P(A)

min
P∈P

sup
j∈J

δ j ( f j (x), f j (P))

and we are finished. �
1.3.18 Theorem Given approach spaces (X j ) j∈J , consider the source

( f j : X −→ X j ) j∈J

in App. Then the initial functional ideal convergence is determined by

I � x ⇔ ∀ j ∈ J : f j (I) � f j (x).

Proof This follows from 1.3.12, 1.2.58 and 1.2.60. �
We end this section by showing thatApp is simply generated, i.e. it has an initially

dense object.
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1.3.19 Theorem P is initially dense in App. More precisely, for any approach
space X, both the sources

(δA : X −→ P)A∈2X and (ξ : X −→ P)ξ∈L

are initial.

Proof From 1.3.4 we already know that if δin stands for the initial distance, then
δin ≤ δ . Conversely it follows from 1.3.12 that, for any U ∈ U(X),

λinU (x) = sup
A∈2X

λP(δA(U ))(δA(x))

= sup
A∈2X

sup
U∈U

δP(δA(x), δA(U ))

≥ sup
U∈U

δP(δU (x), δU (U ))

≥ sup
U∈U

δU (x)

= λU (x),

which proves our claim. That the second source too is initial follows from the fact
that the first one is and from 1.3.5. �

Alternative interesting initially dense objects as compared to P where found by
Claes (2009). We will come back to this in Sect. 2.4 when we have seen metric
approach spaces (see 2.4.13).

1.4 Closed and Open Expansions and Proper Contractions

The morphisms in our category being contractions (i.e. essentially non-expansive
maps) it is normal to consider also their counterpart, namely expansions. However
whereas there is only one reasonable way in which to express that a function is
contractive, there are two natural ways to express that a function is expansive, and
since in the topological case these coincide with respectively open and closed maps
(see Chap.2) we will define these two different concepts and refer to them as open
and closed expansions respectively. Note that as is usual, we give these definitions
for arbitrary functions, not only for contractions. Only in the case that they are also
contractions are we dealing with morphisms in App which will be the case for what
we will call proper contractions.

Finally, in this section we only give the basic definitions and characterizations
since we will come back to these concepts more in depth in the section on morphism
indices in Chap.3.

http://dx.doi.org/10.1007/978-1-4471-6485-2_2
http://dx.doi.org/10.1007/978-1-4471-6485-2_2
http://dx.doi.org/10.1007/978-1-4471-6485-2_2
http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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1.4.1 Definition A function f : X −→ X ′ between approach spaces is called closed
expansive or a closed expansion if for all A ⊆ X

f (δA) ≤ δ ′
f (A)

or explicitly, if for all for all y ∈ X ′ and A ⊆ X

inf
x∈ f −1(y)

δ (x, A) ≤ δ ′(y, f (A)).

1.4.2 Theorem For a function f : X −→ X ′ between approach spaces the follow-
ing properties are equivalent.

1. f is a closed expansion.
2. ∀μ ∈ P

X : f (l(μ)) ≤ l′( f (μ)).
3. ∀F ∈ F(X) : supT ∈secF f (δT ) ≤ λ ′( f (F )).
4. ∀U ∈ U(X) : supT ∈U f (δT ) ≤ λ ′( f (U )).
5. ∀μ ∈ L : f (μ) ∈ L′.
6. ∀A ⊆ X,∀α ∈ R

+ : f (A)(α) ⊆ ⋂
ε>0 f (A(α+ε)).

In 5 it suffices to have the property for a basis of L.

Proof 1 ⇒ 2. Let (A j ) j∈J be a finite collection of subsets of X , for any j ∈ J let
m j ∈ P, and let μ = inf

j∈J
(m j + θA j ). Further fix x ′ ∈ X ′, then

f (μ) = inf
j∈J

(m j + f (θA j )) and l(μ) = inf
j∈J

(m j + l(θA j ))

and therefore

f (l(μ))(x ′) = inf
j∈J

inf
x∈ f −1(x ′)

(m j + l(θA j )(x)) = inf
j∈J

(m j + f (l(θA j ))(x ′))

≤ inf
j∈J

(m j + l′( f (θA j )))(x ′) = l′( f (μ))(x ′).

If μ ∈ P
X
b , ε > 0 and με ≤ μ ≤ με + ε with με ∈ Fin(X), then

f (με) ≤ f (μ) ≤ f (με ) + ε and l(με ) ≤ l(μ) ≤ l(με ) + ε,

and consequently

f (l(μ)) ≤ l′( f (μ)) + ε,

and the result follows from the arbitrariness of ε .
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Finally, if μ ∈ P
X then for any α ∈ [0, ∞[we obtain

α ∧ f (l(μ)) = f (l(α ∧ μ)) ≤ l′( f (α ∧ μ)) ≤ l′( f (μ)),

and the result again follows by arbitrariness of α .
2 ⇒ 1. This follows immediately choosing μ = θA.
1 ⇒ 3. Indeed

sup
T ∈secF

f (δT ) ≤ sup
T ∈secF

δ ′
f (T ) = sup

W∈sec f (F )

δ ′
W = λ ′( f (F )).

3 ⇒ 4. This is evident.
4 ⇒ 1. Applying 1.2.1 we obtain

δ ′
f (A)(x ′) = inf

U ∈U(A)

λ ′ f (U )(x ′) ≥ inf
U ∈U(A)

sup
T ∈U

f (δT )(x ′) ≥ f (δA)(x ′).

2 ⇒ 5. This is immediate since l(μ) = μ if μ ∈ L.
5 ⇒ 2. This follows from 1.2.23.
1 ⇔ 6. This follows from 1.2.21 and 1.2.22. �
Note that being closed-expansive does not mean being closed as a map for all the

level tower structures as can easily be seen from 6.

1.4.3 Proposition For a function f : X −→ X ′ between approach spaces the
following properties are equivalent.

1. f is an injective closed expansive contraction.
2. f is an embedding (i.e. an initial injection) such that δ ′

f (X) = θ f (X).

Proof 1 ⇒ 2. If f is an injective closed expansive contraction then it follows
immediately from the definitions that for all x ∈ X and A ⊆ X

δ ′( f (x), f (A)) = δ (x, A),

and hence f is an embedding. Moreover, δ ′
f (X) = f (δX ) = f (θX ) = θ f (X).

2 ⇒ 1. Conversely, if f is an embedding and δ ′
f (X) = θ f (X) then f is obviously

injective and a contraction. Let A ⊆ X and x ′ ∈ X ′. If x ′ ∈ f (X) and x ∈ X is the
unique point such that f (x) = x ′ then

f (δA)(x ′) = δ (x, A) = δ ′( f (x), f (A)) = δ ′
f (A)(x ′),

and if x ′ �∈ f (X) then

f (δA)(x ′) = ∞ = θ f (X)(x ′) = δ ′
f (X)(x ′) ≤ δ ′

f (A)(x ′).

Hence f (δA) ≤ δ ′
f (A) which shows that f is closed expansive. �
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1.4.4 Proposition Let f : X −→ X ′ be a closed expansion between approach
spaces and let Z ⊆ X ′ then the restriction g := f | f −1(Z) : f −1(Z) −→ Z is a
closed expansion.

Proof Let A ⊆ f −1(Z) and y ∈ Z , then

g(δA)(y) = f (δA)(y) ≤ δ ′
f (A)(y) = δ ′

g(A)(y). �
1.4.5 Definition A function f : X −→ X ′ between approach spaces is called open
expansive or an open expansion if for all A ⊆ X ′ we have

δ f −1(A) ≤ δ ′
A ◦ f

or explicitly, if for all x ∈ X and A ⊆ X ′

δ (x, f −1(A)) ≤ δ ′( f (x), A).

1.4.6 Theorem For a function f : X −→ X ′ between approach spaces the follow-
ing properties are equivalent.

1. f is an open expansion.
2. ∀A ⊆ X ′,∀ε ∈ R

+ : f −1(A(ε)) ⊆ ( f −1(A))(ε).
3. ∀x ∈ X,∀ϕ ∈ A (x) : f (ϕ) ∈ A ′( f (x)).
4. ∀ν ∈ U : f (ν) ∈ U′.
5. ∀x ∈ X,∀ε ∈ R

+,∀V ∈ Vε (x) : f (V ) ∈ Vε ( f (x)).

In 3 it is sufficient to have the property for a basis for A (x) and in 4 it is sufficient
to have the property for a basis of U.

If f is surjective then these are moreover equivalent to

6. ∀x ∈ X,∀U ′ ∈ U(X ′) there exists U ∈ U(X) such that f (U ) = U ′ and
λU (x) ≤ λ ′(U ′)( f (x)).

7. ∀x ∈ X,∀U ′ ∈ U(X ′) : inf{λU (x) | f (U ) = U ′} ≤ λ ′(U ′)( f (x)).

Proof 1 ⇔ 2 This follows from the relationship between distances and towers.
3 ⇒ 1. Let A ⊆ X ′ and x ∈ X then

δ ′( f (x), A) = sup
ϕ ′∈A ′( f (x))

inf
b∈A

ϕ ′(b)

≥ sup
ϕ∈A (x)

inf
b∈A

f (ϕ)(b)

= sup
ϕ∈A (x)

inf
z∈ f −1(A)

ϕ(z)

= δ (x, f −1(A)).

1 ⇒ 3. Suppose there exist an x0 ∈ X , a ϕ0 ∈ A (x0), and ε > 0, ω < ∞ such that
for every ϕ ′ ∈ A ′( f (x0)), f (ϕ0) ∧ ω �≤ ϕ ′ + ε . For every ϕ ′ ∈ A ′( f (x0)), define
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B(ϕ ′) :=
{

y ∈ X ′ | f (ϕ0)(y) ∧ ω > ϕ ′(y) + ε
}
.

Notice that for every ϕ ′, ξ ′ ∈ A ′( f (x0)), B(ϕ ′ ∨ ξ ′) = B(ϕ ′) ∩ B(ξ ′) and
B(ϕ ′) �= ∅, consequently we obtain

sup
ϕ ′∈A ′( f (x0))

δ ′( f (x0), B(ϕ ′)) ∧ ω = sup
ϕ ′∈A ′( f (x0))

sup
ξ ′∈A ′( f (x0))

inf
y∈B(ϕ ′)

ξ ′(y) ∧ ω

≤ sup
ϕ ′∈A ′( f (x0))

sup
ξ ′∈A ′( f (x0))

inf
y∈B(ϕ ′∨ξ ′)

(ϕ ′ ∨ ξ ′)(y) ∧ ω

= sup
ϕ ′∈A ′( f (x0))

inf
y∈B(ϕ ′)

ϕ ′(y) ∧ ω

≤ sup
ϕ ′∈A ′( f (x0))

inf
y∈B(ϕ ′)

(
f (ϕ0)(y) ∧ ω

) − ε

≤ sup
ϕ ′∈A ′( f (x0))

sup
ξ∈A (x0)

inf
x∈ f −1(B(ϕ ′))

(ξ (x) ∧ ω) − ε

= sup
ϕ ′∈A ′( f (x0))

(
δ (x0, f −1(B(ϕ ′))) ∧ ω

) − ε,

which contradicts 1.
3 ⇒ 4. Takeν ∈ U then it follows from1.2.42 that for all x ∈ X ,ν�ν(x) ∈ A (x)

and consequently that f (ν) � f (ν)( f (x)) ∈ A ′( f (x)). Since for y �∈ f (X) we
have that f (ν) � f (ν)(y) = 0 ∈ A ′(y) this proves that f (ν) ∈ U′.

4 ⇒ 3. This follows from 1.2.40.
2 ⇔ 5. This follows from the relation between the various descriptions of towers

(see remarks after 1.1.25).
Now let us suppose that f is surjective.
1 ⇒ 6. Let U ′ ∈ U(X ′) and x ∈ X . Suppose now that for all U ∈ U(X) with

f (U ) = U ′ we have λ ′(U ′)( f (x)) < λU (x). Then for each such U there exists
UU ∈ U such that

λ ′(U ′)( f (x)) < δ (x, UU )

and by 1.1.4 we can find UU1 , . . . , UUn such that ∪n
i=1UUi ∈ f −1(U ′). Choose

W ∈ U ′ such that f −1(W ) ⊆ ∪n
i=1UUi . We then have

n
min
i=1

δ (x, UUi ) = δ (x,∪n
i=1UUi )

≤ δ (x, f −1(W ))

≤ δ ′( f (x), W )

≤ λ ′U ′( f (x))

which is a contradiction.
6 ⇒ 7. This is evident.
7 ⇒ 1. Let A′ ⊆ X ′ and x ∈ X . Then we find
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δ (x, f −1(A′)) = inf
U ∈U( f −1(A′))

λU (x)

≤ inf
U ′∈U(A′)

λ ′U ′( f (x))

= δ ′( f (x), A′). �

Note that items 2 and 5 in the foregoing result are equivalent ways of saying that
f is open as a map between each pair of corresponding level tower structures.

1.4.7 Proposition Let (Xi )i∈I be a family of approach spaces then for every k ∈ I ,
the projection prk : ∏

i∈I Xi −→ Xk is an open expansion.

Proof Choose k ∈ I , a finite subset J ⊆ I and ϕ j ∈ A j (x j ) for j ∈ J . If y ∈ Xk

then we define z0 = (z0i )i∈I as

z0i :=

⎧
⎪⎨

⎪⎩

y i = k

xi i ∈ J \ {k}
arbitrary elsewhere

then, if k ∈ J

prk(sup
j∈J

ϕ j ◦ pr j )(y) = inf
z0k=y

sup
j∈J

ϕ j (z
0
j )

= ϕk(y) ∨ inf
z0k=y

sup
j∈J\{k}

ϕ j (z
0
j )

≤ ϕk(y) ∨ sup
j∈J\{k}

ϕ j (x j )

= ϕk(y)

and if k �∈ J then

prk
(
sup
j∈J

ϕ j ◦ pr j

)
(y) ≤ sup

j∈J
ϕ j (x j ) = 0.

Hence we have prk
(
sup j∈J ϕ j ◦ pr j

)
≤ ϕk and by 1.4.6 we are finished. �

1.4.8 Proposition Let f : X −→ X ′ be an open expansion between approach
spaces and let Z ⊆ X ′ then the restriction g := f | f −1(Z) : f −1(Z) −→ Z is an
open expansion.

Proof This is analogous to 1.4.4 and we leave this to the reader. �
For a category with a given factorization structure (E ,M ) (see e.g. Herrlich

and Strecker 1973), satisfying properties (F0–F2) below, (Clementino et al. 2003),
Clementino, Giuli and Tholen formulate three further axioms which a class F of
morphisms has to fulfil for it to be a viable class of closedmorphisms in that category.
We recall the axioms (F0–F2):
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(F0) M is a class of monomorphisms and E is a class of epimorphisms and both
are closed under composition with isomorphisms.

(F1) Every morphism f decomposes as f = m ◦ e with m ∈ M and e ∈ E .
(F2) Every e ∈ E is orthogonal to every m ∈ M , that is, given any morphisms u

and v such that m ◦ u = v ◦ e there exists a unique morphism w making the
following diagram commutative

· u ��

e
��

·
m

��
· v

��
w

��������� ·

The axioms which F has to fulfil are:

(F3) F contains all isomorphisms and is closed under composition.
(F4) F ∩ M is stable under pullbacks.
(F5) Whenever g ◦ f ∈ F and f ∈ E then g ∈ F .

Note that in the abstract categorical setting these axioms necessarily are formu-
lated in terms of morphisms, whereas our notion of closed expansiveness also makes
sense for an arbitrary function, hence the supplementary (and required) condition in
3 of 1.4.9.

There are many different factorization structures (E ,M ) on a topological cat-
egory, but we will consider the most usual one where E are the epimorphisms
(i.e. the surjective contractions) and M are the extremal monomorphisms (i.e. the
embeddings). As in any topological category, this factorization structure satisfies
the aforementioned conditions (F0–F2). For now, in this section, we let F :=
the class of all closed expansive contractions.

That isomorphisms are closed expansive and that closed expansive contractions
are stable under composition is evident from the definition. This implies that F
satisfies axiom (F3).

We will now point out thatF also satisfies the remaining two axioms with regard
to the given factorization structure.

1.4.9 Proposition The following properties hold.

1. F ∩ M is stable under pullbacks.
2. If g ◦ f is closed expansive and f is a surjective contraction then g is closed

expansive.
3. If g is a contraction, g ◦ f ∈ F and f ∈ E then g ∈ F .

Proof 1. Consider the pullback diagram

P
f ��

g
��

B

g

��
A

f �� C



86 1 Approach Spaces

where f is a closed embedding. We mention that, as in all topological categories,
we can take P = {(a, b) ∈ A × B | f (a) = g(b)} where A × B carries the product
structure and P the subspace structure and where f and g are the restrictions of
the projections. Since M is stable under pullbacks we already obtain that f is an
embedding. Hence it remains to show that δ f (P) = θ f (P). Since g is a contraction
we have that

θ f (P) = θg−1( f (A))

= θ f (A) ◦ g

= δ f (A) ◦ g

≤ δgg−1 f (A) ◦ g

≤ δg−1( f (A)) = δ f (P).

Since the other inequality always holds this proves that f is inF ∩ M .
2 and 3. Let f : X −→ Y , g : Y −→ Z be as stated and let B ⊆ Y . Then we

have

g(δB) = g ◦ f (δB ◦ f )

≤ g ◦ f (δ f −1(B))

≤ δg f f −1(B) = δg(B),

which shows that g is closed expansive. �
By the foregoing result, (F4) and (F5) are fulfilled. From Clementino et al. (2003)

we adopt the following definition of proper morphism.

1.4.10 Definition A contraction f : X −→ Y is called a proper contraction if it
belongs stably toF , i.e. whenever

W
f ��

g
��

Z

g

��
X

f �� Y

is a pullback diagram, then f ∈ F .

In view of the following property, verifying properness of a contraction can be
done by a simple criterion mentioned in Clementino et al. (2003).

1.4.11 Proposition F is stable under restrictions.

Proof This follows from 1.4.4. �
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The following results are immediate consequences of the general results proved
in Clementino et al. (2003).

1.4.12 Proposition A contraction f : X −→ X ′ is proper if and only if for each
approach space Z the map f × 1Z : X × Z −→ X ′ × Z is closed expansive.

PutF ∗ for the class of proper contractions. From the definition, it is immediately
clear that F ∗ ⊆ F .

1.4.13 Proposition The class of proper contractions fulfils the following stability
properties.

1. F ∗ is stable under composition.
2. F ∗ contains all closed embeddings.
3. F ∗ is the largest pullback-stable subclass of F .
4. If g ◦ f ∈ F ∗ and g is an injective contraction, then f ∈ F ∗.

1.5 Comments

1. Asymptotic radius and center
The idea of a limit operator exists in the literature, although itwas never formalized

in a setting as approach spaces like here or used as characterizing concept of a
structure of any kind. In approximation theory we find the notion of asymptotic
radius and asymptotic center (see e.g. Benavides and Lorenzo 2004; Kirk 1990;
Lim 1980; Edelstein 1972, 1974). These concepts were introduced to be able to
work with non-convergent sequences and to be able to gauge to what extent they are
non-convergent. See more details in the comments on the second chapter.

2. An interior-counterpart to distance
The following gives a “partial” counterpart to the concept of a distance derived

from a lower hull operator. Suppose given an upper hull operator u on X as in 1.2.19.
For any ω ∈ R

+ we define

ιω : X × 2X −→ P : (x, A) �→ u(θ ω
A )(x).

Then the reader can verify that ιω satisfies the following properties.

1. ∀x ∈ X,∀A ⊆ X : ιω (x, A) = 0 ⇒ x ∈ A.
2. ∀x ∈ X, ιω (x, X) = 0.
3. ∀x ∈ X,∀A, B ∈ 2X : ιω (x, A ∩ B) = max{ιω (x, A), ιω (x, B)}.
4. ∀x ∈ X,∀A ⊆ X,∀ε < ω : ιω (x, A(ε)) ≤ ιω (x, A) + ε where

A(ε) := {y ∈ X | ιω (y, A) < ω − ε}.
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3. Local contractivity
The concept of a contraction between approach spaces, just as the topological

notion of continuous map, has a local version of contractivity in a point. It suffices
to fix the point x in definition 1.3.1. Results similar to those which can be obtained
for local continuity can then be proved.

4. Open expansion in the literature
The same concept as our notion of an open expansion appears in the work of

Ioffe on subdifferential calculus (Ioffe 1981, 1990, 2000), although there it is on the
one hand slightly more general since it deals with multivalued maps and allows for
Lipschitz constants in the inequalities but on the other hand is more restricted since
it deals with metric spaces. However, it is the same intuition which lies at the basis
of both concepts.

5. Properness
In this chapter we defined properness linked to contractivity. This is also the

way it is done in topology where a proper map always implies continuity. However,
this is not necessary, just as with open and closed expansions we can isolate the
properness-part without requiring contractivity. The reason we did not do this in the
present chapter is to show the link with the work of Clementino et al. (2003). We will
come back to these concepts in the chapter on index analysis where we will isolate
the concept of properness from contractivity.

6. Approach spaces in other theories
Approach spaces appear as the penultimate example of two other general theories

in categorical topology.
The first concerns metrically generated theories as introduced by Colebunders

and Lowen (2005). The theory of approach spaces is embedded in metrically gen-
erated theories via the description with gauges. Metrically generated theories were
further studied in Claes (2009) concerning initially dense objects, Colebunders et al.
(2006) concerning function spaces and one-point extensions, Colebunders et al.
(2007) where completeness in a symmetric setup is treated, Colebunders and Lowen
(2009) where the embedding of bornological spaces in metrically generated theories
is considered, Colebunders et al. (2012) where local metrically generated theories
are introduced, Claes et al. (2007) concerning co-wellpoweredness, Colebunders and
Gerlo (2007) where firm reflections are treated and Colebunders and Vandersmissen
(2010) where completeness aspects in a non-symmetric setup are handled. More
information can also be found in the PhD theses of Gerlo (2007), Vandersmissen
(2008) and Van Geenhoven (2010).

The second is the theory of lax algebras as studied extensively in the book
Monoidal Topology (Hofmann et al. 2014). We come back to this in the last chapter
on categorical aspects where we will especially be looking at the way approach
spaces can be described as a category of lax algebras (see Clementino and Hofmann
2003; Clementino et al. 2004).

Further, approach spaces also appear in the theory of approach frames. This theory
was first suggested by Banaschewski in some lectures at UCT in Cape Town. This
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finally resulted in a series of papers by Banaschewski et al. (2006, 2007, 2012) and
the PhD thesis of Van Olmen (2005). An approach frame is a frame L with top� and
bottom ⊥ equipped with two families of unary operations, addition and subtraction
of α ∈ P, denoted respectively Aα : L −→ L and Sα : L −→ L which satisfy all
identities valid for ordinary addition and subtraction by α , the frame operations in
P and the implications Aα⊥ = ⊥ ⇒ α = 0 and Sα� = � ⇒ α �= ∞. Morphisms
between approach frames are frame homomorphisms which commute with additions
and subtractions. Approach spaces then are “embedded” into the theory of approach
frames via their lower regular function frames.

7. Links to κ-metrizability
Several notions generalizing metrizability and involving a type of “distance func-

tions” have been introduced in the literature. The one which is most closely related
to our concept of approach structure is the concept of a κ-metric as introduced by
Shchepin (1976a). See also Shchepin (1976b, 1980), Isiwata (1985, 1987, 1988),
and Suzuki et al. (1989). A Tychonoff space X is called κ-metrizable if there exists a
function ρ : X × RC(X) −→ R, where RC(X) stands for the collection of regularly
closed sets in X , fulfilling the following properties.

1. ρ(x, F) = 0 if and only if x ∈ F .
2. F ⊆ F ′ ⇒ ρ(·, F ′) ≤ ρ(·, F).
3. For all F ∈ RC(X): ρ(·, F) is continuous.
4. ρ(·, cl(int( ⋃

j∈J
Fj ))) = inf

j∈J
ρ(·, Fj ) for any collection (Fj ) j in RC(X) which

is increasing and totally ordered.

Such a function is called a κ-metric for X . The class of κ-metrizable topological
spaces contains all metrizable topological spaces and is closed under the formation
of products.

Analogous ideas also appeared in the work of Borges (1966), Nagata (1992),
and Naimpally and Pareek (2014) where the concept of an annihilator was used.
An annihilator basically is more general than a κ-metric, only fulfils the first and
third properties above, and can be defined on X × C(X) where C(X) is an arbitrary
collection of closed sets. Much work in this area was aimed at finding supplementary
conditions on a κ-metric or an annihilator to insure metrizability of the given space,
see e.g. the paper of Suzuki, Tamano and Tanaka (1989).

8. Towers in the literature
Towers are a useful concept to defineor characterize various extensions of classical

categories. They were used by Brock and Kent (1997a) to define the category of so-
called limit-tower spaces which turns out to be isomorphic to the category CAp
which we study in Sect. 12.2. They were also used by Nauwelaerts (2000) to study
certain categorical hulls in approach theory. Further they were used by Zhang (2001)
to construct tower extensions of general topological categories and by Herrlich and
Zhang in their study of categorical properties of probabilistic convergence spaces
Herrlich and Zhang (1998).

http://dx.doi.org/10.1007/978-1-4471-6485-2_12


Chapter 2
Topological and Metric Approach Spaces

Well, I use the metric system. It’s the only way to get really exact
numbers.

(Catherynne M. Valente, in The Girl Who Fell Beneath
Fairyland and Led the Revels There)

As every mathematician knows, nothing is more fruitful than
these obscure analogies, these indistinct reflections of one theory
into another, these furtive caresses, these inexplicable disagree-
ments …

(André Weil)

Both topological andmetric spaces can be viewed as special types of approach spaces.
More precisely, both the categories of topological spaces and continuous maps,
Top, and of (quasi)-metric spaces and non-expansive maps, (q)Met, can actually
be embedded as full and isomorphism-closed subcategories of App. In this chapter
we will see various characterizations of topological and of (quasi-)metric spaces as
approach spaces and we will see exactly how Top and qMet (respectively Met) are
embedded in App. For Top the embedding will turn out to be both concretely reflec-
tive and concretely coreflective. For bothMet and qMet the embedding will turn out
to be concretely coreflective but not reflective.Wewill demonstrate that it is precisely
the failure ofMet and qMet to be embedded reflectively inAppwhichmakes the the-
ory of approach spaces particularly interesting in any situation in mathematics where
initial structures of (quasi-)metric or (quasi-)metrizable topological spaces occur.

2.1 Topological Approach Spaces

As far as notation is concerned, from now on, whenever we say that X is a topological
space,T will stand for the collection of open sets. Structures derived fromT , such as
the associated closure operator, will be denoted, for example, by clT . If no confusion
can arisewemay also drop reference toT altogether.Weput usc (respectively lsc) for
upper semicontinuous (respectively lower semicontinuous) and (VT (x))x or shortly
(V (x))x for the neighbourhood filters of a topological space. Given a quasi-metric d,

© Springer-Verlag London 2015
R. Lowen, Index Analysis, Springer Monographs in Mathematics,
DOI 10.1007/978-1-4471-6485-2_2
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92 2 Topological and Metric Approach Spaces

we let Td stand for the underlying topology. Given a filterF in a topological space,
the set of adherence points of F is denoted by adhF and the set of limit points by
limF . That a filterF converges to a point x is written asF → x and that it adheres
to x is written as F � x .

Given a topological space (X,T ) we associate with it a natural approach space
in the following way. Let

δT : X × 2X −→ P : (x, A) �→
{
0 x ∈ clT (A),

∞ x /∈ clT (A).

2.1.1 Proposition If (X,T ) is a topological space, then the function

δT : X × 2X −→ P

is a distance on X and the associated structures are given as follows.

1. For any filter F on X: αT F = θadhF and λT F = θlimF .
2. For any x ∈ X: AT (x) := {

ϕ ∈ P
X | ϕ(x) = 0,ϕ usc in x

}
and a basis is

given by BT (x) := {θV | V ∈ VT (x)}.
3. GT := {d ∈ qMet(X) | Td ⊆ T }.
4. The tower is given by the family (tTε )ε∈R+ where for each ε ∈ R

+, tTε coin-
cides with clT .

5. For any μ ∈ P
X and x ∈ X: lT (μ)(x) := sup

V ∈VT (x)
inf
y∈V

μ(y) i.e. lT (μ) is the

largest lower semicontinuous function smaller than μ .
6. LT := {μ ∈ P

X | μ lsc}.
7. For any μ ∈ P

X
b and x ∈ X: uT (μ)(x) := inf

V ∈VT (x)
sup
y∈V

μ(y) i.e. uT (μ) is

the smallest upper semicontinuous function larger than μ .
8. UT := {μ ∈ P

X
b | μ usc}.

9. For any functional ideal I on X: I � x if and only fα (I) −→ x for all
α ∈ [c(I),∞[.

Proof (D1) and (D2) are immediate. (D3) follows from the fact that, for any A, B ⊆
X , we have clT (A ∪ B) = clT (A) ∪ clT (B). (D4) follows from the fact that, for
all ε < ∞, A(ε) = clT (A) and A(∞) = X .

1. We give the proof for the adherence operator; the one for the limit operator is
precisely the same. It follows from 1.2.64 that,

αT F = sup
F∈F

(δT )F = sup
F∈F

θclT (F) = θ ⋂

F∈F
clT (F) = θadhF .

2. From 1.2.33 it follows that, for all x ∈ X ,

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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AT (x) =
{

ϕ ∈ P
X | ∀A ⊆ X : x ∈ clT (A) ⇒ inf

a∈A
ϕ(a) = 0

}
.

If ϕ ∈ AT (x), then, since x ∈ clT ({x}), it follows that ϕ(x) = 0. Now let α > 0.
If x ∈ clT ({ϕ ≥ α}), then

inf
a∈{ϕ≥α} ϕ(a) = 0,

which is absurd. Hence, for all α > 0, x ∈ intT ({ϕ < α}), which proves that ϕ
is upper semicontinuous in x . The converse follows from the fact that if ϕ is upper
semicontinuous in x andϕ(x) = 0, then, for anyα > 0, {ϕ < α} is a neighbourhood
of x . That BT (x) is a basis for AT (x) follows easily from the definitions.

3. From 1.2.4 we obtain that

G = {
d ∈ qMet(X) | x ∈ clT (A) ⇒ δd(x, A) = 0

}

from which the result immediately follows.
4. For any ε ∈ R

+ and A ⊆ X , we have

tTε (A) = {
x ∈ X | δT (x, A) ≤ ε

}

= {
x ∈ X | δT (x, A) = 0

}

= clT (A).

5. The formula follows from 1.2.38. The alternative description is well known
and can be found for instance in Bourbaki (1960).

6. This follows from 1.2.24.
7. This is analogous to 5.
8. This follows from 1.2.29.
9. This follows from 1.2.58. ��
An approach space of type (X, δT ) for some topology T on X will be called a

topological approach space. Analogously all associated structures will be referred
to as being topological and will be denoted in a similar way with a subscript or
superscript referring to the original topology. Note that in particular 5 and 7 are
the well-known lower semicontinuous and upper semicontinuous regularization of
functions, see e.g. Bourbaki (1960).

The next result gives an internal characterization of these spaces.

2.1.2 Proposition An approach space (X, δ ) is topological if and only if any of the
following equivalent properties holds.

1. δ (X × 2X ) ⊆ {0,∞}.
2. For any filter F ∈ F(X) we have that λF (X) ⊆ {0,∞}.
3. For any lower regular function μ we have that also θ{μ=0} is lower regular.
4. For any lower regular function μ and for any ε ∈ R

+ also θ{μ≤ε} is lower
regular.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1


94 2 Topological and Metric Approach Spaces

5. There exists a subbasis M for the lower regular function frame such that for
all μ ∈ M also θ{μ=0} is lower regular.

6. For any upper regular function ν and for any α, β ∈]0,∞[ also θ{ν<α} ∧ β is
upper regular.

7. There exists a subbasis M for the upper regular function frame such that for
all ν ∈ M and for any α, β ∈]0,∞[ also θ{ν<α} ∧ β is upper regular.

8. For any d ∈ G and α ∈ R
+ also αd ∈ G .

Proof The only-if part of 1 follows from the definition of a topological approach
space. To show the if part it suffices to note that if, for all A ⊆ X , we put
cl(A) := {

x ∈ X | δ (x, A) = 0
}
, then cl is a topological closure operator and δ

is the associated distance. Characterization 2 is an immediate consequence. To prove
3 it suffices to look at the functions μ = δA for A ⊆ X and 4 is clearly equivalent
to 3 because of the translation-invariance of L. Claims 5 to 7 follow by analogous
reasoning. That 8 is necessary follows from 2.1.1 and that it is sufficient follows from
1.2.6 and the first claim. ��

2.2 Embedding Top in App

In the foregoing section we have seen that a topological space can be viewed as a
special type of approach space. That, moreover, Top is concretely embedded in App
is a consequence of the fact that given topological spaces (X,T ) and (X ′,T ′) a
function f : X −→ X ′ will be continuous as a map between the topological spaces
if and only if it is a contraction as a map between the associated approach spaces, as
follows at once e.g. from the observation that if A ⊆ X , then

f (clT A) ⊆ clT ′( f (A)) ⇔ ∀ε ∈ R
+ : f (A(ε)) ⊆ ( f (A))(ε)

′
,

which by 1.3.3 proves our claim. Hence the concrete functor from Top to Appwhich
takes (X,T ) to (X, δT ) is a full embedding of Top into App.

We will now prove that Top is actually very nicely embedded in App. In con-
trast to most known topological categories which do not have subcategories which
are simultaneously reflectively and coreflectively embedded, such as for instance
Top itself, we will prove that Top is simultaneously concretely reflectively and
concretely coreflectively embedded in App. This is what, in 12.1 we call a stable
subcategory.

The fact that the embeddings, reflections and coreflections are concrete implies
in particular that the reflection and coreflection morphisms are carried by the iden-
tity map of the underlying set. Hence, throughout this work, when referring to a
reflection or coreflection, we will only mention the objects and never the reflection
or coreflection morphisms.

We recall that two important aspects of the fact that Top is reflectively embedded
in App are: (1) for each approach structure, there exists a finest coarser topological

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_12
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structure on the same underlying set and (2) initial structures of topological spaces
are the same whether they are taken in Top or in App. We refer to the seminal work
of Herrlich on these matters (Herrlich 1968, 1983).

2.2.1 Proposition For any approach space X, the operation defined by

cl(A) := {
x ∈ X | δ (x, A) < ∞

}

is a pretopological closure operator.

Proof This follows from (D1), (D2), and (D3). ��
We recall that the category PrTop of pretopological spaces and continuous maps

is a topological category in which Top is reflectively embedded. A pretopological
space is a set equipped with a closure operation which satisfies all the usual axioms
with the possible exception of idempotency. For more information onPrTopwe refer
the reader to Choquet (1947) and Colebunders (1989).

2.2.2 Theorem Top is embedded as a concretely reflective subcategory of App. For
any approach space (X, δ ), its Top-reflection is determined by the distance δ tr

associated with the topological reflection of the pretopological closure operator cl.

Proof The topological reflection of this closure operator is obtained by a standard
transfinite process which produces a topological closure operator, cltr . To verify that
1X : (X, δ ) −→ (X, δ tr ) is a contraction it suffices to note that if δ (x, A) < ∞,
for some x ∈ X and A ⊆ X , then δ tr (x, A) = 0. Now suppose that (Y,T ) is a
topological space and that

f : (X, δ ) −→ (Y, δT )

is a contraction. Then, for any x ∈ X and A ⊆ X , we have

x ∈ cl(A) ⇒ δ (x, A) < ∞
⇒ δT ( f (x), f (A)) < ∞
⇒ f (x) ∈ clT ( f (A)).

Hence f : (X, cl) −→ (Y, clT ) is continuous as a function between pretopological
spaces. It then follows that also f : (X, cltr ) −→ (Y, clT ) is continuous as a function
between topological spaces, which in turn means that f : (X, δ tr ) −→ (Y, δT ) is a
contraction. ��
2.2.3 Corollary Top is closed under the formation of limits and initial structures
in App. In particular, a product in App of a family of topological approach spaces
is a topological approach space and, likewise, a subspace in App of a topological
approach space is a topological approach space.



96 2 Topological and Metric Approach Spaces

Although, as the previous results show, it is important to know from a structural
point of view that Top is reflectively embedded in App, we will not often have
recourse to considering the Top-reflection of an approach space. It is easily seen that
if the distance is finite, then the Top-reflection is indiscrete. This shows that it will
usually not be a very interesting topology to consider. The situation becomes totally
different for the dual property, coreflectivity, as we will now see. We also recall that
two important aspects of the fact that Top is coreflectively embedded in App are:
(1) for each approach structure there exists a coarsest finer topological structure on
the same underlying set and (2) final structures of topological spaces are the same
whether they are taken in Top or in App.

2.2.4 Theorem Top is embedded as a concretely coreflective subcategory of App.
For any approach space (X, δ ), its Top-coreflection is determined by the distance
δ tc associated with the topological closure operator given by

clδ (A) := {
x ∈ X | δ (x, A) = 0

}
.

Proof It is easily verified that clδ is indeed a topological closure operator and that
1X : (X, δ tc) −→ (X, δ ) is a contraction. Now suppose that (Y,T ) is a topological
space and that

f : (Y, δT ) −→ (X, δ )

is a contraction. Then, for any x ∈ Y and A ⊆ Y such that x ∈ clT (A), we have

δ ( f (x), f (A)) ≤ δT (x, A) = 0,

which proves that

f : (Y, δT ) −→ (X, δ tc)

is also a contraction. ��
2.2.5 Corollary Top is closed under the formation of colimits and final structures
in App. In particular, a coproduct in App of a family of topological approach spaces
is a topological approach space and, likewise, a quotient in App of a topological
approach space is a topological approach space.

In the sequel, in order not to overload notation and terminology, we will call the
topological spaces associated with the topological reflection and coreflection also
simply the topological reflection and coreflection of a given approach space. In
other words, unless required for technical reasons, we do not differentiate between
a topological space and the associated approach space.

At the end of this chapter we will discuss the importance of the Top-coreflection
of an approach space. Anticipating this, we will now describe this coreflection by
means of the most important other basic structures. Given an approach space (X, δ ),
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we will denote the topology underlying the topological coreflection by Tδ , or with
any other index referring to the original structure.

2.2.6 Proposition If X is an approach space with (B(x))x∈X a basis for the
approach system and H a basis for the gauge, then the following properties hold.

1. Convergence in the topological coreflection is characterized by

F → x ⇔ λF (x) = 0 and F � x ⇔ αF (x) = 0.

2. The neighbourhoods in the topological coreflection are characterized by

V (x) =
{

V ∈ 2X | ∃ε > 0, ∃ϕ ∈ B(x) : {ϕ < ε} ⊆ V
}

=
{

V ∈ 2X | ∃ε > 0, ∃d ∈ H : Bd(x, ε) ⊆ V
}
.

Proof 1. This follows from

F → x ⇔ x ∈ ⋂

A∈sec(F )

clδ (A)

⇔ sup
A∈sec(F )

δ (x, A) = 0

⇔ λF (x) = 0,

and analogously for the adherence.
2. For the approach system this follows from

V ∈ V (x) ⇔ x /∈ clδ (X \ V )

⇔ ∃ε > 0 : sup
ϕ∈B(x)

inf
y∈X\V

ϕ(y) > ε

⇔ ∃ε > 0, ∃ϕ ∈ B(x) : {ϕ < ε} ⊆ V

and for the gauge it is entirely similar. ��
2.2.7 Example We refer to the two examples which we considered in 1.2.62.

The distance of the first example is δE : P×2P −→P. The topological coreflection
of this space is (P,TE), where TE is the topology of the Alexandroff compactifica-
tion of [0,∞[ with the usual (Euclidean) topology.

The distance of the second example is δP : P × 2P −→ P. The topological
coreflection of this space is (P,TP), where

TP := {]a,∞]|a ∈ P} ∪ {P}.

2.2.8 Proposition If X is an approach space, then any lower regular function ξ ∈ L
considered as a map ξ : (X,Tδ ) −→ (P,TP) is continuous, in particular the
distance functionals, and limits and adherences of filters are continuous maps.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Proof This follows from 1.3.5, 2.2.4, and 2.2.7. ��
If, in the foregoing result, we replace the topology TP by the Euclidean topology

TE, then all maps are lower semicontinuous.
In the foregoing chapter we introduced three types of maps, namely, open and

closed expansions and proper contractions. The following result tells us that the
terminology for closed and open was appropriately chosen.

2.2.9 Proposition (Top) If X and X ′ are topological spaces and f : X −→ X ′ is a
map then the following properties hold.

1. f is closed as a map between the topological spaces if and only if it is a closed
expansion between the associated approach spaces.

2. f is open as a map between the topological spaces if and only if it is an open
expansion between the associated approach spaces.

Proof (1) This follows from 2.1.1 (6), 1.4.2 (5) and the observation that if f is closed
and μ is lsc then f (μ) is lsc.

(2) Analogously, this follows from 2.1.1 (8), 1.4.6 (5) and the observation that if
f is open and μ is usc then f (μ) is usc. ��
Wewill treat the case of proper contractions laterwhenwe have amore appropriate

characterization at our disposal (see 4.3.30).

2.3 (Quasi-)Metric Approach Spaces

Given a quasi-metric space (X, d), we associate with it a natural approach space by
defining in the usual way the function

δd : X × 2X −→ P : (x, A) �→ inf
a∈A

d(x, a).

2.3.1 Proposition If (X, d) is a quasi-metric space, then the function

δd : X × 2X −→ P

is a distance on X and the associated structures are given as follows.

1. For all F ∈ F(X) and x ∈ X:

a. αdF (x) = sup
F∈F

inf
y∈F

d(x, y) = supF∈F δd(x, F),

b. λdF (x) = inf
F∈F

sup
y∈F

d(x, y).

2. For any x ∈ X: Ad(x) := {
ϕ ∈ P

X | ϕ ≤ d(x, ·)} and a basis is given by
the singleton {d(x, ·)}.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_4
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3. Gd := {e ∈ qMet(X) | e ≤ d} and a basis is given by the singleton {d}.
4. The tower is given by the family (tdε )ε∈R+ where

tdε : 2X −→ 2X : A �→ {
x ∈ X | δd(x, A) ≤ ε

}
.

5. For any μ ∈ P
X and x ∈ X: ld(μ)(x) := inf

y∈X
(μ(y) + d(x, y)) i.e. ld(μ) is

the largest non-expansive map smaller than μ .
6. Ld := {

μ ∈ P
X | μ non-expansive

}
.

7. For any μ ∈ P
X
b and x ∈ X: ud(μ)(x) := sup

y∈X
(μ(y) − d(x, y)) i.e. ud(μ) is

the smallest non-expansive map larger than μ .
8. Ud := {

μ ∈ P
X
b | μ non-expansive

} = Ld ∩ P
X
b .

9. For any functional ideal I on X: I � x if and only if d(x, ·)∧ω ∈ I for each
ω ∈ R

+.

Proof That δd is a distance is merely the special case of 1.2.6 where we take for the
gauge basis H := {d}.

1. This is an immediate consequence of the definition of the adherence operator
1.2.64 and of 1.2.44.

2. By 1.2.33 we have that, for all x ∈ X ,

Ad(x) =
{

ϕ ∈ P
X | ∀A ∈ 2X : inf

a∈A
ϕ(a) ≤ inf

a∈A
d(x, a)

}
.

Clearly, inf
a∈A

ϕ(a) ≤ inf
a∈A

d(x, a) holds, for all A ⊆ X , if and only if ϕ(a) ≤ d(x, a)

holds, for all a ∈ X .
3. Referring to 1.2.4 instead of to 1.2.33, this is precisely the same as the proof

of the foregoing result.
4. This follows from 1.2.21.
5. This follows from 1.2.16.
6. This follows from 1.2.24.
7. This follows from 1.2.25.
8. This follows from 1.2.29 and 6.
9. This follows from 1.2.31 and 2. ��
The above expression for δd is of course well known and notationally often no

distinction is made between d and δd . We emphasize, however, that for our purposes
it is important to use different notations for a quasi-metric and for the distance derived
from it in the sense of the foregoing definition. In the first place, the two functions
have different domains and in the second place, they determine categorically different
structures. We have seen that Top is simultaneously reflectively and coreflectively
embedded inApp, and hence for topological approach spaces, it makes no difference
whether we perform constructions, such as the making of limits, colimits, initial,
and final structures, in Top or in App. However, for quasi-metric approach spaces,
as we will see later in this chapter when we study the precise way in which qMet is

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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embedded in App, it does make a difference whether we make initial structures of
quasi-metric approach spaces in qMet or in App. Hence it is important to make the
distinction.

For a sequence (xn)n we denote the generated filter by 〈(xn)n〉.
2.3.2 Corollary If (X, d) is a quasi-metric space, (xn)n is a sequence in X and
x ∈ X, then the following formulas hold.

1. αd 〈(xn)n〉 (x) = liminf
n→∞

d(x, xn).

2. λd 〈(xn)n〉 (x) = lim sup
n→∞

d(x, xn).

An approach space of type (X, δd), for some quasi-metric d on X , will be called a
(quasi-)metric approach space. Analogously all associated structureswill be referred
to as being (quasi-)metric.

2.3.3 Proposition An approach space is quasi-metric if and only if it has one, and
hence all of the following equivalent properties.

1. For all x ∈ X and A ⊆ 2X , we have δ (x,∪A ) = inf
A∈A

δ (x, A).

2. For all x ∈ X and A ⊆ X, we have δ (x, A) = inf
a∈A

δ (x, {a}).
3. The lower regular function frame is closed under the formation of arbitrary

infima.
4. The upper regular function frame is closed under the formation of arbitrary

bounded suprema.
5. The gauge is a principal gauge generated by a unique function, which neces-

sarily is a quasi-metric.

Proof The equivalence of the first and second property with being quasi-metric
follows at once from the definition. That a quasi-metric space fulfils the third property
follows from the description of the lower regular function frame in 2.3.1. Conversely
it follows from 3 that given x ∈ X and A ⊆ X the function

η : X −→ P : y �→ inf
a∈A

δ (y, {a})

belongs to L and vanishes on A. Consequently it follows from 1.2.45 that

δ (x, A) = sup{μ(x) | μ ∈ L, μ|A = 0}
≥ η(x)
= inf

a∈A
δ (x, {a}).

Since the other inequality always holds this proves 3. The third and fourth properties
are obviously equivalent. Property 5 finally is evident. ��
2.3.4 Proposition An approach space is metric if and only if for all A, B ∈ 2X

inf
a∈A

δ (a, B) = inf
b∈B

δ (b, A).

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Proof This follows from the foregoing result and the symmetry of metrics. ��
The above results clarify our terminology of local distances. In a quasi-metric

approach space the basic local distance at a point x is simply the quasi-metric “local-
ized” at x .

The pretopological closures tdε , ε ∈ R
+, are referred to, in Beer and Luchetti

(1993), as (ε)-enlargement operators.
Making use of the results of this section it is possible to formulate some of the

transitions in a more concise way.

2.3.5 Proposition The following formulas for various transitions hold.

1. The transition from distances to gauges: G = {
d ∈ qMet(X) | δd ≤ δ

}
.

2. The transition from gauges to distances: δ = sup
d∈G

δd .

3. The transition from gauges to lower hull operators: l = sup
d∈G

ld .

4. The transition from gauges to upper hull operators: u = inf
d∈G

ud .

5. The transition from gauges to limit operators: λ = sup
d∈G

λd .

6. The transition from gauges to adherence operators: α = sup
d∈G

αd .

Proof This follows from 2.3.1 and all the respective transition formulas proved in
the first chapter. ��
2.3.6 Proposition If (X, d) is a quasi-metric space, F is a filter on X and x ∈ X,
then the following properties hold.

1. F � x in (X,Td) if and only if αdF (x) = 0.
2. F → x in (X,Td) if and only if λdF (x) = 0.

Proof This follows from 2.3.1. ��

2.4 Embedding qMet in App

In 2.3 we have seen that quasi-metric spaces can be viewed as special types of
approach spaces. That qMet is concretely embedded in App is a consequence of the
fact that given quasi-metric spaces (X, d) and (X ′, d ′) a function f : X −→ X ′ will
be nonexpansive between the quasi-metric spaces if and only if it is a contraction
between the associated approach spaces. Hence the concrete functor from qMet to
App which takes (X, d) to (X, δd) is a full embedding of qMet into App.

In 2.2 we were able to show both concrete reflectivity and coreflectivity of the
embedding of Top in App. For Met and qMet only concrete coreflectivity of the
embedding holds. However, as we will see later, it is precisely the fact that neither
Met nor qMet is embedded reflectively in App which makes the theory of approach
spaces especially interesting.
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2.4.1 Theorem qMet is embedded as a concretely coreflective subcategory of App.
For any approach space (X, δ ), its qMet-coreflection is determined by the distance
δ qm associated with the quasi-metric

dδ : X × X −→ P : (x, y) �→ δ (x, {y}).

Proof To show that 1X : (X, δ qm) −→ (X, δ ) is a contraction let x ∈ X and let
A ⊆ X . Then we have

δ (x, A) ≤ inf
a∈A

δ (x, {a}) = δ qm(x, A).

Now suppose that (Y, d) is a quasi-metric space and that

f : (Y, δd) −→ (X, δ )

is a contraction. Then, for any x ∈ Y and A ⊆ Y , we have

δ qm( f (x), f (A)) = inf
a∈A

δ ( f (x), { f (a)})
≤ inf

a∈A
δd(x, {a})

= δd(x, A),

which proves that

f : (Y, δd) −→ (X, δ qm)

is also a contraction. ��
2.4.2 Corollary qMet is closed under the formation of colimits and final structures
inApp. In particular, a coproduct inApp of a family of quasi-metric approach spaces
is a quasi-metric approach space and, likewise, a quotient in App of a quasi-metric
approach space is a quasi-metric approach space.

In the following result we describe the qMet-coreflection of an approach space
by means of approach systems and gauges. This result is the counterpart of 2.2.6.

2.4.3 Proposition If (X, δ ) is an approach space with (B(x))x∈X a basis for the
approach system and H a basis for the gauge, then for any x, y ∈ X: dδ (x, y) =
sup

ϕ∈B(x)
ϕ(y) = sup

d∈H
d(x, y).

Proof The first equality follows from 1.2.34 and 2.4.1 while the second one follows
from 1.2.6 and 2.4.1. ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Given a quasi-metric d on a set X we call d−, defined by

d−(x, y) := d(y, x)

the adjoint quasi-metric. Further we put d∗ := d ∨ d−.

2.4.4 Theorem Met is embedded as a concretely coreflective subcategory of App.
For any approach space (X, δ ), its Met-coreflection is determined by the distance
δ m associated with the metric

d∗
δ : X × X −→ P : (x, y) �→ dδ (x, y) ∨ d−

δ (x, y).

Proof This is analogous to 2.4.1 and we leave this to the reader. ��
2.4.5 Corollary Met is closed under the formation of colimits and final structures
in App. In particular, a coproduct in App of a family of metric approach spaces is a
metric approach space and, likewise, a quotient in App of a metric approach space
is a metric approach space.

The description of theMet-coreflection of an approach space by means of a basis
for the approach system or a basis for the gauge is easily deduced from 2.4.3 and
2.4.4. For instance, ifH is a basis for the gauge associated with δ , then d∗

δ (x, y) =
sup

d∈H
d(x, y) ∨ d(y, x), for all x, y ∈ X .

2.4.6 Example Again we refer to the examples which we considered in 1.2.62.
The distance of the first example is δE : P × 2P −→ P, and both the qMet-

coreflection and theMet-coreflection of this space are given by (P, dE) where dE is
the “Euclidean” metric on P, i.e. for all x, y ∈ P

dE(x, y) := |x − y| .

The distance of the second example is δP : P×2P −→ P, and the qMet-coreflec-
tion of this space is (P, dP), where for all x, y ∈ P

dP(x, y) := (x − y) ∨ 0

and theMet-coreflection is (P, dE).

2.4.7 Proposition If (X, δ ) is an approach space, then for any ξ ∈ L,

ξ : (X, dδ ) −→ (P, dP)

is a nonexpansive map. In particular distance functionals, limits and adherences are
nonexpansive maps.

Proof This follows from 2.4.1, and 2.4.6. ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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From 2.3.1 it follows at once that, given a quasi-metric space (X, d), ξ ∈ Ld

if and only if the function ξ : (X, d) −→ (P, dP) is nonexpansive, which means
that for quasi-metric approach spaces the condition given in 2.4.7 is both necessary
and sufficient. This also implies that, for any μ ∈ P

X , the lower hull ld(μ), as
given in 2.3.1, can be described as the largest nonexpansive function smaller than μ .
This alternative characterization is well known in the classical situation (i.e. when
considering only real-valued functions), and can for instance be found in Singer
(1986).

2.4.8 Proposition If (X, d) is a quasi-metric space, then the following properties
hold.

1. The Top-coreflection of (X, δd) is (X, δTd ), where Td is the topology gener-
ated by d.

2. The Met-coreflection of (X, δd) is (X, δd∗).

Proof 1. This follows from the second property in 2.2.6. This result indeed implies
that the Top-coreflection of (X, δd) has as neighbourhood system

V (x) =
{

V ∈ 2X | ∃ε > 0 : Bd(x, ε) ⊆ V
}
.

2. This follows from 2.4.4. ��
2.4.9 Proposition (qMet) If X and X ′ are quasi-metric approach spaces and f :
X −→ X ′ is a map, then the following properties hold.

1. f is open expansive if and only if for all x ∈ X and y ∈ X ′:

inf
z∈ f −1(y)

d(x, z) ≤ d ′( f (x), y).

2. f is closed expansive if and only if for all x ∈ X and y ∈ X ′:

inf
z∈ f −1(y)

d(z, x) ≤ d ′(y, f (x)).

Proof This follow from 1.4.5 and the definition of δd for a quasi-metric d. ��

2.4.10 Corollary (Met) If X and X ′ are metric approach spaces and f : X −→ X ′
is a map, then f is closed-expansive if and only if it is open-expansive.

2.4.11 Example 1. The situation with closed- and open-expansiveness is quite
different in the metric case when compared to the topological case. For instance,
whereas a projection R

2 −→ R is open but not closed in the topological sense
when both spaces are equipped with their usual Euclidean topologies, it is both
closed-expansive and open-expansivewhen both spaces are equippedwith their usual
Euclidean metrics.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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2. Let X := {a, b1, b2} and X ′ := {c1, c2} with quasi-metrics defined by

d(b1, a) = d(b1, b2) = d(b2, b1) = 1, d(b2, a) = 2, d(a, b1) = d(a, b2) = 0

and
d(c1, c2) = 1, d(c2, c1) = 0

and let f : X −→ X ′ be the function defined as f (a) = c2, f (b1) = f (b2)
= c1. Then it is easily verified that f is closed-expansive but not open-expansive.
Replacing both quasi-metrics by their adjoints (see 3.1, d−(x, y) := d(y, x)) gives
an example of a function which is open-expansive but not closed-expansive.

2.4.12 Example 1. If (X, δT ) is a topological approach space then the qMet-
coreflection is given by (X, δd1), where d1 is the quasi-metric

d1(x, y) :=
{
0 x ∈ clT {y} ,
∞ x /∈ clT {y} ,

and theMet-coreflection is given by (X, δd0), where d0 is the metric

d0(x, y) :=
{
0 x ∈ clT {y} and y ∈ clT {x} ,
∞ x /∈ clT {y} or y /∈ clT {x} .

Hence we can deduce that (X,T ) is T1 if and only if d1 is a separated metric and
that it is T0 if and only if d0 is a separated metric.

2. An object in App is at the same time topological and quasi-metric if and only
if it is a finitely generated topological space. (Recall that a topological space is said
to be finitely generated if the closure is entirely determined by the closures of the
singletons in the sense that a point will be in the closure of a set if and only if it is in
the closure of a point of the set.)

3. An object in App is at the same time topological and metric if and only if it is
a coproduct of indiscrete topological spaces.

4. An object in App is at the same time topological and separated metric if and
only if it is discrete.

We now return to the initially dense objects which where found by Claes in
(2009). In that paper the researchwas performed in the setting ofmetrically generated
theories, and the results are far more general that what we require. Hence we will
give short proofs restricted to our case (see alsoColebunders et al. 2011).We consider
the same underlying set as P but now equipped with the following distances

P × 2P −→ P : (x, A) �→ inf
a∈A

a � x,

and
P × 2P −→ P : (x, A) �→ inf

a∈A
x � a.

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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Note that both distances are quasi-metric, precisely, the first distance is nothing else
but δd−

P

and the second distance is δdP .

2.4.13 Theorem Both (P, δd−
P

) and (P, δdP) are initially dense objects in App.

Proof Since we already know one initially dense object, namely (P, δP), it suffices
to show that we can obtain that object via initial sources from either of the two objects
above. We recall (see 1.2.62) that a gauge basis for (P, δP) is given by the family
{dα | α ∈ R

+} where dα (x, y) = (x ∧ α) � (y ∧ α).
For the first we consider the following source:

( fα : (P, δP) −→ (P, δd−
P

) : x �→ α � x)α∈R+

then the equality fα (y)� fα (x) = dα (x, y) holds because if x ≤ y and α < y < x
both sides are zero, if y < x and y ≤ α ≤ x both sides are equal to α − y and
if y < x ≤ α both sides are equal to x − y. Hence for any α ∈ R

+ we have
d−
P

◦ ( fα × fα ) = dα which shows that this first source is initial.
For the second we consider the source:

(gα : (P, δP) −→ (P, δdP) : x �→ x ∧ α)α∈R+

then here too it follows that for any α ∈ R
+ we have dP ◦ (gα × gα ) = dα , which

shows that this source too is initial. ��
2.4.14 Corollary App is the epireflective hull of qMet in App.

2.4.15 Theorem If (X, δ ) is an approach space and we put J := R
+ × 2X , then

((X, δ ) −→ (P, δdP) : x �→ δ (x, A) ∧ α)(α,A)∈J

and
((X, δ ) −→ (P, δd−

P

) : x �→ α � δ (x, A))(α,A)∈J

are initial sources.

Proof This follows from the combination of the initial sources in 1.3.19 and in 2.4.13.
��

We know that Top consists precisely of subspaces of products (in Top) of quasi-
metrizable topological spaces, Herrlich (1968). This is strengthened in the approach
case.

In the following theorem we use the notation of 1.2.5. This means that, given an

approach space (X, δ ), Z ⊆ X , and ζ ∈ R
+, we consider the quasi-metric dζ

Z which,
for all x, y ∈ X , is given by

dζ
Z (x, y) = (δ (x, Z) ∧ ζ ) � (δ (y, Z) ∧ ζ ).

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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We will prove the following result by a straightforward calculation of the distances
involved.

2.4.16 Theorem If X is an approach space and we put J := R
+ × 2X , then

ψ : (X, δ ) −→ (X J ,
∏

(ζ ,Z)∈J

δ
dζ

Z
) : x �→ (x(ζ ,Z) := x)(ζ ,Z)∈J

is an embedding.

Proof Let us put δ ∗ := ∏

(ζ ,Z)∈J
δ

dζ
Z
, the product distance on X J . Let x ∈ X and

A ⊆ X . Then, making use of 1.3.11, on the one hand we have

δ ∗(ψ(x),ψ(A)) = sup
Z ∈2(2X )

sup
ζ∈R+

inf
a∈A

sup
Z∈Z

dζ
Z (x, a)

= sup
Z ∈2(2X )

sup
ζ∈R+

sup
ϕ∈Z A

inf
a∈A

dζ
ϕ(a)(x, a)

= sup
Z ∈2(2X )

sup
ζ∈R+

sup
ϕ∈Z A

inf
Z∈Z

inf
a∈ϕ−1(Z)

dζ
Z (x, a)

= sup
Z ∈2(2X )

sup
ζ∈R+

sup
ϕ∈Z A

inf
Z∈Z

(δ (x, Z) ∧ ζ ) � ( sup
a∈ϕ−1(Z)

δ (a, Z) ∧ ζ )

≤ sup
Z ∈2(2X )

sup
ζ∈R+

sup
ϕ∈Z A

inf
Z∈Z

δ (x,ϕ−1(Z))

= sup
Z ∈2(2X )

sup
ζ∈R+

sup
ϕ∈Z A

δ (x, A) = δ (x, A).

On the other hand it follows from 1.2.8 that we have

δ (x, A) = sup
Z∈2X

sup
ζ∈R+

inf
a∈A

dζ
Z (x, a)

≤ sup
Z ∈2(2X )

sup
ζ∈R+

inf
a∈A

sup
Z∈Z

dζ
Z (x, a)

= δ ∗(ψ(x),ψ(A)).

This proves that (X, δ ) is indeed embedded in (X J , δ ∗). ��
The foregoing results are important for the sequel. A fundamental relationship

among the different types of structures which we are considering in this work is
that of a topology generated by a metric. As we argued in the introduction, it is the
failure of this relation to be well behaved with respect to products in particular and
initial structures in general which is one of the motivations for considering approach
spaces.

What the foregoing results tell us is that the operation of taking the topology
underlying a (quasi-)metric is recaptured in App as a canonical functor, namely the

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Top-coreflector restricted to qMet. In the case of a quasi-metric space the
Top-coreflector gives us precisely the underlying topological space. It is natural
therefore to extend this interpretation to the whole of App and given an arbitrary
approach space (X, δ ), we will speak of (X, δ tc) or (X,Tδ ) (the Top-coreflection
of (X, δ )) as the underlying topological approach space and of the topology Tδ as
the topology underlying δ or the topology generated by δ . The situation is clarified
in the following commutative diagram.

qMet
F1 ��

E

��

Top

App

F2

�������������

The functor E is the embedding of qMet in App, F1 is the forgetful functor
associating with each quasi-metric space its underlying topological space, and F2 is
the Top-coreflector. The diagram commutes and F2 thus is an extension of F1.

Although it is a fundamental aspect of the theory of approach spaces that qMet
and, especially also,Met are not epireflectively embedded in App, for the restricted
case of subspaces we do have the following result.

2.4.17 Theorem qMet and Met are closed under the formation of subspaces in
App.

Proof This follows from the definitions. ��
Referring to the foregoing diagram we can now further point out that the problem

of the non-(quasi-)metrizability, in general, of initial topologies of (quasi-)metric
topological spaces gets completely resolved in the setting of approach spaces. Con-
sider the source in Top

( fi : X −→ (Xi ,Tdi ))i∈I

where di is a (quasi-)metric on Xi for each i ∈ I . The initial topology of this source
is in general not (quasi-)metrizable. However, it is sufficient to embed the (quasi-)
metric spaces (Xi , di ) in App, there to consider the source

( fi : X −→ (Xi , δdi ))i∈I

and then to take the initial approach structure on X and finally to apply the Top-
coreflection to this initial structure. As coreflections preserve initial structures, that
topological coreflection will be exactly the initial topology, which is generated, not
by a (quasi-)metric but by an approach structure.
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In the following diagram we give an overview of the categorical situation.

App

Top

r
c

����������
qMet

c
����������

Met

c��

c
r

��

Fin

c

���������� c
r

����������

Both qMet andMet are concretely coreflectively embedded inApp. Initial structures
can be taken in App rather than in either qMet orMet (both of which do indeed have
initial structures, neither being compatiblewith the initial structures of the underlying
topologies) and then the coreflection to Top can be applied. The concept of a metric
simply is too restricted, what is required to resolve the incompatibility is precisely
the category of approach spaces.

Now further note that in the diagram Fin stands for the category of finitely gen-
erated topological spaces. This category is not only a coreflective subcategory of
Top but also of qMet. Given a finitely generated space it suffices to define a quasi-
metric by

d(x, y) :=
{
0 x ∈ cl{y},
∞ x �∈ cl{y}.

Thus, within App it turns out that Fin is precisely the intersection of Top and qMet.
In a certain sense, with regard to Top, Fin therefore plays the role that qMet plays
with regard to App. A metric distance from x to A is completely determined by the
distances between x and the points of A, and analogously for a finitely generated
topology, whether x is in the closure of A or not, is entirely determined by whether x
is in the closure of any of the points of A. Referring to the diagram in the introduction
we see that App fills in the place of the first question mark (Fig. 2.1).

Fig. 2.1 The categorical position of App with regard to Top and (q)Met
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2.5 Comments

1. Comparison of structures
In the table below we compare various approach concepts in Top and qMet.

The purpose is not to describe in precise mathematical terms what these different
approach concepts are, but rather to indicate conceptually what are the basic ideas
behind these concepts. In the table, d stands for a (quasi-)metric, F stands for a
filter, and x is a point in the underlying set.

Concept in App Basic Top-analog Basic qMet-analog
Distance Closure operator Point-set distance
Adherence of F Adherence points of F liminf d(F , ·)
Limit of F Limit points of F lim sup d(F , ·)
Approach system Neighbourhoods Localized quasi-metrics

d(x, ·)
Gauge Quasi-metrics determining Quasi-metrics smaller

coarser topologies than d
Tower Closure operator Enlargement operators
Lower hull operator Lower semicontinuous Nonexpansive

regularization regularization
Lower regular function Lower semicontinuous Nonexpansive
frame P-valued functions P-valued functions
Upper hull operator Upper semicontinuous Nonexpansive

regularization regularization
Upper regular function Upper semicontinuous Nonexpansive
frame P-valued functions P-valued functions
Contraction Continuous map Nonexpansive map

2. Supercategories of Top
There are many topological categories whereinTop is embedded as a full subcate-

gory in a more or less nice way. Some of these categories are intended for their better
categorical properties such as the category PrTop of pretopological spaces which is
extensional (see Herrlich 1987, 1988a, b) and the category PsTop of pseudotopolog-
ical spaces which is a quasi-topos or topological universe (see Herrlich et al. 1991).
We also refer to Antoine (1966a, b, c), Bentley et al. (1991), Bourdaud (1975, 1976),
Choquet (1947), Colebunders and Verbeeck (2000), Day and Kelley (1970), Lowen-
Colebunders and Sonck (1993, 1996) and Machado (1973). These categories are
basically smallest possible extensions of Topwith certain better properties, and they
do not, and were not meant to contain, embeddings of other interesting categories.

Some categories however are specifically intended, as the category of approach
spaces, to merge two familiar and somewhat related categories in one supercategory.

Another typical such example is the category of nearness spaces as introduced by
Herrlich (1974a). Nearness spaces constitute a supercategory of the categories Unif
of uniform spaces and R0Top of R0-topological spaces. For further information we
refer to Bentley et al. (1998), Császár (1963) (for related concepts), Herrlich (1974b),
Herrlich et al. (1991) and Hušek (1964a, b).
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A historical overview can be found in “Handbook of the History of General
Topology” Volume 3 (edit: Aull and Lowen 2001) in the articles “Supercategories
of Top and the inevitable emergence of topological constructs” by Colebunders and
Lowen and “The historical development of uniform, proximal and nearness concepts
in topology” by Bentley, Herrlich and Hušek.

3. Limit operators and approximation theory
The formula given in 2.3.2 for the limit operator of a sequence in a metric space

is well known in approximation theory. It was introduced in this field in 1972 by
Edelstein in (1972) and was later, in 1980, generalized for nets by Lim (1980) (see
also Amir et al. 1982; Benyamini 1985; Lami Dozo 1981; Liu 2001). The setting
there was mainly restricted to bounded sequences or nets in closed convex subsets of
a Banach space E and the main interest was to find a point where the limit operator
would be minimal. Such a point is called an asymptotic center, i.e. a point x where

λd 〈(xn)n〉 (x) = min{λd 〈(xn)n〉 (y) | y ∈ E}

and the value of the limit operator at such an asymptotic center is called the asymptotic
radius, i.e. inf x∈X λd 〈(xn)n〉 (x). Since an asymptotic center, if it exists, need not be
unique, the term asymptotic center is also used for the set of all asymptotic centers
in the sense of the first definition, i.e.

{x | λd 〈(xn)n〉 (x) = min
y∈E

λd 〈(xn)n〉 (y)}.

As an example, consider the real line R with the usual Euclidean metric and
topology, and consider the sequences (xn)n and (yn)n where

xn :=
{

ε n even
−ε n odd,

and yn :=
{

n n even
−n n odd.

Neither of these sequences converges. The first one, however, has two main con-
vergent subsequences, and from the point of view of numerical analysis or approx-
imation theory, for a “sufficiently small” ε , the sequence itself might actually be
considered “sufficiently” convergent, e.g. to 0. The second sequence on the other
hand has no convergent subsequences, and could not even remotely be considered
to be “approximately convergent” to any point of R.

A more striking example is obtained as follows. Let ϕ : R −→ ]−ε, ε[ be a
homeomorphism, and let (rn)n be an enumeration of the rationals. The sequence
(rn)n is not remotely “approximately convergent” to any point of R. The sequence
(ϕ(rn))n on the other hand, for a “sufficiently small” ε , might again be considered
“sufficiently” convergent.

By means of the topology ofR, not only can we not detect the different behaviour
of these sequences, we must conclude that they are “identical”. In order to “see” the
difference we require the metric and the concepts of limit and adherence operator.



Chapter 3
Approach Invariants

Indeed, in mathematics it seems as though the invariants are the
most beautiful and elegant constructs. Invariants are
unchanging by definition, and descriptive by nature, but most
importantly they are the twisting trunks of magnificent trees from
which all of mathematics can blossom forth.

(Matthew Strauss)

In this chapter we will study some natural invariants, or properties, of approach
spaces. In view of the fact that approach spaces generalize at the same time topologi-
cal spaces and metric spaces, there will be properties which are more of a topological
nature while others are more of a metric nature. In the general setting of topological
categories several concepts, inspired by topological properties, have been defined
by Marny (1979), Preuss (1987) and Clementino et al. (2003). We will not sys-
tematically try to generalize all possible concepts in topological and metric spaces
to the setting of approach spaces but rather concentrate ourselves on those con-
cepts which demonstrate some interesting aspects, appear to live naturally in the
realm of approach theory or which are required, in particular, for the applications
later on.

Uniformity and symmetry refer to a concept which is at the same time topological
and metric in nature. From the topological point of view it is the generalization of
complete regularity and from the metric point of view it relates to the difference
between quasi-metrics and metrics.

Weak adjointness is a concept which is formulated in terms of the quasi-metrics in
the gauge of a space and is basically a pure approach concept which does not have an
immediate counterpart in topology but which is known in the theory in quasi-metric
spaces.

Some lower separation properties, namely T0, T1 and T2 are shown to be purely
topological in nature. Regularity howeverwill turn out to be a very interesting concept
with various characterizations and allowing also for an extension theorem.

There are various countability properties related respectively to approach systems,
lower or upper regular function frames and gauges. The one referring to approach
systems is the logical counterpart of first countability in topology and theone referring
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to lower or upper regular function frames is the counterpart of second countability
in topology. The one referring to gauges is a pure approach concept.

The last section in this chapter deals with the notion of completenesswhich clearly
is a metric-like concept.

Some evidently important concepts are missing from this list for reasons which
will become clear in the chapter on index analysis.

3.1 Uniformity and Symmetry

The epireflective hull of Met in App consists of all subspaces of products of metric
spaces. We will show that it is precisely this epireflective hull which fills in the
position of the second question mark in the diagram of the introduction. Actually,
there is a good reasonwhy this is plausible at this point, namely the fact thatCreg (the
full subcategory ofTopwith objects all completely regular spaces) consists precisely
of subspaces of products (in Top) of metrizable topological spaces.

We first recall products of metric spaces in App (see also 2.4.16).

3.1.1 Theorem If (X j , d j ) j∈J is an arbitrary family of metric spaces, then the
product of the family (X j , δd j ) j∈J (in App) is the approach space

(
∏

j∈J

X j ,
∏

j∈J

δd j )

where
∏

j∈J
δd j is the distance generated by the gauge basis

H =
{
sup
k∈K

dk ◦ (prk × prk) | K ⊆ J finite

}
.

In particular, if we put X := ∏

j∈J
X j and δ := ∏

j∈J
δd j then this distance is given by

δ (x, A) = sup
K∈2(J )

inf
a∈A

sup
k∈K

dk(prk(x), prk(a)).

Proof This follows from the description of initial structures in 1.3.11. ��
It is a fundamental aspect of the theory of approach spaces that this product,

in general, is not a metric space. More precisely, in general, there does not exist a
metric d on X such that δ = δd , except for finite products, as the following result
shows.

3.1.2 Proposition If (X j , d j ) j∈J is a finite family of metric spaces, then the product
of the family (X j , δd j ) j∈J (in App) is a metric space.

http://dx.doi.org/10.1007/978-1-4471-6485-2_2
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Proof Using the same notations as in the foregoing result, it suffices to note that, for
any x ∈ X and A ⊆ X , we have

δ (x, A) = sup
K∈2(J )

inf
a∈A

sup
k∈K

dk(prk(x), prk(a))

= inf
a∈A

sup
j∈J

d j (pr j (x), pr j (a))

= δd(x, A),

where the metric d is defined by d := sup
j∈J

d j ◦ (pr j × pr j ). ��

We now turn to subspaces of products of metric spaces in App. The internal char-
acterizations which follow will be important for our further considerations. Before
giving these characterizations, however, we need to introduce some more concepts
and terminology.

3.1.3 Definition A gauge is called a symmetric gauge if it has a basis consisting of
metrics. A gauge basis H consisting only of metrics is called a symmetric gauge
basis.

3.1.4 Proposition If X is an approach space with symmetric gauge G , then G ∩
Met(X) is the largest basis for G consisting of metrics.

Proof IfH is a basis forG consisting only ofmetrics, then clearlyH ⊆ G∩Met(X)

and hence G ∩ Met(X) too is a basis for G . That it is the largest basis consisting of
metrics is evident. ��

The foregoing result says that, if G is a symmetric gauge, then G ∩Met(X) is its
largest symmetric basis. Given a symmetric gauge basis, it is sometimes interesting
to be able to work not with all the members of the gauge generated by it, but only
with the metrics in it. Thus for a symmetric gauge basis H ⊆ Met(X) we may
sometimes consider the set

{d ∈ Met(X) | H dominates d} = Ĥ ∩ Met(X).

We call this set the symmetric saturation ofH and we denote it byH s . Note that a
symmetric gauge basisH can thus be saturated in two ways: the saturation Ĥ taken
in qMet(X) and the symmetric saturationH s = Ĥ ∩Met(X) taken inMet(X). If
G is a gauge then G s simply consists of all metrics in G . Hence if δ is the distance
associated with G then it follows from 1.2.4 that G s = {

d ∈ Met(X) | δd ≤ δ
}
.

3.1.5 Proposition If X is an approach space with gauge G , then the following
properties are equivalent.

1. X is a subspace of a product of metric spaces in App.
2. There exists a symmetric gauge basis for G .

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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3. G s is a basis for G .
4. G is a symmetric gauge.

Proof 1 ⇒ 2. Let (X j , d j ) j∈J be an arbitrary family of metric spaces, and suppose
that X is a subspace of the product (

∏

j∈J
X j ,

∏

j∈J
δd j ). Then it follows from 3.1.1 that

H :=
{
sup
k∈K

dk ◦ (prk × prk)|X×X | K ⊆ J finite

}

is a symmetric gauge basis for G .
2 ⇔ 3. This follows from 3.1.4.
3 ⇒ 4. This follows from the definition.
4 ⇒ 1. Let H be a symmetric gauge basis for G and consider the diagonal

injection

ψ : (X, δ ) −→ (XH ,
∏

d∈H
δd) : x �→ (xd := x)d∈H .

Let δ ∗ := ∏

d∈H
δd . For any x ∈ X and A ⊆ X , making use of the fact that H is a

basis for G , on the one hand we then immediately have

δ ∗(ψ(x), ψ(A)) = sup
D0∈2(H )

inf
a∈A

sup
d∈D0

d(x, a)

≥ sup
d∈H

inf
a∈A

d(x, a)

= δ (x, A),

and on the other hand, since H is locally directed, for any ω < ∞ and ε > 0

δ ∗(ψ(x), ψ(A)) ∧ ω = sup
D0∈2(H )

inf
a∈A

sup
d∈D0

d(x, a) ∧ ω

≤ sup
d∈H

inf
a∈A

d(x, a) + ε

= δ (x, A) + ε,

which proves our claim. ��
3.1.6 Definition Asubspace of a product ofmetric approach spaces inApp is called a
uniform approach space. The full subcategory consisting of all these spaces, i.e. the
epireflective hull of Met in App, will be denoted by UAp. Structures on uniform
approach spaces will also be called uniform, i.e. we will speak of a uniform distance,
a uniform approach system, and so on. As before (see 1.2.61), if a uniform approach
space is determined by a particular symmetric gauge basis then we will usually refer
to the structures of that approach space as being generated by this basis.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Referring to the problem explained under the first item in the introduction, the
foregoing results show that UAp is a candidate to fill in the position of the second
question mark in the diagram. It follows from the body of results of this chapter that
it is the right candidate.

We now give an internal characterization of uniform approach spaces, not unlike
the characterization of completely regular topological spaces. We denote byK (X)

(respectivelyK ∗(X)) the set of all contractions (respectively bounded contractions)
from (X, δ ) to (R, δdE).

3.1.7 Theorem An approach space X is uniform if and only if for all x ∈ X, A ⊆ X,
ε > 0 and ω < ∞ there exists f ∈ K (X) (respectively f ∈ K ∗(X)) such that

1. f (x) = 0.
2. f |A + ε ≥ δ (x, A) ∧ ω .

Proof To show the only-if part, let H be a symmetric gauge basis for (X, δ ) con-
sisting of bounded metrics and let x ∈ X , A ⊆ X , ε > 0, and ω < ∞ be fixed. Then
it follows from 3.1.5 that there exists d ∈ H such that

δd(x, A) + ε ≥ δ (x, A) ∧ ω .

Now, if we put f := d(x, ·), then it is immediately clear that f ∈ K ∗(X) and that
it fulfils the stated condition.

To show the if part, for each f ∈ K (X), put d f := dE ◦ ( f × f ) and consider
the collection of metrics

H :=
{

sup
f ∈K0

d f | K0 ∈ 2(K (X))

}

.

It follows at once that d f is a member of the gauge associated with δ for any f ∈
K (X). Since H is a basis for the initial gauge for the source

( f : X −→ (R, δdE)) f ∈K ∗(X)

it follows that for any x ∈ X and A ⊆ X

δ (x, A) ≥ sup
K0∈2K (X)

inf
a∈A

sup
f ∈K0

d f (x, a) ≥ sup
f ∈K (X)

inf
a∈A

d f (x, a).

On the other hand if x ∈ X , A ⊆ X , ε > 0, and ω < ∞ are fixed and f ∈ K (X) is
chosen according to the condition stated in the theorem, then it follows that

inf
a∈A

| f (x) − f (a)| + ε = inf
a∈A

f (a) + ε ≥ δ (x, A) ∧ ω

which proves that sup f ∈K (X) infa∈A d f (x, a) ≥ δ (x, A). Hence, for all x ∈ X and
A ⊆ X , we have that δ (x, A) = sup

d∈H
inf
a∈A

d(x, a) which by 1.2.9, together with the

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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fact that H is obviously locally directed, implies that H is a basis for the gauge
associatedwith δ . Since,moreover, all members ofH aremetrics,H is a symmetric
gauge and it follows from 3.1.5 that (X, δ ) is a uniform approach space. ��

Notice that in the foregoing result it suffices to impose the stated condition for
closed sets A and for points x not belonging to A, which emphasizes even more the
similarity with complete regularity.

We will say that a setF ⊆ K (X) generates the structure, or is generating if

( f : (X, δ ) −→ (R, δdE)) f ∈F

is an initial source.
We then obtain the following further characterizations of uniform approach

spaces.

3.1.8 Proposition For an approach space X the following properties are equivalent.

1. X is a uniform approach space, i.e. it is an object in UAp.
2. K ∗(X) is generating.
3. K (X) is generating.
4. There exists a subset F ⊆ K (X) which is generating.
5. There exists a subset F ⊆ K ∗(X) which is generating.

Proof 1 ⇒ 2. This follows from 3.1.7.
2 ⇒ 3 ⇒ 4. This is evident.
4 ⇒ 5. IfF ⊆ K (X) is generating, then it is easily seen that also

F ∗ := {( f ∧ ω) ∨ (−ω) | f ∈ F , ω < ∞}

is generating.
5 ⇒ 1. If F ⊆ K ∗(X) is a set of contractions which is generating, then, as

before, the set of metrics

DF :=
{

sup
f ∈H

d f | H ∈ 2(F )

}

,

is easily seen to be a symmetric gauge basis and hence X is uniform. ��
We will now see how UAp is embedded in App and how it is related to other sub-

categories of App. Note that by definition we already know that UAp is epireflective
in App.

3.1.9 Theorem UAp is a concretely reflective subcategory of App. If (X, δ ) is an
approach space then its UAp-reflection is determined by the distance δ u generated
by the gauge basis G s .
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Proof Since indiscrete objects are metric it follows immediately that UAp is
concretely reflective inApp. That 1X : (X, δ ) −→ (X, δ u) is a contraction, by 1.3.3,
follows from the fact that G s ⊆ G . Now suppose that (X ′, δ ′) is a uniform approach
space where δ ′ is generated by the symmetric gauge G ′, and let

f : (X, δ ) −→ (X ′, δ ′)

be a contraction. Then, for any d ′ ∈ (G ′)s , we have d ′ ◦ ( f × f ) ∈ G s . Again,
by 1.3.3, this implies that

f : (X, δ u) −→ (X ′, δ ′)

is a contraction. ��
3.1.10 Corollary UAp is closed under the formation of limits and initial structures
in App. In particular, a product in App of a family of uniform approach spaces is
a uniform approach space and, likewise, a subspace in App of a uniform approach
space is a uniform approach space.

3.1.11 Proposition If X is a uniform approach space with symmetric gauge basis
H , then the following properties hold.

1. The topological coreflection of X is determined by the topology Tδ which has
as a basis for the neighbourhoods the collections

{Bd(x, ε) | d ∈ H , ε > 0}, x ∈ X

and as such Tδ is a completely regular topology, uniformizable by the unifor-
mity generated by the collection H .

2. The metric coreflection of X is determined by the metric

dδ : X × X −→ P : (x, y) �→ sup
d∈H

d(x, y).

Proof This follows from 2.2.6 and 2.4.4. ��
Note that in the foregoing result the symmetry of H is only needed to conclude

that Tδ is completely regular and that dδ is a metric. The expression for the neigh-
bourhood basis of Tδ and the formula for dδ hold for any gauge basis as we have
seen in 2.2.6 and 2.4.3 respectively.

By definition, UAp contains all metric approach spaces. The following result
shows that it also contains the right topological approach spaces.

3.1.12 Proposition (Top) An approach space is at the same time uniform and topo-
logical if and only if it is of type (X, δT ), for some completely regular topology T
on X. In particular, Creg is embedded as a full simultaneously concretely reflective
and concretely coreflective subcategory of UAp.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_2
http://dx.doi.org/10.1007/978-1-4471-6485-2_2
http://dx.doi.org/10.1007/978-1-4471-6485-2_2
http://dx.doi.org/10.1007/978-1-4471-6485-2_2
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Proof The only-if part follows from3.1.11. To show the if part, letT be a completely
regular topology on X . It is well known that (X,T ) can then be embedded in a
product of metrizable topological spaces, say

ψ : (X,T ) −→ (
∏

j∈J

X j ,
∏

j∈J

T j ).

It then follows from 2.2.2 that

ψ : (X, δT ) −→ (
∏

j∈J

X j ,
∏

j∈J

δT j )

is also an embedding. For each j ∈ J , let d j be a metric which metrizes T j . Now,
for each j ∈ J also, consider the function

θ j : (X j , δT j ) −→ (XN

j ,
∏

n∈N
δnd j ) : x �→ (xn := x)n∈N

and put δ j := ∏

n∈N
δnd j . For any x ∈ X j and A ⊆ X j , we have

δ j (θ j (x), θ j (A)) = sup
K∈2(N)

inf
a∈A

sup
n∈K

nd j (x, a)

= sup
n∈N

inf
a∈A

nd j (x, a)

= sup
n∈N

nδd j (x, A)

=
{
0 δd j (x, A) = 0,

∞ δd j (x, A) �= 0.

Consequently, for all j ∈ J , θ j is an embedding. Since a product of embeddings is
an embedding, this proves that

ϕ : (X, δT ) −→ (
∏

j∈J

XN

j ,
∏

j∈J

∏

n∈N
δnd j ) : x �→ (θ j ◦ pr j ◦ψ(x)) j∈J

is an embedding.
That Creg is concretely reflective in UAp follows at once from the facts that both

Top (see 2.2.2) and UAp (see 3.1.9) are reflectively embedded in App. That Creg
is concretely coreflectively embedded in UAp follows from the observation that the
Top-coreflection of a UAp-object is completely regular (see 3.1.11). ��
3.1.13 Proposition (qMet) A quasi-metric approach space is uniform if and only if
it is a metric.

http://dx.doi.org/10.1007/978-1-4471-6485-2_2
http://dx.doi.org/10.1007/978-1-4471-6485-2_2
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Proof This follows from 3.1.5. ��
It is well known thatUnif is a simultaneously concretely reflective and coreflective

subcategory of qUnif and in the same wayMet is a simultaneously concretely reflec-
tive and coreflective subcategory of qMet. However we know thatCReg is not a core-
flective subcategory of Top and in spite of the characterization of approach spaces
with gauges which has great resemblance to both uniform and metric spaces, neither
is UAp a coreflective subcategory of App.

3.1.14 Example Given the fact that a uniform approach space has a symmetric gauge
basis, one might be inclined to think that if d ∈ G then also d∗ ∈ G . However this
is absolutely not the case, and it suffices to look at a completely regular topology.
Given a topological space (X,T ), for any G ∈ T the quasi-metric

dG(x, y) :=
{
0 (x, y) �∈ G × (X \ G),

∞ (x, y) ∈ G × (X \ G),

belongs to the gauge of the associated approach space. The only balls for this quasi-
metric are G and X . However if one considers d∗

G then this metric produces as balls
G and X \ G. This means that the topology generated by the metrics of type d∗

G will
contain all closed sets for the topology of d. In particular then this topology will be
finer than the original topology andmoreover have all original closed sets as open sets.

It is nevertheless interesting to see in general precisely what the structure is that
one obtains by considering the set G ∗ := {d∗ | d ∈ G } as a basis for a gauge. We
describe it via the limit operator.

3.1.15 Proposition If X is an approach space with gauge G and limit operator λ ,
then the approach space determined by G ∗ has as limit operator

λ ∗ = λ ∨ λd−
λ

where dλ is the quasi-metric coreflection of the original structure.

Proof Let F be a filter on X and let x ∈ X . Then

λ ∗F (x) = sup
d∈G

inf
H∈F

sup
y∈H

d∗(x, y)

≤ (sup
d∈G

inf
H∈F

sup
y∈H

d(x, y)) ∨ (sup
d∈G

inf
H∈F

sup
y∈H

d(y, x))

≤ λF (x) ∨ λd−
λ
F (x).

Now for any z ∈ X and ω < ∞ put

dω
z (x, y) := (λ ż(x) ∧ ω) � (λ ż(y) ∧ ω)
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then it follows from 1.2.5 that these quasi-metrics belong to G . Hence we have

λd−
λ
F (x) = inf

H∈F
sup
y∈H

dλ (y, x)

= sup
ω<∞

inf
H∈F

sup
y∈H

dλ (y, x) ∧ ω

= sup
ω<∞

inf
H∈F

sup
y∈H

dω
x (y, x)

≤ sup
d∈G

inf
H∈F

sup
y∈H

d(y, x)

≤ λ ∗F (x).

Since obviously λ ≤ λ ∗ this concludes the argument. ��
An interesting relationship between distance and limit operator in uniform

approach spaces is the following.

3.1.16 Proposition If X is a uniform approach space, F is a filter on X and x, y ∈
X, then

δ (x, {y}) ≤ λF (x) + λF (y).

Proof Let x, y ∈ X , then

λF (x) + λF (y) = sup
d∈G s

inf
F∈F

sup
z∈F

d(x, z) + sup
d∈G s

inf
F∈F

sup
z∈F

d(y, z)

≥ sup
d∈G s

inf
F∈F

sup
z∈F

d(x, y)

= δ (x, {y}). ��
Uniform spaces were originally introduced by Weil (1937), making use of

entourages of the diagonal. We will reserve the term diagonal uniformity for such
a collection of entourages. For our purposes, in view of the link with distances, the
most convenient way to introduce uniformities is via collections of metrics.We recall
the definitions (see e.g. Gillman and Jerison 1976).

A setG ofmetrics is called a uniform structure if it fulfils the following properties.

1. G is closed under the formation of finite suprema,
2. if e is a metric and if, for any ε > 0, there exists d ∈ G and δ > 0 such that
for all x, y ∈ X : d(x, y) ≤ δ ⇒ e(x, y) ≤ ε , then e ∈ G .

The set G is sometimes also called a uniform gauge (see e.g. Dugundji 1967).
However, note that we will use this terminology for another concept in the chapter
on uniform gauge spaces. In general terms when we speak of the uniformity of a
space we mean both the uniform structure and the diagonal uniformity since one
completely determines the other.

Given such a uniform structure, the diagonal uniformity U (G ) derived from G
is given by

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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U (G ) :=
{

U ∈ 2X×X | ∃d ∈ G , ∃ε > 0 : {d < ε} ⊆ U
}

.

Any collection of metrics determines a uniform structure, even if it fulfils no con-
ditions at all. It suffices to note that any intersection of uniform structures is again
a uniform structure and therefore, given a set D of metrics, there always is a small-
est uniform structure Gu(D) containing D . Thus any collection of metrics D also
determines a diagonal uniformity U (Gu(D)), which we denote byU (D) for short.

Conversely, given a diagonal uniformity U , the uniform structure derived from
U is given by

Gu(U ) :=
{

d ∈ P
X×X | d a uniformly continuous metric

}
,

where uniformcontinuity is understoodwith respect to the product uniformityU ×U
on X × X and the usual uniformity on P.

The topology underlying a diagonal uniformity U is denoted by T (U ). This
assignment generates a natural forgetful functor from Unif to Creg. This functor,
moreover, has an adjoint, called the fine functor, which associates with each com-
pletely regular topological space the uniform space equipped with the finest unifor-
mity compatible with the given topology. If T is a completely regular topology on
X , then we denote the fine diagonal uniformity by Ufine(T ).

Given a uniform approach space (X, δ ), we have seen in 3.1.4 that there exists
a largest collection of metrics generating δ , namely G s . This collection in turn
determines a diagonal uniformityU (G s), which we will denote byU (δ ) for short.

We now introduce a number of functors which will help us clarify the relationship
between the main categories involved.

The first functor associates with a given uniform space the topological approach
space determined by the uniform topology. In fact, via the embedding of Top in
App, this is nothing else than the concrete forgetful functor which associates the
underlying topological space to a given uniform space,

D : Unif −→ UAp : (X,U ) �→ (X, δT (U )).

The second concrete functor associates with a given uniform approach space the uni-
form space equippedwith the fine uniformity generated by the underlying completely
regular topology. Restricted to Creg, this is the fine functor,

U1 : UAp −→ Unif : (X, δ ) �→ (X,Ufine(Tδ )).

The third concrete functor finally associates with a given uniform approach space
the uniform space equipped with the uniformity generated by the largest symmetric
gauge basis for the given approach space,

U2 : UAp −→ Unif : (X, δ ) �→ (X,U (δ )).

Furthermore, we will denote the coreflector from App to Top by C .
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3.1.17 Proposition All assignments Unif
D−→ UAp, UAp

U1−→ Unif and UAp
U2−→

Unif are faithful functors and moreover the diagrams

UAp

C
��

U1 �� Unif

D����������
UAp

C
��

U2 �� Unif

D����������

UAp UAp

are commutative.

Proof For the first claim, since D is actually the forgetful functor which associates
the underlying topological space to a given uniform space, D is faithful. If U1 and
U2 are functors, then they are obviously faithful. Let (X, δ ), (X ′, δ ′) be uniform
approach spaces and let f : (X, δ ) −→ (X ′, δ ′) be a contraction. To show that U1 is
a functor, it suffices to note that, by 2.2.4, f : (X,Tδ ) −→ (X ′,Tδ ′) is continuous
and consequently

f : (X,Ufine(Tδ )) −→ (X ′,Ufine(Tδ ′))

is uniformly continuous. To show that U2 is a functor, let d ′ ∈ G (δ ′). Then, for all
x ∈ X and A ⊆ X , we have

δd ′( f (x), f (A)) ≤ δ ′( f (x), f (A)) ≤ δ (x, A),

which proves that d ′ ◦( f × f ) ∈ G (δ ). By the arbitrariness of d ′ ∈ G (δ ′) this shows
that f : (X,U (δ )) −→ (X ′,U (δ ′)) is uniformly continuous.

The second claim follows from the definitions of the functors involved. ��
3.1.18 Proposition (Top, Met) If (X, δd) is a metric approach space, then U (δd)

coincides with the uniformity generated by the metric d and if (X, δT ) is a topological
uniform approach space, then U (δT ) coincides with the fine uniformity determined
by T .

Proof Both properties follow from the foregoing considerations. ��
3.1.19 Proposition Given the uniform distances δ and δ ′ on X, the following impli-
cations hold.

δ = δ ′ ⇒ U (δ ) = U (δ ′) ⇒ T (δ ) = T (δ ′).

Proof This follows from the definitions. ��
3.1.20 Example 3.1.19 cannot be improved upon. Different uniform distances can
give rise to both the same underlying topologies and the same underlying uniformi-
ties. Also it is possible for two different collections of metrics to generate the same
distance but different uniformities.

http://dx.doi.org/10.1007/978-1-4471-6485-2_2
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1. Consider the real lineR equipped with two different (not uniformly equivalent)
metrics,

dE : R × R −→ P : (x, y) �→ |x − y|

and

d0 : R × R −→ P : (x, y) �→ |arctan x − arctan y| .

Then G (δdE) �= G (δd0) and thus δdE �= δd0 and U (δdE) �= U (δd0). However, it
follows from 3.1.11 that TδdE

= Tδd0
.

2. If (X, δ ) is any non-topological uniform approach space then it follows that
(X, 2δ ) too is a uniform approach space and in spite of the fact that δ �= 2δ , we
have U (δ ) = U (2δ ).

3. Consider the real line R and the following two collections of metrics. First, for
each real number a > 0 define the function

fa : R −→ R : x �→
⎧
⎨

⎩

−a if x ≤ −a,

x if − a ≤ x ≤ a,

a if a ≤ x .

Second, consider themetricsda(x, y) := | fa(x) − fa(y)|, and letD := {da | a > 0}
and D ′ := {dE}, where dE stands for the Euclidean metric.

Then we have that both D and D ′ are bases for the same symmetric gauge, but
U (D) �= U (D ′).

The results of the foregoing sections now allow us to complete the first part of our
diagram of categories, namely the local part. In all four of the columns the transition
from the first row to the second row consists in forgetting the numerical information
and only retaining topological information on a set-theoretical level. In both of the
rows the transition from the first column to the second column consists in going from
a single metric to “arbitrary” families of metrics and the transition from the second
column to the third column consists in going from metrics to quasi-metrics.

Referring to the diagram in the introduction we see that UAp fills in the place of
the second question mark (Fig. 3.1).

Met UAp App qMet

mTop CReg Top qmTop

Fig. 3.1 The categorical position of App and UAp with regard to Top and Met
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3.2 Weak Adjointness

In general, the topological coreflection together with the metric coreflection of an
approach space do not determine the structure of the space. However, under the right
conditions in specific subspaces the structure is completely determined by these two
coreflections. A condition wherein this happens is weak adjointness which we first
study for quasi-metric spaces.

3.2.1 Definition Let (X, d) be a quasi-metric space.We call this space and its quasi-
metricweakly adjoint if the topology generated by the adjoint quasi-metric is coarser
than the topology generated by the original quasi-metric, i.e. Td− ⊆ Td .

3.2.2 Proposition If (X, d) is a weakly adjoint quasi-metric space, then the under-
lying topology is metrizable.

Proof It suffices to note that

Td∗ = Td ∨ Td− = Td

and hence d∗ is a metric for the underlying topology. ��
3.2.3 Lemma If (X, d) is a quasi-metric space, x ∈ X and B ⊆ X then

sup
z∈B

d(x, z) = sup
z∈clTd− B

d(x, z).

Proof Let ε > 0 and for any z ∈ clTd− B let yz ∈ B be such that d−(z, yz) < ε .
Then it follows that

sup
z∈clTd− B

d(x, z) ≤ sup
z∈clTd− B

(d(x, yz) + d(yz, z))

≤ sup
z∈clTd− B

d(x, yz) + ε

≤ sup
z∈B

d(x, z) + ε .
��

3.2.4 Proposition If (X, d) is a weakly adjoint quasi-metric space, F is a filter on
X and x ∈ X, then F → x in (X,Td) if and only if λdF = d(·, x).

Proof Suppose that F → x in (X,Td). From 1.2.70, taking into account the fact
that, for any y ∈ X , we have δd(y, {x}) = d(y, x), it follows that we have

λdF (y) ≤ d(y, x) + λdF (x)

= d(y, x),

which proves one inequality.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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On the other hand, using 3.2.3 we find

λdF (y) = inf
F∈F

sup
z∈F

d(y, z)

= inf
F∈F

sup
z∈clTd− F

d(y, z)

≥ inf
F∈F

d(y, x) = δd(y, {x})

where the inequality follows from the fact that by weak adjointnessF → x implies
that for all F ∈ F , x ∈ clTd− F .

The other implication follows from 2.3.6. ��
The foregoing result of course holds inMet but does not necessarily hold in qMet

in general, as the following example shows.

3.2.5 Example Consider the real line R equipped with the quasi-metric dP defined
in 1.2.62 which is clearly not weakly adjoint. Fix points x, y ∈ R such that x < y.
The filter ẏ converges to x in Td . However, from 2.3.1 we have

λd(ẏ)(z) = inf
F∈ẏ

sup
x∈F

d(z, x)

= d(z, y)

and d(z, y) �= d(z, x) whenever x < z.

We recall that a filter is called total if all finer ultrafilters are convergent (not
necessarily to the same point). This notion was introduced by Pettis (1969) and
extensively used and studied by Vaughan (1976a, b). In regular spaces, if a filter F
is total then it is adherent–convergent (Pettis 1969). This means that every open set
containing the set of adherence points ofF is a member ofF . Since weakly adjoint
spaces are metrizable this characterization also holds in them.

3.2.6 Theorem If (X, d) is a weakly adjoint quasi-metric space, F is total and
x ∈ X, then the following properties hold.

1. αdF (x) = inf
y∈adhTd F

d(x, y) = δd(x, adhTdF ).

2. λdF (x) = sup
y∈adhTd F

d(x, y).

Proof 1. Suppose that δd(x,adh TdF ) < ε . Then there exists y ∈ ⋂

F∈F
clTd F for

which d(x, y) < ε and it follows that

http://dx.doi.org/10.1007/978-1-4471-6485-2_2
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_2
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αdF (x) = sup
F∈F

δd(x, F)

= sup
F∈F

δd(x, clTd F)

≤ d(x, y) < ε,

which proves thatαdF (x) ≤ δd(x, clTd F ). To prove the other inequality let ε > 0.
Since

{
δadhTd F < ε

}
=

⋃

y∈adhTd F

Bd−(y, ε)

it follows by weak adjointness that this set is open and hence, since

(adhTd F )(ε) ⊃
{

δadhTd F < ε
}

it follows from the fact that F is adherent–convergent that

(adhTd F )(ε) ∈ F .

Consequently

δd(x, adhTd F ) ≤ δd(x, (adhTd F )(ε)) + ε
≤ αdF (x) + ε .

2. Since an ultrafilter finer than F converges to a point in adhTd F , it follows
from the first property, 1.2.66, and 1.2.67 that

λdF (x) = sup
U ∈U(F )

λdU (x)

= sup
U ∈U(F )

δd(x, adhTd U )

≤ sup
y∈adhTd F

d(x, y).

For the converse inequality, from 3.2.3 it follows that

λdF (x) = inf
F∈F

sup
z∈F

d(x, z) = inf
F∈F

sup
z∈clTd− F

d(x, z).

Now if y ∈ adhTdF then from weak adjointness it follows that also for all F ∈ F
we have y ∈ clTd− F and hence for any such y

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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inf
F∈F

sup
z∈clTd− F

d(x, z) ≥ inf
F∈F

d(x, y) = d(x, y)

and thus

λdF (x) ≥ sup
y∈adhTd F

d(x, y). ��

Again it should be pointed out that the foregoing results hold in metric spaces but
do not necessarily hold in a non-weakly adjoint quasi-metric space.

3.2.7 Example Consider the set of real numbers
[
0, ∞

[
equipped with the quasi-

metric dP. Fix a point x0 ∈ ]
0, ∞

[
. For the filter F := ẋ0 we have adhTdP

F =
[0, x0]. Consequently it follows that, for all x ∈ [

0, ∞
[
,

sup
y∈adhTdPF

dP(x, y) = dP(x, 0),

whereas

λdPF (x) = dP(x, x0).

Totality too is a necessary condition in 3.2.6.

3.2.8 Example Consider R \ {0} equipped with the usual metric dE and the usual
topology TE, and consider the sequence (zn)n≥1, where

zn :=
{

n n even,
1

n
n odd.

Denote byF the filter generated by (zn)n≥1. Then, for all x ∈ R \ {0} the adherence
and limit of F are given respectively by

αdEF (x) = |x |

and

λdEF (x) = ∞.

Now clearly, F is not total and, actually, adhTE
F = ∅. Consequently, for any

x ∈ R\{0}, the formulas of 3.2.6 give us inf
y∈adhTE

F
d(x, y) = ∞, which differs from

αdEF (x) and sup
y∈adhTE

F
d(x, y) = 0, which differs from λdEF (x).

We now generalize the foregoing concepts so as to be meaningful for approach
spaces in general.
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3.2.9 Definition We call an approach space and its structures weakly adjoint if there
exists a basis for the gauge consisting of weakly adjoint quasi-metrics.We denote the
full subcategory of App with objects all weakly adjoint approach spaces by AppWa .

3.2.10 Theorem A uniform approach space is weakly adjoint.

Proof This follows from the definitions. ��
The converse does not necessarily hold as the following example shows.

3.2.11 Example The real line equipped with the quasi-metric

d(x, y) :=
{

|x − y| x ≤ y,

2|x − y| y ≤ x,

is weakly adjoint but not uniform.

Togetherwith uniform approach spaces,weakly adjoint spaces share the following
property.

3.2.12 Proposition If X is a weakly adjoint approach space then the topological
coreflection is completely regular.

Proof This follows from 3.2.2 and the definition. ��
3.2.13 Proposition If (X, δ ) is weakly adjoint,F is a filter and y ∈ X, thenF → y
if and only if λF = δ (·, {y}).
Proof One implication is evident. To show the other one, note that λF (x) ≤
δ (x, {y}) follows at once from 1.2.70.

On the other hand, let H be a basis for the gauge consisting of weakly adjoint
quasi-metrics. Using 3.2.3, as in 3.2.4, we find

λF (x) = sup
d∈H

inf
F∈F

sup
z∈F

d(x, z)

= sup
d∈H

inf
F∈F

sup
z∈clTd− F

d(x, z)

≥ sup
d∈H

inf
F∈F

d(x, y) = δ (x, {y})

where, again, the inequality follows from the fact that by weak adjointness F → y
implies that for all F ∈ F , y ∈ clTd− F . ��

We are now in a position to generalize 3.2.6 to the setting of weakly adjoint
approach spaces.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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3.2.14 Theorem If (X, δ ) is weakly adjoint and F is total, then the following prop-
erties hold.

1. αδF (x) = δdδ (x, adhTδ F ).
2. λδF (x) = supy∈adhTδ F

dδ (x, y).

Proof 1. Let H be a gauge basis consisting of weakly adjoint quasi-metrics. If F
is total with respect to Tδ , then obviously it is also total with respect to Td for all
d ∈ H . Consequently it follows from 3.2.6 that

αF (x) = sup
d∈H

αdF (x)

= sup
d∈H

δd(x, adhTd F )

≤ sup
d∈H

δd(x, adhTδ F )

≤ δdδ (x, adhTδ F ).

To prove the other inequality, first of all note that from 1.2.67 it follows that there
exists U ∈ U(F ) such that αF (x) = λU (x). Now since F is total, there exists
y ∈ adhTδ F such that λU (y) = 0, i.e. such that U converges to y in Tδ . Then it
follows from 3.2.13 that λU (x) = δ (x, {y}) = δdδ (x, {y}), from which it further
follows that

αF (x) = δdδ (x, {y}) ≥ δdδ (x, adhTδ F ).

2.Making use of the fact that each ultrafilter finer thanF converges to some point
of adhTδ F , it follows from the first property, 1.2.66, and 1.2.67 that

λF (x) = sup
U ∈U(F )

λU (x)

= sup
U ∈U(F )

δdδ (x, adhTδ U )

≤ sup
y∈adhTδ F

dδ (x, y).

Conversely, it follows from 3.2.6 that

λF (x) = sup
d∈H

λdF (x)

= sup
d∈H

sup
y∈adhTd F

d(x, y)

≥ sup
d∈H

sup
y∈adhTδ F

d(x, y)

= sup
y∈adhTδ F

dδ (x, y). ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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3.2.15 Corollary If (X, δ ) is weakly adjoint, A ⊆ X is relatively compact and
x ∈ X, then δ (x, A) = δdδ (x, clTδ A).

Proof If A is relatively compact then the filter generated by {A} is total and the result
follows immediately from 3.2.14. ��

The foregoing corollary has an important interpretation. In aweakly adjoint space,
since subsets of relatively compact sets are relatively compact, we obtain that the
restriction of the approach structure to relatively compact subspaces is completely
determined by the topological and metric coreflections.

3.2.16 Theorem AppWa is concretely reflective in App.

Proof If X is an approach space with gauge G then it suffices to take the subset
G0 ⊆ G consisting of all weakly adjoint quasi-metrics. This then is a basis for a
weakly adjoint gauge, giving us the weakly adjoint approach space, which clearly
defines a concrete reflection. ��

3.3 Separation

In this section we will see that the lower separation axioms T0, T1 and T2 are of a
purely topological nature, in the sense that the most meaningful concept in App that
can be given is that the topological coreflection be T0, T1 or T2. Regularity, as we
will see, is a different matter.

This ismost clearly seen for the T0 axiom. InMarny (1979) a categorical definition
of T0-objects in the setting of topological categories was given and it was shown
there that the resulting subcategory of all T0-objects is the largest epireflective, not
reflective subcategory of the considered topological category. We will now identify
the T0-objects in App. I2 stands for the two-point indiscrete space.

3.3.1 Definition Anapproach space X is called T0 if every contraction f : I2 −→ X
is constant.WewriteApp0 for the full subcategory ofApp consisting of all T0-objects.

A collection of functions on a set X is said to be point-separating if for any
two different points x, y ∈ X there exists a function f in the collection such that
f (x) �= f (y).

3.3.2 Theorem For an approach space X the following properties are equivalent.

1. X is a T0-space.
2. X is in the epireflective hull of P.
3. x �= y ⇒ ((∃ϕ ∈ A (x) : ϕ(y) > 0) or (∃ϕ ∈ A (y) : ϕ(x) > 0)).
4. x �= y ⇒ i(ẋ) �� y or i(ẏ) �� x.
5. L is point-separating.
6. U is point-separating.
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7. x �= y ⇒ ∃d ∈ G : d(x, y) > 0 or d(y, x) > 0.
8. x �= y ⇒ A (x) �= A (y).
9. (X,Tδ ) is a T0-space.

Proof This is an easy exercise making use of the various structures defining an
approach space and the transitions between them, and hence we leave this to the
reader. ��

This shows that the T0-property is in fact a purely topological property.

3.3.3 Corollary App0 is an epireflective subcategory of App.

We recall that a topological category is called universal if it is the reflective hull
of its T0-objects (Marny 1979).

3.3.4 Theorem App is universal, moreover, every epireflector from App onto one
of its subcategories is either a reflector or the composition of a reflector, followed by
the App0-epireflector.

Proof The universality follows immediately from 1.3.19, because P is in App0.
The second part is proved in Marny (1979). ��
3.3.5 Theorem For an approach space X, the following properties are equivalent.

1. x �= y ⇒ (∃ϕ ∈ L : ϕ(x) < ϕ(y)).
2. x �= y ⇒ (∃ϕ ∈ A (x) : ϕ(y) > 0).
3. x �= y ⇒ A (x) �⊆ A (y).
4. x �= y ⇒ i(ẋ) �� y.
5. (X,Tδ ) is a T1-space.

Proof This is proved in the same way as 3.3.2 and we leave this to the reader. ��
Comparing this with the way T1-objects are defined in Top and the characteriza-

tions of T0-objects in App, justifies the following definition.

3.3.6 Definition An approach space is called T1 if it satisfies any and hence all the
equivalent statements from 3.3.5 and we denote App1 the full subcategory of App
with objects all T1 approach spaces.

3.3.7 Corollary App1 is an epireflective subcategory of App.

3.3.8 Theorem For an approach space X, the following properties are equivalent.

1. x �= y ⇒ c(Ab(x) ∨ Ab(y)) > 0.
2. x �= y ⇒ (∃ϕ ∈ A (x), ∃ψ ∈ A (y) : infs∈X (ϕ ∨ ψ)(s) > 0.
3. I ∈ F(X), c(I) = 0,I � x,I � y ⇒ x = y.
4. (X,Tδ ) is Hausdorff.

Proof This is analogous to 3.3.2 and 3.3.5 and we leave this to the reader. ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Again, a comparison with the classical topological situation and taking into
account that the role of neighbourhood filters in topology is here played by approach
systems, makes it plausible to define Hausdorff objects inApp in the following, again
topological, way.

3.3.9 Definition An approach space is called T2 if it satisfies the equivalent state-
ments from 3.3.8. We define App2 to be the full subcategory of App with objects all
T2 approach spaces.

3.3.10 Corollary App2 is an epireflective subcategory of App.

We now study the notion of regularity in approach spaces. For F ∈ F(X) and
γ ∈ P we define F (γ) as the filter generated by {F (γ) | F ∈ F }.
3.3.11 Lemma Let F be a filter on X, let γ ∈ P and let U ∈ U(F (γ)) then there
exists an ultrafilter W ∈ U(F ) such that W (γ) ⊆ U .

Proof Indeed, if not, then in each W ∈ U(F ) we can choose WW ∈ W such that
W (γ)

W /∈ U . Then it follows from 1.1.4 that there exists a finite subset U0 ⊆ U(F )

such that
⋃

W ∈U0
WW ∈ F . Now since

⋃

W ∈U0

W (γ)

W = (
⋃

W ∈U0

WW )(γ) ∈ U

this is a contradiction. ��
3.3.12 Theorem For an approach space X the following properties are equivalent.

1. For any F ∈ F(X) and γ ∈ P we have

λF (γ) ≤ λF + γ .

2. For any W ,U ∈ U(X) and γ ∈ P we have

W (γ) ⊆ U ⇒ λU ≤ λW + γ .

Proof 1 ⇒ 2. This is evident.
2 ⇒ 1. Let F be a filter on X and let γ ∈ P. For every U ∈ U(F (γ)) let

WU ∈ U(F ) be as guaranteed by 3.3.11, then it follows that

λF (γ) = sup
U ∈U(F (γ))

λU

≤ sup
U ∈U(F (γ))

λWU + γ

≤ sup
W ∈U(F )

λW + γ

= λF + γ . ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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3.3.13 Definition An approach space is called regular if it satisfies the equivalent
statements of 3.3.12 and wewriteAppRg for the full subcategory ofAppwith objects
all regular spaces.

3.3.14 Proposition (Top) A topological approach space is regular if and only if the
underlying topology is regular.

Proof This follows from the definition since a topological space is regular if and
only if for any filter F the filter F generated by the closures of the sets in F has
the same limit points as F . ��
3.3.15 Proposition (qMet) A quasi-metric approach space is regular if and only if
it is metric.

Proof The if-part follows from 3.3.17 since metric spaces are uniform approach
spaces. To show the only-if-part let d be a quasi-metric on X , let x, y ∈ X and let
ε ∈ P. Then

λ ẋ(y) = d(y, x) and λ (ẋ)(ε)(y) = sup
z∈{x}(ε)

d(y, z).

Hence it follows from the definition of regularity that supz∈{x}(ε) d(y, z) ≤ d(y, x)+ε
and thus that

d(z, x) ≤ ε ⇒ d(y, z) ≤ d(y, x) + ε

and letting y = x this shows that d(z, x) ≤ ε ⇒ d(x, z) ≤ ε which by the
arbitrariness of x, z and ε shows that d(z, x) = d(x, z). ��

Note that, where the lower separation axioms in App which we discussed all turn
out to be topological in the sense that an approach space is Ti if and only if its
topological coreflection is Ti in the classical sense (with i ∈ {0, 1, 2}), the regularity
condition stated above is of a purely “approach” nature.

3.3.16 Example Consider the real line equipped with the quasi-metric

d(x, y) :=
{

|x − y| x ≤ y,

2|x − y| y ≤ x .

Then by 3.3.15, (R, δd) is not regular but Tδd is the usual Euclidean topology.

3.3.17 Theorem A uniform approach space is regular.

Proof Let X be a uniform approach space with H a symmetric gauge basis, let F
be a filter on X and let ε > 0. Then for any F ∈ F , z ∈ F (ε), d ∈ H and ε ′ > ε
there exists yz

d ∈ F such that d(z, yz
d) ≤ ε ′. Hence for any x ∈ X we have

λF (ε)(x) = sup
d∈H

inf
F∈F

sup
z∈F (ε)

d(x, z)
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≤ sup
d∈H

inf
F∈F

sup
z∈F (ε)

(d(x, yz
d) + d(yz

d , z))

≤ sup
d∈H

inf
F∈F

sup
z∈F (ε)

d(x, yz
d) + ε ′

≤ sup
d∈H

inf
F∈F

sup
y∈F

d(x, y) + ε ′

= λF (x) + ε ′

which by the arbitrariness of x and ε ′ > ε shows that λF (ε) ≤ λF + ε . ��
3.3.18 Theorem AppRg is a concretely reflective subcategory of App.

Proof Consider an initial source
(

f j : (Y, λ ) → (X j , λ j )
)

j∈J , where each space
(X j , λ j ), j ∈ J is regular and letF ∈ F(Y ) and γ ∈ P. Then by 1.3.12 we have

λF (γ) = sup
j∈J

λ j
(

f j (F
(γ))

) ◦ f j

≤ sup
j∈J

λ j
(

f j (F )(γ)
) ◦ f j

≤ sup
j∈J

λ j
(

f j (F )
) ◦ f j + γ

= λF + γ . ��

We now come to the characterizations of regularity as given by Brock and Kent
(1997a, b) to which we alluded earlier.

3.3.19 Proposition For an approach space X, the following properties are
equivalent.

1. X is regular.
2. For any nonempty set J , ψ : J → X, σ : J → U(X), and U ∈ U(J ):

λψU ≤ λΣσ(U ) + inf
U∈U

sup
j∈U

λσ( j)(ψ( j)).

3. For any nonempty set J , ψ : J → X, σ : J → F(X), and F ∈ F(J ):

λψF ≤ λΣσ(F ) + inf
F∈F

sup
j∈F

λσ(y)(ψ(y)).

Proof 1 ⇒ 2. Let J , ψ, σ , and U be as stated and put

inf
U∈U

sup
j∈U

λσ( j)(ψ( j)) < γ,

where γ < ∞. Then there exists U0 ∈ U such that λσ( j)(ψ( j)) < γ for all j ∈ U0.
Now take A ∈ Σσ(U ) and U ∈ U . Then there exists U1 ∈ U such that U1 ⊆ U0

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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and such that A ∈ ⋂
j∈U1

σ( j). Now if we take j ∈ U ∩ U1 then ψ( j) ∈ ψ(U ) and

λσ( j)(ψ( j)) < γ and since σ( j) ∈ A this implies that ψ( j) ∈ A(γ). Consequently
A(γ) ∩ ψ(U ) �= ∅ which proves that

(Σσ(U ))(γ) ⊆ ψ(U ).

The result now follows from 3.3.12 and the arbitrariness of γ .
2 ⇒ 1. Let U ∈ U(X) and let γ ∈ P. Put

J := {(G , y) | λG (y) < γ},

and put σ := pr1 and ψ := pr2. Further consider the filter S on J generated by
the sets

SU := {(G , y) ∈ J | U ∈ G }.

Then it is immediately verified that U ⊆ Σσ(S ).
Now let W ∈ U(U (γ)). We claim that there exists RW ∈ U(S ) such that

ψ(RW ) ⊆ W . Suppose not, then for each R ∈ U(S ) there exists RR ∈ R such
that ψ(RR) �∈ W . By 1.1.4 there exists a finite subset U0 ⊆ U(S ) such that⋃

R∈U0
RR ∈ S . Then it follows that

⋃
R∈U0

ψ(RR) ∈ ψ(S ) = U (γ) ⊆ W
which by finiteness of U0 is a contradiction.

Hence, let RW be as stated then it follows that U ⊆ Σσ(S ) ⊆ Σσ(RW ) and
thus

λU (γ) = sup
W ∈U(U (γ))

λW

≤ sup
W ∈U(U (γ))

λψ(RW )

≤ sup
W ∈U(U (γ))

(λΣσ(RW ) + inf
R∈RW

sup
j∈R

λσ( j)(ψ( j)))

≤ sup
W ∈U(U (γ))

(λU + γ)

= λU + γ .

3 ⇒ 2. This is evident.
1 ⇒ 3. This is perfectly similar to the proof that 1 implies 2, again making use

of the appropriate characterization in 3.3.12. ��
The following characterizations making use of the gauge of an approach space

were first given by Robeys (1992).

3.3.20 Proposition For an approach space X the following properties are
equivalent.

1. X is regular.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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2. ∀x ∈ X,∀ε2 > ε1 > 0,∀θ > 0,∀d ∈ G , ∃e ∈ G such that

{e(x, ·) < ε1}(θ ) ⊆ {d(x, ·) < ε2 + θ }.

3. ∀x ∈ X,∀A ∈ 2X ,∀ε, θ > 0 :

{d(x, ·) < ε}(θ ) ∩ A �= ∅,∀d ∈ G ⇒ δ (x, A) ≤ ε + θ .

Proof 1 ⇒ 2. If x ∈ X and ε1 > 0, consider the filter F generated by the family
{{d(x, ·) < ε1} | d ∈ G }. Then λF (x) ≤ ε1. If ε2 > ε1 and θ > 0 then we have by
hypothesis

λF (θ )(x) ≤ λF (x) + θ ≤ ε1 + θ < ε2 + θ .

So if d ∈ G , then {d(x, ·) < ε2 + θ } contains a set {e(x, ·) < ε1}(θ ), with e ∈ G .
2 ⇒ 3. This follows from the fact that δ (x, A) = supd∈G infa∈A d(x, a).
3 ⇒ 1. Let F ∈ F(X), ε > 0 and x ∈ X be such that λF (x) < ε then for each

θ > 0 and d ∈ G we have {d(x, ·) < ε}(θ ) ∈ F (θ ). Hence if A ∈ sec(F (θ )) then
δ (x, A) ≤ ε + θ by 3 and hence λF (θ ) = supA∈sec(F (θ )) δ (x, A) ≤ ε + θ . ��

Weend this sectionwith an extension theoremwhichwas first proved in a different
way by Jaeger (2014).

We consider the following situation. Let X and Y be approach spaces and consider
a map f : A → Y , where A ⊆ X . If f is a contraction, we want to find conditions
under which we can extend it to a contraction g from A or a suitable subset of A to Y .

For x ∈ X and ε ∈ P we introduce the following notations:

H ε
A(x) := {F ∈ F(X) | A ∈ F , λX (F )(x) ≤ ε},

Fε
A(x) :=

{
{y ∈ Y | ∀F ∈ H ε

A(x) : λY ( f (F|A))(y) ≤ ε} if H ε
A(x) �= ∅,

Y if H ε
A(x) = ∅,

where F|A stands for the restriction of the filter F to the set A.
Note that for ε ≤ δ , we have H ε

A(x) ⊆ Hδ
A(x) and that x ∈ A(ε) if and only if

H ε
A(x) �= ∅.
For a subset A ⊆ X , we now define A∗ as follows

A∗ :=
{

x ∈ A |
⋂

α∈[0,∞]
Fα

A (x) �= ∅
}
.

It is immediately verified that A ⊆ A∗ ⊆ A.

3.3.21 Theorem Let X and Y be approach spaces where Y is regular. If A ⊆ X and
f : A → Y is a contraction, then there exists a contraction g : A∗ → Y such that
g|A = f .
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Proof For x ∈ A∗ \ A we choose a value yx ∈ ⋂
α∈[0,∞] Fα

A (x) and we define

g(x) :=
{

f (x) if x ∈ A,

yx if x ∈ A∗ \ A.

We show that g is a contraction. Let G ∈ F(A∗), let x0 ∈ A∗ and let α := λXG (x0).
Consider the selection σ : A∗ → F(A∗), where σ(x) is such that A ∈ σ(x) and

λX σ(x)(x) = 0. The diagonal condition (L3) gives us

λXΣσ(G )(x0) ≤ λXG (x0) + sup
x∈A∗

λX σ(x)(x)

= λXG (x0)

= α .

Since Σσ(G ) = ⋃
G∈G

⋂
x∈G σ(x) and A ∈ σ(x), for every x ∈ A∗, we get

A ∈ Σσ(G ). Hence Σσ(G ) ∈ Hα
A (x0) and since Σσ(G ) has a trace on A, we find

λY f
(
(Σσ(G ))|A

)
(g(x0)) ≤ α .

We now consider the functions ψ := g and

ρ : A∗ → F(Y ) : x �→ f (σ(x)|A).

Since Y is regular, by 3.3.19, we find

λY g(G )(g(x0)) ≤ λY Σρ(G )(g(x0)) + inf
G∈G

sup
x∈G

λY f (σ(x)|A)(g(x))

= λY Σρ(G )(g(x0)).

Hence from the fact that

Σρ(G ) =
⋃

G∈G

⋂

x∈G

f (σ(x)|A)

= f
( ⋃

G∈G

⋂

x∈G

σ(x)|A
)

= f
(
(Σσ(G ))|A

)
,

it now follows that

λY g(G )(g(x0)) ≤ λY f
(
(Σσ(G ))|A

)
(g(x0)) ≤ α,

which completes the proof. ��
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If Y is moreover a T2-space then we see that for each x ∈ X , F0
A(x) has at most

one point. In this case
⋂

α∈[0,∞] Fα
A (x) has at most one point and the extension g

will be unique.

3.3.22 Theorem Let X and Y be approach spaces where Y is regular and T2. If
A ⊆ X is dense and f : A → Y is a contraction, then the following properties are
equivalent.

1. There is a unique contraction g : X → Y such that g|A = f .
2. For each x ∈ X:

⋂
α∈[0,∞] Fα

A (x) �= ∅.

Proof 1 ⇒ 2. If f has such an extension g, then for x ∈ X we have g(x) ∈⋂
α∈[0,∞] Fα

A (x). Indeed, from the density of A it follows that Hα
A (x) �= ∅ for any

α ∈ [0, ∞]. For F ∈ Hα
A (x) we have that A ∈ F and λX (F )(x) ≤ α . Hence

λY g(F )(g(x)) ≤ α and it follows that

λY f (F|A)(g(x)) = λY g(F|A)(g(x)) ≤ λY g(F )(g(x)) ≤ α,

i.e. g(x) ∈ Fα
A (x).

2 ⇒ 1. If, conversely,
⋂

α∈[0,∞] Fα
A (x) �= ∅ for all x ∈ X , then the existence of

an extension g : X → Y follows from 3.3.21 and uniqueness follows from the fact
that Y is T2. ��
3.3.23 Corollary (Top) If X is a topological space, A ⊆ X is dense and Y is a
Hausdorff regular topological space, then a continuous function f : A −→ Y will
have a unique continuous extension to X if and only if for any x ∈ X the filter
f (V (x)|A) converges.

3.4 Countability

In contrast to the situation in topological spaces, in approach spaces there are at
least three defining structures which may be generated by countable collections. The
approach system, a regular function frame and the gauge. The first two correspond to
first and second countability in the case of topological spaces. The latter on the other
hand is a purely approach notion which, as we will see, refers to quasi-metrizability.

3.4.1 Definition An approach space is called locally countable if in each point the
approach system has a countable basis.

3.4.2 Theorem An approach space is locally countable if and only if all pretopolo-
gies from its tower are first countable.

Proof The only if-part follows immediately from 1.2.47. To show the if-part, let
Bγ (x) be a countable basis for Vγ (x) for each x ∈ X and γ ∈ R

+. We may of course
suppose that all members of Bγ (x) are of type {ϕ < β } for some ϕ ∈ A (x) and
β > γ . For each γ put Fγ (x) the (countable) set of functions from A (x) which

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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appear in Bγ (x). Let ψ ∈ A (x) be bounded and let ε > 1
m > 0. Let n be such that

n−1
m < supψ ≤ n

m . For each k = 1, . . . , n take γk , βk and ϕk ∈ F k
m
(x) be such that

k
m < γk < k+1

m and k
m < βk < k+1

m and such that for all k

{ϕk < γk} ⊆ {ψ < βk}.

Put ϕ := supn
k=1 ϕk then it follows that ψ ≤ ϕ + 2ε . Hence

B(x) := {sup
ϕ∈E

ϕ | E ⊆ ∪q∈QFq(x) finite}

is a countable basis for A (x). ��
3.4.3 Proposition (Top, qMet) A topological approach space is locally countable
if and only if the underlying topology is first countable and a quasi-metric approach
space is always locally countable.

Proof This follows at once from the foregoing result and the definition and we leave
this to the reader. ��
3.4.4 Corollary If an approach space is locally countable then the topological core-
flection is first countable.

The converse of the foregoing corollary does not hold. In order to see this it suffices
to take a set X and consider a tower consisting of the discrete topology for 0 ≤ ε < 1
and a non-first countable topology for 1 ≤ ε . Then the topological coreflection is
discrete but the space is obviously not locally countable.

In the following result we put S(A) for the set of all sequences in A.

3.4.5 Proposition If an approach space X is locally countable then for any A ⊆ X
and x ∈ X

δ (x, A) = inf
(xn)n∈S(A)

λ 〈(xn)n〉(x)

Proof One inequality is trivial, to show the other one let δ (x, A) be finite and let
{ϕn | n ∈ N} be a countable increasing basis forA (x). Then, making use of 1.2.34,
it can easily be seen that for any ε > 0 there exists a sequence (xn)n in A such that for
any m ≤ n: ϕm(xn) − ε ≤ δ (x, A). From this, making use of 1.2.43, it immediately
follows that λ 〈(xn)n〉(x) − ε ≤ δ (x, A). ��
3.4.6 Proposition For approach spaces X and X ′, if X is locally countable and
f : X −→ X ′ then the following properties are equivalent.

1. f is a contraction.
2. For any (xn)n and x in X: λ ′〈( f (xn)n〉( f (x)) ≤ λ 〈(xn)n〉(x).

Proof This follows from the foregoing result, 1.2.2 and the definition of
contraction. ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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3.4.7 Proposition A countable product of locally countable approach spaces is
locally countable, in particular a countable product of quasi-metric spaces is locally
countable.

Proof This follows from 1.3.9 and the definition. ��
The concept of local countability will be especially useful in the sections dealing

with applications in probability theory.

3.4.8 Definition An approach space is called gauge-countable if its gauge has a
countable basis.

3.4.9 Theorem An approach space is gauge-countable if and only if it is a subspace
of a countable product of quasi-metric spaces.

Proof The if-part follows from 1.3.11. Conversely, ifB is a countable basis for the
gauge G of X then the following is an embedding

(X,G ) −→
∏

d∈B
(X, d) : x �→ (xd := x)d∈B .

This immediately implies the only if-part. ��
3.4.10 Proposition If an approach space is gauge-countable then its topological
coreflection is quasi-metrizable.

Proof With the usual proof it is easily seen that if {dn | n ∈ N} is a countable basis
for the gauge of X then

d := sup
n∈N

1

n + 1
dn ∧ 1

is a quasi-metric for the topological coreflection. ��
3.4.11 Proposition (Top, qMet) A topological approach space is gauge-countable
if and only if the underlying topology is quasi-metrizable and a quasi-metric approach
space is always gauge-countable.

Proof The only if-part follows from 3.4.10. Conversely, if d is any quasi-metric
which metrizes the underlying topology then the family {nd | n ∈ N} is a basis
for the gauge. To see this, let e be such that Te ⊆ Td . Fix x ∈ X , ε > 0 and
ω < ∞. Divide [0, ω] into a finite number of intervals with length less than ε ,
0 < ε1 < ε2 < · · · < εm < ω . Then for each k = 1, . . . , m there exists δk > 0
such that Bd(x, δk) ⊆ Be(x, εk). For each k = 1, . . . , m take nk such that εk ≤ nkδk

and put n := maxm
k=1 nk . Then one can verify that Bnd(x, εk) ⊆ Be(x, εk) for each

k = 1, . . . , m from which it follows that e(x, ·) ∧ ω ≤ nd(x, ·) + ε . The result now
follows from 2.1.1.

The second claim is evident. ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_2
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3.4.12 Proposition A countable product of gauge-countable approach spaces is
gauge-countable.

Proof This follows from 3.4.9. ��
3.4.13 Definition An approach space is called regular-countable if there exists a
countable basis B for the lower regular function frame.

Note also that from 1.2.49 and 1.2.50 it follows that the lower regular function frame
has a countable basis if and only if the upper regular function frame has a countable
basis.

3.4.14 Proposition If an approach space is uniform, gauge-countable and has a
separable topological coreflection then it is regular-countable.

Proof If B is a countable gauge basis and Y ⊆ X is a countable dense subset then
it is easily verified that

B := {α � d(x, ·) | α ∈ P ∩ Q, d ∈ B, x ∈ Y }

is a countable basis for the lower regular function frame. ��
3.4.15 Proposition (Top) A topological approach space is regular-countable if and
only if the underlying topology is second countable.

Proof If {Bn | n ∈ N} is a countable basis for the topology then

{r ∧ θX\Bn + s | r, s ∈ Q+, n ∈ N}

is a countable basis for the lower regular function frame. Conversely if a countable
basis {μn | n ∈ N} for the lower regular function frame is given then

{{μn > r} | r ∈ Q+, n ∈ N}

is a countable basis for the topology. ��
3.4.16 Proposition (Met) A metric approach space is regular-countable if and only
if the underlying topology is second countable.

Proof The if-part follows from 3.4.14. The only-if-part is analogous to 3.4.15. ��
3.4.17 Proposition If an approach space is regular-countable then it is gauge-
countable and if it is gauge-countable then it is locally countable.

Proof The first claim follows from 1.2.55 and the second from 1.2.11. ��
That in the foregoing result neither arrow can be reversed can already be seen

from the characterizations for topological approach spaces.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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3.5 Completeness

We will show that there exists a natural notion of completeness which, moreover, in
the setting of uniform approach spaces, allows for a categorically sound completion
theory as we will see in Chap.6.

Intuitively, a Cauchy filter is a filter which has all the properties of a convergent
filter, except that its limit points may be missing. This idea can be nicely captured
using the concept of limit operator.

3.5.1 Definition A filterF in an approach space X is called a δ -Cauchy filter or a
Cauchy filter for short if

inf
x∈X

λF (x) = 0.

We say that F is convergent (to x) if λF (x) = 0, i.e. if F converges to x in the
topological coreflection.

Hence in any approach space, a convergent filter is a Cauchy filter.

3.5.2 Proposition If X is a uniform approach space with symmetric gauge basis D ,
then for a filter F on X the following properties are equivalent.

1. F is a Cauchy filter.
2. ∀ε > 0, ∃x ∈ X, ∀d ∈ D : Bd(x, ε) ∈ F .

Proof From 1.2.44 it follows that F is a Cauchy filter if and only if

inf
x∈X

sup
d∈D

inf
F∈F

sup
y∈F

d(x, y) = 0,

from which the result follows immediately. ��
If (X, δ ) is an arbitrary approach space, then we can consider itsMet-coreflection

(X, dδ ) and we have a metric notion of Cauchy filter at our disposal. If (X, δ ) is a
uniform approach space and δ is generated by the symmetric gauge basis D , then
we can consider the underlying uniform space (X,U (D)) and we have a uniform
notion of Cauchy filter at our disposal. The following result gives the relationship
between these concepts.

3.5.3 Proposition If X is an approach space, then a dδ -Cauchy filter is a δ -Cauchy
filter, and if X is uniform withD a symmetric gauge basis, then moreover a δ -Cauchy
filter is a U (D)-Cauchy filter.

Proof That F is a dδ -Cauchy filter means that

∀ε > 0, ∃x ∈ X :
⋂

d∈D
Bd(x, ε) ∈ F .

http://dx.doi.org/10.1007/978-1-4471-6485-2_6
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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ThatF is aU (D)-Cauchy filter means that it is a d-Cauchy filter, for all d ∈ D , i.e.

∀ε > 0,∀d ∈ D, ∃x ∈ X : Bd(x, ε) ∈ F .

Hence, the result follows from 3.5.2. ��
3.5.4 Example The implications in the foregoing proposition are strict in general.

1. Let X := R \ {0} and let dE stand for the Euclidean metric on X . If we
let D := {αdE | α > 0}, then the distance δ generated by D is topological. The
restriction of the Euclidean neighbourhood filter of 0 to X , sayF , does not converge
in (X, δ ) and hence, by 3.5.6, it is not a δD -Cauchy filter. However, U (D) is the
usual uniformity on X and hence F is a U (D)-Cauchy filter.

2. Let R be equipped with the Euclidean metric and consider the function space
R
R to be equipped with the product distance. For each α > 0, consider the function

fα : R −→ R : x −→ αx,

and letΨ be the filter on RR generated by the basis

{{
fβ | β ≤ α

} | α > 0
}
.

Since Ψ is convergent for the pointwise topology it follows that Ψ is a δ -Cauchy
filter. However, since dδ is the uniform metric,Ψ is not a dδ -Cauchy filter.

3.5.5 Proposition In a uniform approach space the following properties hold.

1. If F is a Cauchy filter, then λF = αF .
2. If F and G are Cauchy filters and F ⊆ G , then λF = λG .

Proof 1. LetD be a symmetric gauge basis which generates δ and letF be a Cauchy
filter. Let ε > 0 and by 3.5.2 choose z ∈ X such that for all d ∈ D : Bd(z, ε) ∈ F .
Then we obtain

λF (x) = sup
d∈D

inf
F∈F

sup
y∈F

d(x, y)

≤ sup
d∈D

sup
y∈Bd (z,ε)

d(x, y)

≤ sup
d∈D

inf
y∈Bd (z,ε)

d(x, y) + 2ε

≤ αF (x) + 2ε

and the result follows from the arbitrariness of ε and 1.2.65.
2. This follows from 1 since, again applying 1.2.65, we now have

λF = αF = αG = λG . ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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3.5.6 Proposition (Top, Met) For a filter F ∈ F(X) the following properties hold.

1. If (X, δT ) is a topological approach space, then F is a Cauchy filter if and
only if it is convergent in (X,T ).

2. If (X, δd) is a metric approach space, then F is a Cauchy filter if and only if
it is a Cauchy filter in (X, d).

Proof 1. This follows from the fact that in topological approach spaces the limit
operator attains only the values 0 and ∞.

2. This follows from 3.5.2. ��
3.5.7 Definition An approach space is called complete if every Cauchy filter
converges.

3.5.8 Proposition (Top,Met) A topological approach space is always complete and
a metric approach space is complete if and only if it is complete as a metric space.

Proof This follows from 3.5.6 and 2.3.6. ��
3.5.9 Proposition If X is a uniform approach space with symmetric gauge basis D
and (X,U (D)) is complete, then X is complete.

Proof Let F be a Cauchy filter. It follows from 3.5.3 that F is a U (D)-Cauchy
filter. Since (X,U (D)) is complete it follows that F converges. ��

The converse of the foregoing result does not hold as shown by the following
example.

3.5.10 Example Consider the first example from 3.5.4. Since X is topological it is
complete. However, sinceU (D) is the usual uniformity (X,U (D)) is not complete.

3.5.11 Theorem A uniform approach space (X, δ ) is complete if and only if (X, dδ )

is complete.

Proof Suppose that (X, δ ) is complete and that δ is generated by the symmetric
gauge basis D . Let (xn)n be a Cauchy sequence in (X, dδ ). Then we have that

∀ε > 0, ∃n0,∀p, q ≥ n0,∀d ∈ D : d(x p, xq) ≤ ε .

This implies that

λ 〈(xn)n〉 (xn0) = sup
d∈D

inf
m

sup
k≥m

d(xn0 , xk) ≤ ε,

and hence it follows that 〈(xn)n〉 is a δ -Cauchy filter. Since (X, δ ) is complete this
implies that there exists x ∈ X such that λ 〈(xn)n〉 (x) = 0, i.e.

∀d ∈ D : lim
n→∞

d(xn, x) = 0.

http://dx.doi.org/10.1007/978-1-4471-6485-2_2
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Now let ε > 0. Then from the fact that (xn)n is a dδ -Cauchy sequence it follows that
we can find n0 such that

∀d ∈ D,∀p, q ≥ n0 : d(x p, xq) ≤ ε .

Taking the limit for q → ∞ it follows that

∀d ∈ D,∀p ≥ n0 : d(x p, x) ≤ ε,

which implies that (xn)n −→ x in (X, dδ ).
Conversely, suppose that (X, dδ ) is complete and letF be a δ -Cauchy filter. Then

inf
x∈X

λF (x) = inf
x∈X

sup
d∈D

inf
F∈F

sup
y∈F

d(x, y) = 0,

which implies that

∀n > 0, ∃xn ∈ X,∀d ∈ D : Bd(xn,
1

n
) ∈ F .

Since the intersection of any two of these balls is nonempty this implies that for any
p, q > 0

dδ (x p, xq) = sup
d∈D

d(x p, xq) ≤ 1

p
+ 1

q
,

from which it follows that (xn)n is a dδ -Cauchy sequence. By the completeness of

(X, dδ ) it follows that there exists x ∈ X such that (xn)n
dδ−→ x . It then follows that

λF (x) = sup
d∈D

inf
F∈F

sup
y∈F

d(x, y)

≤ sup
d∈D

inf
n>0

sup
y∈Bd (xn , 1n )

d(x, y)

≤ sup
d∈D

inf
n>0

(d(x, xn) + 1

n
) = 0,

and hence F converges in (X, δ ). ��

3.6 Comments

1. Uniformity in topology
Besides the original definition by Weil (1937), making use of entourages of

the diagonal, there are several other ways in which uniformity in the setting of
topology can be characterized. See, for example, the work by Herrlich on nearness
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structures (Herrlich 1974a) and by Isbell on covering uniformities (Isbell 1964). The
characterization which however is most closely related to our setup is the one via col-
lections ofmetrics (see e.g. Gillman and Jerison 1976). Both the definitions of gauges
and of (quasi-)uniform gauges, which we will define in Chap. 5, bear similarity to
the definition of uniformities by means of ideals of (quasi-)metrics.

2. Weak-adjointness in the literature
Weak-adjointness is a concept which is known in the theory of quasi-uniform

spaces. An alternative characterization states that a quasi-metric space is weakly
adjoint if and only if for all x ∈ X the map d(·, x) is upper semicontinuous. See e.g.
Fletcher and Lindgren (1982), where 3.2.2 is also mentioned.

3. Reflectivity of App0, App1 and App2
For any approach space X the quotient defined by the equivalence relation

x ∼ y ⇔ A (x) = A (y) determines the App0-reflection.
In order to arrive at the App1-reflection we first define an approach space to be R0

ifA (x) = ∩y∼R0 xA (y) for all x where y ∼R0 x ⇔ δ (x, {y}) = 0. The subcategory
consisting of all R0-spaces is concretely reflective and using transfinite iteration, we
can construct an R0-reflection. The App1-reflection then is obtained by taking this
reflection followed by the T0-reflection.

In a similar fashion, in order to obtain the App2-reflection, we call an approach
space an R-space if A (x) = ⋂

y∼R x A (y) for all x where y ∼R x if there exist
x1 := x, . . . , xn := y such that for all i ∈ {1, . . . , n −1}: c(A (xi )∨A (xi+1)) = 0.
Again the subcategory consisting of all R-spaces is concretely reflective and by a
similar procedure as in the T1-case we construct an R-reflection. This reflection
followed by the T0-reflection is the App2-reflection.

For details we refer the interested reader to Lowen and Sioen (2003).

4. Completeness in metrically generated theories
The notion of completeness in UAp as explained in this chapter is a special

case of a more general approach in the setting of metrically generated theories (see
Colebunders and Lowen 2005; Colebunders and Vandersmissen 2010). See also the
comments on Chap.6.

5. Sequential approach spaces
In an unpublished partial manuscript Gutierres, Hofmann and Van Olmen studied

what they called “sequential approach spaces” and “Fréchet” approach spaces. For
instance, an approach X space is said to be Fréchet if for any x ∈ X and A ⊆ X

δ (x, A) = inf
(xn)n∈S(A)

sup
k↑

δ (x, {xkn | n ∈ N})

where S(A) stands for the set of all sequences in A. Sequentiality is defined in a
analogous manner, and they show several results similar to what is obtained in the
topological case.

http://dx.doi.org/10.1007/978-1-4471-6485-2_5
http://dx.doi.org/10.1007/978-1-4471-6485-2_6


Chapter 4
Index Analysis

When you can measure what you are talking about and express
it in numbers, you know something about it.

(Lord William Thomson Kelvin)
Finally - and frankly it’s a relief to see it - Karl Weierstrass
sorted out the muddle in 1850 or thereabouts by taking the
phrase “as near as we please” seriously. How near do we
please?

(Ian Stewart)

Before we start with the formal definitions and results we would like to reflect on the
precise nature of approach spaces and the possibilities for defining natural invariants.

Rather than being restricted to asserting that a space, or a subset of a space, or a
function, or any other item defined in terms of the structures at hand, does or does
not have a certain property we now have at our disposal a machinery by means of
which we can define numerical indices of properties. The smaller the index the better
the property is approximated.

This idea is not new. In Kuratowski (1930) the author introduced what he called a
measure of noncompactness in the setting of complete metric spaces. Various other
measures were also introduced in the literature, especially the so-called Hausdorff
measure of noncompactness, and used in a variety of fields, especially in the theory
of Banach spaces, functional analysis, fixed point theory and hyperspaces (see the
comments at the end of this chapter for detailed references). The purely topological
concept of compactness was adapted in a numerical way to be used in the setting
of metric spaces in order to measure the deviation an object may have from being
compact. However, it is quite clear from the original definition of this measure that
it is actually a measure of not being totally bounded, which only in the case that one
works with complete sets can be referred to compactness. We will see how these
facts, which reveal at the same time similarity and dualism between the topological
and metric aspects, completely resolve themselves in the setting of approach spaces.

© Springer-Verlag London 2015
R. Lowen, Index Analysis, Springer Monographs in Mathematics,
DOI 10.1007/978-1-4471-6485-2_4
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In this chapter it will become abundantly clear that the systematic use of indices
lies at the heart of approach theory as they are built into the basics of the theory.
Besides the indices which we will introduce in the present chapter, now that we
know how the categories of approach spaces, topological spaces and (quasi-)metric
spaces relate to one another, it is also entirely natural to consider:

1. δ distance = index of closure, δ (x, A) indicates how far x is away from being
in the closure of A,

2. λ limit operator = index of convergence, λF (x) indicates how far x is away
from being a limit point of F ,

3. α adherence operator = index of adherence, αF (x) indicates how far x is
away from being an adherence point of F .

Since distance and limit operator are defining structures of the theory of approach
spaces, the concept of indices is endemic to approach theory.

4.1 Morphism- and Object-Indices

We will formally describe two types of indices which are of paramount importance
to the theory: indices for objects and indices for morphisms. Of course other types of
indices will appear where needed (or have already been encountered as for example
distance, limit and adherenceoperatormentioned above) but these twoare structurally
sufficiently important to merit a short formal treatment. Since we will use these
considerations not only in the local setting of approach spaces but also in the uniform
setting of uniform gauge spaces which we introduce in the following chapter, we
present the concepts for an arbitrary topological category.

We suppose thatC is a topological category, concrete over Set and we defineCSet

to be the category with objects the same as those in C and morphisms, functions
between the underlying sets.

4.1.1 Definition An object-index is an assignment

χ : ObjCSet = ObjC −→ P

which satisfies the following property.

(OI) If X and Y are isomorphic objects in C then χ(X) = χ(Y ).

Functions f : X −→ Y and g : U −→ V (i.e. morphisms in CSet) are said to be
isomorphic if there exist isomorphisms (in CSet, i.e. bijections) h : X −→ U and
k : Y −→ V such that the diagram
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X
f ��

h
��

Y

k
��

U g
�� V

is commutative.
This means exactly that f and g are isomorphic objects in the arrow category of

CSet. If we impose the supplementary condition that h and k have to be isomorphisms
in C , and not merely in CSet, i.e. merely bijective functions, we obtain a stronger
concept which we will refer to as f and g being C -isomorphic.

4.1.2 Definition A morphism-index is an assignment

χ : MorCSet = MorSet −→ P

which satisfies the following properties.

(MI1) χ vanishes on identity mappings.
(MI2) For any f : X −→ X ′ and g : X ′ −→ X ′′ we have χ(g ◦ f ) ≤ χ( f )+χ(g).
(MI3) If f and g are C -isomorphic then χ( f ) = χ(g).

We make no difference in notation between object- and morphism-indices since
it will always be clear from the context which type of index is meant.

Object-indices will gauge to what extent certain properties of objects are satisfied
and similarly morphism-indices gauge to what extent certain properties of functions
are satisfied.

It should be pointed out that we are of course in the first place thinking of a
morphism-index which gauges to what extent functions deviate from being mor-
phisms in C . In the case of App this then means to what extent functions deviate
from being contractions. However, in topological categories, and especially in App
we also have natural other concepts for functions as we have seen in Sect. 1.4. Hence
we will also introduce morphism-indices gauging to what extent functions deviate
from being closed-expansive, open-expansive and proper. The above definition is of
the right generality to allow for these various indices.

4.1.3 Proposition Let χ be a morphism-index. If f : X −→ Y and g : U −→ V
are isomorphic functions then

| χ( f ) − χ(g)| ≤ max{χ(h) + χ(k−1), χ(h−1) + χ(k)}

for any bijections h and k such that k ◦ f = g ◦ h.

Proof This follows from (MI2) since if we consider the diagram

http://dx.doi.org/10.1007/978-1-4471-6485-2_1


152 4 Index Analysis

X
f ��

h
��

Y

k
��

U g
�� V

we have

χ(g) ≤ χ(h−1) + χ( f ) + χ(k) and χ( f ) ≤ χ(h) + χ(g) + χ(k−1). ��
4.1.4 Definition Let χ be a morphism-index which vanishes on morphisms in the
category C . If an object-index χ0 satisfies the property that there exists a constant c
such that for all spaces X and X ′ with equipotent underlying sets

| χ0(X) − χ0(X ′)| ≤ c inf{χ( f ) + χ( f −1) | f : X −→ X ′ bijective},

we say that χ0 is (c, χ)-layered.

The idea behind this is to sharpen condition (OI) by not only asking that an
object-index be constant on the equivalence classes of isomorphic objects but that
it would also vary less as objects become “more isomorphic”, provided of course
that the associated morphism-index vanishes on morphisms of the category C , in
particular that it is an index that gauges to what extent a function deviates from being
a morphism. Hence, in our setting, we will only be interested in the morphism-index
of contractivity which we introduce in the following section. In keeping with the
philosophy of the theory the relation imposed is a Lipschitz-type inequality.

In order to verify that an object-index is (c, χ)-layered it is sufficient to test it on
identity functions in CSet. In the following we denote the identity function between
the underlying sets of objects U := (X, s) and V := (X, s′) in C by 1U V .

4.1.5 Proposition Let χ be a morphism-index which vanishes on morphisms in
the category C . An object-index χ0 is (c, χ)-layered if and only if for any objects
U := (X, s) and V := (X, s′) in C , with the same underlying set we have that

| χ0(U ) − χ0(V )| ≤ c(χ(1U V ) + χ(1V U )).

Proof The only-if part is evident. To show the if-part let f : X −→ Y be a bijective
function between C -objects. Consider the diagram

(X, sX )
f ��

1X

��

(Y, sY )

g

��
U

1U V

�� V
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where U := (X, sX ). Further V := (X, s′) is obtained by considering the sink
g : (Y, sY ) −→ X where g, as a function, is equal to f −1 and s′ stands for the
final structure on X . Then both 1X and g are isomorphisms in C and it follows
that χ( f ) = χ(1U V ). Upon interchanging the roles of X and Y we obtain that also
χ( f −1) = χ(1V U ) and we are finished. ��

Throughout the sequel, if an index is equal to 0 we will often refer to this as
a 0-property. For instance, once we have introduced the index of compactness χc,
when a space satisfies χc(X) = 0 then we will say the space is 0-compact. This
convention will not be used in case the vanishing of a certain index is equivalent to
an earlier defined property. For instance, when we define the index of contractivity
in the next section, it will turn out that being 0-contractive means being contractive.
In that case we obviously drop the 0.

4.1.6 Definition If two categoriesC andD are equippedwithmorphism-indices χC
and χD and F : CSet −→ DSet is a functor then we say that F is a (χC , χD )-true
functor if χD (F f ) ≤ χC f for any function f .

4.2 AppSet-Morphism-Indices

In this section we will define four morphism-indices related to the concepts of con-
traction (1.3.1), closed expansion (1.4.1), open expansion (1.4.5) and proper map
(1.4.10).

4.2.1 Theorem If X and X ′ are approach spaces, f : X −→ X ′ is a function and
c ∈ P, then the following properties are equivalent.

1. ∀A ⊆ X : δ ′
f (A) ◦ f ≤ δA + c.

2. ∀F ∈ F(X) : λ ′( f (F )) ◦ f ≤ λF + c.
3. ∀F ∈ U(X) : λ ′( f (F )) ◦ f ≤ λF + c.
4. ∀x ∈ X,∀ϕ ′ ∈ A ′( f (x)) : ϕ ′ ◦ f � c ∈ A (x).
5. ∀d ′ ∈ G ′ : d ′ ◦ ( f × f ) � c ∈ G .
6. ∀A ⊆ X,∀ε ∈ R

+ : f (tε (A)) ⊆ t ′ε+c( f (A)).
7. ∀x ∈ X,∀ε ∈ R

+,∀V ′ ∈ V ′
ε+c( f (x)) : f −1(V ′) ∈ Vε (x).

8. ∀μ ∈ P
X : l′( f (μ)) ◦ f ≤ l(μ) + c.

9. ∀μ ′ ∈ L′ : μ ′ ◦ f ≤ l(μ ′ ◦ f ) + c.
10. ∀μ ′ ∈ U′ : u(μ ′ ◦ f ) ≤ μ ′ ◦ f + c.
11. ∀I ∈ F(X) : I � x ⇒ f (I) ⊕ c � f (x).
12. ∀I ∈ P(X) : I � x ⇒ f (I) ⊕ c � f (x).

In (4) a basis for A ′( f (x)) is sufficient, in (5) a basis for G ′ is sufficient and in (8)
and (9) subbases for respectively L′ and U′ are sufficient.

Proof This is analogous to 1.3.3 and we leave this to the reader. ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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4.2.2 Definition (Index of contractivity) A function f is called c-contractive if it
has one, and therefore all the properties mentioned in 4.2.1.

We define the index of contractivity as

χc : MorAppSet −→ P : f �→ min {c | f is c-contractive}

Note that the minimum actually exists and that this definition implies that for any
function f : X −→ X ′ between approach spaces and for any subset A ⊆ X

δ ′
f (A) ◦ f ≤ δA + χc( f ).

Of course analogous formulas hold derived from the other equivalent statements in
4.2.1, replacing c by χc( f ). Note in particular that, by the saturation property we
also have

χc( f ) = min{c | ∀d ′ ∈ G ′,∀ε > 0,∀ω < ∞ : ∃d ∈ G : d ′◦( f × f )∧ω ≤ d+ε+c}

and hence χc( f ) is also characterized by the claim that for any d ′ ∈ G ′, ε > 0 and
ω < ∞ there exists d ∈ G such that

d ′ ◦ ( f × f ) ∧ ω ≤ d + ε + χc( f ).

An analogous reasoning of course holds for the characterization with approach sys-
tems.

That this definition indeed provides us with a morphism-index follows from the
following two results.

4.2.3 Proposition If X, Y, U and V are approach spaces and f : X −→ Y and
g : U −→ V are approach isomorphic then χc( f ) = χc(g).

Proof This is straightforward and we leave this to the reader. ��
4.2.4 Proposition If X, X ′ and X ′′ are approach spaces and f : X −→ X ′ and
g : X ′ −→ X ′′ are functions, then the following properties hold.

1. f is a contraction if and only if χc( f ) = 0.
2. χc(g ◦ f ) ≤ χc( f ) + χc(g).

Proof This is straightforward and we leave this to the reader. ��
4.2.5 Example If f : R −→ R is the characteristic function of Q, then f ◦ f = 1
and this proves that the inequality in 4.2.4 is strict in general, since for R considered
as the usual topological space, χc( f ) = ∞ and χc(1) = 0.
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4.2.6 Proposition If f j : X j −→ X ′
j , j ∈ J , is a family of functions between

approach spaces and

⊗ j f j :
∏

j

X j −→
∏

j

X ′
j : (x j ) j �→ ( f j (x j )) j

then

χc(⊗ j f j ) = sup
j

χc( f j ).

Proof This follows from the facts that for any F ∈ F(
∏

j X j ) we have

λ ′(⊗ j f j (F )) = sup
j

λ ′
j ( f j (pr j (F ))) ◦ pr j and λF = sup

j
λ j (pr j (F )) ◦ pr j

and that for any k
fk = pr′k ◦ ⊗ j f j ◦ ink

where ink is any canonical embedding of Xk into
∏

j X j . ��
4.2.7 Proposition If f j : X −→ X ′

j , j ∈ J , is a family of functions between
approach spaces and

∏

j

f j : X −→
∏

j

X ′
j : x �→ ( f j (x)) j

then
χc(

∏

j

f j ) = sup
j

χc( f j ).

Proof This follows from the fact that for any F ∈ F(X) we have

λ ′(
∏

j

f j (F )) = sup
j

λ ′
j ( f j (F )). ��

4.2.8 Proposition If f : X −→ X ′ is a function between approach spaces, Z ⊆ X
and we consider the restriction g := f |Z : Z −→ X ′, then χc(g) ≤ χc( f ).

Proof This follows from the definitions. ��
4.2.9 Theorem If X and X ′ are approach spaces, f : X −→ X ′ is a function and
c ∈ P, then the following properties are equivalent.

1. ∀A ⊆ X : f (δA) ≤ δ ′
f (A) + c.

2. ∀μ ∈ P
X : f (l(μ)) ≤ l′( f (μ)) + c.

3. ∀F ∈ F(X) : supT ∈secF f (δT ) ≤ λ ′( f (F )) + c.
4. ∀U ∈ U(X) : supT ∈U f (δT ) ≤ λ ′( f (U )) + c.
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5. ∀μ ∈ L : f (μ) ≤ l′( f (μ)) + c.
6. ∀μ ∈ L, ∃μ ′ ∈ L′ : f (μ) ≤ μ ′ + c ≤ f (μ) + c.
7. ∀A ⊆ X,∀α ∈ R

+ : f (A)(α) ⊆ ⋂
ε>0 f (A(α+c+ε)).

In (5) and (6) a subbasis for L is sufficient.

Proof This is analogous to 1.4.2 and we leave this to the reader. ��
4.2.10 Definition (Index of closed expansiveness) A function f is called c-closed-
expansive if it has one, and therefore all the properties mentioned in 4.2.9.

We define the index of closed expansiveness as

χce : MorAppSet −→ P : f �→ min {c | f is c-closed expansive}

Note that here too the minimum is well-defined and that for a function f : X −→ X ′
between approach spaces and for any subset A ⊆ X

f (δA) ≤ δ ′
f (A) + χce( f ).

Note also that analogous formulas hold derived from the other equivalent statements
in 4.2.9 replacing c by χce( f ).

That χce is a morphism-index follows from the following results where we also
show some relations with the index of contractivity.

4.2.11 Proposition If X, Y, U and V are approach spaces and f : X −→ Y and
g : U −→ V are approach isomorphic then χce( f ) = χce(g).

Proof This is straightforward and we leave this to the reader. ��
4.2.12 Proposition If X, X ′ and X ′′ are approach spaces and f : X −→ X ′ and
g : X ′ −→ X ′′ are functions, then the following properties hold.

1. f is closed expansive if and only if χce( f ) = 0.
2. χce(g ◦ f ) ≤ χce( f ) + χce(g).
3. If f is surjective, then

χce(g) ≤ χc( f ) + χce(g ◦ f ) and χc(g) ≤ χce( f ) + χc(g ◦ f ).

4. If g is injective, then

χce( f ) ≤ χc(g) + χce(g ◦ f ) and χc( f ) ≤ χce(g) + χc(g ◦ f ).

Proof We only prove the first inequality of 3 to the reader. Let B ⊆ X ′ then it follows
from the surjectivity of f and the definitions of the indices of contractivity and closed
expansiveness that

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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g(δ ′
B) = g ◦ f (δ ′

B ◦ f )

= g ◦ f (δ ′
f ( f −1(B))

◦ f )

≤ g ◦ f (δ f −1(B) + χc( f ))

= g ◦ f (δ f −1(B)) + χc( f )

≤ δ ′′
g◦ f ( f −1(B))

+ χce(g ◦ f ) + χc( f )

= δ ′′
g(B) + χce(g ◦ f ) + χc( f )

which proves that χce(g) ≤ χc( f ) + χce(g ◦ f ). ��
4.2.13 Corollary (Top) If X, X ′ and X ′′ are topological spaces and f : X −→ X ′
and g : X ′ −→ X ′′ are functions, then the following properties hold.

1. If f is surjective and continuous (respectively closed) and g ◦ f is closed
(respectively continuous) then g is closed (respectively continuous).

2. If g is injective and continuous (respectively closed) and g◦ f is closed (respec-
tively continuous) then f is closed (respectively continuous).

4.2.14 Proposition If f : X −→ X ′ is a function between approach spaces, Z ⊆ X ′
and we consider the restriction g := f | f −1(Z) : f −1(Z) −→ Z, then χce(g) ≤
χce( f ).

Proof Let A ⊆ f −1(Z) and y ∈ Z , then

g(δA)(y) = f (δA)(y) ≤ δ ′
f (A)(y) + χce( f ) = δ ′

g(A)(y) + χce( f )

which proves the claim. ��
4.2.15 Theorem If X and X ′ are approach spaces, f : X −→ X ′ is a function and
c ∈ P, then the following properties are equivalent.

1. ∀A ⊆ X : δ f −1(A) ≤ δ ′
A ◦ f + c.

2. ∀x ∈ X,∀ϕ ∈ A (x) : f (ϕ) � c ∈ A ′( f (x)).
3. ∀A ⊆ X ′,∀ε ∈ R

+ : f −1(A(ε)) ⊆ ( f −1(A))(ε+c).
4. ∀ν ∈ U, ∃ν ′ ∈ U′ : ν ′ ≤ f (ν) + c ≤ ν ′ + c.
5. ∀x ∈ X,∀ε ∈ R

+,∀V ∈ Vε+c(x) : f (V ) ∈ Vε ( f (x)).

In (2) a basis for A ′( f (x)) is sufficient and in (4) a subbasis for U is sufficient. In the
case that f is surjective these are moreover equivalent to the following properties.

6. ∀x ∈ X,∀U ′ ∈ U(X ′) there exists U ∈ U(X) such that f (U ) = U ′ and
λU (x) ≤ λ ′(U ′)( f (x)) + c.

7. ∀x ∈ X,∀U ′ ∈ U(X ′) : inf{λU (x) | f (U ) = U ′} ≤ λ ′(U ′)( f (x)) + c.

Proof This is analogous to 1.4.6 and we leave this to the reader. ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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4.2.16 Definition (Index of open expansiveness) A function f is called c-open
expansive if it has one, and therefore all the properties mentioned in 4.2.15.

We define the index of open expansiveness as

χoe : MorAppSet −→ P : f �→ min{c | f is c-open expansive}

Again note that the minimum is well-defined and that for any function f : X −→ X ′
between approach spaces and for any subset A ⊆ X

δ f −1(A) ≤ δ ′
A ◦ f + χoe( f ).

Again note that analogous expressions hold, derived from the other equivalent state-
ments in 4.2.15 replacing c with χoe( f ). Note in particular that, by the saturation
property χoe( f ) is also characterized by the claim that for any x ∈ X , ϕ ∈ A (x),
ε > 0 and ω < ∞ there exists ϕ ′ ∈ A ′( f (x)) such that

( f (ϕ) � χoe( f )) ∧ ω ≤ ϕ ′ + ε .

That χoe is a morphism-index follows from the following results where, again,
we show some relations with the index of contractivity.

4.2.17 Proposition If X, Y, U and V are approach spaces and f : X −→ Y and
g : U −→ V are approach isomorphic then χoe( f ) = χoe(g).

Proof This is straightforward and we leave this to the reader. ��
4.2.18 Proposition If X, X ′ and X ′′ are approach spaces and f : X −→ X ′ and
g : X ′ −→ X ′′ are functions, then the following properties hold.

1. f is open expansive if and only if χoe( f ) = 0.
2. χoe(g ◦ f ) ≤ χoe( f ) + χoe(g).
3. If f is surjective, then

χoe(g) ≤ χc( f ) + χoe(g ◦ f ) and χc(g) ≤ χoe( f ) + χc(g ◦ f ).

4. If g is injective, then

χoe( f ) ≤ χc(g) + χoe(g ◦ f ) and χc( f ) ≤ χoe(g) + χc(g ◦ f ).

Proof This is analogous to 4.2.12 and we will only prove the second inequality in 3
leaving the remaining claims to the reader. Let x ′ ∈ X ′ and A′ ⊆ X ′ and take x ∈ X
such that f (x) = x ′ then

δ ′′
g(A′) ◦ g(x ′) = δ ′′

g◦ f ( f −1(A′)) ◦ g( f (x))

≤ δ f −1(A′)(x) + χc(g ◦ f )

≤ δ ′
A′(x ′) + χoe( f ) + χc(g ◦ f )
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which proves that χc(g) ≤ χoe( f ) + χc(g ◦ f ). ��
4.2.19 Corollary (Top) If X, X ′ and X ′′ are topological spaces and f : X −→ X ′
and g : X ′ −→ X ′′ are functions, then the following properties hold.

1. If f is surjective and continuous (respectively open) and g ◦ f is open (respec-
tively continuous) then g is open (respectively continuous).

2. If g is injective and continuous (respectively open) and g ◦ f is open (respec-
tively continuous) then f is open (respectively continuous).

4.2.20 Proposition If f : X −→ X ′ is a function between approach spaces, Z ⊆ X ′
and we consider the restriction g := f | f −1(Z) : f −1(Z) −→ Z then χoe(g) ≤
χoe( f ).

Proof This is analogous to 4.2.14 and we leave this to the reader. ��
4.2.21 Proposition (Met) If X and X ′ are metric spaces and f : X −→ X ′ then
χce( f ) = χoe( f ).

Proof This is analogous to 2.4.9 and 2.4.10 and we leave this to the reader. ��
4.2.22 Theorem If f : X −→ X ′ is a function between approach spaces and c ∈ P,
then the following properties are equivalent.

1. ∀F ∈ F(X) : f (αF ) ≤ α ′ f (F ) + c.
2. ∀U ∈ U(X) : f (λU ) ≤ λ ′ f (U ) + c.
3. ∀I ∈ P(X) : f (I) � y ⇒ ∀ε > 0, ∃x ∈ f −1(y) : I ⊕ (c + ε) � x.

Proof This is straightforward and we leave this to the reader. ��
4.2.23 Definition (Index of properness) A function f is called c-proper if it has
any and hence all of the properties in 4.2.22. We define the index of properness as

χ p : MorAppSet −→ P : f �→ min{c | f is c-proper}

Again, the minimum is well-defined and for any function f : X −→ X ′ and any
F ∈ F(X)

f (αF ) ≤ α ′ f (F ) + χ p( f ).

An analogous formula holds for the other characterizations in 4.2.22.

Note also that, contrary to our treatment of proper contractions in the first chapter,
here we do not presuppose that f is a contraction.

That χ p is a morphism-index follows from the following results.

4.2.24 Proposition If X, Y, U and V are approach spaces and f : X −→ Y and
g : U −→ V are approach isomorphic, then χ p( f ) = χ p(g).

Proof This is straightforward and we leave this to the reader. ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_2
http://dx.doi.org/10.1007/978-1-4471-6485-2_2
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4.2.25 Proposition If X, X ′ and X ′′ are approach spaces and f : X −→ X ′ and
g : X ′ −→ X ′′ are functions, then the following properties hold.

1. f is a proper contraction if and only if χ p( f ) = χc( f ) = 0.
2. χ p(g ◦ f ) ≤ χ p( f ) + χ p(g).
3. If f is surjective, then χ p(g) ≤ χ p(g ◦ f ) + χc( f ).
4. If g is injective, then χ p( f ) ≤ χ p(g ◦ f ) + χc(g).
5. χce ≤ χ p.

Proof We leave the verification of 1, 2 and 3 to the reader. To prove 4, letU ∈ U(X)

then

f (λU ) = g( f (λU )) ◦ g

≤ λ ′′(g( f (U ))) ◦ g + χ p(g ◦ f )

≤ λ ′ f (U ) + χc(g) + χ p(g ◦ f ).

To prove 5, let A ⊆ X then

f (δA) = inf
U ∈U(A)

f (λU )

≤ inf
U ∈U(A)

λ ′ f (U ) + χ p( f )

= δ ′
f (A) + χ p( f ). ��

4.2.26 Corollary (Top) If X, X ′ and X ′′ are topological spaces and f : X −→ X ′
and g : X ′ −→ X ′′ are functions, then the following properties hold.

1. If f is surjective and continuous and g ◦ f is proper then g is proper.
2. If g is injective and continuous and g ◦ f is proper then f is proper.

4.2.27 Proposition If f : X −→ X ′ is a function between approach spaces, Z ⊆ X ′
and we consider the restriction g := f | f −1(Z) : f −1(Z) −→ Z, then χ p(g) ≤
χ p( f ).

Proof This is analogous to 4.2.14 and we leave this to the reader. ��
4.2.28 Example LetR be equipped with the usual Euclidean metric. If f : R −→ R

is a contraction (respectively closed expansive, open expansive or proper) then for
g := f +c1Q we have χc(g) = c (respectively χce(g) = c, χoe(g) = c, χ p(g) = c).

4.3 Compactness Indices

A particularly interesting variant of Kuratowski’s original measure of noncompact-
ness is the so-called Hausdorff or ball measure of noncompactness, Kuratowski
(1930), Banaś and Goebel (1980). It is defined as follows.
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Suppose that (X, d) is a metric space and that A ⊆ X . Then

m H (A) := inf{ε ∈ R
+
0 | ∃x1, . . . , xn ∈ X : A ⊆

n⋃

i=1

B(xi , ε)}

is called the Hausdorff measure of noncompactness. It differs from the original
measure introduced by Kuratowski only slightly.

The value

mK (A) := inf{ε ∈ R
+
0 | ∃X1, . . . , Xn ⊆ X : n

max
i=1

diam(Xi ) ≤ ε, A ⊆
n⋃

i=1

Xi }

is called the Kuratowski measure of noncompactness. It is easily seen that for any
A ⊆ X we have m H (A) ≤ mK (A) ≤ 2m H (A).

A remarkable fact is that both measures are metric dependent, whereas compact-
ness is only dependent on the topology underlying the metric. This rather confusing
state of affairs is cleared up if we reconsider the ideas behind these measures in the
setting of approach spaces. In this section we show that the Hausdorff measure of
noncompactness arises as a very canonical index in the setting of approach spaces.
As far as terminology is concerned, and in spite of the fact that this may cause some
confusion, we prefer to call this an index of compactness, rather than a measure of
noncompactness. If a space has an index of compactness equal to 0 then we will
sometimes say it is 0-compact. In this chapter we will encounter indices of various
types of compactness and each time that such an index is 0 we will use the same
convention and speak of e.g. 0-sequentially compact, 0-countably compact, and so
on.

4.3.1 Definition (Index of compactness) Given an approach space X , we define
the index of compactness of X as

χc(X) := sup
F∈F(X)

inf
x∈X

αF (x)

The idea behind this definition is the following: compactness means every filter
should have an adherence point and therefore the information given by χc is based
on the verification for all filters of what their “best” adherence points are. Before con-
tinuing we give a number of equivalent expressions of this index, which emphasize
its canonicity.

4.3.2 Theorem For any approach space X, we have

χc(X) = sup
U ∈U(X)

inf
x∈X

αU (x)

= sup
U ∈U(X)

inf
x∈X

λU (x)



162 4 Index Analysis

= sup
ϕ∈ ∏

x∈X
B(x)

inf
Y∈2(X)

sup
z∈X

inf
x∈Y

ϕ(x)(z)

= sup
ϕ∈H X

inf
Y∈2(X)

sup
z∈X

inf
x∈Y

ϕ(x)(x, z)

= inf{α | ∀I ∈ P(X), c(I) ≥ α, ∃x ∈ X : I � x}

where (B(x))x∈X is a basis for the approach system and H is a basis for the gauge.

Proof Let us denote the five expressions of the theorem (in order) by c1, . . . , c5.
Obviously c3 = c4. Further it follows from 1.2.66 that c1 = c2 and it is obvious that
we have χc(X) ≥ c1. To prove that c3 ≥ χc(X), suppose that χc(X) > r . Then by
1.2.43 and 1.2.66 we can find an ultrafilter U such that

sup
ψ∈ ∏

x∈X
B(x)

inf
x∈X

inf
U∈U

sup
y∈U

ψ(x)(y) = inf
x∈X

sup
ψ∈B(x)

inf
U∈U

sup
y∈U

ψ(y)

= inf
x∈X

αU (x) > r.

Consequently, there exists ψ ∈ ∏

x∈X
B(x) such that, for all x ∈ X ,

inf
U∈U

sup
y∈U

ψ(x)(y) > r.

Now suppose that for some Y ∈ 2(X) we have sup
z∈X

inf
x∈Y

ψ(x)(z) ≤ r . Then the

collection {{ψ(x) ≤ r} | x ∈ Y } is a finite cover of X and thus there exists some
x0 ∈ Y such that {ψ(x0) ≤ r} ∈ U . Then, however, we find that

inf
U∈U

sup
y∈U

ψ(x0)(y) ≤ sup
y∈{ψ(x0)≤r}

ψ(x0)(y) ≤ r,

which is a contradiction. Consequently, for all Y ∈ 2(X), we have

sup
z∈X

inf
x∈Y

ψ(x)(z) > r,

which proves that c3 ≥ r . From the arbitrariness of r this shows that c3 ≥ χc(X).
To show that c1 ≥ c3 suppose that c3 > r . Then there exists ϕ0 ∈ ∏

x∈X
B(x) such

that, for all Y ∈ 2(X),

sup
z∈X

inf
x∈Y

ϕ0(x)(z) > r.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Consequently, if, for all Y ∈ 2(X), we let

FY :=
{
inf
x∈Y

ϕ0(x) > r

}
,

then it follows that the collection
{

FY | Y ∈ 2(X)
}
is a basis for a filterF on X . Let

W be an arbitrary ultrafilter finer than F . Then it follows that

c1 = sup
U ∈U(X)

inf
x∈X

αU (x)

≥ inf
x∈X

sup
ϕ∈B(x)

sup
W∈W

inf
y∈W

ϕ(y)

= sup
ϕ∈ ∏

x∈X
B(x)

inf
x∈X

sup
W∈W

inf
y∈W

ϕ(x)(y)

≥ inf
x∈X

sup
W∈W

inf
y∈W

ϕ0(x)(y)

≥ inf
x∈X

inf
y∈F{x}

ϕ0(x)(y) ≥ r,

which by the arbitrariness of r shows that c1 ≥ c3. That c2 = c5 finally follows from
a straightforward application of 1.2.59 and 1.2.60. ��

4.3.3 Example 1. In a metric space χc = m H and in a non-Archimedean metric
space χc = mK = m H .

2. Take for X the closed unit ball in R2 equipped with the radial metric

d(x, y) :=
{

dE(x, y) x, y, 0 collinear

dE(x, 0) + dE(y, 0) otherwise,

then χc(X) = 1 and mK (X) = 2.
3. Let BE be the closed unit ball of an infinite-dimensional normed space E , then

χc(BE ) = 1. (See also the chapter on applications in functional analysis and
4.3.28).

4. Let X be a metric space and letN be the set of all nonempty compact subsets
of X , then for any bounded set B ⊆ X we have χc(B) = dH (B,N ) where
dH is the Hausdorff distance (see Malkowsky and Rakočević Preprint).

In the chapter on applications to the theory of hyperspaces, in particular the
Vietoris hyperspace, it will be advantageous to have a characterization of the index
of compactness in terms of lower regular function frames. This requires some pre-
liminary work.

If L is a lower regular function frame on X and B ⊆ L we write I(B) for the
smallest ideal in L containing B. We say that I(B) is generated byB. Clearly

I(B) = {μ ∈ L | ∃β1, β2, . . . , βn ∈ B : μ ≤ β1 ∨ β2 ∨ · · · ∨ βn}.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1


164 4 Index Analysis

If for all α, β ∈ B there exists γ ∈ B such that α ∨ β ≤ γ , we call B
an ideal basis. In that case I(B) = {μ ∈ L | ∃β ∈ B : μ ≤ β }.

Note that by definition, we are actually allowing for the improper ideal. However
we will only be interested in ideals which are very far from being improper. An ideal
I ⊆ L is called small if inf μ = 0 for all μ ∈ I.

We will say that B ⊆ L has the finite-sup property if inf supμ∈C μ = 0 for each
finite subset C ⊆ B.

It is clear that an ideal I ⊆ L is small if and only if it has a basis B such that
inf μ = 0 for each μ ∈ B and if and only if it is generated by a set with the finite-sup
property.

4.3.4 Lemma Every set with the finite-sup property is contained in a maximal set
with the finite-sup property and this set is actually a small ideal.

Proof IfB ⊆ L has the finite-sup property then it is easily verified that

{P | B ⊆ P ⊆ L,P has the finite-sup property}
is inductively ordered by inclusion and the result then follows by a standard appli-
cation of Zorn’s lemma. ��
4.3.5 Lemma If M ⊆ L is a maximal small ideal then it is prime in the sense that
if ρ1 ∧ ρ2 ∈ M, then ρ1 ∈ M or ρ2 ∈ M.

Proof If ρk ∈ L \ M for k ∈ {1, 2}, then it follows that I({ρk} ∪ M) is no longer
small, hence there exist μk ∈ M and ak such that ρk ∨ μk ≥ ak > 0. Since

(ρ1 ∧ ρ2) ∨ μ1 ∨ μ2 ≥ (ρ1 ∨ μ1) ∧ (ρ2 ∨ μ2)

≥ a1 ∧ a2 > 0

it follows that ρ1 ∧ ρ2 /∈ M. ��
We will write Is(L) for the set of all small ideals, Bs(L) for the set of all sets

with the finite-sup property and Ism(L) ⊆ Is(L) for those elements in Is(L)which
are maximal.

If a set with the finite-sup property is contained in a subbasis B for L then we
will say it has the finite-sup property in B and the set of all such sets is denoted by
Bs(B). The following lemma and the third equality in 4.3.9 are of the same flavour
as Alexander’s subbasis lemma (see e.g. Kelley 1955).

Not to overload the notations, in the following resultswewrite supA for supμ∈A μ .
4.3.6 Lemma IfB is a subbasis forL, and if α ∈ P is such that infx∈X sup I(x) ≤ α
for each I ∈ Bs(B), then also infx∈X sup I(x) ≤ α for each I ∈ Bs(L).

Proof Take I ∈ Bs(L) and letM ⊆ L be a maximal set with the finite-sup property
containing I. Then sup I ≤ supM, which proves that

inf
x∈X

sup I(x) ≤ inf
x∈X

supM(x).
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We now prove that supM = sup(M ∩ B). Note that sup(M ∩ B) ≤ supM is
trivial.

Take x ∈ X and let supM(x) = β . Then for ε > 0, there exists μ ∈ M
such that μ(x) > β − ε/2, and since B is a subbasis for L, we can write μ =
sup j∈J infk∈K j μ j,k with K j finite and all μ j,k ∈ B. Hence there is a j0 ∈ J such
that infk∈K j0

μ j0,k(x) > β −ε, and sinceM is an ideal, we have infk∈K j0
μ j0,k ∈ M.

From the foregoing lemma it follows that μ j0,k0 ∈ M, and hence μ j0,k0 ∈ M ∩ B,
for some k0 ∈ K j0 . Since

μ j0,k0(x) ≥ inf
k∈K j0

μ j0,k(x) > β − ε,

we obtain sup(M ∩ B)(x) ≥ β − ε, hence sup(M ∩ B)(x) ≥ β .
Since M ∈ Bs(L), it follows that M ∩ B ∈ Bs(B) and therefore

inf
x∈X

sup I(x) ≤ inf
x∈X

supM(x) = inf
x∈X

sup(M ∩ B)(x) ≤ α . ��
If I ∈ Is(L), it is clear that {{μ ≤ ε} | μ ∈ I, ε > 0} is a filterbasis on X , and

we will write f∗(I) for the filter generated by it. Furthermore, if F ∈ F(X), then
i∗(F ) := {ϕ ∈ L | ∃F ∈ F , φ ≤ δF } is a small ideal as is readily seen.

4.3.7 Lemma For any F ∈ F(X) and I ∈ Is(L) the following properties hold.

1. αF = sup i∗(F ).
2. sup I ≤ αf∗(I).

Proof 1. This is evident from the definition of adherence-operator.
2. Take μ ∈ I, x ∈ X, 0 < ε < μ(x). It is clear that

αf∗(I)(x) = sup
μ∈I,ρ>0

δ (x, {μ ≤ ρ}).

If A = {μ ≤ ε}, then it follows from the contractivity of μ (see 1.3.5) that

0 < μ(x) − ε ≤ μ(x) − sup μ(A) ≤ δ (x, A) ≤ αf∗(I)(x).

The result then follows from the arbitrariness of ε, x and μ . ��
4.3.8 Example The inequality in the foregoing result is strict in general as is imme-
diately seen by taking X := Rwith the Euclidean topology and I the ideal generated
by μ(x) := |x |.
4.3.9 Theorem For an approach space X and a subbasis B for the lower regular
function frame L we have

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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χc(X) = sup
I∈Is (L)

inf
x∈X

sup I(x)

= sup
I∈Ism (L)

inf
x∈X

sup I(x)

= sup
I∈Is (B)

inf
x∈X

sup I(x).

Proof The first equality follows from the definition of the index of compactness and
a straightforward application of 4.3.7. The second equality follows from 4.3.4 and
the third equality then follows from 4.3.6. ��

Note that the formulas in the foregoing theorem can be reformulated in terms of
sets with the finite-sup property and we will freely do so whenever useful.

4.3.10 Proposition The index of compactness χc is (1, χc)-layered.

Proof This follows from 4.2.1, 4.1.5 and 4.3.2. ��
4.3.11 Proposition (Top) A topological approach space is 0-compact if and only if
the underlying topology is compact.

Proof In view of the fact that the adherence operator in topological approach spaces
attains only the values 0 and ∞, by definition of χc and upon invoking 2.1.1, the fact
that χc(X) = 0 precisely means that every filter has an adherence point. ��
4.3.12 Proposition (Met) A metric approach space is 0-compact if and only if the
metric is totally bounded and it has a finite index of compactness if and only if the
metric is bounded.

Proof Let (X, d) be a metric space. For the first claim, it follows from 2.3.1 that the
collection of all sets Bd(x) := {d(x, ·)}, x ∈ X , is a basis for the approach system
of (X, δd). Applying 4.3.2 it therefore follows that

χc(X) = inf
Y∈2(X)

sup
z∈X

inf
x∈Y

d(x, z).

Consequently the fact that χc(X) = 0 means that for each ε > 0 there exists a finite
set Y ∈ 2(X) such that X = ⋃

y∈Y
B(y, ε), i.e. that X is totally bounded.

The second claim is perfectly analogous. ��
Note that in a metric space where boundedness and total boundedness coincide,

e.g. in a finite-dimensional Euclidean space, just as in the case of a topological space,
the index of compactness can only attain the two extreme values 0 and ∞.

4.3.13 Proposition If X is a uniform approach space with symmetric gauge basis
D and X is 0-compact, then (X,U (D)) is totally bounded.

http://dx.doi.org/10.1007/978-1-4471-6485-2_2
http://dx.doi.org/10.1007/978-1-4471-6485-2_2
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Proof By 4.3.2, the fact that χc(X) = 0 means that

0 = sup
ϕ∈D X

inf
Y∈2(X)

sup
z∈X

inf
x∈Y

ϕ(x)(x, z)

≥ sup
d∈D

inf
Y∈2(X)

sup
z∈X

inf
x∈Y

d(x, z),

which in turn implies that, for any d ∈ D , there exists a finite subset Y ⊆ X such
that

⋃

x∈Y

Bd(x, ε) = X.

Hence, all spaces (X, d) are totally bounded which means that (X,U (D)) is totally
bounded. ��

The converse of the foregoing result does not hold.

4.3.14 Example Consider X := [0, 1]∩Q equipped with {αdE | α > 0} as basis for
a gauge. Then the generated approach space is actually given by the usual topology
and hence is not 0-compact. However all αdE are totally bounded metrics and hence
U (D) is totally bounded.

4.3.15 Proposition An approach space with a compact topological coreflection is
0-compact.

Proof This follows immediately from the fact that if the topological coreflection
is compact, every ultrafilter U converges and hence its limit operator attains its
minimum 0. ��

Here too, the converse of the foregoing result does not hold.

4.3.16 Example X := [0, 1] ∩Q equipped with the Euclidean metric does not have
an underlying compact topology but does have χc(X) = 0.

4.3.17 Theorem If f : X −→ X ′ is a function between approach spaces and
A ⊆ X, then

χc( f (A)) ≤ χc(A) + χc( f )

and in particular if f is a contraction and A is 0-compact, then f (A) is 0-compact.

Proof Since every ultrafilter on f (A) is the image by f of an ultrafilter on A it
follows from 4.2.1 that
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χc( f (A)) = sup
U ∈U( f (A))

inf
y∈ f (A)

λ ′U (y)

≤ sup
U ∈U(A)

inf
x∈A

λ ′ f (U )( f (x))

≤ sup
U ∈U(A)

inf
x∈A

λU (x) + χc( f )

= χc(A) + χc( f ). ��
4.3.18 Corollary (Top, Met) The continuous image of a compact topological space
is compact, the nonexpansive image of a totally bounded metric space is totally
bounded and the nonexpansive image of a bounded metric space is bounded.

4.3.19 Theorem (Tychonoff) If (X j ) j∈J is a family of approach spaces, then

χc(
∏

j∈J

X j ) = sup
j∈J

χc(X j )

and in particular a product of approach spaces is 0-compact if and only if all factors
are 0-compact.

Proof It follows from 1.3.12 that if U is an ultrafilter on
∏

j∈J
X j , then αU =

sup
j∈J

α j (pr j (U )) ◦ pr j . Using this fact, the proof of the theorem now follows from

the following calculation:

χc(
∏

j∈J

X j ) = sup
U ∈U(

∏

j∈J
X j )

inf
x∈ ∏

j∈J
X j

sup
j∈J

α j (pr j (U ))(x j )

= sup
U ∈U(

∏

j∈J
X j )

sup
j∈J

inf
z∈X j

α j (pr j (U ))(z)

= sup
j∈J

sup
U ∈U(X j )

inf
z∈X j

α jU (z)

= sup
j∈J

χc(X j ). ��

4.3.20 Corollary (Tychonoff in Top) The product of a family of topological spaces
is compact if and only if each factor space is compact.

4.3.21 Corollary (Met) The product (in Met) of a finite family of metric spaces is
totally bounded if and only if each factor space is totally bounded and the product of
an arbitrary family of metric spaces (in App) is 0-compact if and only if all spaces
are totally bounded.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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4.3.22 Proposition If X is an approach space and if X =
n⋃

k=1
Xk, then

χc(X) ≤ max
1≤k≤n

χc(Xk).

Proof Put Uk := {U ∈ U(X) | Xk ∈ U }, then U(X) = ∪n
k=1Uk . Further, for any

U ∈ Uk let U (k) := {U ∈ U | U ⊆ Xk} then for any k = 1, . . . , n

sup
U ∈Uk

inf
x∈X

λU (x) ≤ sup
U ∈Uk

inf
x∈Xk

sup
A∈U (k)

δ (x, A) = sup
U ∈Uk

inf
x∈Xk

sup
A∈U

δ (x, A) = χc(Xk)

and hence

χc(X) = n
sup
k=1

sup
U ∈Uk

inf
x∈X

λU (x) ≤ n
sup
k=1

χc(Xk). ��
Note that the inequality in the foregoing result is strict in general, as is easily seen

already from the topological case.
We now consider the following ultrafilter spaces (see 1.2.63) where we have

simplified the notation somewhat because here we are dealing with a special case.
Fix a set X and an ultrafilter U on X . Take ω �∈ X , let XU := X ∪ {ω} and put
Uω the ultrafilter on XU generated byU . The following defines a topology on XU :
the only convergent ultrafilters are the point filters, which converge to their defining
points and the filterUω which converges to ω . The approach space generated by this
topology has as limit operator (on ultrafilters)

λU V (x) :=
{
0 V = ẋ or (V = Uω and x = ω)

∞ all other cases,

and as distance

δU (x, A) :=
{
0 x ∈ A or (A ∈ Uω and x = ω)

∞ all other cases.

This gives a special (even topological) case of the filter spaces considered in 1.2.63
where the underlying set is XU , the filterF isUω and the function f is identically
zero. In 1.2.36 the limit operator was denoted λ(Uω ,0).

In the following few results we put Δ := {(x, x) ∈ X × XU | x ∈ X}.
4.3.23 Theorem If f : X −→ X ′ is a function between approach spaces, then

χ p( f ) = sup{χce( f × 1Z ) | Z ∈ App} = sup{χce( f × 1Z ) | Z ∈ Top}.

Proof Obviously we only need to show two inequalities. Let Z be an arbitrary
approach space and consider the map f × 1Z : X × Z −→ X ′ × Z . We denote the

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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structures on the domain of f × 1Z by a superscript d and those on the range by a
superscript r . First, for any ultrafilterU ∈ U(X × Z) and (x ′, z) ∈ X ′ × Z we have

f × 1Z (λ dU )(x ′, z) = inf
x∈ f −1(x ′)

λ dU (x, z)

= inf
x∈ f −1(x ′)

λXpr1U (x) ∨ λZpr2U (z)

= f (λXpr1U )(x ′) ∨ 1Z (λZpr2U )(z)

≤ (λX ′( f pr1U )(x ′) + χ p( f )) ∨ (λZ (1Zpr2U )(z) + χ p(1Z ))

≤ λX ′(pr1( f × 1ZU ))(x ′) ∨ λZ (pr2( f × 1ZU ))(z) + χ p( f )

= λ r f × 1Z (U )(x ′, z) + χ p( f ).

Consequently, if A ⊆ X × Z and (x ′, z) ∈ X ′ × Z it follows that

f × 1Z (δ d
A)(x ′, z) = inf

x∈ f −1(x ′)
δ d((x, z), A)

= inf
x∈ f −1(x ′)

inf
U ∈U(A)

λ dU (x, z)

= inf
U ∈U(A)

f × 1Z (λ dU )(x ′, z)

≤ inf
U ∈U(A)

λ r ( f × 1ZU )(x ′, z) + χ p( f )

≤ inf
W ∈U( f ×1Z (A))

λ rW (x ′, z) + χ p( f )

= δ r
f ×1Z (A)(x ′, z) + χ p( f )

which proves that χce( f ×1Z ) ≤ χ p( f ) and hence by arbitrariness of Z ∈ App that
sup{χce( f × 1Z ) | Z ∈ App} ≤ χ p( f ).

Now consider an ultrafilter U ∈ U(X), the associated ultrafilter space XU and
the function

f × 1XU : X × XU −→ X ′ × XU .

For any setU ⊆ X we putUΔ := (U ×U )∩Δ. LetUΔ be the ultrafilter on X × XU
generated by the sets UΔ for U ∈ U . By 4.2.9 we have

sup
U∈U

f × 1XU (δ d
UΔ

) ≤ λ r ( f × 1XU (UΔ)) + χce( f × 1XU ).

Claim 1: ∀x ′ ∈ X ′, λ r ( f × 1XU (UΔ))(x ′, ω) = λX ′ f (U )(x ′). From the
characterization of product limit in 1.3.12 we obtain

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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λ r ( f × 1XU )(UΔ)(x ′, ω) = λX ′ f (U )(x ′) ∨ λU U (ω)

= λX ′ f (U )(x ′).

Claim 2: ∀x ′ ∈ X ′, f (λXU )(x ′) = supU∈U f × 1XU (δ d
UΔ

)(x ′, ω). Indeed

sup
U∈U

f × 1XU (δ d
UΔ

)(x ′, ω) = sup
U∈U

inf
x∈ f −1(x ′)

δ d
UΔ

(x, ω).

Now by 1.3.17

δ d
UΔ

(x, ω) = sup
P∈R(UΔ)

min
P∈P

max{δX (x, prX P), δU (ω, prXU
P)}

where we recall that R(UΔ) is the set of all finite partitions of UΔ. Now from any
such partition exactly one element belongs to the ultrafilter UΔ and for all other
elements δU (ω, prXU

P) = ∞. Moreover, if V ∈ U then δU (ω, prXU
VΔ) = 0.

Hence the expression reduces to

δ d
UΔ

(x, ω) = sup
W∈U ,W⊆U

δX (x, W )

= λXU (x).

Consequently, substituting gives

sup
U∈U

f × 1XU (δ d
UΔ

)(x ′, ω) = sup
U∈U

inf
x∈ f −1(x ′)

λXU (x)

= sup
U∈U

f (λXU )(x ′)

= f (λXU )(x ′).

Finally, substituting the result of both claims in the inequality preceding the first
claim gives

f (λXU )(x ′) ≤ λX ′ f (U )(x ′) + χce( f × 1XU )

which by 4.2.23 proves that χ p( f ) ≤ sup{χce( f × 1Z ) | Z ∈ Top}. ��
4.3.24 Corollary (Top) A function f : X −→ X ′ between topological spaces is
proper if and only if for any topological space Z the map f ×1Z : X × Z −→ X ′× Z
is closed.

The inequality in the following lemma is actually an equality as we will show in
4.3.34.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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4.3.25 Lemma Consider a one-point space P and the unique morphism π : X −→
P. Then

χc(X) ≤ χ p(π)

and in particular, if π is proper then X is 0-compact.

Proof Let U be an ultrafilter on X and consider the diagram below, where i is the
canonical isomorphism.

X × XU
pr2 ��

π×1XU
��

XU

P × XU

i

�����������

Then by the foregoing theorem

χce(pr2) = χce(π × 1XU ) ≤ χ p(π).

This implies that

pr2(δΔ)(ω) ≤ δU
pr2(Δ)(ω) + χce(pr2) ≤ δU

pr2(Δ)(ω) + χ p(π).

For the righthand side, since X ∈ Uω , we clearly have

δU
pr2(Δ)(ω) = δU (ω, X) = 0.

We now calculate the lefthand side.

pr2(δΔ)(ω) = inf
(x,y)∈(pr2)−1(ω)

δΔ(x, y)

= inf
x∈X

δΔ(x, ω)

= inf
x∈X

inf
V ∈U(Δ)

λV (x, ω)

= inf
x∈X

inf
V ∈U(Δ)

λXpr1V (x) ∨ λU pr2V (ω).

Note that the only way λU pr2V (ω) can be different from ∞ (and then necessarily
equal to 0) is if pr2V = Uω . This happens precisely when V = UΔ where UΔ is
the filter generated by {(U × U ) ∩ Δ | U ∈ U }. Hence we find that

pr2(δΔ)(ω) = inf
x∈X

λXpr1UΔ(x) = inf
x∈X

λXU (x).
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Thus infx∈X λXU (x) ≤ χ p(π), and the result now follows from the arbitrariness of
U . ��
4.3.26 Lemma If U is a filter on X and A ⊆ X, then

inf
x∈A

sup
U∈U

δ (x, U ) ≤ sup
U∈U

inf
x∈A

δ (x, U ) + χc(A).

Proof Suppose that supU∈U infx∈A δ (x, U ) < γ where γ < ∞. Then this implies
that {U (γ) ∩ A | U ∈ U } generates a filter F on A and since by 4.3.1,
infx∈A αF (x) ≤ χc(A) it follows that, for any ε > 0, there exists x ∈ A such
that

sup
U∈U

δ (x, U ) ≤ sup
U∈U

δ (x, U (γ)) + γ

≤ sup
U∈U

δ (x, U (γ) ∩ A) + γ

≤ αF (x) + γ
≤ χc(A) + ε + γ

which by the arbitrariness of ε and γ proves the lemma. ��
4.3.27 Theorem If f : X −→ X ′ is a function between approach spaces, then

χce( f ) ∨ sup
x ′∈X ′

χc( f −1(x ′)) ≤ χ p( f ) ≤ χce( f ) + sup
x ′∈X ′

χc( f −1(x ′)).

Proof Let U ∈ U(X) and x ′ ∈ X ′, then by the foregoing lemma

f (λU )(x ′) = inf
x∈ f −1(x ′)

sup
U∈U

δ (x, U )

≤ sup
U∈U

inf
x∈ f −1(x ′)

δ (x, U ) + χc( f −1(x ′))

= sup
U∈U

f (δU )(x ′) + χc( f −1(x ′))

≤ sup
U∈U

δ ′
f (U )(x ′) + χce( f ) + χc( f −1(x ′))

≤ λ ′ f (U )(x ′) + χce( f ) + sup
x ′∈X ′

χc( f −1(x ′))

which by 4.2.23 proves the inequality on the right.
That χce( f ) ≤ χ p( f ) was shown in 4.2.25 and by 4.2.27 and 4.3.25 we have

sup
x ′∈X ′

χc( f −1(x ′)) ≤ sup
x ′∈X ′

χ p( f| f −1(x ′)) ≤ χ p( f )

which proves the inequality on the left. ��
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In order to see that the two expressions on the extreme sides of the inequalities
in the foregoing result can indeed be different it suffices to give an example where
the two quantities appearing in the expressions are neither zero nor infinite. The
following provides such an example.

4.3.28 Example Let B3 and B1 be the closed balls in l2 with radii respectively 3
and 1. We consider l2 to be equipped with its natural metric approach structure and
consider the following function:

f : B3 −→ B1 : x �→
{
0 x ∈ B1,
1
2 (x − x

‖x‖ ) x ∈ B3 \ B1.

Then supy∈B1
χc( f −1(y)) = χc(B1) = 1 and a tedious calculation considering all

possible cases shows that χce( f ) = 4.

4.3.29 Corollary For a function f : X −→ X ′ between approach spaces the fol-
lowing are equivalent.

1. f is a proper contraction.
2. f is a closed expansion and a contraction and for each x ′ ∈ X ′, f −1(x ′) is

0-compact.
3. for each U ∈ U(X): f (λU ) = λ ′ f (U ).

The following result answers the question which was left open in 2.2.9.

4.3.30 Corollary (Top) If X and X ′ are topological spaces and f : X −→ X ′ is
a function, then f is proper if and only if it is a proper contraction between the
associated approach spaces.

4.3.31 Corollary (Top) A function f : X −→ X ′ between topological spaces is
proper if and only if it is closed and has compact fibres.

4.3.32 Theorem If f : X −→ Y is a surjective function between approach spaces,
then

χc(X) ≤ χc(Y ) + χ p( f ).

Proof This follows from

χc(X) = sup
U ∈U(X)

inf
x∈X

λU (x)

= sup
U ∈U(X)

inf
y∈Y

inf
x∈ f −1(y)

λU (x)

= sup
U ∈U(X)

inf
y∈Y

f (λU )(y)

http://dx.doi.org/10.1007/978-1-4471-6485-2_2


4.3 Compactness Indices 175

= sup
U ∈U(X)

inf
y∈Y

λ ′ f (U )(y) + χ p( f )

≤ sup
W ∈U(Y )

inf
y∈Y

λ ′W (y) + χ p( f ) = χc(Y ) + χ p( f ). ��

4.3.33 Corollary (Top) If f : X −→ Y is a surjective and proper function between
topological spaces and Y is compact, then X is compact.

4.3.34 Theorem For an approach space X, any one-point space P and the unique
morphism π : X −→ P we have

χc(X) = χ p(π).

Proof Since π : X −→ P is a closed expansion this follows from 4.3.27. ��
4.3.35 Proposition If f : X −→ X ′ is a function between approach spaces and
B ⊆ X ′, then

χc( f −1(B)) ≤ χc(B) + χ p( f ).

Proof Consider the diagram

f −1(B)
f | f −1(B)��

ρ=π◦ f | f −1(B)

��B
π �� P.

Then it follows from 4.3.34 that

χc( f −1(B)) = χ p(ρ)

≤ χ p( f | f −1(B)) + χ p(π)

≤ χ p( f ) + χc(B). ��
4.3.36 Corollary If f : X −→ Y is a proper contraction between approach spaces,
and B ⊆ Y is 0-compact, then also f −1(B) is 0-compact.

4.3.37 Corollary An approach space X is 0-compact if and only if for any one-point
space P the unique morphism π : X −→ P is a proper contraction.

This result proves that the concept of 0-compactness coincides withF -compact-
ness in the sense of Clementino et al. (2003).

4.3.38 Theorem (Kuratowski-Mrówka) For any approach space X

χc(X) = sup{χce(prZ ) | Z ∈ App, prZ : X × Z −→ Z}
= sup{χce(prZ ) | Z ∈ Top, prZ : X × Z −→ Z}.
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In particular, an approach space X is 0-compact if and only if for any approach
space (respectively any topological space) Z the projection prZ : X × Z −→ Z is
closed expansive.

Proof Let P be a one-point space and for any space Z consider the commutative
diagram

X × Z
prZ ��

π×1Z

��

Z

i����
��

��
��

�

P × Z

where i is the evident isomorphism. Then the result now follows immediately from
4.3.23 and 4.3.34. ��
4.3.39 Corollary (Kuratowski-Mrówka inTop)A topological space X is compact
if and only if for any topological space Z the projection prZ : X ×Z −→ Z is closed.

In 3.5.9 and 4.3.13 we have seen that as far as completeness and total boundedness
are concerned, when these properties are considered independently only one-sided
implications are possible for the properties with respect to the various structures
involved. When combined, however, we obtain the following result.

4.3.40 Proposition If X is a uniform approach space, then the following properties
are equivalent.

1. (X,Tδ ) is compact.
2. X is complete and 0-compact.

Proof 1 ⇒ 2. Let D be a symmetric gauge basis for X . If (X,Tδ ) is compact, then
(X,U (D)) is complete and it follows from 3.5.9 that (X, δ ) is complete. Further-
more it then follows from 4.3.15 that χc(X) = 0.

2 ⇒ 1. Conversely, if U is an ultrafilter on X it follows from the fact that
χc(X) = 0 that U is a Cauchy filter. From the completeness of (X, δ ) it then
follows that U converges. Hence, (X,Tδ ) is compact. ��

In the sequel we will also require indices of other forms of compactness. We will
not make an equally extensive study of these various alternatives as we did for the
index of compactness, but since we will require some of them later on we introduce
them here and give some basic properties.

4.3.41 Definition (Index of relative compactness) Given an approach space X and
a subset A ⊆ X , we define the index of relative compactness of A (with respect to
X ) as

χrc(A) := sup
F∈F(A)

inf
x∈X

αF (x)

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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In precisely the same way as for the index of compactness we can then prove the
following theorem .

4.3.42 Theorem For any approach space X and subset A ⊆ X, we have

χrc(A) = sup
U ∈U(A)

inf
x∈X

αU (x)

= sup
U ∈U(A)

inf
x∈X

λU (x)

= sup
ϕ∈ ∏

x∈X
B(x)

inf
Y∈2(X)

sup
z∈A

inf
x∈Y

ϕ(x)(z)

= sup
ϕ∈H X

inf
Y∈2(X)

sup
z∈A

inf
x∈Y

ϕ(x)(x, z)

where (B(x))x∈X is a basis for the approach system and H is a basis for the gauge.

Proof This is analogous to 4.3.2 and we leave this to the reader. ��
4.3.43 Proposition The index of relative compactness χrc is (1, χc)-layered.

Proof This follows from 4.2.1, 4.1.5 and the definition of χrc. ��
4.3.44 Proposition (Top) If (X, δT ) is a topological approach space and A ⊆ X,
then the following properties hold.

1. If A is relatively compact in (X,T ) we have χrc(A) = 0.
2. If (X,T ) is moreover regular and χrc(A) = 0 then A is relatively compact.

Proof If A is relatively compact then since an ultrafilter on A is also an ultrafilter on
A it follows at once from the definitions that χrc(A) = 0.

Conversely, if U is an ultrafilter on A it follows that there exists an ultrafilter W
on A such that the filterW generated by the closures of elements ofW is coarser than
U . Indeed, suppose not, then it follows that for any ultrafilter W on A there exists
WW ∈ W such that WW �∈ U . From 1.1.4 it then follows that we can find a finite
number of ultrafilters Wk , k = 1, . . . , n on A such that A ⊆ ∪n

k=1WWk and hence
A ⊆ ∪n

k=1WWk . Since A ∈ U this would imply that there is a k such that WWk ∈ U

which is a contradiction. Hence take an ultrafilter W on A such that W ⊆ U . Then
it follows from χrc(A) = 0 that W converges. By regularity also W converges and
hence U converges. ��

The regularity in the condition cannot be omitted as shown by the following
example.

4.3.45 Example Consider an infinite set X and a fixed point a ∈ X equipped with
the topology for which a set is open if it either contains the point a or is empty. Take
any other point b ∈ X , then the set A := {a, b} is not relatively compact but since it
is finite we do have that χrc(A) = 0.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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4.3.46 Corollary (Met) If X is a metric approach space, then a subset A ⊆ X is
totally bounded if and only if χrc(A) = 0 and it is bounded if and only if χrc(A) < ∞.

Proof This follows from 4.3.42. ��
4.3.47 Theorem If f : X −→ X ′ is a function between approach spaces and
A ⊆ X, then

χrc( f (A)) ≤ χrc(A) + χc( f )

and in particular if f is a contraction and A is 0-relatively compact, then f (A) is
0-relatively compact.

Proof This is analogous to 4.3.17 and we leave this to the reader. ��
4.3.48 Corollary (Top) The continuous image of a relatively compact set is rela-
tively compact.

The index of relative compactness has an interesting advantage over the index of
compactness.

4.3.49 Proposition If X is an approach space and A ⊆ B ⊆ X, then χrc(A) ≤
χrc(B).

Proof This follows from the definition. ��
Furthermore, analogously to 4.3.22 we have the following stronger result.

4.3.50 Proposition If X is an approach space and X =
n⋃

k=1
Xk, then

χrc(X) = max
1≤k≤n

χrc(Xk).

Proof This is analogous to 4.3.22 and we leave this to the reader. ��
We put S(X) for the set of all sequences in X .

4.3.51 Definition (Index of sequential compactness) Given an approach space X
we define the index of sequential compactness as

χsc(X) := sup
(xn)n∈S(X)

inf
k↑

inf
x∈X

λ 〈(xkn )n〉(x)

4.3.52 Proposition The index of sequential compactness χsc is (1, χc)-layered.

Proof This follows from 4.2.1, 4.1.5 and the definition of χsc. ��
4.3.53 Proposition (Top, Met) A topological approach space is 0-sequentially
compact if and only if the underlying topology is sequentially compact and a metric
approach space is 0-sequentially compact if and only if the underlying metric is
totally bounded.
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Proof The first claim follows at once from the definition. For the second claim, let
(X, d) be a metric space. To show the only-if part, let (xn)n be an arbitrary sequence,
then it follows from χsc(X) = 0 that there exists a subsequence (xkn )n , an index
m and a point x ∈ X such that for all l ≥ m, d(xkl , x) ≤ 1

2 . From this it follows
immediately that there is a further subsequence (xk1(n))n such that d(xk1(n), xk1(m)) ≤
1 for all n, m ∈ N. Now consider this sequence and reason exactly in the same way to
obtain a further subsequence (xk1◦k2(n))n such that d(xk1◦k2(n), xk1◦k2(m)) ≤ 1

2 for all
n, m ∈ N. Continuing this procedure we obtain an infinite sequence of subsequences
of which the diagonal subsequence clearly is a Cauchy sequence. Hence X is totally
bounded.

Conversely, to show the if part, if X is totally bounded then every sequence has a
Cauchy subsequence. Now we only need to note that by 3.5.6, if (yn)n is a Cauchy
sequence in (X, d) then infx∈X λ 〈(yn)n〉(x) = 0. Hence χsc(X) = 0. ��
4.3.54 Theorem If f : X −→ X ′ is a function between approach spaces and
A ⊆ X, then

χsc( f (A)) ≤ χsc(A) + χc( f )

and in particular if f is a contraction and A is 0-sequentially compact, then f (A)

is 0-sequentially compact.

Proof This is analogous to 4.3.17 and we leave this to the reader. ��
4.3.55 Corollary (Top) The continuous image of a sequentially compact set is
sequentially compact.

Since we will require this in the chapter on applications in probability theory, we
also introduce a relative index of sequential compactness.

4.3.56 Definition (Index of relative sequential compactness) Given an approach
space X and a subset A ⊆ X we define the index of relative sequential compactness
of A (with respect to X ) as

χrsc(A) := sup
(xn)n∈S(A)

inf
k↑

inf
x∈X

λ 〈(xkn )n〉(x)

4.3.57 Proposition The index of relative sequential compactness χrsc is (1, χc)-
layered.

Proof This follows from 4.2.1, 4.1.5 and the definition of χrsc. ��
4.3.58 Proposition (Top, Met) If X is a topological approach space then A ⊆ X is
0-relatively sequentially compact if and only if A is relatively sequentially compact
in the underlying topology and if X is a metric approach space then A ⊆ X is
0-relatively sequentially compact if and only if A is totally bounded in the underlying
metric.

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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Proof The first claim follows immediately from the definition (note that the alleged
convergent subsequence necessarily converges in A).

The proof of the second claim is completely analogous to the proof of 4.3.53. ��
4.3.59 Example The same example as 4.3.16 does not have an underlying (relatively)
sequentially compact topology but does have χsc(X) = χrsc(X) = 0.

4.3.60 Theorem If f : X −→ X ′ is a function between approach spaces and
A ⊆ X, then

χrsc( f (A)) ≤ χrsc(A) + χc( f )

and in particular if f is a contraction and A is 0-relatively sequentially compact,
then f (A) is 0-relatively sequentially compact.

Proof This is analogous to 4.3.17 and we leave this to the reader. ��
4.3.61 Corollary (Top) The continuous image of a relatively sequentially compact
set is relatively sequentially compact.

We put Fc(X) for the set of all filters on X which have a countable basis.

4.3.62 Definition (Index of countable compactness) Given an approach space X
we define the index of countable compactness of X as

χcc(X) := sup
F∈Fc(X)

inf
x∈X

αF (x)

4.3.63 Theorem For any approach space X, we have

χcc(X) = sup
(xn)n∈S(X)

inf
x∈X

α〈(xn)n〉(x)

= sup
ϕ∈∏

x∈X B(x)

sup
(xn)n∈S(X)

inf
x∈X

liminf
n→∞

ϕ(x)(xn)

= sup
ψ∈H X

sup
(xn)n∈S(X)

inf
x∈X

liminf
n→∞

ψ(x)(x, xn).

Proof In order to prove the first equality it is sufficient to note that for any filter F
with a countable basis we can find a sequence (xn)n such that the elementary filter
generated by it is finer than F . The second equality follows from

sup
(xn)n∈S(X)

inf
x∈X

α〈(xn)n〉(x) = sup
(xn)n∈S(X)

inf
x∈X

sup
ϕ∈B(x)

liminf
n→∞

ϕ(xn)

= sup
(xn)n∈S(X)

sup
ϕ∈∏

x∈X B(x)

inf
x∈X

liminf
n→∞

ϕ(x)(xn)

and the third one is an immediate consequence. ��
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4.3.64 Proposition The index of countable compactness χcc is (1, χc)-layered.

Proof This follows from 4.2.1, 4.1.5 and the definition of χcc. ��
4.3.65 Proposition (Top, Met) A topological approach space is 0-countably com-
pact if and only if the underlying topology is countably compact and a metric
approach space is 0-countably compact if and only if the underlying metric is totally
bounded.

Proof This follows from the definitions. ��
4.3.66 Theorem If f : X −→ X ′ is a function between approach spaces and
A ⊆ X, then

χcc( f (A)) ≤ χcc(A) + χc( f )

and in particular if f is a contraction and A is 0-countably compact, then f (A) is
0-countably compact.

Proof This is analogous to 4.3.17 and we leave this to the reader. ��
4.3.67 Corollary (Top) The continuous image of a countably compact set is count-
ably compact.

4.3.68 Definition (Lindelöf index) Given an approach space X we define the Lin-
delöf index of X as

χ l(X) := sup
ϕ∈∏

x∈X A (x)

inf
Y∈2[X ]

sup
z∈X

inf
x∈Y

ϕ(x)(z)

where 2[X ] stands for the set of countable subsets of X .

We denote the set of all filters on X which have the countable intersection property
by Fω (X).

4.3.69 Theorem For an approach space X we have

χ l(X) = sup
F∈Fω (X)

inf
x∈X

αF (x).

Proof To prove that supF∈Fω (X) infx∈X αF (x) ≥ χ l(X) suppose that χ l(X) �= 0
and fix c < χ l(X) and φ such that infY∈2[X ] supz∈X inf x∈Y ϕ(x)(z) > c. For any
Y ∈ 2[X ] put

BY = {z ∈ X | inf
x∈Y

φ (x)(z) > c}

then BY �= ∅ and
⋂

n∈N BYn = B∪nYn . Hence Bε = {BY |Y ∈ 2[X ]} is a basis for a
filter with the countable intersection property. The rest of the proof now goes along
the same lines as the proof of 4.3.2 and we leave this to the reader. ��
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4.3.70 Proposition The Lindelöf index χ l is (1, χc)-layered.

Proof This follows from 4.2.1, 4.1.5 and the definition of χ l . ��
4.3.71 Corollary (Top, Met) A topological approach space is 0-Lindelöf if and
only if the underlying topology is Lindelöf and a metric approach space (X, δd) is
0-Lindelöf if and only if for any ε > 0 there exists a countable subset Y ⊆ X such
that ∪y∈Y Bd(y, ε) = X.

Proof This follows from the definitions. ��
Now that we have seen all indices of types of compactnesses we can prove some

relations between them.

4.3.72 Theorem If X is an approach space, then the following properties hold.

1. χcc(X) ≤ χsc(X).
2. χcc(X) ≤ χc(X).
3. χ l(X) ≤ χc(X).
4. If X is locally countable, then the indices of countable compactness and of

sequential compactness coincide.

Proof We leave 1, 2 and 3 to the reader. As for 4 suppose that for each x ∈ X ,
B(x) := {ϕn | n ∈ N} is a countable basis for the approach system and let (xn)n be
an arbitrary sequence. It follows from 1.2.69 that

α〈(xn)n〉(x) = sup
m

sup
l

inf
n≥l

ϕm(xn).

From this it follows that, given ε > 0, we can then find k ↑ such that for all l ∈ N,
ϕl(xkl ) ≤ α〈(xn)n〉(x) + ε . Now it is easily deduced that

λ 〈(xkn )n〉(x) ≤ α〈(xn)n〉(x) + 2ε .

Since this holds for any sequence, any x ∈ X and any ε > 0 it follows

χsc(X) = sup
(xn)n∈S(X)

inf
k↑

inf
x∈X

λ 〈(xkn )n〉(x)

≤ α〈(xn)n〉(x)

≤ sup
(xn)n∈S(X)

inf
x∈X

α〈(xn)n〉(x) = χcc(X). ��

4.3.73 Corollary (Top) In a topological space a sequentially compact or compact
set is countably compact, a compact set is Lindelöf and if the space is first countable
then countable compactness and sequential compactness coincide.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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4.3.74 Theorem For an approach space X we have

χcc(X) ∨ χ l(X) ≤ χc(X) ≤ χcc(X) + χ l(X).

Proof The first inequality follows at once from the foregoing result. As to the second
one, suppose that 0 < ε < χc(X). Then it follows from the definition of χc that
there exists a filter F such that

∀y ∈ X, ∃dy ∈ G , ∃Fy ∈ F ,∀x ∈ Fy : dy(y, x) > χc(X) − ε

and consequently it follows from the definition of χ l that there exists a countable set
Y ⊆ X such that

∀x ∈ X, ∃y ∈ Y : dy(y, x) < χ l(X) + ε .

Now consider the filter H ⊆ F generated by the set {Fy | y ∈ Y } then it follows
from the definition of χcc that there exists an x0 ∈ X such that

sup
d∈G

sup
y∈Y

inf
t∈Fy

d(x0, t) < χcc(X) + ε

and thus there exists y0 ∈ Y such that dy0(y0, x0) < χ l(X) + ε . Then it follow that
there exist z0 ∈ Fy0 such that dy0(x0, z0) < χcc(X) + 2ε . All together this implies
that

χc(X) − ε < dy0(y0, z0)

≤ dy0(y0, x0) + dy0(x0, z0)

≤ χ l(X) + ε + χcc(X) + 2ε

which by the arbitrariness of ε proves the result. ��
4.3.75 Corollary (Top) A topological space is compact if and only if it is countably
compact and Lindelöf.

4.3.76 Theorem If f : X −→ X ′ is a function between approach spaces and
A ⊆ X, then

χ l( f (A)) ≤ χ l(A) + χc( f )

and in particular, if f is a contraction and A is 0-Lindelöf, then f (A) is 0-Lindelöf.

Proof This is analogous to 4.3.17 and we leave this to the reader. ��
4.3.77 Corollary (Top) The continuous image of a Lindelöf space is Lindelöf.
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4.4 Local Compactness Index

4.4.1 Definition (Index of local compactness) In topological spaces, local com-
pactness can be characterized by stating that any convergent filter contains a com-
pact set. Hence, if X is an approach space and F is a filter on X , then we put
χc(F ) := inf

F∈F
χc(F) and we define the index of local compactness of X as

χ lc(X) := sup
F∈F(X)

(χc(F ) � inf
x∈X

λF (x))

If χ lc(X) = 0, then we will say that X is 0-locally compact. Note that this index can
also be written as

χ lc(X) = min{c | ∀F ∈ F(X) : χc(F ) ≤ inf
x∈X

λF (x) + c}.

4.4.2 Theorem For any approach space X, let (Vθ (x))θ be the neighbourhood
tower, then we have

χ lc(X) = sup
U ∈U(X)

(χc(U ) � inf
x∈X

λU (x))

= sup
x∈X,θ≥0

(χc(Vθ (x)) � λVθ (x)(x))

= sup
x∈X,θ≥0

(χc(Vθ (x)) � θ ).

Proof To prove the first equality we only need to prove one inequality as the other
one is of course trivial. Let F ∈ F(X) and suppose that supU ∈U(X)(χc(U ) �
infx∈X λU (x)) < α . Then we have

∀U ∈ U(F ), ∃σ(U ) ∈ U : χc(σ(U )) ≤ inf
x∈X

λU (x) + α .

By 1.1.4 there exists a finite subset Uσ ⊆ U(F ) such that
⋃

U ∈Uσ

σ(U ) ∈ F , and

then we obtain

χc(
⋃

U ∈Uσ

σ(U )) ≤ max
U ∈Uσ

χc(σ(U ))

≤ max
U ∈Uσ

inf
x∈X

λU (x) + α

≤ inf
x∈X

max
U ∈Uσ

λU (x) + α

≤ inf
x∈X

λF (x) + α

which proves the remaining inequality.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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For the second equality, from the definition of χ lc it follows that we again only
need to prove one inequality. Consider a filter F on X and ε > 0 such that

θ := inf
z∈X

λF (z) < θ + ε < ∞,

then it follows that there exists x ∈ X such that Vθ+ε (x) ⊆ F . For this neighbour-
hood filter it is evident that χc(F ) ≤ χc(Vθ+ε (x)) and further it follows from 1.2.54
that

λVθ+ε (x)(x) ≤ θ + ε = inf
z∈X

λF (z) + ε .

The missing inequality follows.
The third equality follows from the fact that if

εx := min{θ | Vθ (x) = Vεx (x)},

then, making use of 1.2.54

χc(Vθ (x)) � λVθ (x)(x) ≤ χc(Vθ (x)) � εx = χc(Vεx (x)) � εx .

��
4.4.3 Example For Q with the Euclidean topology χ lc(Q) = ∞ and for Q with the
Euclidean metric χ lc(Q) = 0 (see also 4.4.8).

4.4.4 Proposition The index of local compactness χ lc is (2, χc)-layered.

Proof Consider spaces U := (X, δ ) and V := (X, δ ′) and fix a filter F ∈ F(X). It
follows from 4.2.1, 4.3.2 and 4.3.17 that

χ ′
c(F ) ≤ χc(F ) + χc(1U V ) and inf

x∈X
λ ′F (x) ≤ inf

x∈X
λF (x) + χc(1U V ).

Interchanging the roles of U and V we similarly have that

χc(F ) ≤ χ ′
c(F ) + χc(1V U ) and inf

x∈X
λF (x) ≤ inf

x∈X
λ ′F (x) + χc(1V U ),

from which we obtain

| χc(F ) − χ ′
c(F )| ≤ χc(1U V ) ∨ χc(1V U )

and

| inf
x∈X

λF (x) − inf
x∈X

λ ′F (x)| ≤ χc(1U V ) ∨ χc(1V U ).

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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From these inequalities it now follows that

| χc(F ) � inf
x∈X

λF (x) − χ ′
c(F ) � inf

x∈X
λ ′F (x)| ≤ 2

(
χc(1U V ) ∨ χc(1V U )

)

which upon taking the suprema over all F ∈ F(X) and invoking 4.1.5, gives us the
required conclusion. ��
4.4.5 Theorem If X is an approach space then χ lc(X) ≤ χc(X).

Proof This follows from the definitions. ��
4.4.6 Corollary (Top) A compact topological space is locally compact.

4.4.7 Proposition (Top) A topological approach space is 0-locally compact if and
only if the underlying topology is locally compact.

Proof This follows from the definitions. ��
4.4.8 Proposition (qMet) A quasi-metric approach space is always 0-locally com-
pact.

Proof This follows from the fact that in a quasi-metric space (X, d) for all x ∈ X
and θ < ∞ we have χc(Bd(x, θ )) ≤ θ . ��
4.4.9 Theorem If f : X −→ X ′ is a surjective function between approach spaces,
then

χ lc(X ′) ≤ χ lc(X) + χc( f ) + χoe( f ).

Proof For any U ∈ U(X) by 4.2.1 and 4.2.15 we have

χc( f (U )) = inf
U∈U

sup
G ′∈U( f (U ))

inf
y∈ f (U )

λ ′G ′(y)

= inf
U∈U

sup
G∈U(U )

inf
x∈U

λ ′ f (G )( f (x))

≤ inf
U∈U

sup
G∈U(U )

inf
x∈U

λG (x) + χc( f )

= χc(U ) + χc( f ).

We now use the variant given after 4.4.2, so let U ′ be an ultrafilter on X ′, then it
follows from the inequality we just proved and from 4.2.15 that

χc(U
′) = inf

U ∈U( f −1(U ′))
χc( f (U ))

≤ inf
U ∈U( f −1(U ′))

χc(U ) + χc( f )

≤ χ lc(X) + inf
U ∈U( f −1(U ′))

inf
x∈X

λU (x) + χc( f )
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= χ lc(X) + inf
x∈X

inf
U ∈U( f −1(U ′))

λU (x) + χc( f )

≤ χ lc(X) + inf
x∈X

λ ′U ′( f (x)) + χoe( f ) + χc( f )

= χ lc(X) + inf
x ′∈X ′ λ ′U ′(x ′) + χoe( f ) + χc( f ),

from which the desired inequality follows. ��
4.4.10 Corollary (Top)The open continuous image of a locally compact topological
space is locally compact.

4.4.11 Theorem If (Xi )i∈I is a family of approach spaces, then

χ lc(
∏

i∈I

Xi ) = sup
i∈I

χ lc(Xi ) ∨ inf
J∈2(I )

sup
i∈I\J

χc(Xi ).

Proof We put X := ∏
i∈I Xi . We first prove that

χ lc(X) ≤ sup
i∈I

χ lc(Xi ) ∨ inf
J∈2(I )

sup
i∈I\J

χc(Xi )

and hereto suppose that all terms on the right are finite. Fix an arbitrary finite subset
J of I such that supi∈I\J χc(Xi ) is finite. Take U ∈ U(X), x = (xi )i∈I ∈ X and
ε > 0. Then, for any j ∈ J

inf
U∈U

χc(pr j U ) − λ j (pr j U )(x j ) = χc(pr j U ) − λ j (pr j U )(x j ) ≤ sup
i∈I

χ lc(Xi ),

so there exists U j ∈ U such that

χc

(
pr j (U

j )
)

− λ j (pr j U )(x j ) ≤ sup
i∈I

χ lc(Xi ) + ε .

If we now define

U :=
∏

j∈J

pr j (U
j ) ×

∏

i∈I\J

Xi

then U ∈ U and, making use of 4.3.19, it follows that

χc(U ) − λU (x) =
(

sup
j∈J

χc

(
pr j (U

j )
)

∨ sup
i∈I\J

χc(Xi )

)

− λU (x)

=
(

sup
j∈J

χc(pr j (U
j )) − λU (x)

)

∨
(

sup
i∈I\J

(
χc(Xi ) − λU (x)

)
)

≤ sup
j∈J

(
χc

(
pr j (U

j )
)

− λ j (pr j U )(x j )
)

∨ sup
i∈I\J

χc(Xi )
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≤
(
sup
i∈I

χ lc(Xi ) + ε
)

∨ sup
i∈I\J

χc(Xi )

≤
(

sup
i∈I

χ lc(Xi ) ∨ sup
i∈I\J

χc(Xi )

)

+ ε

and the result follows from the arbitrariness of U , x and ε .
Second, that supi∈I χ lc(Xi ) ≤ χ lc(X) is an immediate consequence of 4.4.9 and

of the fact that projections are contractive open expansions.
Finally we prove that

inf
J∈2(I )

sup
i∈I\J

χc(Xi ) ≤ χ lc(X).

For x ∈ X and ε > 0, consider the neighbourhood filters Vε (x) of the tower and
V (x) = ∨ε>0Vε (x) of the topological coreflection. Then, by 4.4.2 we have

χ lc(X) = sup
x∈X

sup
ε>0

inf
V ∈Vε (x)

(χc(V ) � ε)

≥ sup
x∈X

inf
V ∈V (x)

χc(V ).

Now take x ∈ X arbitrary and fix ε > 0. Then there exists a finite subset J ⊆ I ,
d j ∈ G j for j ∈ J and γ > 0 such that with

V := {y | ∀ j ∈ J : d j (x j , y j ) < γ} =
∏

j∈J

pr−1
j (Bd j (x j , γ)) ×

∏

i∈I\J

Xi

wehave χc(V ) ≤ χ lc(X) + ε and hence by 4.3.19 also supi∈I\J χc(Xi ) ≤ χ lc(X) +
ε which by the arbitrariness of ε proves the result. ��

Note that one cannot deduce that if a product is 0-locally compact then all but a
finite number of the spaces involved are 0-compact. The best one has is the following
corollary.

4.4.12 Corollary Let (Xi )i∈I be a family of approach spaces. If all the Xi are
0-locally compact and all but a finite number of the Xi ’s are 0-compact, then

∏
i∈I Xi

is 0-locally compact. Conversely, if
∏

i∈I Xi is 0-locally compact then all the Xi ’s are
0-locally compact and all but an at most countable number of Xi ’s are 0-compact.

For topological spaces however we can deduce the usual result.

4.4.13 Corollary (Top) The product of a family of topological spaces is locally
compact if and only if all the spaces are locally compact and all but a finite number
are compact.
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4.5 Connectedness Index

Our approach to connectedness follows the general theory of connectedness and
disconnectedness in topological categories, as developed by Preuss (1970). For more
information on connectedness concepts we also refer to the work of Arhangel’skii
and Wiegandt in (1975) and of Mrówka and Pervin in (1964).

In order to formulate our definition of an index of connectedness we need some
preliminary concepts.

For each ε > 0, we define the space Dε to be the two-point set {0, ∞} equipped
with the metric dε , where dε (0, ∞) := ε . The space Dε serves as a prototype for a
disconnected space and the disconnectedness is quantified by the distance between
the points 0 and ∞.

4.5.1 Definition (Index of connectedness) An approach space X is called ε-
connected if the only contractions from X to Dε are constant functions. Given an
approach space X , we then define the index of connectedness of X as

χcn(X) := inf {ε > 0 | X is ε-connected}

If X is an approach space which is ε-connected and ε ′ > ε , then clearly X is
ε ′-connected. The space Dε for example is ε ′-connected, for all ε ′ > ε , but it is not
ε-connected. Consequently χcn(Dε ) = ε .

4.5.2 Proposition (Top) A topological approach space is 0-connected if and only
if the underlying topology is connected.

Proof Let (X,T ) be a topological space. Suppose that X is not ε-connected for
some ε > 0. Then there exists a contraction f : X −→ Dε which is not constant.
Let X0 := f −1({0}) and X∞ := f −1({∞}). Then, for any x ∈ X0, it follows that
ε ≤ δT (x, X∞) which implies that x /∈ clT (X∞). Thus X0 ∩ clT (X∞) = ∅.
Analogously X∞ ∩ clT (X0) = ∅, which proves that both X0 and X∞ are open and
thus (X,T ) is not connected.

Conversely, let X be partitioned into two open sets X0 and X∞. Then it is easily
verified that, for any ε > 0, the map f : X −→ Dε defined by f (X0) := {0} and
f (X∞) := {∞} is a contraction. Thus χcn(X) = ∞. ��
In order to prove our next result we recall that a metric space (X, d) is called

Cantor-connected, Cantor (1883), if, for any ε > 0, any two points x, y ∈ X
can be “connected” by a so-called ε-chain , i.e. a finite number of points x0 =
x, x1, . . . , xn = y such that for all i ∈ {1, . . . , n}: d(xi−1, xi ) ≤ ε . It is well known
that a space is Cantor-connected if and only if it cannot be partitioned into sets A
and B such that d(A, B) > 0 (see e.g. Herrlich 1986).

4.5.3 Proposition (Met) A metric approach space is 0-connected if and only if the
underlying metric is Cantor-connected.
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Proof Let (X, d) be a metric space. Suppose that X is not ε-connected for some
ε > 0. Then there exists a contraction f : X −→ Dε which is not constant. Let
X0 := f −1({0}) and X∞ := f −1({∞}). Then it follows that

d(X0, X∞) = inf
x∈X0

inf
y∈X∞

d(x, y)

≥ inf
x∈X0

inf
y∈X∞

dε ( f (x), f (y)) = ε .

Conversely, let X be partitioned into two sets X0 and X∞ such that d(X0, X∞) ≥ ε .
Then the map f : X −→ Dε , defined by f (X0) := {0} and f (X∞) := {∞}, is a
contraction and thus χcn(X) ≥ ε > 0. ��
4.5.4 Example If we consider the set of rational numbers Q to be equipped with
the Euclidean topology, then this space is not connected; hence χcn(Q) = ∞. If on
the other hand we consider it to be equipped with the Euclidean metric, then it is
Cantor-connected and χcn(Q) = 0.

4.5.5 Example If we consider the natural numbersN to be equipped with the Euclid-
ean topology, then this space is not connected; hence χcn(N) = ∞. If we consider
it to be equipped with the Euclidean metric, then it is also not Cantor-connected but
the index of connectedness is χcn(N) = 1.

An alternative characterization for the index of connectedness is given by the
following result.

4.5.6 Theorem For an approach space X we have

χcn(X) = sup
A∈2X \{∅,X}

min

{

inf
x∈A

δ (x, X \ A), inf
x∈X\A

δ (x, A)

}

.

Proof That X is not ε-connected is equivalent with the existence of a non-constant
contraction f : X −→ Dε . This in turn, however, is equivalent with the existence
of a set A such that A �= ∅, A �= X , and such that, for all x ∈ A, δ (x, X \ A) ≥ ε
and, for all x ∈ X \ A, δ (x, A) ≥ ε . ��
4.5.7 Proposition The index of connectedness χcn is (1, χc)-layered.

Proof This follows from 4.2.1, 4.1.5 and 4.5.6. ��
Werecall that a uniform space,with uniformity generated by a collectionD ofmet-

rics, is said to be uniformly connected (see Mrowka and Pervin 1964, Arhangel’skii
and Wiegandt 1975) if for all A ⊆ X , d ∈ D , and ε > 0 such that A �= ∅ and
A �= X , we have

{
x ∈ X | δd(x, X \ A) ≤ ε

}⋂{
x ∈ X | δd(x, A) ≤ ε

} �= ∅.
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4.5.8 Proposition If X is a uniform approach space with symmetric gauge basis G
which is 0-connected, then (X,U (G )) is uniformly connected.

Proof Suppose that (X,U (G )) is not uniformly connected and let A ⊆ X , d ∈ G ,
and ε > 0 be such that A �= ∅, A �= X , and

{
x ∈ X | δd(x, X \ A) ≤ ε

}⋂ {
x ∈ X | δd(x, A) ≤ ε

} = ∅.

Then it follows from 4.5.6 that

χcn(X) ≥ min

{

inf
x∈A

sup
e∈G

δe(x, X \ A), inf
x∈X\A

sup
e∈G

δe(x, A)

}

≥ min

{

inf
x∈A

δd(x, X \ A), inf
x∈X\A

δd(x, A)

}

≥ ε . ��
The following example shows that the converse of 4.5.8 does not hold.

4.5.9 Example Let X := Q and let dE stand for the Euclidean metric on X . If we let
G := {αdE | α > 0}, then δ is the topological distance generated by the Euclidean
topology and hence χcn(X) = ∞. However, U (G ) is the usual uniformity and,
hence, (X,U (G )) is uniformly connected.

4.5.10 Theorem If f : X −→ X ′ is a function between approach spaces and
A ⊆ X, then

χcn( f (A)) ≤ χcn(A) + χc( f )

and in particular if f is a contraction and A is0-connected, then f (A) is0-connected.

Proof This follows from 4.2.1 and 4.5.6. ��
4.5.11 Corollary (Top, Met) The continuous image of a connected topological
space is connected and the nonexpansive image of a Cantor-connected metric space
is Cantor-connected.

In order to give a product theorem for the index of connectedness we need some
more preliminary results, which are interesting in their own right.

4.5.12 Proposition If X is an approach space and Y ⊆ Z ⊆ Y (c) ⊆ X then

χcn(Z) ≤ χcn(Y ) + c.

Proof Let f : Z −→ Dε+c be a contraction. Then consider the composition

Y
f |Y ��

ρ :=i◦ f |Y

��
Dε+c

i �� Dε
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where i is the identity. Then since ρ is a contraction it is constant and thus there
exists p ∈ {0, ∞} such that f (Y ) = ρ(Y ) = {p}. Now if there exists z ∈ Z such that
f (z) �= p i.e. δdε+c( f (z), {p}) = ε + c then, on the other hand

δdε+c( f (z), {p}) ≤ δ (z, Y ) ≤ c

which is a contradiction. Hence f is constant. ��
If A is a collection of subsets of a set X , then A is called chained if, for any

pair of sets A, B ∈ A , there exists a finite collection {A1, . . . , An} ⊆ A such that
A1 = A, An = B, and for all i ∈ {1, . . . , n − 1}: Ai ∩ Ai+1 �= ∅.
4.5.13 Proposition If X is an approach space and A is a chained collection of
subsets of X, then

χcn(
⋃

A ) ≤ sup
A∈A

χcn(A).

Proof Suppose that A ∈ A is εA-connected and that Y := ⋃
A is not ( sup

A∈A
εA)-

connected. Then there exists a subset B ⊆ Y such that ∅ �= B �= Y and such that if
we let ε := sup

A∈A
εA then

inf
x∈B

δ (x, Y \ B) ≥ ε and inf
x∈Y\B

δ (x, B) ≥ ε .

Now suppose that there exists a set A ∈ A such that A �⊆ B and A �⊆ Y \ B. Then
it follows that

inf
x∈A∩B

δ (x, A \ B) ≥ inf
x∈B

δ (x, Y \ B) ≥ ε ≥ εA,

and
inf

x∈A\B
δ (x, A ∩ B) ≥ inf

x∈Y\B
δ (x, B) ≥ ε ≥ εA,

which is impossible. Consequently if we let C := {A ∈ A | A ⊆ B} and
D := {A ∈ A | A ⊆ Y \ B}, then A = C ∪ D . Since A is chained, this implies
that either C = ∅ or D = ∅. Suppose, for example, that D = ∅. Then A = C and
it follows that Y = B which is a contradiction. ��
4.5.14 Theorem If (X j ) j∈J is a family of approach spaces then

χcn(
∏

j∈J

X j ) = sup
j∈J

χcn(X j ).

Proof That χcn(
∏

j∈J
X j ) ≥ sup

j∈J
χcn(X j ) follows from 4.5.10.
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Conversely, let (z j ) j∈J be a fixed point in the product space
∏

j∈J
X j . For any

subset K ⊆ J , let

X K := {
(x j ) j∈J | ∀i ∈ J \ K : xi = zi

}
.

By induction on the cardinality of K , making use of 4.5.13, one sees that, for any
finite set K , X K is (sup

k∈K
εk)-connected. Now the collection

B := {X K | K ⊆ J, Kfinite}

is chained and, hence, it once again follows from 4.5.13 that
⋃

B is (sup
j∈J

ε j )-

connected. Since
⋃

B is dense in
∏

j∈J
X j it follows from 4.5.12 that

∏

j∈J
X j is

(sup
j∈J

ε j )-connected. ��

4.5.15 Corollary (Top) The product of a family of topological spaces is connected
if and only if each factor space is connected.

4.5.16 Corollary (Met) The product of a finite family of metric spaces is Cantor-
connected if and only if each space is Cantor-connected and an arbitrary product of
metric spaces (in App) is 0-connected if and only if each space is Cantor-connected.

4.5.17 Example If we consider the Cantor set C to be equipped with the Euclidean
topology, then it is not connected and hence χc(C) = ∞. If we consider it to be
equipped with the Euclidean metric, then it is also not Cantor-connected and it is
easily seen that χcn(C) = 1

3 . If, however, we identify the Cantor set with the product
{0, 1}N and equip {0, 1} with the Euclidean metric, then we can also equip C with
the product distance. In that case, by 4.5.14, we have χcn(C) = sup

n∈N
χcn({0, 1}) = 1.

There is no contradiction in this result. The Cantor set can topologically be described
in twohomeomorphicways.Both are also naturally derived fromapproach structures,
however these approach structures, although having homeomorphic underlying
topologies are not isomorphic and hence there is no reason why the indices of con-
nectedness should coincide.

4.6 Comments

1. Limit and adherence operator in the literature
There aremany traces of numerical indices to be found in the literature. Let us give

two examples concerning the basic concepts of limit operator (index of convergence)
and adherence operator (index of adherence).
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Opial’s condition plays an important role in the study of convergence of iterates
of nonexpansive mappings and of the asymptotic behaviour of nonlinear semigroups
(see e.g. Lami Dozo 1973; Karlovitz 1976; Kuczumow 1985; Opial 1967; Gornicki
1991). This condition says that if a sequence (xn)n in a normed space converges
weakly to x then liminfn ‖x−xn‖ < liminfn ‖y−xn‖ for every y �= x or equivalently
lim supn ‖x − xn‖ < lim supn ‖y − xn‖ for every y �= x but the first condition is
nothing else than saying that x is the unique point where α‖ ‖〈(xn)n〉(·) attains its
minimal value and the second one is nothing else than saying that x is the unique
point where λ‖ ‖〈(xn)n〉(·) attains its minimal value, i.e. a unique asymptotic center.
All Hilbert spaces satisfy Opial’s condition as do all spaces l p for 1 < p < ∞ and
any infinite dimensional Banach space admits a renorming such that the new norm
satisfies Opial’s condition (see e.g. Kirk and Sims 2001).

In Brezis and Lieb (1983) it is proved that if ( fn)n is a sequence of L p-uniformly
bounded functions on a measure space, and if fn → f almost everywhere, then
liminfn ‖ fn‖p = liminfn ‖ fn − f ‖p + ‖ f ‖p which says that

αp〈( fn)n〉(0) = αp〈( fn)n〉( f ) + ‖ f ‖p

and this is a strengthening in a special case of the general result on limit and adherence
operators in 1.2.70.

2. Near-isometries and the index of contractivity in the literature
The ideaofmeasuring the deviationwhichmapshave frombeing either contractive

or expansive, or both, in metric spaces is not new and goes back to work of Hyers
and Ulam (1945, 1947), Bourgin (1946). A survey is given in the paper by Väisälä
(2002). There are many links with concepts introduced in the literature in various
areas. In Edwards (1975) a map f : X −→ Y between metric spaces is called
an ε-isometry if for all x, y ∈ X we have |d( f (x), f (y)) − d(x, y)| ≤ ε . If the
map f is a bijection then it is easily seen that this is equivalent to χc( f ) ≤ ε and
χoe( f ) = χce( f ) ≤ ε . The same concept was later re-defined in Alestalo et al.
(2001) and in Mémoli (2008). There the above concept is referred to as being an
ε-nearisometry and the quantity dist( f ) := supx,y∈X |d( f (x), f (y) − d(x, y)| is
referred to as the distortion of f . For an arbitrary function dist( f ) ≤ ε implies
χc( f ) ≤ ε and for a bijection dist( f ) = χc( f ) ∨ χoe( f ) = χc( f ) ∨ χce( f ).

Near- or ε-isometries encompass as special cases also the so-called quasi-
isometries which are used in geometric group theory, see e.g. de la Harpe (2000).
In particular we mention the Gromov program to study quasi-isometric invariants of
groups via their actions on metric spaces.

In a paper by Colebunders et al. (2014) the notion of index of contractivity, there
called default, was also used.

3. Measures of noncompactness in the literature
There is a vast literature on “measures of noncompactness” and their use in various

areas of mathematics such as operator theory, functional equations, approximation
theory and fixpoint theory. We refer to Akhmerov et al. (1992), Banaś (1997), Banaś
andGoebel (1980), Benavides (1986), deMalafosse and Rakočević (2006), de Pagter

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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and Schep (1988), Horvath (1985), In-Sook and Martin (2007), Malkowsky and
Rakočević (1997, 1998, 2001, Preprint), Wiśnicki and Wośko (1996).

4. Small ideals and functional ideal convergence
The attentive reader will have noticed that our treatment of small ideals in order

to arrive at a characterization of the index of compactness via lower regular function
frames shows some resemblance with functional ideals. The treatment could indeed
have been done via the concept of functional ideals but since we only required this
characterization in one section of the applications to hyperspaces we made it entirely
self-contained.

5. Index of relative countable compactness
Although we have not done so, it is perfectly feasible to define a relative version

also of the index of countable compactness. Given an approach space X and a subset
A ⊆ X , the index of relative countable compactness of A (with respect to X ) would
be χrcc(A) := supF∈Fc(A) infx∈X αF (x) andwe then have the following alternative
formulas

χrcc(X) = sup
(xn)n∈S(A)

inf
x∈X

α(xn)(x)

= sup
ϕ∈∏

x∈X B(x)

sup
(xn)n∈S(A)

inf
x∈X

liminf
n→∞

ϕ(x)(xn)

= sup
ϕ∈H X

sup
(xn)n∈S(A)

inf
x∈X

liminf
n→∞

ϕ(x)(x, xn).

If (X, δT ) is a topological approach space and A ⊆ X then χrcc(A) = 0 if and only
if A is relatively countably compact and if (X, δd) is a metric approach space and
A ⊆ X then χrcc(A) = 0 if and only if A is totally bounded. Most alternative indices
of types of compactness were originally introduced in the PhD thesis of Baekeland
(1992), and we refer to that for more information. See also Baekeland and Lowen
(1995).

6. Index of basis-local compactness
Again, although we have not done so, it is possible to define a “basis”-version of

the index of local compactness. A plausible definition, based on the formula in 4.4.2,
would be

χblc(X) = sup
x∈X,θ≥0

( liminf
V ∈Vθ (x)

χc(V ) � θ )

where
liminf

V ∈Vθ (x)

χc(V ) := sup
V ∈Vθ (x)

inf
W∈Vθ (x),W⊆V

χc(W )

and which can also be written as

χblc(X) = min{k | ∀x ∈ X,∀θ ≥ 0 : liminf
V ∈Vθ (x)

χc(V ) ≤ θ + k}.
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7. Measures of connectedness in the literature
Various other types of measures of connectedness and disconnectedness were

introduced in the paper by Holgate and Sioen (2007) as fixed points of a Galois
connection. In that paper measures of connectedness found in the literature are put in
a general categorical framework. The index of connectedness χcn fits their general
framework.

Another concept related to Cantor connectedness is that of Lipschitz- and uniform
Lipschitz-connectedness, see Baboolal and Pillay (2009).

8. Topological versus metric properties
In this chapter we have seen that topological properties have remarkable metric

counterparts. Compactness for instance is a topological property which in the case
of a metrizable topological space is closely linked to the metric concept of total
boundedness. But more strikingly, both properties have similar characterizations.
For compactness one starts with arbitrary open covers and for total boundedness one
starts with collections of all balls with an arbitrary fixed radius, and in both cases,
for a space to be respectively compact or totally bounded, one asserts the existence
of a finite sub-collection which still covers the whole space.

A similar situation presents itself for connectedness. Topological connectedness
of a space X can be characterized by the fact that X cannot be split into two nontrivial
closed parts. Similarly, Cantor-connectedness inmetric spaces (introduced byCantor
in 1883 and extended to the realm of uniform spaces byMrowka and Pervin in 1964)
is characterized by the fact that the space cannot be split into two nontrivial parts
which lie at a strictly positive distance from each other.

All these similarities become canonical in the setting of index analysis.



Chapter 5
Uniform Gauge Spaces

Science is the attempt to make the chaotic diversity of our sense
experience correspond to a logically uniform system of thought.

(Albert Einstein)

As is clear from the foregoing chapters, approach spaces form a local theory. A local
theory which, quite contrary to topology or other local theories in the literature,
nevertheless allows for a concept of completeness, which one usually encounters
only in the realm of uniform theories such as uniform or metric spaces, uniform
convergence spaces in the sense of Preuss (2002) and nearness spaces in the sense
of Herrlich (1974b). As we will see in Chap.6 this “local” version of completeness
also allows for the construction of a completion, which moreover is categorically
well-behaved.

Nevertheless there is also a natural uniform notion of completeness and comple-
tion and in this chapter we will define the appropriate setting hereto. Not surprisingly
this setting is linked to uniform spaces. The category UG which we will construct
is the approach counterpart of Unif in the same way that approach spaces are the
counterpart to topological spaces. Just as was the case for approach spaces here
UG will be a supercategory of both the categories Unif of uniform spaces and uni-
formly continuous maps and of Met (as before with non-expansive maps). Since,
as before,Met will only be concretely coreflectively embedded and not reflectively,
this enlargement will again make it possible to consider arbitrary initial structures of
metric spaces or of metrizable uniform spaces preserving numerical information.

We will also study the relationship between UG and UAp and we will introduce
various natural indices in the setting of UG.

Finally we also consider the non-symmetric variant qUG of UG.

© Springer-Verlag London 2015
R. Lowen, Index Analysis, Springer Monographs in Mathematics,
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5.1 The Structures, Objects and Morphisms

Given a set X , a collection G ⊆ Met(X) and a metric d ∈ Met(X), we will say that
d is dominated by G , or that G dominates d, if for all ε > 0 and ω < ∞ there exists
a dε,ω ∈ G such that

d ∧ ω ≤ dε,ω + ε .

We will then also say that the family (dε,ω )ε>0,ω<∞ dominates d.
Further we will say that a collection of metrics G is saturated, if any metric d

which is dominated by G already belongs to G .
In spite of the fact that these concepts are very similar to the analogous concepts

for approach spaces there is a fundamental difference, namely the fact that here we
have inequalities with metrics as functions of two variables, whereas in the case of
approach spaces the analogous inequalities were formulated for localized versions
where the first variable was held constant.

5.1.1 Definition (Uniform gauge) A subset G ofMet(X) is called a uniform gauge
if it is an ideal inMet(X) which fulfils the following property.

(UG1) G is saturated.

As was the case for approach spaces, here too, it regularly happens that one has a
collection of metrics which would be a natural candidate to form a uniform gauge
but not all conditions are fulfilled. The following type of collection will often be
encountered. We recall that a subsetH ofMet(X) is an ideal basis inMet(X) if for
any d, e ∈ H there exists c ∈ H such that d ∨ e ≤ c.

5.1.2 Definition A subset H of Met(X) is called a uniform gauge basis if it is an
ideal basis inMet(X).

By definition, a uniform gauge is also a uniform gauge basis, and similarly to the
situation for approach spaces, here, too, any result shown to hold for uniform gauge
bases will also hold for uniform gauges.

In order to derive the uniform gauge from a uniform gauge basis we will require
a saturation operation which is similar to the local one for approach systems and
gauges. Given a subset D ⊆ Met(X) we define

D̃ := {d ∈ Met(X) | D dominates d}.

We call D̃ the (uniform) saturation of D .

5.1.3 Definition An ideal basisH inMet(X) is called a basis for a uniform gauge
G if H̃ = G . In this case we also say thatH generates G or that G is generated by
H .
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5.1.4 Proposition If H is a uniform gauge basis, then H̃ is a uniform gauge with
H as basis and if H is a basis for a uniform gauge G , then it is a uniform gauge
basis.

Proof This is analogous to 1.1.16 and we leave this to the reader. ��
5.1.5 Definition A pair (X,G )where G is a uniform gauge on X is called a uniform
gauge space or shortly a UG-space.

Note that this terminology differs from the one used in Lowen andWindels (1998).
The associated morphisms are defined in the same way as the characterization of
morphisms with gauges in the approach case.

5.1.6 Definition Let (X,G ) and (X ′,G ′)beuniformgauge spaces and let f : X −→
X ′ be a function. Then f is called a uniform contraction if

∀d ∈ G ′ : d ◦ ( f × f ) ∈ G .

From the saturation condition it is easily seen that this is equivalent to the statement
that

∀d ∈ G ′,∀ε > 0,∀ω < ∞, ∃e ∈ G : d ◦ ( f × f ) ∧ ω ≤ e + ε .

There is no contradiction in the fact that contractions and uniform contractions
are defined in precisely the same way. The difference lies in the different saturation
conditions for gauges and uniform gauges.

Uniform gauge spaces and uniform contractions form a category which we denote
UG.

5.1.7 Theorem UG is a topological category.

Proof This goes along the same lines as 1.3.9. In particular given uniform gauge
spaces (X j ) j∈J , consider the source

( f j : X −→ X j ) j∈J

in UG. If, for each j ∈ J ,H j is a basis for the uniform gauge of X j , then a basis for
the initial uniform gauge on X is given by

H :=
{

sup
j∈K

d j ◦ ( f j × f j )|K ∈ 2(J ),∀ j ∈ K : d j ∈ H j

}

. ��

Just as uniformities defined by entourages are equivalent to uniformities defined
by gauges (called uniform structures in Gillman and Jerison 1976), so are uniform
gauges equivalent to towers of semi-uniformities in a way similar to the equivalence
between towers and gauges in the first chapter.

5.1.8 Definition (Uniform tower) Let X be a set. A family of filters (Uε )ε∈R+ on
X × X is called a uniform tower (on X) if it fulfils the following properties.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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(UT1) ∀ε ∈ R
+,∀U ∈ Uε : ΔX ⊆ U .

(UT2) ∀ε ∈ R
+,∀U ∈ Uε : U−1 ∈ Uε .

(UT3) ∀ε, ε ′ ∈ R
+ : Uε ◦ Uε ′ ⊇ Uε+ε ′ .

(UT4) ∀ε ∈ R
+ : Uε = ⋃

α>ε Uα .

Thus, a uniform tower is a family of semi-uniformities satisfying (UT3) and (UT4).
We recall that a semi-uniformity on X is a filter on X × X such that all members
of the filter contain the diagonal and such that with every U in the filter also U−1

belongs to the filter. Also note that by (UT3), U0 is actually a uniformity.

5.1.9 Theorem (UT ⇒ UG) If (Uε )ε∈R+ is a uniform tower on X, then

G := {d ∈ Met(X) | ∀ε ∈ R
+,∀α > ε : {d < α} ∈ Uε }

is a uniform gauge and for any ε , Uε is generated by {{d < α} | d ∈ G , α > ε}.
Proof We only verify that G is saturated, i.e. that it fulfils (UG1), leaving the remain-
ing points to the reader. Let e be a metric such that for all ω < ∞ and ε > 0 there
exists d ∈ G such that e ∧ ω ≤ d + ε . Take θ and α > θ fixed and choose ω > α
and ε := α − θ . Now considering d ∈ G as above we find that

{d < θ + ε
2
} ⊆ {e < α}

and hence {e < α} ∈ Uθ which, by the arbitrariness of α and θ proves that
e ∈ G . ��
5.1.10 Theorem (UG ⇒ UT) If G is a uniform gauge on X, then the family
(Uε )ε∈R+ , where for every ε ∈ R

+, Uε is the semi-uniformity generated by

{{d < α} | d ∈ G , α > ε}

is a uniform tower and G = {d ∈ Met(X) | ∀ε ∈ R
+,∀α > ε : {d < α} ∈ Uε }.

Proof We only prove that (UT3) holds, again leaving the remaining points to the
reader. Fix d ∈ G , ε1, ε2 ∈ R

+ and take α > ε1 + ε2. Now if α1 > ε1 and α2 > ε2
are such that α1 + α2 = α , we have

{d < α1} ◦ {d < α2} ⊆ {d < α}. ��

5.1.11 Theorem If f : X −→ X ′ is a function between uniform gauge spaces then,
in terms of the associated uniform towers, it is a uniform contraction if and only if
f : (X,Uε ) −→ (X ′,U ′

ε ) is uniformly continuous for each ε ∈ R
+.

Proof This is analogous to 1.3.3 and we leave this to the reader. ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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5.2 Embedding Unif and Met in UG

Given a uniform space (X,U ), we associate with it a natural uniform gauge space by
simply taking as uniform gauge the collection of all uniformly continuous metrics.

5.2.1 Proposition (Unif) If (X,U ) is a uniform space, then the collection GU of all
uniformly continuous metrics is a uniform gauge and the associated uniform tower
is (Uε := U )ε∈R+ .

Proof The collectionGU of all uniformly continuousmetrics forU is an ideal which
satisfies the condition that if e is a metric and

∀ε > 0, ∃δ > 0, ∃d ∈ GU : {d < δ } ⊆ {e < ε}

then e ∈ GU (Gillman and Jerison 1976). Clearly this implies that GU satisfies
(UG1) i.e. that it is saturated according to Definition 5.1.1. The second claim follows
immediately from the fact that if d is a uniformly continuous metric then so is αd
for any 0 < α < ∞. ��
5.2.2 Definition A uniform gauge space of type (X,GU ), for some uniformity U
on X , is called a uniform gauge space or somewhat less unfortunate, a uniform
UG-space.

It is evident that if (X,U ) and (X ′,U ′) are uniform spaces and f : X −→ X ′
is uniformly continuous then for any uniformly continuous metric d on X ′ we have
that d ◦ ( f × f ) is a uniformly continuous metric on X . Hence we immediately have
that there is a concrete functor from Unif to UGwhich takes (X,U ) to (X,GU ) and
which is a full embedding of Unif into UG.

As was the case for Top in App, here too we can show that the above embedding
is both concretely reflective and concretely coreflective.

5.2.3 Theorem Unif is embedded as a concretely reflective subcategory of UG.

Proof It follows at once from the characterization of initial structures in UG in 5.1.7
that uniform UG-spaces are closed under the formation of initial structures. Hence
Unif is concretely reflectively embedded in UG. ��
5.2.4 Corollary Unif is closed under the formation of limits and initial structures
in UG. In particular, a product in UG of a family of uniform spaces is uniform and,
likewise, a subspace in UG of a uniform space is a uniform space.

As was the case for App, the Unif-reflection of a UG-space is not particularly
interesting, hence we do not describe it here.

5.2.5 Proposition If (X,G ) is a uniform gauge space, then the collection

U (G ) := {U ⊆ X × X | ∃ε > 0, ∃d ∈ G : {d < ε} ⊆ U }
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is a uniformity on X. This uniformity also is simply the uniformity generated by the
collection of metrics G and it is also U0 in the associated tower.

Proof See e.g. Gillman and Jerison (1976). ��
5.2.6 Theorem Unif is embedded as a concretely coreflective subcategory of UG.
For any uniform gauge space (X,G ), its Unif-coreflection is determined by GU (G ).

Proof That 1X : (X,GU (G )) −→ (X,G ) is a uniform contraction follows at once
from the observation that G ⊆ GU (G ). Suppose that (Y,H ) is a uniform UG-space
and that

f : (Y,H ) −→ (X,G )

is a uniform contraction, then it immediately follows that

f : (Y,U (H )) −→ (X,U (G ))

is uniformly continuous and hence that

f : (Y,H ) −→ (X,GU (G ))

is a uniform contraction. ��
5.2.7 Corollary Unif is closed under the formation of colimits and final structures
in UG. In particular, a coproduct in UG of a family of uniform spaces is a uniform
space and, likewise, a quotient in UG of a uniform space is a uniform space.

5.2.8 Proposition (Unif) A uniform gauge space (X,G ) is a uniform UG-space if
and only if G satisfies the stronger uniform saturation condition which says that if e
is a metric and

∀ε > 0, ∃δ > 0, ∃d ∈ G : {d < δ } ⊆ {e < ε}

then e ∈ G .

Proof This follows from the definitions (see also Gillman and Jerison 1976). ��
Given a metric space (X, d), we associate with it a natural uniform gauge space

in exactly the same way as for App.

5.2.9 Proposition If (X, d) is a metric space, then the collection

Gd := {e ∈ Met(X) | e ≤ d}

is a uniform gauge.

Proof This follows from the definitions. ��
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Metric spaces thus have three different forms, as a metric space, as a uniform
approach space or as a uniform gauge space, and in the last two cases the gauge and
uniform gauge are exactly the same.

5.2.10 Definition A uniform gauge space of type (X,Gd), for some metric d on X ,
is called a metric uniform gauge space or shortly a metric UG-space.

If (X, d) and (X ′, d ′) are metric spaces and f : X −→ X ′ is non-expansive then for
any metric e′ ≤ d ′ on X ′ we obviously have that e′ ◦ ( f × f ) ≤ d. Hence there is a
concrete functor from Met to UG which takes (X, d) to (X,Gd) and which is a full
embedding of Met in UG.

Given a uniform gauge space (X,G ) we define the metric

dG := supG .

5.2.11 Theorem Met is embedded as a concretely coreflective subcategory of UG.
For any uniform gauge space (X,G ), its Met-coreflection is determined by GdG .

Proof That 1X : (X,GdG ) −→ (X,G ) is a uniform contraction follows from the
fact that for any d ∈ G we have d ≤ dG . Now suppose that (Y, d) is a metric space
and that

f : (Y,Gd) −→ (X,G )

is a uniform contraction. Then for all e ∈ G we have e ◦ ( f × f ) ≤ d and hence
also dG ◦ ( f × f ) ≤ d which proves that

f : (Y,Gd) −→ (X,GdG )

is also a uniform contraction. ��
5.2.12 Proposition (Met) A uniform gauge space (X,G ) is a metric uniform gauge
space if and only if G satisfies any of the following equivalent properties.

1. supG ∈ G .
2. G is closed under the formation of arbitrary suprema.

Proof In one direction this follows immediately from the definition of a metric UG-
space and in the other direction it suffices to remark that given a uniform gauge G ,
supG is a metric. ��

Just as in the case of App, Met is not embedded reflectively in UG. In particular
it is not stable under the formation of infinite products. Taking an infinite product
of metric uniform gauge spaces in UG, provides the underlying product set with a
uniform gauge structure which, in general, is neither metric nor uniform but which
has as uniform coreflection precisely the product uniformity of the uniformities
underlying the metrics. More precisely we have the following theorem.
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5.2.13 Theorem Any uniform gauge space (X,G ) is a subspace of a product of
metric spaces in UG, i.e. UG is the epireflective hull of the subcategory of metric
uniform gauge spaces.

Proof Let (X,G ) be a uniform gauge space then the injective map

f : (X,G ) −→ (XG ,
∏

d∈G
Gd) : x �→ (xd := x)d

is an embedding as can easily be seen making use of 5.1.7. ��

5.3 The Relation Between UAp and UG

5.3.1 Definition If (X,G ) is a uniform gauge space then the local saturation Ĝ is a
gauge on X and (X, Ĝ ) is called the underlying approach space of (X,G ).

By definition, obviously the underlying approach space of a uniform gauge space
is a uniform approach space.

If H ⊆Met(X) is an ideal, then it is at the same time a basis for a uniform
gauge and for a gauge. Since the various other associated structures can be derived
from a basis for the gauge we immediately obtain the same formulas for the various
associated approach structures underlying a uniform gauge space. Thus, if (X,G ) is
a uniform gauge space with basis H for G then e.g.

δĜ (x, A) = sup inf
d∈H y∈A

d(x, y)

and
λĜ F (x) = sup inf sup

d∈H F∈F y∈F
d(x, y)

and analogously for the other structures.
Just as in topology, if an approach property is attributed to a uniform gauge space

then it will always be meant for the underlying approach space, and analogously for
indices.

5.3.2 Proposition If X and X ′ are uniform gauge spaces and f : X −→ X ′ is a
uniform contraction, then it is a contraction.

Proof This follows from the definitions, 1.3.3 and the fact that any uniform gauge
is a basis for the gauge of the associated approach space. ��
5.3.3 Theorem UAp is a full subcategory of UG.

Proof This follows from the fact that any gauge is also a uniform gauge and that
the definition of uniform contraction is precisely the same as the definition of a

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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contraction (see 1.3.3).Hence if (X,G ) and (X ′,G ′) are uniformapproach spaces and
f : (X,G ) −→ (X ′,G ′) is a contraction it is obviously also a uniform contraction
when the spaces are considered to be uniform gauge spaces. ��

Of course this situation also holds for CReg and Unif, but there this is much less
apparent because a completely regular space is seldom considered via its collections
of pointwise continuous metrics, whereas in our case the description with gauges,
both for approach spaces and for uniform gauge spaces, is one of the most important
ones. In the case of topology it requires considering what is called the fine uniformity
associated with a completely regular space.

5.3.4 Theorem The concrete functor from UG to UAp which takes (X,G ) to (X, Ĝ )

is a forgetful functor and is left adjoint to the embedding of UAp in UG. In other
words, UAp is coreflectively embedded in UG.

Proof If (X,G ) is a uniform gauge space, (X ′,G ′) is a uniform approach space and
if f : (X ′,G ′) −→ (X,G ) is a uniform contraction then obviously f : (X ′,G ′) −→
(X, Ĝ ) is also a uniform contraction. ��

The relation among the categories which we have seen is depicted in the following
diagram.

UG

��

Unif

��

� �c
r

Met

c
����������

c

����
��

��
��

UAp

c

��

CReg

c

��

� �c
r

The well-known functorial relation between CReg andUnif, to a large extent, carries
over to UAp and UG.

5.4 Indices in Uniform Gauge Spaces

Analogously as for approach spaces, in order to treat uniform indices in the correct
way, we need to consider the following setting. We define UGSet to be the category
with objects uniform gauge spaces and morphisms functions between the underlying
sets.

5.4.1 Definition (Index of uniform contractivity) Given a function f : X −→ X ′
between uniform gauge spaces we define the index of uniform contractivity of f by

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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χuc : MorUGSet −→ P : f �→ min{c | ∀d ′ ∈ G ′, ∃d ∈ G : d ′ ◦ ( f × f ) ≤ d + c}

Note that the minimum is well-defined and that for any function f : X −→ X ′
between uniform gauge spaces

∀d ′ ∈ G ′, ∃d ∈ G : d ′ ◦ ( f × f ) ≤ d + χuc( f ).

Note further that, by the saturation property we also have

χuc( f ) := min{c | ∀d ′ ∈ G ′, ∀ε > 0, ∀ω < ∞ : ∃d ∈ G : d ′ ◦ ( f × f ) ∧ ω ≤ d + ε + c}

and hence χuc( f ) is also characterized by the claim that for any d ′ ∈ G ′, ε > 0 and
ω < ∞ there exists d ∈ G such that

d ′ ◦ ( f × f ) ∧ ω ≤ d + ε + χuc( f ).

That this definition indeed provides us with a morphism-index follows from the
following two results.

5.4.2 Proposition If X, Y, U and V are uniform gauge spaces and f : X −→ Y
and g : U −→ V are uniform gauge isomorphic then χuc( f ) = χuc(g).

Proof This is straightforward and we leave this to the reader. ��
5.4.3 Proposition If X, X ′ and X ′′ are uniform gauge spaces and f : X −→ X ′
and g : X ′ −→ X ′′ are functions, then the following properties hold.

1. f is a uniform contraction if and only if χuc( f ) = 0.
2. χuc(g ◦ f ) ≤ χuc( f ) + χuc(g).

Proof This is straightforward and we leave this to the reader. ��
5.4.4 Theorem If f : X −→ X ′ is a function between uniform gauge spaces, then

χc( f ) ≤ χuc( f ) ≤ χc( f ) + 2χc(X)

and in particular, if f is uniformly contractive, then it is also contractive and if f is
a contraction and X is 0-compact, then f is a uniform contraction.

Proof The first inequality follows at once from the definitions and for the second
one, take d ′ ∈ G ′ and fix ε > 0 and ω < ∞. By definition of index of contractivity
there exists e ∈ Ĝ such that d ′ ◦ ( f × f ) ≤ e + χc( f ). For any x ∈ X we can then
find ex ∈ G such that

e(x, .) ∧ ω ≤ ex (x, .) + ε .

If we define ϕ ∈ G X by ϕ(x) := ex then it follows from 4.3.2 that there exists
Y ∈ 2(X) such that for all z ∈ X there exists yz ∈ Y such that

http://dx.doi.org/10.1007/978-1-4471-6485-2_4


5.4 Indices in Uniform Gauge Spaces 207

eyz (yz, z) ≤ ε + χc(X).

Since Y is finite we have d := supy∈Y ey ∈ G . We then have, for any x, z ∈ X

d ′ ◦ ( f × f )(x, z) ∧ ω ≤ (e(x, z) + χc( f )) ∧ ω
≤ e(x, z) ∧ ω + χc( f )

≤ e(yz, x) ∧ ω + e(yz, z) ∧ ω + χc( f )

≤ eyz (yz, x) + ε + eyz (yz, z) + ε + χc( f )

≤ eyz (yz, x) + ε + ε + χc(X) + ε + χc( f )

≤ eyz (yz, z) + eyz (z, x) + 3ε + χc(X) + χc( f )

≤ ε + χc(X) + eyz (z, x) + 3ε + χc(X) + χc( f )

≤ d(x, z) + 2χc(X) + χc( f ) + 4ε .

This, by 5.4.1 and the arbitrariness of ε and ω proves our claim. ��
Note that the first inequality in the foregoing theorem implies that the forgetful

functor from UG to UAp is index-true.

5.4.5 Corollary (Unif) A uniformly continuous map is continuous and if X and X ′
are uniform spaces and X is compact then a continuous map f : X −→ X ′ is
uniformly continuous.

One of the forms of the index of compactness χc(X) making use of a basis H
for the gauge, is

χc(X) := sup inf
ϕ∈H X Y∈2(X)

sup inf
z∈X x∈Y

ϕ(x)(x, z).

In the underlying approach space (X, Ĝ ) of a uniform gauge space (X,G ) with
basis H the foregoing formula for χc(X) need not be changed since H is then a
basis both for G and for Ĝ . Thus for instance G itself (which is a basis for Ĝ ) can
be taken.

5.4.6 Definition (Index of precompactness) For a uniform gauge space (X,G ) its
index of precompactness is defined as

χ pc(X) = sup inf sup inf
d∈G Y∈2(X) z∈X x∈Y

d(x, z)

If χ pc(X) = 0 then we will say that X is 0-precompact.

It is interesting to compare the formulas for χc (for the underlying approach
space) and χ pc (for the uniform gauge space itself). What we see is that they are
entirely the same except for the first supremum, which in the case of compactness
ranges over the set G X and in the case of precompactness ranges over the set G .
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In the approach case, which is a local theory, the metrics must be allowed to vary
from point to point, and in the uniform gauge case, which is a global or uniform
theory, the same metric has to be chosen in every point.

5.4.7 Proposition The index of precompactness χ pc is (1, χuc)-layered.

Proof This follows from 5.4.1, 4.1.5 and 5.4.6. ��
5.4.8 Lemma If G is a uniform gauge on X, and if H and H ′ are bases for G ,
then for a filter F

sup
d∈H

inf{r | ∃x : Bd(x, r) ∈ F } = sup
d∈H ′

inf{r | ∃x : Bd(x, r) ∈ F }.

Proof It is sufficient to prove one inequality. Suppose that

sup
d∈H ′

inf{r | ∃x : Bd(x, r) ∈ F } < β

and let d ∈ H . Take ω > β and let ω − β > ε > 0. Choose d ′ ∈ H ′ such that
d ∧ ω ≤ d ′ + ε . Then there exist r < β and x ∈ X such that Bd ′(x, r) ∈ F . Now
if y ∈ Bd ′(x, r) then

d(x, y) ∧ ω ≤ d ′(x, y) + ε < r + ε

and thus d(x, y) < r + ε and hence Bd(x, r + ε) ∈ F . By the arbitrariness of ε this
proves that also supd∈H inf{r | ∃x : Bd(x, r) ∈ F } ≤ β . ��
5.4.9 Definition (Cauchy index) If X is a uniform gauge space and ifH is a gauge
basis, then for F ∈ F(X) we define the Cauchy index of F as

χcy(F ) := sup
d∈H

inf{r | ∃x ∈ X : Bd(x, r) ∈ F }

If χcy(F ) = 0wewill say thatF isCauchy (for theUG-structure). By the foregoing
lemma this number is well-defined as it is independent of the chosen basis. Note that
another way of writing the Cauchy index is

χcy(F ) := sup inf
d∈H x∈X

λdF (x).

5.4.10 Proposition In a uniform gauge space a filter is Cauchy if and only if it is
Cauchy for the uniform coreflection.

Proof This follows from the definition. ��
In the foregoing we have already mentioned the asymptotic radius of a sequence.

We recall that for a sequence (xn)n in ametric space (X, d) this is infx∈X λd 〈(xn)n〉 (x)
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and as we have seen in the section on completeness inApp, it turns out that this value,
in the general setting of uniform approach spaces, is actually also a kind of Cauchy
index of the sequence, which, in hindsight and keeping in mind the actual meaning
of an asymptotic radius, makes perfect sense.

5.4.11 Definition (Local Cauchy index) Let X be a uniform approach space and
F ∈ F(X). Then we define the local Cauchy index of F as

χ lcy(F ) := inf
x∈X

λF (x)

Note that in a metric space the Cauchy index and the local Cauchy index coincide
and that in a uniform gauge space

χcy(F ) = sup
d∈G

χd
cy(F ) = sup

d∈G
χd

lcy(F ).

Given a specific symmetric gauge basisH , we define theH -width of F as

ωH (F ) := sup
d∈H

inf
F∈F

diamd(F).

5.4.12 Example In contrast with the result of 5.4.8, the value ωH F is dependent
on the particular choice of gauge basis. It is shown in 3.1.20 that the families D :=
{da | a > 0} and D ′ := {dE} where dE stands for the Euclidean metric on R and
where, for each a > 0, da is defined by

da(x, y) := |((−a) ∨ (x ∧ a)) − ((−a) ∨ (y ∧ a))|

generate the same gauge. However, if we consider the filterF generated by the col-
lection {[n, ∞ [| n ∈ N }, then it is immediately verified that ωD (F ) = 0, whereas
ωD ′(F ) = ∞.

5.4.13 Proposition If X is a uniform approach space with symmetric gauge basis
H and F ∈ F (X), then

λF ≤ αF + ωH (F ).

Proof We prove this for a metric space, the general result then is an immediate
consequence since in the general case all three terms are obtained taking suprema
over the metrics in the gauge. If ωd(F ) = ∞ there is nothing to show. Suppose
therefore that ωd(F ) < ∞, let x ∈ X , and let ε > 0. Choose Fε ∈ F such that

diamd (Fε ) ≤ ωd(F ) + ε .

For all y, z ∈ Fε we then have that

d (x, y) ≤ d (x, z) + ωd(F ) + ε

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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and thus
sup
y∈Fε

d (x, y) ≤ δd (x, Fε ) + ωd(F ) + ε,

which implies that

λdF (x) = inf sup
F∈F y∈F

d (x, y)

≤ sup
y∈Fε

d (x, y)

≤ δd (x, Fε ) + ωd(F ) + ε
≤ αdF + ωd(F ) + ε,

which, by the arbitrariness of ε , proves the result. ��
5.4.14 Corollary If X is a uniform approach space with symmetric gauge basis H
and F ∈ F(X) is U (H )-Cauchy, then λF = αF .

5.4.15 Theorem If X is a uniform approach space and F ∈ F(X), then

λF ≤ αF + 2χ lcy(F ).

Proof By 5.4.13 we only need to remark that ωG (F ) ≤ 2χ lcy(F ). ��
The foregoing result generalizes what was already shown in 3.5.5. Note also that

the index of local compactness of X can now be written as

χ lc(X) = sup
F∈F(X)

(χc(F ) � χ lcy(F )).

5.4.16 Proposition If X is a uniform gauge space and F ∈ F(X), then

χcy(F ) ≤ χ lcy(F ).

Proof If G is the uniform gauge of the space then the result follows from the obvious
fact that supd∈G infx∈X λdF (x) ≤ inf x∈X supd∈G λdF (x). ��
5.4.17 Example Let X := R\{0}be the uniformUG-spacewith the usual uniformity.
The uniform gauge is then generated by the basis {ndE | n ≥ 1}. Consider the filter
F := {V \ {0} | V ∈ VE(0)}. Then χcyF = 0 and χ lcyF = ∞.

5.4.18 Corollary In a uniform gauge space a filter which is Cauchy for the under-
lying approach structure is Cauchy in the uniform gauge space.

5.4.19 Theorem If X is a uniform gauge space and F ∈ F(X), then

λF ≤ αF + 2χcyF .
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Proof Again, it is sufficient to prove this for a metric space since all terms in the
above inequality are obtained as a supremum over the metrics in the gauge. For λ
and α this is by definition and for χcy we use the remark following Definition 5.4.11.
The result then follows from 5.4.15. ��
5.4.20 Example The inequality in the foregoing result can, in general, be strict.
Consider the real line R equipped with the usual Euclidean metric and consider the
sequence (xn)n where

xn :=
{
1 n even,

−1 n odd.

Then λ 〈(xn)n〉(0) = α〈(xn)n〉(0) = 1 and χcy〈(xn)n〉 = 2. On the other hand the
inequality is also best possible since λ 〈(xn)n〉(1) = 2 and α〈(xn)n〉(1) = 0.

5.4.21 Corollary (Unif) In a uniform space a Cauchy filter adheres to a point if and
only if it converges to that point and a convergent filter is Cauchy.

In particular cases we can improve the general bounds given above. In the follow-
ing few results we are always considering the approach structure and uniform gauge
structure generated by the metric and the set of adherence points of a filter is always
considered in the topology determined by the metric.

5.4.22 Proposition If (X, d) is a metric space and F ∈ F(X), then

1

2
ωdF ≤ λF ≤ αF + ωdF .

Proof Let x ∈ X and ε > 0. To prove the first inequality let F ∈ F and take
z, y ∈ F such that d(z, y) + 2ε ≥ diamd(F). Then it follows that

diamd(F) ≤ 2(sup
t∈F

d(x, t) + ε)

and the result follows from 2.3.1.
To prove the second inequality let F ∈ F be such that diamd(F) ≤ ωdF + ε .

Then we have that
sup
y∈F

d(x, y) ≤ δd(x,F) + ωdF + ε

and again the result follows from 2.3.1. ��
5.4.23 Proposition If (X, d) is a metric space and F ∈ F(X) is total, then

1

2
diamd(adhF ) ≤ λF ≤ αF + diamd(adhF ).

Proof It follows from Vaughan (1976a) that for any ε > 0 we have (adhF )(ε) ∈ F ,
hence for a total filter it follows that ω{d}F = diamd(adhF ) and the result follows
from 5.4.22. ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_2
http://dx.doi.org/10.1007/978-1-4471-6485-2_2


212 5 Uniform Gauge Spaces

In the following results conv(A) stands for the convex hull of A.

5.4.24 Theorem If X is a real Hilbert space and F ∈ F(X) is total, then for any
x ∈ X there exists x∗ ∈ conv(adhF ) such that λF (x∗) ≤ λF (x).

Proof Since F is total it follows from Vaughan (1976b) that adhF and hence also
conv(adhF ) is compact.Now it suffices to take x∗ the projection of x on conv(adhF )

and the result then follows from 3.2.6. ��
The previous result shows that in a Hilbert space best convergence is achieved on

the convex hull of the set of adherence points. An old result of Jung (1901) allows
us to improve this further.

5.4.25 Theorem If X is a real Hilbert space of dimension n and F ∈ F(X) is total,
then there exists x ∈ conv(adhF ) such that

λF (x) ≤
(

n

2(n + 1)

) 1
2

diamd(adhF )

and if X is infinite dimensional, then there exists x ∈ conv(adhF ) such that

λF (x) ≤ 1√
2
diamd(adhF ).

Proof If X has dimension n then Jung’s theorem, (Jung 1901), says we can find a
ball B with radius less than

(
n

2(n + 1)

) 1
2

diamd(adhF )

such that adhF ⊆ B. Since we can take the center x of this ball in conv(adhF ) the
result follows from 3.2.6.

If X is infinite dimensional then, since adhF is compact, for each n ∈ N0 we can
find a finite subset An ⊆ adhF such that

adhF ⊆
⋃

a∈An

B(a,
1

n
).

Let Xn be the finite dimensional subspace of X spanned by An with dimension m(n).
Then again by Jung’s theorem, we can find xn ∈ conv(An) ⊆ Xn such that

An ⊆ B

(

xn,

(
m(n)

2(m(n) + 1)

) 1
2

diamd(An)

)

⊆ B

(
xn,

1√
2
diamd(An)

)
.

Then it follows that

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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adhF ⊆ B

(
xn,

1

n
+ 1√

2
diamd(adhF )

)
.

Since conv(An) ⊆ conv(adhF ) and since the latter set is compact there exists
a subsequence (xkn )n which converges to some x ∈ conv(adhF ). Then for any
y ∈ adhF and n ∈ N0 it follows that

‖x − y‖ ≤ ‖x − xkn ‖ + 1

kn
+ 1√

2
diamd(adhF )

and the result follows letting n −→ ∞ and applying 3.2.6. ��
5.4.26 Example All foregoing results are in general best possible. For 5.4.22 and
5.4.23 this is seen taking X = R equippedwith the usual Euclideanmetric and taking
the filter generated by a sequence for which x2n = a, x2n+1 = b and a �= b (see also
5.4.20). For 5.4.25 this follows from the fact that the bounds in Jung’s theorem are
best possible.

5.4.27 Theorem If X is a uniform gauge space, then

χ pc(X) = sup
U ∈U(X)

χcy(U ).

Proof Suppose that χ pc(X) > α then there exists d ∈ G such that

{X \ Bd(x, α) | x ∈ X}

has the finite intersection property and hence there exists an ultrafilterU containing
this collection. Now since Bd(x, α) ∈ U would yield a contradiction, it follows that
χcy(U ) > α . Conversely, if χ pc(X) < α then for each d ∈ G there exists a finite
subset Y ⊆ X such that ∪y∈Y Bd(y, α) = X . If U is an ultrafilter then it follows
that for some y ∈ Y , Bd(y, α) ∈ U and hence it follows that χcy(U ) < α . ��
5.4.28 Corollary (Unif)A uniform space is precompact if and only if each ultrafilter
is Cauchy.

5.4.29 Proposition (Unif, Met) A uniform UG-space (X,GU ) is 0-precompact if
and only if (X,U ) is precompact and analogously a metric uniform gauge space
(X,Gd) is 0-precompact if and only if (X, d) is precompact and χ pc(X) < ∞ if and
only if X is bounded.

Proof This follows from the definitions and is analogous to 4.3.11 and 4.3.12. ��
5.4.30 Theorem If X is a uniform gauge space, then

χ pc(X) ≤ χc(X).

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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Proof This follows from 5.4.16 and 5.4.27 since

χ pc(X) = sup
U ∈U(X)

χcy(U )

≤ sup
U ∈U(X)

χ lcy(U )

= sup inf
U ∈U(X) x∈X

λU (x)

≤ inf sup
x∈X U ∈U(X)

λU (x) = χc(X).
��

5.4.31 Corollary (Unif) If a uniform space has a compact underlying topology, then
it is precompact.

5.4.32 Proposition If X is a uniform gauge space and A1, . . . , An are subsets of
X, then

χ pc(∪n
i=1Ai ) ≤ n

sup
i=1

χ pc(Ai ).

Proof This is analogous to 4.3.22 and is left to the reader. ��
5.4.33 Proposition If f : X −→ X ′ is a function between uniform gauge spaces
and F ∈ F(X), then

χcy( f (F )) ≤ χcy(F ) + χuc( f ).

Proof Let d ′ ∈ G ′ and ε > 0 then we can find d ∈ G such that

d ′ ◦ ( f × f ) ≤ d + χuc( f )

and x ∈ X and r < χcy(F )+ ε such that Bd(x, r) ∈ F . It now suffices to note that

f (Bd(x, r)) ⊆ Bd ′( f (x), r + χuc( f )). ��
5.4.34 Corollary (Unif) The uniformly continuous image of a Cauchy filter is
Cauchy.

5.4.35 Theorem If f : X −→ X ′ is a function between uniform gauge spaces and
A ⊆ X, then

χ pc( f (A)) ≤ χ pc(A) + χuc( f )

and in particular if f is a uniform contraction and A is 0-precompact then f (A) is
0-precompact.

Proof Since every ultrafilter containing f (A) is the image of an ultrafilter containing
A this follows at once from 5.4.27 and 5.4.33. ��
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All inequalities in 5.4.30–5.4.35 are in general strict as can already be seen from
the classical case.

5.4.36 Corollary (Unif) The uniformly continuous image of a precompact set is
precompact.

5.5 Quasi-UG Spaces, the Non-symmetric Variant

Just as for uniform spaces there is a non-symmetric variant toUG. The basic concepts
concerning saturation remain unaltered with the proviso that we are now not dealing
with metrics but with quasi-metrics.

Given a set X , a collection G ⊆ qMet(X) and a metric d ∈ qMet(X), we will
say that d is dominated by G , or that G dominates d, if for all ε > 0 and ω < ∞
there exists a dε,ω ∈ G such that

d ∧ ω ≤ dε,ω + ε .

We will then also say that the family (dε,ω )ε>0,ω<∞ dominates d.
Further we will say that a collection of quasi-metrics G is saturated, if any quasi-

metric d which is dominated by G already belongs to G .

5.5.1 Definition (Quasi-uniform gauge) An ideal in qMet(X) is called a quasi-
uniform gauge if it fulfils the following property.

(qUG1) G is saturated.

A subset H of qMet(X) is called a quasi-uniform gauge basis if it is an ideal
basis in qMet(X).

In order to derive the quasi-uniform gauge from a quasi-uniform gauge basis, as
before, we require the same saturation operation as for uniform gauge spaces.

Given a subset D ⊆ qMet(X) we define

D̃ := {d ∈ Met(X) | D dominates d}.

We call D̃ the (quasi-uniform) saturation of D .
An ideal basisH inMet(X) is said to be a basis for a quasi-uniform gauge G if

H̃ = G . In this case we also say thatH generates G or that G is generated by H .

5.5.2 Proposition If H is a quasi-uniform gauge basis, then H̃ is a quasi-uniform
gauge with H as basis and if H is a basis for a quasi-uniform gauge G , then it is
a quasi-uniform gauge basis.

Proof This is analogous to 1.1.16 and we leave this to the reader. ��
5.5.3 Definition A pair (X,G ) where G is a quasi-uniform gauge on X is called a
quasi-uniform gauge space or shortly a qUG-space.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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5.5.4 Definition Let (X,G ) and (X ′,G ′) be quasi-uniform gauge spaces and let
f : X −→ X ′ be a function. Then f is a called a quasi-uniform contraction if

∀d ∈ G ′ : d ◦ ( f × f ) ∈ G .

From the saturation condition it is easily seen that this is equivalent to the statement
that

∀d ∈ G ′, ∀ε > 0, ∀ω < ∞, ∃e ∈ G : d ◦ ( f × f ) ∧ ω ≤ e + ε .

Quasi-uniform gauge spaces and quasi-uniform contractions form a category
which we denote qUG.

5.5.5 Theorem qUG is a topological category.

Proof Given quasi-uniform gauge spaces (X j ) j∈J , consider the source

( f j : X −→ X j ) j∈J

in qUG. If, for each j ∈ J , H j is a basis for the quasi-uniform gauge of X j , then a
basis for the initial quasi-uniform gauge on X is given by

H :=
{

sup
j∈K

d j ◦ ( f j × f j )|K ∈ 2(J ),∀ j ∈ K : d j ∈ H j

}

.
��

5.5.6 Definition (Quasi-uniform tower)Let X be a set.A family offilters (Uε )ε∈R+
on X × X is called a quasi-uniform tower (on X) if it fulfils the following properties.

(qUT1) ∀ε ∈ R
+,∀U ∈ Uε : ΔX ⊆ U .

(qUT2) ∀ε, ε ′ ∈ R
+ : Uε ◦ Uε ′ ⊇ Uε+ε ′ .

(qUT3) ∀ε ∈ R
+ : Uε : ⋃

α>ε Uα .

Thus, a quasi-uniform tower is a family of quasi-semi-uniformities satisfying (qUT2)
and (qUT3). We recall that a quasi-semi-uniformity on X is a filter on X × X such
that all members of the filter contain the diagonal. Also note that by (qUT2), U0 is
actually a quasi-uniformity.

5.5.7 Theorem (qUT ⇒ qUG) If (Uε )ε∈R+ is a quasi-uniform tower on X, then

G := {d ∈ qMet(X) | ∀ε ∈ R
+,∀α > ε : {d < α} ∈ Uε }

is a quasi-uniform gauge and for any ε , the quasi-uniformity Uε is generated by
{{d < α} | d ∈ G , α > ε}.
Proof This is analogous to 5.1.9 and we leave this to the reader. ��
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5.5.8 Theorem (qUG ⇒ qUT) If G is a quasi-uniform gauge on X, then the family
(Uε )ε∈R+ , where for every ε ∈ R

+, Uε is the quasi-semi-uniformity generated by

{{d < α} | d ∈ G , α > ε}

is a quasi-uniform tower and G = {d ∈ qMet(X) | ∀ε ∈ R
+,∀α > ε : {d < α} ∈

Uε }.
Proof This is analogous to 5.1.10 and we leave this to the reader. ��
5.5.9 Theorem If f : X −→ X ′ is a function between quasi-uniform gauge spaces,
then, in terms of the associated towers, it is a quasi-uniform contraction if and only
if f : (X,Uε ) −→ (X ′,U ′

ε ) is quasi-uniformly continuous for each ε ∈ R
+.

Proof This is analogous to 5.1.11 and we leave this to the reader. ��
Given a quasi-uniform space (X,U ), we associate with it a natural quasi-uniform

gauge space by simply taking as quasi-uniform gauge the collection of all quasi-
uniformly continuous metrics.

Suppose (X,U ) is a quasi-uniform space. Then the collection GU of all quasi-
uniformly continuous metrics is a quasi-uniform gauge and the associated quasi-
uniform tower is (Uε := U )ε .

A quasi-uniform gauge space of type (X,GU ), for some quasi-uniformity U
on X , will be called a quasi-uniform quasi-uniform gauge space or somewhat less
unfortunate, a quasi-uniform qUG-space.

It is evident that if (X,U ) and (X ′,U ′) are quasi-uniform spaces and f : X −→
X ′ is quasi-uniformly continuous then for any quasi-uniformly continuous metric
d on X ′ we have that d ◦ ( f × f ) is a quasi-uniformly continuous metric on X .
Hence we immediately have that the concrete functor from qUnif to qUG which
takes (X,U ) to (X,GU ) is a full embedding of qUnif into qUG.

As was the case for Unif in UG, here too we will be able to show that the above
embedding is both concretely reflective and concretely coreflective.

5.5.10 Theorem qUnif is embedded as a concretely reflective subcategory of qUG.

Proof This is analogous to 5.2.3 and we leave this to the reader. ��
As was the case for UG, again the qUnif-reflection of a qUG-space is not partic-

ularly interesting, hence we also do not describe it here.
Given a quasi-uniform gauge space (X,G ) the collection

U (G ) := {U ⊆ X × X | ∃ε > 0, ∃d ∈ G : {d < ε} ⊆ U }

is a quasi-uniformity on X . This quasi-uniformity also is simply the quasi-uniformity
generated by the collection of metrics G and it is also U0 in the associated tower.
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5.5.11 Theorem qUnif is embedded as a concretely coreflective subcategory of
qUG. For any quasi-uniform gauge space (X,G ), its qUnif-coreflection is given by

1X : (X,GU (G )) −→ (X,G ).

Proof This is analogous to 5.2.6 and we leave this to the reader. ��
Given a quasi-metric space (X, d), we associate with it a natural quasi-uniform

gauge space in exactly the same way as for UG.
Suppose (X, d) is a quasi-metric space. Then the collection

Gd := {e ∈ qMet(X) | e ≤ d}

is a quasi-uniform gauge.
A quasi-uniform gauge space of type (X,Gd), for some quasi-metric d on X ,

will be called a quasi-metric quasi-uniform gauge space or shortly a quasi-metric
qUG-space. If (X, d) and (X ′, d ′) are quasi-metric spaces and f : X −→ X ′ is
non-expansive then for any quasi-metric e′ ≤ d ′ on X ′ we obviously have that
e′ ◦ ( f × f ) ≤ d. Hence the concrete functor from qMet to qUGwhich takes (X, d)

to (X,Gd) is a full embedding of qMet in qUG.
Given a quasi-uniform gauge space (X,G ) we define the metric dG := supG .

5.5.12 Theorem qMet is embedded as a concretely coreflective subcategory of
qUG. For any quasi-uniform gauge space (X,G ), its qMet-coreflection is deter-
mined by dG .

Proof This is analogous to 5.2.11 and we leave this to the reader. ��
As before, a quasi-uniform gauge space (X,G ) is a quasi-metric quasi-uniform

gauge space if and only if G satisfies any of the following equivalent conditions

1. supG ∈ G .

2. G is closed under the formation of arbitrary suprema.

Just as in the case of UG, qMet is not embedded reflectively in qUG. In particular
it is not stable under the formation of infinite products. Taking an infinite product
of metric uniform gauge spaces in qUG, provides the underlying product set with a
quasi-uniform gauge structure which, in general, is neither quasi-metric nor quasi-
uniform but which has as quasi-uniform coreflection precisely the product quasi-
uniformity of the quasi-uniformities underlying the quasi-metrics. In particular we
again have the following theorem.

5.5.13 Theorem Any quasi-uniform gauge space (X,G ) is a subspace of a product
of quasi-metric spaces in qUG, i.e. qUG is the epireflective hull of the subcategory
of quasi-metric quasi-uniform gauge spaces.

Proof This is analogous to 5.2.13 and we leave this to the reader. ��
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5.5.14 Definition If (X,G ) is a quasi-uniform gauge space then the local saturation
Ĝ is a gauge on X. We call (X, Ĝ ) the underlying approach space of (X,G ).

In contrast with theUG-case, now this underlying approach space obviously need
not be uniform.

IfH ⊆ qMet(X) is an ideal, then it is at the same time a basis for a quasi-uniform
gauge and for a gauge. Again, since the various other associated structures can be
derived from a basis for the gauge we immediately obtain the same formulas for
the various associated approach structures underlying a quasi-uniform gauge space.
Thus, if (X,G ) is a quasi-uniform gauge space with basis H for G then e.g.

δĜ (x, A) = sup inf
d∈H y∈A

d(x, y)

and
λĜ F (x) = sup inf sup

d∈H F∈F y∈F
d(x, y)

and analogously for the other structures.
Suppose that X and X ′ are quasi-uniform gauge spaces and that f : X −→ X ′ is

a function. If f is a quasi-uniform contraction, then it is a contraction.

5.5.15 Theorem App is a full subcategory of qUG.

Proof This is analogous to 5.3.3 and we leave this to the reader. ��
5.5.16 Theorem The concrete functor from qUG to App which takes (X,G ) to
(X, Ĝ ) is a forgetful functor and is left adjoint to the embedding of App in qUG. In
other words, App is coreflectively embedded in qUG.

Proof This is analogous to 5.3.4 and we leave this to the reader. ��
The relation among the categories which we have seen is depicted in the following

diagram.

qUG

��

qUnif

��

� �c
r

qMet

c
����������

c

����������

App

c

��

Top

c

��

� �c
r

Finally we see that UG and qUG fill in the place of respectively the third and
fourth question marks in the diagram of the introduction. At the end of this section
we can now moreover see the complete picture of the situation of both the local and
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Met UG qUG qMet

mUnif Unif qUnif qmUnif

Met UAp App qMet

mTop CReg Top qmTop

Fig. 5.1 The categorical position of UG and qUG with regard to UAp and App

the uniform approach theories and how they relate to topological, uniform andmetric
theories.

The curved arrows are forgetful functors. All other arrows are embeddings, which
depending case by case (see text) can be either concretely reflective, concretely
coreflective or both (Fig. 5.1).

5.6 Comments

1. Approach uniformity
It is possible to give a description of the structure of uniform gauge spaces in a

similar way as approach system do for approach spaces. This leads to the definition of
what is called (in Lowen and Windels 1998; Windels 1997) an approach uniformity.
An approach uniformity is an ideal Γ in PX×X satisfying the following axioms:

(AU1) ∀γ ∈ Γ,∀x ∈ X : γ(x, x) = 0.
(AU2) ∀ξ ∈ P

X×X : (∀ε > 0,∀ω < ∞, ∃γω
ε ∈ Γ : ξ ∧ ω ≤ γω

ε + ε) ⇒ ξ ∈ Γ .
(AU3) ∀γ ∈ Γ,∀ω < ∞, ∃γω ∈ Γ,∀x, y, z ∈ X : γ(x, z) ∧ ω ≤ γω (x, y)

+ γω (y, z).
(AU4) ∀γ ∈ Γ : γs ∈ Γ where γs(x, y) := γ(y, x).

Note that (AU2) is nothing else but a typical saturation condition, comparable to
(A2) and that (AU3) is an interlinking condition comparable to (A3). The way to
go from an approach uniformity Γ to its associated uniform gauge G is by simply
taking G to be the set of all metrics in Γ and conversely to go from the uniform
gauge to the approach uniformity by taking Γ to be the saturation of G in PX×X .



5.6 Comments 221

2. Approach quasi-uniformity
Note that the same comment as 1 holds for the “quasi”-case. There too the structure

can be defined by what we could call an approach quasi-uniformity. Obviously this
then is a system satisfying all the conditions above except (AU4)

(AqU1) ∀γ ∈ Γ,∀x ∈ X : γ(x, x) = 0.
(AqU2) ∀ξ ∈ P

X×X : (∀ε > 0,∀ω < ∞, ∃γω
ε ∈ Γ : ξ ∧ ω ≤ γω

ε + ε) ⇒ ξ ∈ Γ .
(AqU3) ∀γ ∈ Γ,∀ω < ∞, ∃γω ∈ Γ,∀x, y, z ∈ X : γ(x, z) ∧ ω ≤ γω (x, y)

+ γω (y, z).

See also the PhD thesis of Windels (1997).

3. Approach covering structures
In his PhD thesisBartWindels also considered another characterization of uniform

gauge space by what he called “approach covering structures”, a description similar
to the way uniform structures can be characterized by certain covering structures
(Windels 1997). Given a set X an approach covering on X is a collection of functions
A ⊆ P

X satisfying the following properties.

(C1) ∀x ∈ X, ∃ f ∈ A : f (x) = 0
(C2) ∀ f ∈ A , ∃x ∈ X : f (x) = 0

If A and B are approach coverings on X then A ≺ B if for all f ∈ A there
exists a g ∈ B such that g ≤ f . For ε > 0 and ω < ∞, A is called an (ε, ω)-
refinement of B, denoted by A ≺ε

ω B if for all f ∈ A there exists g ∈ B such
that g ∧ ω ≤ f + ε . Further, A is called an ω-star-refinement of B, denoted by
A ≺∗

ω B if for all f ∈ A there exists g ∈ B such that for all h ∈ A we have
g ∧ ω ≤ inf( f + h) + h. An approach covering structure on X is a collection Φ of
approach coverings satisfying the following conditions.

(CS1) A ∈ Φ and A ≺ B ⇒ B ∈ Φ.
(CS2) A ,B ∈ Φ ⇒ A ∧ B ∈ Φ.
(CS3) ∀A ∈ Φ and ω < ∞, ∃B ∈ Φ : B ≺∗

ω A .
(CS4) (∀ε > 0,∀ω < ∞, ∃A ∈ Φ : A ≺ε

ω B) ⇒ B ∈ Φ.



Chapter 6
Extensions of Spaces and Morphisms

Creativity is a natural extension of our enthusiasm.
(Earl Nightingale)

Every extension of knowledge arises from making the conscious
the unconscious.

(Friedrich Nietzsche)

As we have seen, the fact that App contains both Top and Met as full and isomor-
phism-closed subcategories has as a consequence that approach spaces have both
a topological and a metric side to them. Thus, it for instance turns out that we can
consider both a notion of completion and a notion of compactification, at least for
uniform approach spaces. In the first section of the present chapter we construct a
completion in App which coincides with the usual completion in the case of metric
spaces and which is a firm epireflection from the subcategory of Hausdorff uniform
approach spaces to the subcategory of complete Hausdorff uniform approach spaces.

In the second section we consider the case of UG. Here the situation is far more
simple. Completeness, almost by definition, is equivalent to the completeness of
the underlying uniform space and hence the construction of a completion follows
the same lines as the construction of completion for uniform spaces. In particular
the underlying set of the completion is just the same as the underlying set of the
completion of the uniform coreflection. Here too we obtain a firm epireflection from
the subcategory of Hausdorff uniform gauge spaces to the subcategory of complete
Hausdorff uniform gauge spaces.

In the third section, the compactification which we will construct in App is a
Čech-Stone-type compactification. By this we mean that it is an epireflection from
the subcategory ofHausdorff uniform approach spaces to the subcategory of compact
Hausdorff uniform approach spaces, in particular it is the unique compactification of
a uniform approach space X to which contractions from X to Hausdorff compact uni-
form approach spaces have unique extensions. It is well known that compactifications
do not often preserve metrizability. For instance a nontrivial Čech-Stone compacti-
fication is never metrizable and even if a compactification is metrizable, then it need
not be metrizable by an extension of the given metric. This is the case for instance
with the Alexandroff compactification of R. In UAp, as we will see the situation is
better. We also give an alternative characterization of this compactification. It turns
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224 6 Extensions of Spaces and Morphisms

out that the underlying set of the compactification coincides with the underlying set
of the Smirnov compactification of an associated proximity space (see Naimpally
and Warrack 1970). This then provides us with a tangible description of the points
of the compactification comparable to the description of the points of the classical
Čech-Stone compactification as being maximal zero-filters (see Gillman and Jerison
1976). Finally we also see that our Čech-Stone compactification can be described
as the underlying approach space of the completion of a particular uniform gauge
space.

6.1 Completion in UAp

In this section, Cauchy filters are always meant in the sense of 3.5.1.
In order to construct a completion for uniform approach spaces we proceed as in

the case of the metric or the uniform completion, by first enlarging the space and
then extending the structure (see Chap. 3 for the definition of completeness).

Let X be a uniform approach space. For any Cauchy filterF , put

C(F ) := {G ∈ F(X)|G Cauchy, G ⊆ F },

and let
MF :=

⋂

G∈C(F )

G .

Given Cauchy filters F and G we will say that they are equivalent if F ∩ G
is a Cauchy filter, and we denote this by F ∼ G . This is indeed an equivalence
relation. Symmetry and reflexivity are evident. If F ∼ G and G ∼ H , then it
follows from 3.5.5 that λF = λ (F ∩ G ) = λG = λ (G ∩ H ) = λH . Hence,
λ (F ∩ H ) = λF ∨ λH = λF which implies that F ∼ H .

6.1.1 Proposition Let X be a uniform approach space and let F and G be Cauchy
filters. Then the following properties hold.

1. MF is the smallest Cauchy filter coarser than F and λMF = λF .
2. F and G are equivalent if and only if λF = λG .
3. MF is the minimal element of the set of all Cauchy filters which are equivalent

with F .

Proof 1. It follows from (L2) and 3.5.5 that

λMF = sup
G∈C(F )

λG = sup
G∈C(F )

λF = λF .

By definition this then also implies thatMF is a Cauchy filter, which by construction
is of course the smallest one coarser thanF .

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
http://dx.doi.org/10.1007/978-1-4471-6485-2_3
http://dx.doi.org/10.1007/978-1-4471-6485-2_3
http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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2. IfF ∼ G , then it follows from 3.5.5 that λF = λ (F ∩G ) = λG . Conversely
if λF = λG , then λ (F ∩ G ) = λF ∨ λG = λF which implies that F ∩ G is a
Cauchy filter and hence that F ∼ G .

3. That MF is equivalent with F follows from 1 and 2. If G is equivalent with
F then by 1, MF ⊆ F ∩ G ⊆ G and, hence, MF is minimal. ��

A filter of type MF will be called a minimal Cauchy filter.

6.1.2 Proposition If X is a uniform approach space, then, for any x ∈ X, the
neighbourhood filter V (x) in the Top-coreflection is a minimal Cauchy filter.

Proof Since λV (x)(x) = 0 it follows that V (x) is a Cauchy filter. If G ⊆ V (x) is
a Cauchy filter, then it follows from 3.5.5 that λG (x) = λV (x)(x) = 0 and hence
G converges to x in the Top-coreflection of (X, δ ). Consequently, G ⊇ V (x) which
proves that V (x) is minimal. ��

Now let D be a symmetric gauge basis for X and let F be a Cauchy filter, then
it follows from 3.5.3 that it is also a U (D)-Cauchy filter. Consequently, there is a
minimal U (D)-Cauchy filter contained inF . This filter, which we denote byFD ,
is generated by the basis

{
F (ε)

d | d ∈ D, F ∈ F , ε > 0
}

,

where, for any d ∈ D , F ∈ F , and ε > 0,

F (ε)
d := {

x ∈ X | δ d(x, F) ≤ ε
}
.

6.1.3 Proposition If X is a uniform approach space, D is a symmetric gauge basis,
and F is a Cauchy filter, then FD = MF .

Proof Let F be a Cauchy filter. Then, for any x ∈ X , we have

λFD (x) = sup
d∈D

inf
d ′∈D

inf
ε>0

inf
F∈F

sup
z∈F (ε)

d′
d(x, z)

≤ sup
d∈D

inf
ε>0

inf
F∈F

sup
z∈F (ε)

d

d(x, z)

≤ sup
d∈D

inf
F∈F

inf
ε>0

(sup
z∈F

d(x, z) + ε)

= λF (x).

Consequently, it follows that FD too is a Cauchy filter. Since FD ⊆ F , the mini-
mality of MF implies that MF ⊆ FD . Conversely, MF is also a
U (D)-Cauchy filter, and thus it follows from the minimality of FD that
FD ⊆ MF . ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
http://dx.doi.org/10.1007/978-1-4471-6485-2_3
http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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Given a uniform approach space X we denote by X̂ the set of all minimal Cauchy
filters. Note that it follows from 6.1.3 that a minimal Cauchy filter has an open basis
in the Top-coreflection.

If D is a symmetric gauge basis for X then for any d ∈ D we define d̂ by

d̂(F ,G ) = sup
F∈F

sup
G∈G

inf
x∈F

inf
y∈G

d(x, y).

It follows from 6.1.3 that minimal Cauchy filters are also minimal U (D)-Cauchy
filters and hence the function d̂ is well defined.

6.1.4 Proposition If X is a uniform approach space and D is a symmetric gauge
basis then the set

D̂ := {
d̂ | d ∈ D

}

is a symmetric gauge basis on X̂ .

Proof It suffices to prove that D̂ is upwards directed. This follows from the fact
that, for any d, e ∈ D , we have d̂ ∨ ê ≤ d̂ ∨ e, as is easily verified. ��

The distance generated by D̂ will be denoted by δ̂ and analogously for the asso-
ciated structures.

6.1.5 Theorem If X is a Hausdorff uniform approach space, then the map

eX : X −→ X̂ : x → V (x)

is an embedding and thus X can be identified with the subspace eX (X) of X̂ . In
particular, if X is moreover complete then it is isomorphic to X̂ .

Proof Clearly eX is an injective map via which we can identify X with eX (X). It
now suffices to note that if D is a symmetric gauge basis which generates δ , then,
for any d ∈ D , we have

d̂(V (x),V (y)) = sup
F∈V (x)

sup
G∈V (y)

inf
u∈F

inf
v∈G

d(u, v) = d(x, y). ��
6.1.6 Proposition If (X, δ ) is a uniform approach space, C ∈ X̂ , and x ∈ X, then

λC (x) = δ̂ (C , {V (x)}).

Proof Let D be a symmetric gauge basis which generates δ . Applying 3.5.5 we
have

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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δ̂ (C , {V (x)}) = sup
d∈D

sup
d ′∈D

sup
ε>0

sup
A∈C

inf
z∈Bd′ (x,ε)

inf
y∈A

d(z, y)

= sup
d∈D

sup
ε>0

sup
A∈C

inf
z∈Bd (x,ε)

inf
y∈A

d(z, y)

= sup
d∈D

sup
A∈C

inf
y∈A

d(x, y)

= αC (x)

= λC (x). ��
6.1.7 Proposition The subset eX (X) is dense in (X̂ ,Tdδ̂

), i.e. with respect to the

topology generated by the Met-coreflection of δ̂ .

Proof By 6.1.6 we have, for any x ∈ X and C ∈ X̂ ,

dδ̂ (C ,V (x)) = δ̂ (C , {V (x)})
= λC (x),

and thus, since C is δ -Cauchy,

dδ̂ (C , eX (X)) = inf
x∈X

dδ̂ (C ,V (x))

= inf
x∈X

λC (x) = 0. ��
For any filterF on X , we will denote the filter generated on X̂ by the basis eX (F )

by F̂ . Note that ifF is a δ -Cauchy filter, then F̂ is a δ̂ -Cauchy filter.

6.1.8 Proposition If (X, δ ) is a uniform approach space and C ∈ X̂ , then

λ̂ Ĉ (C ) = 0.

Proof LetD be a symmetric gauge basis which generates δ . Fix ε > 0. Then, since
C is Cauchy, it follows from 3.5.2 that we can find x ∈ X such that, for all d ′ ∈ D ,
we have Bd ′(x, ε) ∈ C . Consequently, we obtain

λ̂ Ĉ (C ) = sup
d∈D

inf
A∈C

sup
a∈A

d̂(V (a),C )

= sup
d∈D

inf
A∈C

sup
a∈A

sup
A′∈C

inf
b∈A′∩A

d(a, b)

≤ sup
d∈D

inf
d ′∈D

sup
a∈Bd′ (x,ε)

sup
A′∈C

inf
b∈A′∩Bd′ (x,ε)

d(a, b)

≤ sup
d∈D

sup
a∈Bd (x,ε)

sup
A′∈C

inf
b∈A′∩Bd (x,ε)

d(a, b)

≤ 2ε

which by the arbitrariness of ε proves our claim. ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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In what follows wewill denote the full subcategory ofUAp consisting of all Haus-
dorff spaces by UAp2 and the full subcategory of UAp2 consisting of all complete
spaces by cUAp2. In order to prove our main theorem of this section we first have to
characterize the epimorphisms in UAp2.

6.1.9 Theorem A function is an epimorphism in UAp2 if and only if it is a contrac-
tion which has a dense image (with regard to the Top-coreflection).

Proof The if part follows from the analogous topological result. Let X, Y and Z be

UAp2-spaces and consider the diagram X
f �� Y

r ��
s

�� Z where f has a dense

image and r ◦ f = s◦ f . Applying the concrete coreflector toCReg2 we can conclude
that r = s.

To show the only-if part suppose that (X, δ X ) and (Y, δ Y ) are uniform approach
spaces,whereδ X is generatedbyDX andδ Y is generatedby the collectionof bounded
metrics DY . Further let

f : (X, δ X ) −→ (Y, δ Y )

be a non-dense contraction. Then there exists y0 ∈ Y such that

δ Y (y0, f (X)) > 0

and hence there further exists d0 ∈ DY such that

inf
x∈X

d0(y0, f (x)) > 0.

Now consider [0, ∞[ equipped with the Euclidean metric dE and define the map

θ : (Y, δ Y ) −→ ([0, ∞[, δ dE) : y −→ inf
x∈X

d0(y, f (x)).

Since, for all z ∈ Y , Z ∈ 2Y , we have

δ dE(θ (z), θ (Z)) = inf
z′∈Z

| inf
x∈X

d0(z, f (x)) − inf
x∈X

d0(z
′, f (x))|

≤ inf
z′∈Z

sup
x∈X

∣
∣d0(z, f (x)) − d0(z

′, f (x))
∣
∣

≤ inf
z′∈Z

d0(z, z′)

≤ δ Y (z, Z),

it follows that θ is a contraction. Clearly θ ◦ f = 0 whereas θ (y0) �= 0. The constant
map η = 0 is also a contraction and, since θ �= η whereas θ ◦ f = η ◦ f , it follows
that f is not an epimorphism. ��
6.1.10 Theorem A function is an extremal monomorphism in UAp2 if and only if it
is an injective contraction which has a closed image.
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Proof This goes in exactly the same way as the proof for Top2 (the full subcate-
gory of Top with objects all Hausdorff spaces) and we therefore leave this to the
reader. ��

We define Em to be the class of all embeddings in UAp2 which are dense for the
metric coreflection. Note that in 6.1.7 we showed that eX belongs to this class.

6.1.11 Theorem cUAp2 is an Em-reflective subcategory of UAp2. For any Haus-
dorff uniform approach space (X, δ ),

eX : (X, δ ) −→ (X̂ , δ̂ ) : x −→ V (x)

is an epireflection of (X, δ ) in cUAp2.

Proof 1. (X̂ , δ̂ ) is Hausdorff. This is clear since, by construction, its Top-coreflec-
tion is a subspace of the topological space underlying the uniform completion of
(X,U (D)).

2. (X̂ , δ̂ ) is complete.Toprove this, first of all note thatwe can restrict our attention
to showing that minimal δ̂ -Cauchy filters are convergent. Let Φ be such a minimal
δ̂ -Cauchy filter. Then, since it has an open basis, it has a trace on X , say F . Let
ε > 0. Then it follows from 6.1.8 that we can find C ∈ X̂ such that λ̂Φ(C ) ≤ ε and
next we can find x ∈ X such that λC (x) ≤ ε . Then from the fact that Φ ⊆ F̂ , that
λF (x) = λ̂F̂ (V (x)), and upon applying 1.2.70 and 6.1.6 it follows that

λF (x) ≤ λ̂Φ(V (x))

≤ λ̂Φ(C ) + δ̂ (C , {V (x)})
≤ 2ε,

which by the arbitrariness of ε implies that F is a δ -Cauchy filter.
Now, since Φ and F̂ are δ̂ -Cauchy filters and since M̂F ⊆ F̂ and Φ ⊆ F̂ , it

follows from 3.5.5 and 6.1.8 that

λ̂Φ(MF ) = λ̂F̂ (MF )

= λ̂ (̂MF )(MF )

= 0.

This proves that (X̂ , δ̂ ) is complete.
3. eX : (X, δ ) −→ (X̂ , δ̂ ) : x −→ V (x) determines an Em-reflection. That eX

belongs to Em follows from 6.1.7.
Now suppose that (Y, δ Y ) is a complete Hausdorff uniform approach space and

that

f : (X, δ ) −→ (Y, δ Y )

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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is a contraction. If C ∈ X̂ , then f (C ) is a δ Y -Cauchy filter and thus there exists a
unique point yc ∈ Y such that λY f (C )(yc) = 0. We define

f̂ : X̂ −→ Y : C −→ yc.

Since, for any x ∈ X , we have that λY f (V (x))( f (x)) = 0 it follows that the diagram

(X, δ )

eX

��

f �� (Y, δ Y )

(X̂ , δ̂ )

f̂

�����������

commutes.Moreover, since eX is an epimorphism, f̂ is the only functionwhichmakes
the diagram commute. So all that remains to be shown is that it is a contraction. Let
ε > 0 and let us denote by

ε : X̂ −→ X

an arbitrary fixed map which for each x ∈ X and C ∈ X̂ fulfils

ε(V (x)) = x and λC (ε(C )) ≤ ε .

Now, if C ∈ X̂ and Γ ∈ 2X̂ , then

δ Y ( f (ε(C )), f (ε(Γ))) ≤ δ (ε(C ), ε(Γ))

= δ̂ (V (ε(C )), eX (ε(Γ)))

≤ δ̂ (V (ε(C )), {C }) + δ̂ (C , Γ) + sup
C ′∈Γ

δ̂ (C ′, eX (ε(Γ))).

From the definition of ε it follows that

δ̂ (V (ε(C )), {C }) ≤ ε
and

sup
C ′∈Γ

δ̂ (C ′, eX (ε(Γ))) ≤ ε,

and consequently

δ Y ( f (ε(C )), f (ε(Γ))) ≤ δ̂ (C , Γ) + 2ε .

On the other hand we have that

δ Y ( f̂ (C ), f̂ (Γ)) ≤ δ Y ( f̂ (C ),
{

f (ε(C ))
}
)+ δ Y ( f (ε(C )), f (ε(Γ)))

+ sup
C ′∈Γ

δ Y ( f (ε(C ′)), f̂ (Γ)).
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It follows from 3.5.5 and 6.1.6 that, for any C ′ ∈ X̂ ,

δ Y ( f̂ (C ′),
{

f (ε(C ′))
}
) = λY f (C ′)( f (ε(C ′)))
≤ λC ′(ε(C ′))
≤ ε .

Combining the foregoing inequalities we thus obtain that

δ Y ( f̂ (C ), f̂ (Γ)) ≤ δ Y ( f (ε(C )), f (ε(Γ))) + 2ε

≤ δ̂ (C , Γ) + 4ε,

which by the arbitrariness of ε shows that f̂ is indeed a contraction. ��
6.1.12 Corollary The subcategory cUAp2 is epireflective in UAp2 and therefore is
closed under the formation of products and closed subspaces.

Proof This is a consequence of 6.1.10 and 6.1.11. ��
6.1.13 Corollary If (Y, δ Y ) is a complete Hausdorff uniform approach space,
(X, δ X ) is a Hausdorff uniform approach space, Z ⊆ X is dense with respect
to the underlying Met-coreflection of (X, δ X ), and f : (Z , δ X |Z ) −→ (Y, δ Y ) is a
contraction, then there exists a unique extension

f : (X, δ X ) −→ (Y, δ Y )

which is also a contraction.

Proof The proof goes along exactly the same lines as the proof of the epireflectivity
in 6.1.11 and we leave this verification to the reader. ��
6.1.14 Theorem If (X, δ ) is a Hausdorff uniform approach space, (Xi , δ i ) is a
complete Hausdorff uniform approach space for i ∈ {1, 2}, and the maps

ei : (X, δ ) −→ (Xi , δ i )

belong to Em, then (X1, δ 1) and (X2, δ 2) are isomorphic.

Proof It follows from 6.1.13 that there exist unique contractions

ϕ1 : (X2, δ 2) −→ (X1, δ 1) and ϕ2 : (X1, δ 1) −→ (X2, δ 2),

such that e1 = ϕ1 ◦ e2 and e2 = ϕ2 ◦ e1 . Since e1 and e2 are dense embeddings also
with respect to the Top-coreflection of (X, δ ) they are epimorphisms in UAp2 and
it thus follows that ϕ1 ◦ ϕ2 = 1X1 and ϕ2 ◦ ϕ1 = 1X2 . ��
6.1.15 Definition Given a Hausdorff uniform approach space (X, δ ) the space
(X̂ , δ̂ ) is called the completion of (X, δ ).

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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Let us now verify that in case (X, d) is a metric space, this completion indeed
coincides with the usual metric completion which we denote by (X̃ , d̃).

6.1.16 Proposition (Met) If (X, d) is a metric space, then (X̂ , δ̂ d) = (X̃ , δ d̃).

Proof It follows from 3.5.6 that Cauchy filters coincide, and from 6.1.3 that also
minimal Cauchy filters coincide since D := {d} is a basis for the gauge. Hence
X̃ = X̂ . Then it is immediate from the definition of d̂ that this function coincides
with d̃ and hence it follows from 6.1.4 that δ̂ d = δ d̃ . ��

6.2 Completeness and Completion in UG

In this section Cauchy filters are always meant in the sense of 5.4.9 and 5.4.10.

6.2.1 Definition A uniform gauge space is called complete if its uniform coreflec-
tion is complete.

In contrast with the completion in UAp, for underlying set of the completion in
UG we simply take the underlying set of the uniform completion of the uniform
coreflection. We will therefore freely use all that is known about this underlying set
and its structure from the known results in uniform spaces. The main step consists
in extending the structure and the morphisms.

Two Cauchy filtersF andH in a uniform gauge space are called equivalent iff
F ∩H is Cauchy. Note that by 5.4.10, this is the usual equivalence of Cauchy filters
in uniform spaces.

6.2.2 Proposition Let (X,G ) be a uniform gauge space, and let F be a Cauchy
filter on X, then

B :=
{
{y | inf

x∈F
d(x, y) < α} | d ∈ G , α > 0, F ∈ F

}

is a filterbasis for a Cauchy filter M u
F , coarser than F . Moreover, M u

F is the
coarsest Cauchy filter with that property and it is the coarsest filter in the equivalence
class of F .

Proof This follows from the fact that B = {U (F) | U ∈ U0, F ∈ F }. ��
From Theorem 6.2.2, it follows that we can define X̂ to be the set of all minimal

Cauchy filters on X . Again, note that we are simply using the notion of minimal
Cauchy filter in uniform spaces and consequently, for any x ∈ X , the neighbourhood
filter V (x) is a minimal Cauchy filter.

6.2.3 Proposition Let X be a uniform gauge space. If d ∈ G , we define

d̂ : X̂ × X̂ −→ P

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
http://dx.doi.org/10.1007/978-1-4471-6485-2_5
http://dx.doi.org/10.1007/978-1-4471-6485-2_5
http://dx.doi.org/10.1007/978-1-4471-6485-2_5
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by

d̂(M ,N ) := sup
M∈M

sup
N∈N

inf
x∈M

inf
y∈N

d(x, y) = inf
M∈M

inf
N∈N

sup
x∈M

sup
y∈N

d(x, y).

Then Ĝ := {d̂ | d ∈ G } is a uniform gauge basis on X̂ .

Proof This is straightforward and we leave this to the reader. ��
Note that if H is a basis for G then Ĥ := {d̂ | d ∈ H } is a basis for Ĝ . Also

note that the definition of d̂ is precisely the same as in the case of UAp in the
foregoing section.

6.2.4 Proposition If (Uε )ε and (Ûε )ε are the towers of (X,G ) and (X̂ , Ĝ ) respec-
tively, then (X̂ , Û0) coincides with the uniform completion of (X,U0).

Proof This is straightforward and we leave this to the reader. ��
6.2.5 Theorem Let (X,G ) be a uniform gauge space. Then

iX : (X,G ) −→ (X̂ , Ĝ ) : x → V (x)

is initial, and iX (X) is dense in X̂ . Moreover, if (X,G ) is Hausdorff, then iX is an
embedding.

Proof In order to show initiality, first note that if d ∈ G , then for all x, y ∈ X :

d̂ ◦ (iX × iX )(x, y) = d̂(V (x),V (y)) = inf
e∈G

inf
ε>0

sup
a,b∈Be(x,ε)∪Be(y,ε)

d(a, b).

Then on the one hand

d̂ ◦ (iX × iX )(x, y) = d̂(V (x),V (y))

= inf
e∈G

inf
ε>0

sup
a,b∈Be(x,ε)∪Be(y,ε)

d(a, b)

≤ inf
ε>0

sup
a,b∈Bd (x,ε)∪Bd (y,ε)

d(a, b)

= d(x, y)

and on the other hand

d̂ ◦ (iX × iX )(x, y) ≥ inf
e∈G

inf
ε>0

sup
a,b∈{x}∪{y}

d(a, b) = d(x, y). ��
In what follows we will denote the full subcategory of UG consisting of all Haus-

dorff spaces by UG2 and the full subcategory of UG2 consisting of all complete
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spaces by cUG2. In order to prove our main theorem of this section we first have to
characterize the epimorphisms in UG2.

6.2.6 Theorem A function is an epimorphism in UG2 if and only if it is a uniform
contraction which has a dense image (with regard to the Top-coreflection).

Proof The if part is the same as in 6.1.9. To show the only-if part suppose that
(X,GX ) and (Y,GY ) are uniform gauge spaces. Further let

f : (X,GX ) −→ (Y,GY )

be a non-dense uniform contraction. Then there exists y0 ∈ Y such that

δ Y (y0, f (X)) > 0

and hence there further exists d0 ∈ GY such that

inf
x∈X

d0(y0, f (x)) > 0.

Now consider [0, ∞[ equipped with the Euclidean metric dE and define the map

θ : (Y,GY ) −→ ([0, ∞[, dE) : y −→ inf
x∈X

d0(y, f (x)).

Since, for all z, y ∈ Y , we have

dE(θ (z), θ (y)) = | inf
x∈X

d0(z, f (x)) − inf
x∈X

d0(y, f (x))|
≤ sup

x∈X
|d0(z, f (x)) − d0(y, f (x))|

≤ d0(z, y)

it follows that θ is a uniform contraction. Clearly θ ◦ f = 0 whereas θ (y0) �= 0.
The constant map η = 0 is also a uniform contraction and, since θ �= η whereas
θ ◦ f = η ◦ f , it follows that f is not an epimorphism. ��
6.2.7 Theorem A function is an extremal monomorphism in UG2 if and only if it is
an injective uniform contraction which has a closed image.

Proof This goes in exactly the same way as the proof for Top2 and we therefore
leave this to the reader. ��

6.2.8 Theorem Let (X,G ) be a uniform gauge space. Then (X̂ , Ĝ ) is a complete
Hausdorff uniform gauge space.
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Proof This follows from 6.2.4.

We define Et to be the class of all embeddings in UG2 which are dense for the
topological coreflection. Note that in 6.2.5 we showed that iX belongs to this class.

6.2.9 Theorem cUG2 is an Et -reflective subcategory of UG2. For any Hausdorff
uniform gauge space (X,G ),

iX : (X,G ) −→ (X̂ , Ĝ ) : x −→ V (x)

is an epireflection of (X,G ) in cUG2.

Proof Let (Y,H ) be a Hausdorff complete uniform gauge space. If f : (X,G ) −→
(Y,H ) is a uniform contraction, then there is a unique uniform contraction

f̂ : (X̂ , Ĝ ) −→ (Y,H )

such that f̂ ◦ iX = f .
From the classical theory of completions of uniform spaces it follows that given a

uniform contraction (X,G ) −→ (Y,H ) there exists a unique uniformly continuous
extension f̂ making the diagram

(X,U G
0 )

f ��

iX

��

(Y,U H
0 )

(X̂ ,U Ĝ
0 )

f̂

�����������

commute. Here (U G
ε )ε (respectively (U H

ε )ε and (U Ĝ
ε )ε ) stand for the uniform

towers associated with G (respectively H and Ĝ ).

Now let M ,N ∈ X̂ and put

m := f̂ (M ) = lim f (M ) and n := f̂ (N ) = lim f (N )

then it follows that for any ε > 0 and d ∈ H there exist Mε ∈ M and Nε ∈ N
such that

f (Mε ) ⊆ Bd(m, ε) and f (Nε ) ⊆ Bd(n, ε).

Consequently

d ◦ ( f̂ × f̂ )(M ,N ) = d(m, n)

= sup
ε>0

d(Bd(m, ε), Bd(n, ε))

≤ sup
ε>0

d( f (Mε ), f (Nε ))
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≤ sup
M∈M

sup
N∈N

d( f (M), f (N ))

= ̂d ◦ ( f × f )(M ,N )

which proves that f̂ : (X̂ , Ĝ ) −→ (Y,H ) is a uniform contraction. ��

6.2.10 Corollary The subcategory cUG2 is closed under the formation of products
and closed subspaces.

6.2.11 Corollary If (Y,GY ) is a complete Hausdorff uniform gauge space, (X,GX )

is a Hausdorff uniform gauge space, Z ⊆ X is dense with respect to the underlying
Top-coreflection, and f : (Z ,GX |Z ) −→ (Y,GY ) is a uniform contraction, then there
exists a unique extension

f : (X,GX ) −→ (Y,GY )

which is also a uniform contraction.

Proof This is analogous to 6.1.13 and we leave this to the reader. ��
6.2.12 Theorem If (X,G ) is a Hausdorff uniform gauge space, (Xi ,Gi ) is a com-
plete Hausdorff uniform gauge space for i ∈ {1, 2}, and the maps

ei : (X,G ) −→ (Xi ,Gi )

belong to Et , then (X1,G1) and (X2,G2) are isomorphic.

Proof This is analogous to 6.1.14 and we leave this to the reader. ��
6.2.13 Definition The uniform gauge space (X̂ , Ĝ ) is called the uniform completion
of (X,G ).

Let us now verify that the completion constructed in this section coincides with
the usual uniform completion in the case of a uniform UG-space. Given a uniform
space (X,U ) we denote by (X̃ , Ũ ) its usual completion.

6.2.14 Proposition (Unif) If (X,U ) is a uniform space then (X̂ , ĜU ) = (X̃ ,GŨ ).

Proof That X̂ = X̃ follows at once from the definitions. Further, that ĜU = GŨ
follows from the fact that ametric on X̃ is uniformly continuous for Ũ if and only if it
is the extension (as defined in 6.2.3) of a metric on X which is uniformly continuous
forU and from the fact that any constant multiple of a uniformly continuous metric
is uniformly continuous. ��
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6.3 Compactification

We recall that, given an approach space (X, δ ), we denote by K ∗(X) the set of all
bounded contractions from (X, δ ) to (R, δ dE). Further, given any set of contractions
F ⊆ K ∗(X), DF stands for the set of all metrics

dF0 : X × X −→ P : (x, y) −→ sup
f ∈F0

| f (x) − f (y)| ,

where F0 ranges over the finite subsets of F .
Similarly to 3.1.5 we then obtain the following characterizations of the objects in

UAp2.

6.3.1 Proposition For a uniform approach space X the following properties are
equivalent.

1. X is Hausdorff.
2. G is point-separating.
3. Every generating set F ⊆ K ∗(X) is point-separating.
4. K ∗(X) is point-separating.
5. X is isomorphic to a subspace of a power of R (equipped with δ dE).

Proof 1 ⇒ 2. Since (X,Tδ ) is Hausdorff, for any x, y ∈ X , x �= y, we can find
d, d ′ ∈ G , ε > 0, and ε ′ > 0 such that

Bd(x, ε) ∩ Bd(y, ε ′) = ∅.

Hence, if we put d ′′ := d ∨ d ′, then d ′′(x, y) > 0.
2 ⇒ 3. IfF ⊆ K ∗(X) generates δ , then it follows from 1.2.9 thatDF is a basis

forG . Hence, given x, y ∈ X , x �= y, there existsF0 ∈ 2(F ) such that dF0(x, y) > 0
from which it follows that there exists f ∈ F0 such that f (x) �= f (y).

3 ⇒ 4. This is trivial.
4 ⇒ 5. Consider the product space R

K ∗(X) where each copy of R is endowed
with δ dE . Then it follows from the fact thatK ∗(X) is point-separating that the map

e : X −→ R
K ∗(X) : x −→ ( f (x)) f ∈K ∗(X),

is injective and hence an embedding.
5 ⇒ 1. This follows from the fact that R, endowed with δ dE , is a Hausdorff

uniform approach space and from 3.1.10. ��
6.3.2 Proposition A Hausdorff uniform approach space is compact if and only if
it is isomorphic to a closed subspace of a product of compact subsets of R (each
endowed with the restriction of δ dE).

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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Proof That the second property implies the first one is a consequence of the fact that
an isomorphism between approach spaces induces a homeomorphism between their
topological coreflections. To see that the first property implies the second one, let X
be a Hausdorff compact uniform approach space. Then, from 6.3.1 and the fact that,
for each f ∈ K ∗(X), f (X) ⊆ R is compact, it follows that

e : X −→
∏

f ∈K ∗(X)

f (X) ⊆ R
K ∗(X) : x −→ ( f (x)) f ∈K ∗(X)

is an embedding into a product of compact subsets of R. Since X itself is compact,
it follows that the embedding is also closed. ��

Inwhat followswe denote by kUAp2 the full and isomorphism-closed subcategory
of UAp2 consisting of all Hausdorff compact uniform approach spaces.

6.3.3 Definition If X is a Hausdorff uniform approach space then a pair (X ′, e),
where X ′ is an object in kUAp2, i.e. a Hausdorff compact uniform approach space,
and where e : X −→ X ′ is a dense embedding is called a (UAp2-)compactification.
Usually we will refer to X ′ simply as being a compactification of X .

EachHausdorff uniform approach space has a compactification. Consider a subset
F ofK ∗(X) which generates δ . For each f ∈ F , let I f be a compact subset of R

containing the image of f . Let

(X ′, δF ) := (
∏

f ∈F
I f ,

∏

f ∈F
δ dE).

Then

eF : (X, δ ) −→ (X ′, δF ) : x −→ ( f (x)) f ∈F

is an embedding and, obviously, if we let βF be the same map as eF but with range
clTδF

(eF (X)), then ((clTδF
(eF (X)), δF ), βF ) is a compactification of (X, δ ).

We will denote this compactification by (βF X, δF ) or by βF X for short. The
appropriateness of this notation will become clear in the sequel.

Notice that δF is generated by the symmetric gauge basis

DF :=
{

sup
f ∈H

d f | H ∈ 2(F )

}

,

where for each f ∈ F

d f : βF X × βF X −→ P : (p, q) −→ ∣
∣pr f (p) − pr f (q)

∣
∣ .

Notice also that if (X, δ ) is compact, then βF is an isomorphism.



6.3 Compactification 239

In order not to overload the notation, when we construct a compactification as
above, starting from the entire set of contractionsK ∗(X), we will drop all subscripts
and simply put β ∗ X := βK ∗(X) X , β ∗δ := δK ∗(X), and β ∗ := βK ∗(X).

6.3.4 Theorem For any Hausdorff uniform approach space (X, δ ) the compactifi-
cation β ∗ X has the following equivalent properties.

1. Every f ∈ K ∗(X) has a unique extension f ∗ ∈ K ∗(β ∗ X), i.e. there exists a
unique bounded contraction f ∗ such that the diagram

(X, δ )

β∗
��

f �� (R, δE)

(β ∗ X, β ∗δ )

f ∗

������������

commutes.
2. For any Hausdorff compact uniform approach space (X ′, δ ′

)and any contraction
f : (X, δ ) −→ (X ′, δ ′

), there exists a unique extension to β ∗ X, i.e. there exists
a unique contraction f ∗ : (β ∗ X, β ∗δ ) −→ (X ′, δ ′

) such that the diagram

(X, δ )

β∗
��

f �� (X ′, δ ′
)

(β ∗ X, β ∗δ )

f ∗

������������

commutes.
This compactification is essentially unique in the sense that any other compact-
ification which is also a reflection is isomorphic to β ∗ X.

Proof The proof goes in the same way as the analogous proof for the Čech-Stone
compactification in Top. For example, if f ∈ K ∗(X), then f ∗ ∈ K ∗(β ∗(X)) is
defined as the restriction of the projection pr f to β ∗ X . If h is another such extension,
then it suffices to note that

{
x ∈ β ∗ X | h(x) = f ∗(x)

}

is a closed subset of β ∗ X containing eK ∗(X)(X). ��
The following result is an immediate consequence of 6.3.4.

6.3.5 Corollary For any Hausdorff uniform approach space (X, δ ), the map

β ∗ : (X, δ ) −→ (β ∗ X, β ∗δ )

is an epireflection of (X, δ ) in kUAp2.
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Notice that, in the same way as the Čech-Stone compactification, β ∗ X is the
largest compactification of (X, δ ). For any other compactification ((X ′, δ ′

), e) there
exists a contraction

c : (β ∗ X, β ∗δ ) −→ (X ′, δ ′
)

such that e = c ◦ β ∗.

6.3.6 Proposition (Top) If (X, δ ) is a Tychonoff topological approach space, then
β ∗ X is the Čech-Stone compactification.

Proof By our previous results, it is sufficient to show that β ∗ X is topological. Let
x ∈ β ∗ X and A ⊆ β ∗ X . Then

β ∗δ (x, A) = sup
H ∈2(K ∗(X))

inf
a∈A

sup
f ∈H

∣
∣pr f (x) − pr f (a)

∣
∣ .

Since X is topological we know thatK ∗(X) = C ∗(X), whereC ∗(X) is the set of all
bounded continuous real-valued functions on X . Consequently, if f ∈ K ∗(X) and
α ∈ R, then α f ∈ K ∗(X). Moreover, since both prα f and α pr f are contractions
which extend α f to β ∗ X , we also have that α pr f = prα f . Now, if β ∗δ (x, A) > 0,

then there exists H ∈ 2(K ∗(X)) such that

inf
a∈A

sup
f ∈H

∣
∣pr f (x) − pr f (a)

∣
∣ > 0,

and then it follows that

β ∗δ (x, A) = sup
H ∈2(K ∗(X))

inf
a∈A

sup
f ∈H

∣
∣pr f (x) − pr f (a)

∣
∣

≥ sup
α≥1

inf
a∈A

sup
f ∈H

∣
∣prα f (x) − prα f (a)

∣
∣

= sup
α≥1

inf
a∈A

sup
f ∈H

α
∣
∣pr f (x) − pr f (a)

∣
∣

= ∞.

Thus β ∗δ attains only the values 0 and ∞ which proves that β ∗ X is topological. ��
It is clear that the topological coreflection of β ∗ X is a compactification (in the

topological sense) of the topological coreflection of X . In general it is smaller than
the Čech-Stone compactification. We will now proceed to give a more concrete
characterization of β ∗ X which will clarify the situation. In this description we will
make use of proximity spaces and related concepts. We refer the reader to Naimpally
and Warrack (1970) for an account of the basic concepts of proximity spaces which
we require.

The following result gives a basic relationship which we will need.
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6.3.7 Proposition If (X, δ ) is a uniform approach space, generated by the symmetric
gauge basis D , then the relation ΔD on 2X × 2X , defined by

AΔD B ⇔ sup
d∈D

inf
a∈A

inf
b∈B

d(a, b) = 0,

is a proximity relation which is compatible with the topological coreflection of (X, δ ),
i.e. for any x ∈ X and A ⊆ X, we have

{x} ΔD A ⇔ δ (x, A) = 0.

Proof This is straightforward and we leave this to the reader. ��
6.3.8 Example The same example as the third one in 3.1.20 proves that different
symmetric gauge bases can generate the same distance but different proximities.
Again consider the real line R and the two collections of metrics D := {da | a > 0}
and D ′ := {dE}, where for each real number a > 0, fa := (1R ∧ a) ∨ (−a), and

da(x, y) := | fa(x) − fa(y)|

and where dE stands for the Euclidean metric. ThenD andD ′ are bases for the same
symmetric gauge, but ΔD �= ΔD ′ . For instance for the sets 2N + 1 and 2N of odd
and even integers we have

sup
α>0

inf
a∈2N+1

inf
b∈2N

dα (a, b) = 0

whereas obviously A is not ΔD ′ -proximal to B.

We recall that, given a proximity space (X,Δ), a set p of subsets of X is called a
cluster if the following properties are fulfilled:

1. ∀A, B ∈ p : AΔB.
2. if AΔB for every B ∈ p then A ∈ p.
3. if A ∪ B ∈ p then A ∈ p or B ∈ p.

Given a Hausdorff uniform approach space (X, δ ) and a subset F ⊆ K ∗(X)

which generates (X, δ ), we will denote the set of all clusters in the proximity space
(X,ΔDF

) by κF X . Further we let

cF : X −→ κF X : x → {
A ⊆ X | δ (x, A) = 0

}

be the canonical injection (see e.g. Naimpally and Warrack 1970; Naimpally 2009).
We identify the points of X with their images under the map cF . The Smirnov
compactification of (X,ΔDF

) is the set κF X equipped with the proximity relation
for which two subsets A and B of κF X are proximal if any subsets A and B of X

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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which absorb A and B respectively are proximal in X . We recall that A is said to
absorb A if, for all q ∈ A , we have that A ∈ q, i.e. if A ∈ ⋂

q∈A
q. Again we refer

to Naimpally and Warrack (1970) for more details.
For any nonempty subset A ⊆ X , we now define

δ̂ A : κF X −→ P : p → inf
{

ε ≥ 0 | ∀d ∈ DF : A(ε)
d ∈ p

}
,

where, for any d ∈ DF and ε ≥ 0,

A(ε)
d := {

x ∈ X | δ d(x, A) ≤ ε
}
.

Then we define

δ ∗
F : κF X × 2κF X −→ P

as follows. For any p ∈ κF X and A ⊆ κF X ,

δ ∗
F (p,A ) :=

{
∞ A = ∅,

sup
{

δ̂ A(p) | A absorbs A
}

A �= ∅.

Further, if A ⊆ X and ε ≥ 0, and if we consider A as a subset of κF X then we
will put

A(ε)∗ := {
p ∈ κF X | δ ∗

F (p, A) ≤ ε
}
.

6.3.9 Lemma Let X be a uniform approach space, generated by the symmetric
gauge basis D . Then, for any A ⊆ X and any cluster p ∈ κF X, the following
properties are equivalent.

1. A ∈ p.
2. ∀d ∈ D,∀ε > 0 : A(ε)

d ∈ p.

Proof We only need to prove that the second condition implies the first one. Suppose
that A /∈ p. Then there exists C ∈ p such that A is not ΔD-proximal to C . Hence,
there also exists d ∈ D and ε > 0 such that A(ε)

d ∩ C (ε)
d = ∅, which implies that

A(ε)
d /∈ p. ��

6.3.10 Theorem If (X, δ ) is a Hausdorff uniform approach space, and F ⊆
K ∗(X) generates δ , then the following properties hold.

1. (κF X, δ ∗
F ) is an approach space.

2. cF : (X, δ ) −→ (κF X, δ ∗
F ) is a dense embedding.

3. The topological coreflection of (κF X, δ ∗
F ) is (homeomorphic to) the topo-

logical space underlying the Smirnov compactification of (X,ΔDF
).
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Proof 1. First of all note that, for all A, B ⊆ X , we have that A ∈ ⋂ {q | q ∈ B} if
and only if B ⊆ A. From this we conclude that

δ ∗
F (p, B) = sup

⎧
⎨

⎩
δ̂ A(p)|A ∈

⋂

q∈B

q

⎫
⎬

⎭

= δ̂ B(p).

It is clear that δ ∗
F satisfies (D1) and (D2). Moreover, if p ∈ κF X and A ⊆

A ′ ⊆ κF X , then it is clear from the definition that δ ∗
F (p,A ′) ≤ δ ∗

F (p,A ).
Consequently, in order to prove (D3), only one inequality has to be shown. Now, if
A, B ⊆ X , then (omitting the explicit notation of cF )

δ ∗
F (p, A ∪ B) = δ ∗

F (p, A) ∧ δ ∗
F (p, B),

and the general case follows from this since, if A absorbsA and B absorbsB, then
A∪ B absorbsA ∪B. To prove that (D4) is satisfied, we first make some preliminary
observations.
Claim 1: For any α, β ∈ R

+, d ∈ DF , and A ⊆ X , we have

(A(α)
d )

(β )

d ⊆ A(α+β )

d .

Indeed, this is nothing more than (T4) for δ d .
Claim 2: For any A ⊆ X and ε > 0, we have

A(ε)∗ =
⋂

ε ′>ε

{
q | ∀d ∈ DF : A(ε ′)

d ∈ q
}

.

Indeed, this follows from the definitions of δ ∗
F and δ̂ A.

Claim 3: If A absorbs A , then for any ε > 0 we have A (ε) ⊆ A(ε)∗ .
Indeed, if p ∈ A (ε) then it follows from the second claim that, for all ε ′ > ε , for

all d ∈ DF , and for any B which absorbs A , we have B(ε ′)
d ∈ p. Since A absorbs

A it follows again from the second claim that p ∈ A(ε)∗ .
Now, consider first the case where p ∈ κF X and where A ⊆ X . From the first

and second claims we can then deduce that, for any ε ≥ 0,

δ̂ A(p) ≤ δ ∗
F (p, A(ε)∗) + ε .

For the general case, let A ⊆ κF X . Then it follows from the foregoing inequality
that

δ ∗
F (p,A ) ≤ sup

{
δ ∗
F (p, A(ε)∗) | A absorbs A

}
+ ε

and the result follows from the third claim.
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This proves that (κF X, δ ∗
F ) is indeed an approach space.

2. That cF is an embedding follows from the fact that, if x ∈ X and A ⊆ X , then

δ ∗
F (x, A) = inf

{
ε ≥ 0 | ∀d ∈ DF : x ∈ A(ε)

d

}

= δ (x, A).

That the embedding is dense follows from the fact that X belongs to any cluster
p ∈ κF X .

3. Given p ∈ κF X and A ⊆ κF X , p is in the closure of A for the topology of
the Smirnov compactification if A ∈ p, for any A which absorbsA . By the definition
of δ ∗

F , p is in the closure of A for the topological coreflection of (κF X, δ ∗
F ) if

A(ε)
d ∈ p, for any ε > 0, any d ∈ DF , and any A which absorbsA . It follows from

6.3.9 that these two conditions are equivalent. ��
Before proceeding with the alternative description of our compactification we

need another lemma.

6.3.11 Lemma If (X, δ ) is a uniform approach space and Y is a dense subspace of
X, then, for any x ∈ X and A ⊆ X

δ (x, A) = {
sup δ (x, B)|B ⊆ Y, A ⊆ B

}
.

Proof LetD be a symmetric gauge for (X, δ ). If δ (x, A) > ε > 0, then there exists
d0 ∈ D and θ > 0 such that δ d0(x, A) > ε + θ . If we let

B ′ := {
y ∈ X | δ d0(y, A) < θ

}
,

and B := B ′ ∩ Y , then it follows from the fact that B ′ is open and that Y is dense
that A ⊆ B. Since further

δ (x, B) + θ ≥ δ d0(x, B) + θ
≥ δ d0(x, B) + sup

b∈B
δ d0(b, A)

≥ δ d0(x, A)

≥ ε + θ ,

this proves one inequality. As the other inequality is trivial, we are finished. ��
We now define the map

Ψ : κF X −→ βF X,

which assigns to each cluster p ∈ κF X the unique adherence point of the unique
cluster in βF X which contains p.
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6.3.12 Theorem If (X, δ ) is a Hausdorff uniform approach space which is gen-
erated by the set of contractions F ⊆ K ∗(X), then

Ψ : (κF X, δ ∗
F ) −→ (βF X, δF )

is an isomorphism.

Proof Clearly the mapΨ is well defined and bijective and the diagram

(X, δ )

cF
��

eF

�������������

(κF X, δ ∗
F )

Ψ
�� (βF X, δF )

is commutative. Now first suppose that p ∈ κF X and that A ⊆ X . Then it follows
that

δF (Ψ (p), A) = sup
H ∈2(F)

inf
a∈A

sup
f ∈H

∣
∣pr f (Ψ (p)) − pr f (a)

∣
∣

= sup
d∗∈D∗

F

inf
a∈A

d∗(Ψ (p), a)

= sup
d∗∈D∗

F

δ d∗(Ψ (p), A)

= inf
{

ε ≥ 0 | ∀d∗ ∈ D∗
F : Ψ (p) ∈ A(ε)

d∗
}

= inf
{

ε ≥ 0 | ∀d ∈ DF : A(ε)
d ∈ p

}

= δ ∗
F (p, A).

Notice that the second-last equality follows from the fact that Ψ (p) ∈ A(ε)
d∗ implies

that, for all ε ′ > ε , we have A(ε ′)
d ∈ p and similarly that A(ε)

d ∈ p implies that, for

all ε ′ > ε , we haveΨ (p) ∈ A(ε ′)
d∗ . It follows, in particular, that p ∈ A if and only if

Ψ (p) ∈ A. By definition of the Smirnov compactification it further follows that if
A ⊆ X andA ⊆ κF X , then A absorbsA if and only ifΨ (A) ⊆ A. So if p ∈ κF X
and A ⊆ κF X then, by definition of δ ∗

F and 6.3.11, we have

δ ∗
F (p,A ) = sup

⎧
⎨

⎩
δ ∗
F (p, A) | A ∈

⋂

q∈A
q

⎫
⎬

⎭

= sup
{
δF (Ψ (p), A) | Ψ (A) ⊆ A

}

= δF (Ψ (p),Ψ (A)).

This proves thatΨ is an isomorphism, and we are finished. ��
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The Čech-Stone compactification of a topological space can be described in at
least two different ways: as a closed subspace of a power of the unit interval [0, 1]
and as the underlying topological space of the completion of the initial uniform
space for all continuous functions into [0, 1] (see e.g. Gillman and Jerison 1976).
The alternative description mentioned above can be generalized in the context ofUG.
Suppose [0, 1] is equipped with the usual, i.e. Euclidean, uniform gauge.

6.3.13 Theorem Let (X, δ ) be a Hausdorff uniform approach space. If G ∗(X) is
the initial uniform gauge structure for the source

(X
f→ [0, 1]) f ∈K ∗(X)

and δ̂ is the underlying distance of Ĝ ∗(X), then (X̂ , δ̂ ) = (β ∗ X, β ∗δ ).

Proof By definition, the source

((X,G ∗(X))
f→ [0, 1]) f ∈K ∗(X)

is initial. Hence we obtain that (X̂ , Ĝ ∗(X)) = (e(X),H )whereH is the restriction
of the product approach uniformity on [0, 1]K ∗(X) and the result follows. ��
6.3.14 Corollary Let (X, δ ) be a uniform approach space. Then (X, δ ) is compact
if and only if (X,G ∗(X)) is complete.

6.4 Comments

1. Completion in metrically generated theories
The constructions of completion in UAp and in UG as explained in this chapter

are special cases of a more general approach in the setting of symmetric metrically
generated theories (see Colebunders and Lowen 2005; Colebunders et al. 2007).

2. Completion in non-symmetric metrically generated theories
UAp and UG are symmetric theories in the sense that the gauges involved have

bases consisting of metrics. For non-symmetric theories a completion theory, which
generalizes the one applicable to UAp and UG, was developed in Colebunders and
Vandersmissen (2010).

3. Completion for larger subcategories of App
In Lowen et al. (1999, 2003) the theory of completions as developed here for

Hausdorff uniform approach spaces is extended to the realm of T0 approach spaces.
This shows some surprising relationship to completion in the setting of nearness
spaces (see Herrlich 1974b) and also shows that the completion of a quasi-metric
space need no longer be quasi-metric.
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In a different, and more canonical way a theory of bicompletions was developed
by Brümmer and Sioen (2006). This completion is proved to be firm with respect to
a certain class of dense embeddings.

4. General theory of completion of objects
In the terminology introduced in Brümmer and Giuli (1992) and Brümmer et al.

(1992) the completion inUAp2 is firmwith respect to the class Em and the completion
in UG2 is firm with respect to the class Et .

5. Wallman-Shanin compactification
We have restricted ourselves to the categorically well-behaved Čech-Stone com-

pactification for uniform approach spaces but there is also a Wallman-Shanin-type
compactification developed by Lowen and Sioen (2000b), the categorical behaviour
of which was studied by Sioen (2000), for so-called weakly symmetric T1-approach
spaces (an approach space is called weakly symmetric if δ (x, {y}) = δ (y, {x}) for
all x, y ∈ X ).



Chapter 7
Approach Theory Meets Topology

Always topologize.
(Marshal Stone)

Topology is the property of something that doesn’t change when
you bend it or stretch it as long as you don’t break anything.

(Edward Witten)

This chapter and the following ones up to and including Chap.11 will be devoted
to showing in which other areas of mathematics approach spaces arise naturally and
how in these areas the use of index analysis leads to general numerical results of
which many classical ones are simple consequences.

In this chapter we highlight two areas in topology, namely function spaces and
the Čech-Stone compactification, especially βN.

Clearly any non-trivial application of approach theory has to involve numerical
data. Hence in the first section where we treat function spaces, we do not start merely
with topological and uniform spaces, but rather with approach spaces and uniform
gauge spaces. The results therefore are applicable to any situationwhere for instance a
choice has beenmade of a particular metric for a topology or a uniformity. Numerous
indexed theorems are proved, e.g. 7.1.18, 7.1.11, 7.1.20, 7.1.22, in particular an
indexed version of an Ascoli and a Dini theorem 7.1.25 and 7.1.27. We end this
section with a result concerning completion of a function space where we start with
ametric spaceY and consider the approach structure of pointwise convergence onYX .

In the second sectionwe study the Čech-Stone compactification of anAtsuji space,
and in particular N, in more detail. We precisely describe the distance δβN and show
some basic properties (see 7.2.3 and following).

7.1 Function Spaces

In this section GX and GY will always stand for either a gauge or a uniform gauge on
X and on Y .

© Springer-Verlag London 2015
R. Lowen, Index Analysis, Springer Monographs in Mathematics,
DOI 10.1007/978-1-4471-6485-2_7
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7.1.1 Definition (1) If X is an approach space and Y a uniform gauge space, then
H ⊆ YX is called equicontractive at a ∈ X if for all d ∈ GY the function

X −→ P : x �→ sup
f ∈H

d( f (a), f (x))

is an element of ĜX(a) where we recall that GX(a) = {d(x, ·) | d ∈ GX}. It is clear
that this condition is equivalent with

∀d ∈ GY , ∃ϕ ∈ ĜX(a),∀ f ∈ H : d ◦ ( f × f )(a, .) ≤ ϕ,

and it is also clear that it is sufficient that the condition is satisfied for all d in a basis
for GY .H is called equicontractive if it is equicontractive at all a ∈ X. In line with
the definition of the index of contractivity this immediately allows us to associate a
natural index of equicontractivity of H as

χec(H ) := min{c | ∀a∈ X,∀d ∈ GY , ∃ϕ ∈ ĜX(a),∀ f ∈H : d◦( f × f )(a, .) ≤ ϕ + c}

For a given collection H this index is hence the smallest value such that

∀a ∈ X,∀d ∈ GY , ∃ϕ ∈ ĜX(a),∀ f ∈ H : d ◦ ( f × f )(a, ·) ≤ ϕ + χec(H ).

(2) If X and Y are uniform gauge spaces, then H ⊆ YX is called uniformly
equicontractive if for all d ∈ GY the function

X × X −→ P : (x, y) �→ sup
f ∈H

d( f (x), f (y))

is in GX . It is clear that this condition is equivalent with

∀d ∈ GY , ∃e ∈ GX ,∀ f ∈ H : d ◦ ( f × f ) ≤ e,

and that it is sufficient that the condition is satisfied for all d in a basis for GY .
This definition too allows for a natural index of uniform equicontractivity of H

defined by

χuec(H ) := min{c | ∀d ∈ GY , ∃e ∈ GX ,∀ f ∈ H : d ◦ ( f × f ) ≤ e + c}

Again, note that for any collectionH ⊆ YX this index is the smallest value such
that

∀d ∈ GY , ∃e ∈ GX ,∀ f ∈ H : d ◦ ( f × f ) ≤ e + χuec(H ).
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7.1.2 Proposition (Top, Unif) In topological spaces the notion of equicontractivity
coincides with equicontinuity and in uniform spaces the notion of uniform equicon-
tractivity coincides with uniform equicontinuity.

Proof This follows from the definitions. 
�
7.1.3 Proposition (Met) In metric spaces any collection of contractions (= uniform
contractions) is equicontractive (= uniformly equicontractive).

Proof This follows from the definitions. 
�
7.1.4 Proposition If X is an approach space (respectively a uniform gauge space),
Y is a uniform gauge space and H ⊆ YX, then

sup
f ∈H

χc( f ) ≤ χec(H ) (respectively sup
f ∈H

χuc( f ) ≤ χuec(H ).

Proof This follows from the definitions. 
�
It already follows from the classical case that the inequalities in the foregoing

result, in general, can be strict.
In this section we study some basic approach structures and uniform gauge struc-

tures on function spaces. The setting will always be that of a set or approach space
X and a uniform gauge space Y and we consider the function space YX or subspaces
thereof. In particular we denote the set of all contractions between approach spaces
X and Y by K (X, Y) and if X and Y are moreover uniform gauge spaces then we
denote the set of all uniform contractions by K u(X, Y).

First let X be a set. For any A ⊆ X and d ∈ GY we define the metric

γd,A : YX × YX −→ P : ( f, g) �→ sup
x∈A

d( f (x), g(x)).

Further we suppose given a collection Σ of subsets of X which satisfies two con-
ditions: (1)Σ is closed under the formation of finite unions and (2)Σ is a cover of X.

We will refer to such a collection Σ as a tiling (of X). IfH is a basis for GY then

{
γd,A | d ∈ H , A ∈ Σ

}

in turn is a basis for a uniform gauge DΣ on YX . It is easily seen that this uniform
gauge is independent of the choice of basis for GY .

The subscript Σ will be replaced by u if Σ is generated by {X} i.e. Σ = 2X , by
p if Σ is generated by {{x} | x ∈ X} i.e. Σ = 2(X) and by c if Σ consists of all
0-compact subsets of X (in which case X is supposed to be an approach space). The
same subscripts will of course be used to denote any of the associated structures.
The u of course refers to the structure of uniform convergence, the p to the structure
of pointwise convergence and the c to uniform convergence on compact subsets.

Sometimes a collectionΣ also fulfils the condition that for any A ∈ Σ and B ⊆ A
also B ∈ Σ . This happens for instance with two of the examples above. However,
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this need not be the case, for instance, if Σ consists of all sets which are 0-compact,
then this collection does fulfil (1) and (2), but not the subset condition. If necessary
it is no problem to add smaller sets to Σ since B ⊆ A implies γd,B ≤ γd,A and so
these metrics will appear in the uniform gauge DΣ anyway.

Being closed or taking a closure will always refer to the topology underlying the
uniform coreflection of a uniform gauge structure or the topological coreflection of
an approach structure.

7.1.5 Proposition If X is a set, Y a uniform gauge space and Σ a tiling of X, then
the uniform coreflection of (YX ,DΣ) is YX equipped with the uniformity of uniform
convergence on Σ-sets and the metric coreflection is YX equipped with the uniform
metric

dDΣ
( f, g) := sup

x∈X
sup

d∈GY

d( f (x), g(x))

i.e. with the metric of uniform convergence with respect to the metric coreflection of Y.

Proof This follows from the definitions. 
�
7.1.6 Proposition If X is a set, Y a uniform gauge space and Σ a tiling of X, then
the following properties hold.

1. The map c : Y −→ YX : y �→ (cy : X −→ Y : x �→ y) is a uniform embedding
of Y into (YX ,DΣ).

2. For any x ∈ X the evaluation map evx : (YX ,DΣ) −→ Y is a uniform contra-
ction.

Proof 1. This follows from the fact that γd,A(cy, cz) = d(y, z) for any d and where
cz stands for the constant map with value z.

2. This follows from the fact that the maps evx are nothing else but the projections
and these are uniform contractions for the coarsest structure, namely Dp, and hence
also for all the other structures. 
�

In the following theorem the Cauchy index is taken with respect to the uniform
gauge structure DΣ .

7.1.7 Theorem If X is a set, Y is a uniform gauge space, Σ is a tiling of X,
F ∈ F(YX) and f ∈ YX , then the following properties hold.

1. supx∈X λGY evx(F)(evx( f )) ∨ χcy(F) ≤ λDΣ
F( f ).

2. λDΣ
F( f ) ≤ supx∈X λGY evx(F)(evx( f )) + 2χcy(F).
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Proof 1. That supx∈X λGY evx(F)(evx( f )) ≤ λDΣ
F( f ) follows from 7.1.6 and that

χcy(F) ≤ λDΣ
F( f ) follows from 5.4.16.

2. We consider the basis HΣ := {
γd,A | d ∈ H , A ∈ Σ

}
for DΣ and note that

ωHΣ
(F) ≤ 2χcy(F) as can be easily verified (see also the proof of 5.4.15). Now

suppose that supx∈X λGY evx(F)(evx( f )) < α and that ωHΣ
(F) < β , both finite. For

any d ∈ GY this implies that

∀z ∈ X, ∃Gz ∈ F,∀g ∈ Gz : d( f (z), g(z)) < α,

and

∀A ∈ Σ, ∃F ∈ F,∀u, v ∈ F,∀y ∈ A : d(u(y), v(y)) < β .

Now take A ∈ Σ and choose F ∈ F as in the second claim above. If g ∈ F and
x ∈ A then choose Gx ∈ F as in the first claim above and let h ∈ F ∩ Gx be arbitrary.
It then follows that d(h(x), g(x)) < β and d( f (x), h(x)) < α and consequently
d( f (x), g(x)) < α + β . Consequently

λDΣ
F( f ) = sup

d∈GY

sup inf
A∈Σ F∈F

sup
g∈F

sup
x∈A

d( f (x), g(x)) < α + β

from which the required result follows. 
�
7.1.8 Corollary (Top, Unif) If X is a set, Y is a uniform space and Σ is a tiling on
X, then a filter F on YX will converge uniformly on Σ-sets to f if and only if it is a
Cauchy filter in the uniformity of uniform convergence on Σ-sets and it is pointwise
convergent to f .

7.1.9 Theorem If X is an approach space, Y is a uniform gauge space, f : X −→ Y
is a function and F is a filter on YX, then

χc( f ) ≤ 2λuF( f ) + sup inf
H∈F g∈H

χc(g).

Proof We suppose that all terms on the righthand side are finite. Fix d ∈ GY and
ε > 0. By definition of λu there exists Hd ∈ F such that for all h ∈ Hd and z ∈ X

d( f (z), h(z)) ≤ λuF( f ) + ε .

Suppose that supH∈F infh∈H χc(h) < β , then by definition of χc, for any H ∈ F
there exists h ∈ H such that for all d′ ∈ GY

d′ ◦ (h × h) � β ∈ GX

Consequently we can choose h0 ∈ Hd such that d ◦ (h0 × h0) � β ∈ GX and then
for any x, y ∈ X we have

d( f (x), f (y)) ≤ d( f (x), h0(x)) + d(h0(x), h0(y)) + d(h0(y), f (y))

≤ 2(λuF( f ) + ε) + d ◦ (h0 × h0) � β (x, y) + β

http://dx.doi.org/10.1007/978-1-4471-6485-2_5
http://dx.doi.org/10.1007/978-1-4471-6485-2_5
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which proves that

d ◦ ( f × f ) � (2λuF( f ) + ε + β ) ∈ GX

and the result now follows from the arbitrariness of ε and β . 
�
7.1.10 Corollary (Top, Unif) The uniform limit of a filter of continuous functions
is continuous.

7.1.11 Theorem If X and Y are uniform gauge spaces, f : X −→ Y is a function
and F is a filter on YX, then

χuc( f ) ≤ 2λuF( f ) + sup inf
H∈F g∈H

χuc(g).

Proof This is analogous to 7.1.9. 
�
7.1.12 Corollary (Top, Unif) The uniform limit of a filter of uniformly continuous
functions is uniformly continuous.

In the following proposition, if X and Y are approach spaces, we denote by
Kγ (X, Y) the set of functions f ∈ YX for which χc( f ) ≤ γ and if X and Y are
uniform gauge spaces we denote by K u

γ (X, Y) the set of functions f ∈ YX for
which χuc( f ) ≤ γ .

7.1.13 Proposition If X is an approach space (respectively a uniform gauge space)
and Y is a uniform gauge space then for any γ ∈ P,Kγ (X, Y) (respectivelyK u

γ (X, Y))
is closed for the topology of uniform convergence.

Proof This follows from 7.1.9 (respectively 7.1.11). 
�
7.1.14 Corollary (Top, Unif) If X is a topological space (respectively a uniform
space) and Y is a uniform space then C (X, Y) (respectively C u(X, Y)) is closed for
the topology of uniform convergence.

IfX, Y and Z are sets and f : X ×Y −→ Z thenwe put f̃ : X −→ ZY the function
defined as f̃ (x)(y) := f (x, y). In particular for the evaluation ev : X × H −→ Y
where H ⊆ YX we have ẽv : X −→ YH : x �→ evx (see 7.1.6).

7.1.15 Proposition If X is an approach space (respectively a uniform gauge space),
Y is a uniform gauge space, H ⊆ YX and YH is equipped with the uniform gauge
structure of uniform convergence then

χec(H ) = χc(ẽv) (respectively χuec(H ) = χuc(ẽv)).

Proof This follows from the definitions, since it suffices to note that for any x, y ∈ X
and d ∈ GYwe have

γd ◦ (ẽv × ẽv)(x, y) = sup
f ∈H

d( f (x), f (y)). 
�



7.1 Function Spaces 255

7.1.16 Theorem If X and Y are uniform gauge spaces and H ⊆ YX then

χuec(H ) ≤ χec(H ) + 2χc(X)

Proof Making use of 7.1.15 the claim reduces to

χuc(ẽv) ≤ χc(ẽv) + 2χc(X)

which we know to be true from 5.4.4. 
�
7.1.17 Corollary (Top, Unif) If X and Y are uniform spaces and X is compact then
any equicontinuous set of functions is uniformly equicontinuous.

7.1.18 Proposition If X is an approach space (respectively a uniform gauge space),
Y is a uniform gauge space and H ⊆ YX, then for any ε ∈ R

+

χec(H
(ε)p) ≤ χec(H ) + 2ε (respectively χuec(H

(ε)p) ≤ χuec(H ) + 2ε).

Proof We only prove the first claim. Let a ∈ X and put

ca := min{c | ∀d ∈ GY , ∃ϕ ∈ ĜX(a),∀ f ∈ H : d ◦ ( f × f )(a, .) ≤ ϕ + c}.

Let d ∈ GY and take ϕ ∈ ĜX(a) such that for all f ∈ H : d ◦ ( f × f )(a, ·) ≤ ϕ +ca.
Since for any g ∈ H (ε)p and θ > 0 we can find hx ∈ H such that

d(g(x), hx(x)) < ε + θ and d(g(a), hx(a)) < ε + θ

it follows that

d(g(a), g(x)) ≤ d(g(a), hx(a)) + d(hx(a), hx(x)) + d(hx(x), g(x))

≤ 2(ε + θ ) + ϕ(x) + ca

and the result now follows from the definition of χec and the arbitrariness of a ∈ X,
d ∈ GY and θ > 0. 
�
7.1.19 Corollary (Top, Unif) If X is a topological space (respectively a
uniform space), Y a uniform space and H ⊆ YX is equicontinuous (respectively
uniformly equicontinuous) then also H

p
is equicontinuous (respectively uniformly

equicontinuous).

Conditions under which, in the uniform case, the topologies of uniform con-
vergence on Σ-sets and pointwise convergence coincide are well known. This can
of course be expressed by stating that an identity map is an isomorphism. In the
following two theorems we see that in the case of uniform gauge spaces, making
use of indices, we can quantify this. Obviously, given a subset H ⊆ YX , the map
1H : (H ,DΣ |H ) −→ (H ,Dp|H ) is a contraction. In order to quantify to what
extent the two structures deviate from being isomorphic it therefore suffices to gauge
to what extent the inverse map deviates from being a contraction.

http://dx.doi.org/10.1007/978-1-4471-6485-2_5
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7.1.20 Theorem If X is an approach space, Y is a uniform gauge space, H ⊆ YX,
Σ is a tiling of X and we consider the identity function

1H : (H ,Dp|H ) −→ (H ,DΣ |H ),

then

χuc(1H ) ≤ 2 sup
A∈Σ

χc(A) + 2χec(H ).

Proof Fix A ∈ Σ and d ∈ GY . Then, by definition of the index of equicontractivity
we have

∀a ∈ A, ∃ϕa ∈ ĜX(a),∀ f ∈ H ,∀x ∈ A : d( f (a), f (x)) ≤ ϕa(x) + χec(H ).

By definition of the index of compactness, given any θ > 0 there exists a finite
set B ⊆ A such that

∀a ∈ A, ∃ba ∈ B : ϕba(a) < χc(A) + θ .

Then for any f, g ∈ H we have

γd,A( f, g) ≤ sup
a∈A

d( f (a), f (ba)) + sup
a∈A

d( f (ba), g(ba)) + sup
a∈A

d(g(ba), g(a))

≤ γd,B( f, g) + 2 sup
a∈A

ϕba(a) + 2χec(H )

≤ γd,B( f, g) + 2(χc(A) + θ ) + 2χec(H )

which by arbitrariness of θ concludes the proof. 
�
7.1.21 Corollary (Top, Unif) If X is a topological space, Y is a uniform space,
H ⊆ YX and Σ is a tiling of X, then, if all sets in Σ are compact and H is
equicontinuous, the uniformities of uniform convergence on Σ-sets and of pointwise
convergence coincide on H .

The same reasoning as that given before 7.1.20 holds in case the space X is a
uniform gauge space rather than an approach space, with the difference that here we
are dealing with uniform contractions rather than with contractions.

7.1.22 Theorem If X and Y are uniform gauge spaces, H ⊆ YX, Σ is a tiling of
X and we we consider the identity function

1H : (H ,Dp|H ) −→ (H ,DΣ |H ),

then

χuc(1H ) ≤ 2 sup
A∈Σ

χpc(A) + 2χuec(H ).
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Proof This is analogous to 7.1.20 and we leave this to the reader. 
�
7.1.23 Corollary (Top, Unif) If X and Y are uniform spaces, H ⊆ YX and Σ is a
tiling of X, then, if all sets in Σ are precompact and H is uniformly equicontinuous,
the uniformities of uniform convergence on Σ-sets and of pointwise convergence
coincide on H .

The following theorem is the uniform gauge generalization of the converse of
Ascoli’s theorem.

7.1.24 Theorem If X and Y are uniform gauge spaces, H ⊆ YX, Σ a tiling of X
and YX is equipped with DΣ , then the following properties hold.

1. supx∈X χpc(evx(H )) ≤ χpc(H ).
2. χuec(H |A) ≤ 2χpc(H ) + supf∈H χuc( f |A).

Proof 1. For any x ∈ X choose A ∈ Σ such that x ∈ A. Then it follows that
d ◦ (evx × evx) ≤ γd,A. Hence, for any x ∈ X, the map

evx : H −→ Y

is a uniform contraction. Consequently the result follows from 5.4.35.
2. We suppose that all values on the right-hand side are finite and we choose α

such that

χpc(H ) = sup
d∈GY ,A∈Σ

inf
K ∈2(H )

sup
f ∈H

inf
g∈K

sup
a∈A

d( f (a), g(a)) < α .

Next we also choose β such that for all h ∈ H

χuc(h|A) = inf{δ | ∀d ∈ GY , ∃e ∈ GX : d ◦ (h|A × h|A) ≤ e + δ } < β .

Now fix d ∈ GY and A ∈ Σ . Then it follows that there exists a finite subset
K ⊆ H such that

sup
f ∈H

inf
g∈K

sup
a∈A

d( f (a), g(a)) < α .

Further, for any g ∈ K there exists eg ∈ GX such that d ◦ (g|A × g|A) ≤ eg + β . Put
e := supg∈K eg ∈ GX . Then, if f ∈ H we can find g ∈ K such that for all a ∈ A,
d( f (a), g(a)) < α . Hence it follows that for all x, y ∈ A:

d( f (x), f (y)) ≤ d( f (x), g(x)) + d(g(x), g(y)) + d(g(y), f (y))

≤ α + eg(x, y) + β + α
≤ e(x, y) + (2α + β ). 
�

http://dx.doi.org/10.1007/978-1-4471-6485-2_5
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7.1.25 Theorem (Ascoli) If X and Y are uniform gauge spaces, H ⊆ YX, Σ is a
tiling of X and YX is equipped with DΣ , then

1

2
χpc(H ) ≤ sup

x∈X
χpc(evx(H )) + sup

A∈Σ

χpc(A) + sup
A∈Σ

χuec(H |A).

Proof We suppose again that all values on the right-hand side are finite, and we let
α and β be such that, for all x ∈ X and A ∈ Σ :

χpc(evx(H )) = sup
d∈GY

inf
F∈2(H )

sup
f ∈H

inf
g∈F

d( f (x), g(x)) < α,

χpc(A) = sup
e∈GX

inf
B∈2(A)

sup
a∈A

inf
b∈B

e(a, b) < β .

Nextwe also choose γ such that for allA ∈ Σ , χuec(H |A) < γ , which implies that

∀d ∈ GY , ∃e ∈ GX ,∀k ∈ H |A : d ◦ (k × k) ≤ e + γ .

Now fix d ∈ GY and A ∈ Σ . Then it follows that there exists e ∈ GX such that for
all f ∈ H :

d ◦ ( f |A × f |A) ≤ e + γ .

For this e, it then follows that there exists a finite subset B ⊆ A and a function
A −→ B : a �→ ba such that e(a, ba) < β .

Let Z := ⋃
b∈B evb(H ) ⊆ Y . Then it follows that

χpc(Z) = χpc(
⋃

b∈B

evb(H )) ≤ sup
b∈B

χpc(evb(H )) < α .

Hence, there exists a finite subset C ⊆ Z and a function Z −→ C : z �→ cz such that
d(z, cz) < α for all z ∈ Z . For any h ∈ CB let

B(h) := { f ∈ H | ∀b ∈ B : d( f (b), h(b)) < α}.

Now, fix f ∈ H , and consider the function

hf : B −→ C : b �→ c f (b).

It then follows that f ∈ B(hf). Let

K := {h ∈ CB | B(h) �= ∅}.

Then the foregoing shows that the collection {B(h) | h ∈ K } is a finite cover of
H . Now for each h ∈ K we choose an arbitrary function gh ∈ B(h) and we let
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F := {gh | h ∈ K }. Then F is a finite subset of H and, by the foregoing, we
obtain that for any a ∈ A

d( f (a), gh f (a))

≤ d( f (a), f (ba)) + d( f (ba), h f (ba)) + d(h f (ba), gh f (ba)) + d(gh f (ba), gh f (a))

= d( f (a), f (ba)) + d( f (ba), c f (ba)) + d(h f (ba), gh f (ba)) + d(gh f (ba), gh f (a))

≤ (e(a, ba) + γ) + α + α + (e(a, ba) + γ)

≤ 2(α + β + γ),

which by the arbitrariness of respectively a ∈ A, d ∈ GY and A ∈ Σ shows that
χpc(H |A) ≤ 2(α + β + γ). 
�

The foregoing two theorems generalize the well-known Ascoli theorem.

7.1.26 Corollary (Ascoli in Unif) If X and Y are uniform spaces, Σ is a cover of X
and C (X, Y) is endowed with the uniformity of uniform convergence on Σ-sets then
for H ⊆ C (X, Y) the following properties hold.

1. If H is precompact then evx(H ) is precompact for every x ∈ X.
2. If evx(H ) is precompact for every x ∈ X, all sets in Σ are precompact and for

any set A ∈ Σ , H |A is precompact then H is precompact.
3. For any set A ∈ Σ , if H is precompact and the restriction of every function in

H to A is uniformly continuous then H |A is uniformly equicontinuous.

7.1.27 Theorem (Dini) If X is an approach space, X ′ is a metric space, fn : X −→
X ′, n ∈ N and f : X −→ X ′ are functions such that for all x ∈ X, d′( fn(x), f (x))
is decreasing, then

λu〈( fn)n〉( f ) ≤ λp〈( fn)n〉( f ) + χc( f ) + sup
n

χc( fn) + 2χc(X).

Proof We suppose that all terms on the righthand side are finite. Let ε > 0. From the
definition of λp it follows that for any x ∈ X there exists nx such that for all k ≥ nx

d′( f (x), fk(x)) ≤ λp( fn)( f ) + ε .

Also, by 4.2.2, for all x ∈ X we have that

d′ ◦ ( f × f ) � χc( f ) ∈ GX and d′ ◦ ( fnx × fnx ) � χc( fnx ) ∈ GX .

Put
ex := (d′ ◦ ( f × f ) � χc( f )) ∨ (d′ ◦ ( fnx × fnx ) � χc( fnx ))

then by 4.3.2 there exists a finite set A ⊆ X such that

X =
⋃

a∈A

Bea(a, χc(X) + ε).

http://dx.doi.org/10.1007/978-1-4471-6485-2_4
http://dx.doi.org/10.1007/978-1-4471-6485-2_4
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Put n0 := max{na | a ∈ A} and fix x ∈ X and n ≥ n0 then there exists a ∈ A such that

(d′( f (x), f (a)) � χc( f )) ∨ (d′( fna(x), fna(a)) � χc( fna)) ≤ χc(X) + ε

and then it follows that

d′( f (x), fn(x)) ≤ d′( f (x), fna(x))

≤ d′( f (a), fna(a)) + d′( f (x), f (a)) + d′( fna(x), fna(a))

≤ λp( fn)( f ) + χc( f ) + sup
n

χc( fn) + 2χc(X) + 3ε

which by the arbitrariness of x, n ≥ n0 and ε and the definition of λu proves the
result. 
�
7.1.28 Corollary (Dini in Top) Let X be a compact topological space and X ′ be a
metric space. If fn : X −→ X ′, n ∈ N, and f : X −→ X ′ are continuous functions
such that for all x ∈ X, d′( fn(x), f (x)) converges decreasingly to 0 then the sequence
( fn)n converges uniformly to f.

7.1.29 Theorem If X is a set, (Y , δd) is a complete metric approach space, and
Z ⊆ YX is endowed with the approach structure δp of pointwise convergence on
YX, then the Met-coreflection of the completion of (Z , δ ) is isomorphic to the usual
metric completion of (Z , dδp).

Proof LetD be a symmetric gauge basiswhich generates δp. Further let (C (Z ), d̃δp)

stand for the usual metric completion of (Z , dδp), where C (Z ) stands for the set of

minimal Cauchy filters inZ . Clearly, if H ∈ C (Z ), then HD ∈ Ẑ . Thus we obtain
a map

ψ : C (Z ) −→ Ẑ : H −→ HD .

This map is onto. Indeed, if F ∈ Ẑ , then F is a U (D)-Cauchy filter, i.e. for all
x ∈ X, we have that

F(x) := {F (x) | F ∈ F} ,

where F (x) := { f (x) | f ∈ F } is Cauchy in (Y , d). Since Y is complete, there
exists f ∈ YX such that, for all x ∈ X, F(x) −→ f (x). This implies that

∀n ∈ N0,∀x ∈ X, ∃F0 ∈ F : F0(x) ⊆ Bd( f (x),
1

2n
).

Also, since F is δp-Cauchy, we have that

∀n ∈ N0, ∃gn ∈ Z ,∀x ∈ X :
{

h ∈ Z | d(gn(x), h(x)) <
1

2n

}
∈ F.
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Consequently, for all n ∈ N0 and for all x ∈ X, we have
{

h ∈ Z | d(gn(x), h(x)) <
1

2n

}
∩ F0 �= ∅,

and thus, for all x ∈ X, d(gn(x), f (x)) ≤ 1

n
, i.e. (gn)n −→ f uniformly. LetH′ stand

for the filter generated by the sequence (gn)n and let H be the minimal dδp -Cauchy
filter contained in H′. Since both

λδpF( f ) = 0 and λδpH( f ) = 0,

F and H are U (D) -equivalent. Since F is U (D) -minimal this implies that
ψ(H) = HD = F.

Now let F,H ∈ Ẑ . Then

d̃δp(F,H) = sup
F∈F

sup
H ∈H

inf
f ∈F

inf
h∈H

sup
x∈X

d( f (x), h(x))

≥ sup
x∈X

d̂{x}(FD ,HD )

= dδ̂p
(FD ,HD ).

Conversely, if
dδ̂p

(FD ,HD ) < ε,

then, given θ > 0, we can find f, h ∈ Z such that

λdδp
F( f ) <

θ
2
and λdδp

H(h) <
θ
2

,

which implies that, for any x ∈ X,

Bd{x}( f, θ ) ∈ FD and Bd{x}(h, θ ) ∈ HD .

It then follows that, for any x ∈ X, d{x}( f, h) ≤ ε + 2θ and thus dδp( f, h) ≤ ε + 2θ .
Consequently,

λdδp
H( f ) ≤ λdδp

H(h) + dδp(h, f )

≤ ε + 3θ ,

which by the arbitrariness of θ finally implies that

d̃δp(F,H) = inf
f ∈Z

(λdδp
F( f ) + λdδp

H( f ))

≤ ε .
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This proves at the same time that ψ is injective and an isomorphism and we are
finished. 
�

7.2 The Čech-Stone Compactification

Our description via clusters (see 6.3.12), allows us to answer the question as to
when the topological coreflection of our compactification β ∗X coincides with the
Čech-Stone compactification of the topological coreflection of X.

If X is a Tychonoff space, then the finest compatible proximity relation Δfine is
given by

AΔfineB ⇔ A and B cannot be completely separated.

This proximity relation is called the fine proximity.We recall that two setsA andB are
said to be completely separated if there exists a continuous function f : X −→ [0, 1]
such that f (A) = 0 and f (B) = 1. This proximity is also completely determined by
the property that a pair of zero-sets is proximal if and only if they intersect. If X is
normal then AΔfineB is equivalent with A ∩ B �= ∅.

Let Z(X) stand for the set of all zero sets in X.
We recall that a metric space X is called a UC space or an Atsuji space (see e.g.

Atsuji 1958; Chavez 1985) if any continuous real-valued function on X is uniformly
continuous. Many equivalent characterizations of Atsuji spaces have been given in
the literature.

7.2.1 Theorem If X is a Hausdorff uniform approach space, then the topological
coreflection of β ∗X is isomorphic to the Čech–Stone compactification of the topo-
logical coreflection of X if and only if ΔDK ∗(X)

is the fine proximity.

Proof The Čech-Stone compactification of a space is characterized as the compact-
ification with the property that disjoint zero sets have disjoint closures. We have the
following equivalences for any pair of zero sets A, B ∈ Z(X):

A ∩ B = ∅ ⇔ A and B have disjoint closures in β ∗X

⇔ no ΔDK ∗(X)
cluster contains both A and B

⇔ A is not ΔDK ∗(X)
proximal to B. 
�

We can now immediately derive a result which determines which metric approach
spaces have a compactification such that the Čech–Stone compactification of the
underlying topological space is quantified by a distance which extends the metric.
In other words, for which the diagram below commutes.

http://dx.doi.org/10.1007/978-1-4471-6485-2_6
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(X, d)

β∗

��

Top

coreflection
�� (X,Td)

β
��

(βX, βTd)

(β ∗X, β ∗d)
Top

coreflection
�� (β ∗X,Tβ∗d)

?

������

7.2.2 Corollary For a metric space (X, d) the following properties are equivalent.

1. The topological coreflection of β ∗X coincides with the Čech–Stone compacti-
fication of (X,Td).

2. (X, d) is an Atsuji space.

Proof This follows from 7.2.1 since a metric space (X, d) is an Atsuji space if and
only if for any pair of closed subsets A, B ⊆ X, we have that

A ∩ B = ∅ ⇔ inf
a∈A

inf
b∈B

d(a, b) > 0. 
�

The foregoing result is applicable to N since, equipped with the usual Euclidean
metric,N is clearly an Atsuji space. This implies that, although βN is not metrizable,
it is in a natural way quantifiable with a canonical approach structure. We note that
the fine proximity relation in this case is

AΔfineB ⇔ A ∩ B �= ∅

and that clusters hence are indeed just the ultrafilters on N as we already know from
7.2.2. We will therefore maintain the notation βN. The distance on N, generated
by the Euclidean metric, is also simply denoted by δdE . The distance β ∗δdE will be
denoted by δβN for short. In keeping with the usual practice in the case of βN and
with our way of denoting clusters, we will denote the points of βN by lower case
letters p, q, r, . . . .

We give some main properties of this distance in the following result.

7.2.3 Theorem The following properties hold.

1. The distance δβN on βN is given by

δβN(p,A) = sup
{A∈∩q|q∈A}

inf{α | A(α)
dE

∈ p}

= sup
{A∈∩q| q∈A}

sup inf inf
F∈p a∈A y∈F

|a − y|

for all p ∈ βN and A ⊆ βN.
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2. The restriction of δβN to N coincides with the Euclidean distance δdE .
3. The topological coreflection of (βN, δβN) is βN (equipped with the topology

of the Čech–Stone compactification).

Proof 1. It follows from the discussion preceding 6.3.9 that for any p ∈ βN and any
nonempty subset A ⊆ βN

δβN(p,A) = sup{̂δA(p) | A absorbs A}
= sup

{A∈∩q|q∈A}
inf{α | ∀d ∈ DK ∗(N) : A(α)

d ∈ p}.

Now put

K := {δd(·, A) | d ∈ Gb, A ⊆ N}

then clearly

DK ⊆ DK ∗(N) ⊆ Gb.

Since for any d ∈ Gb and A ⊆ N

dA : N × N −→ R : (x, y) �→ |δd(x, A) − δd(y, A)|

is in DK and since for any ε ∈ R
+ we have A(ε)

d = A(ε)

dA it follows that in the above
formula we can replace DK ∗(X) by Gb. Furthermore, we can obviously replace Gb
by the canonical basis {dE ∧ ω | ω ∈ P}. But since for any ω ∈ P and A ⊆ N we
have A(ω)

dE
= A(ω)

dE∧(ω+1) it finally follows that we can replace DK ∗(X) by the unique
metric dE and hence

δβN(p,A) = sup
{A∈∩q|q∈A}

inf{α | A(α)
dE

∈ p}

which proves the first formula.
Now, for the second formula, if there exists B ∈ p such that B ⊆ A(α)

dE
then since

any B′ ∈ p meets B it follows that infx∈A infy∈B′ |x − y| ≤ α . Conversely if for any
B ∈ p we have that infx∈A infy∈B |x−y| < α then for each such B we can find yB ∈ B

such that infa∈A |x − yB| < α and then B0 := {yB | B ∈ p} ∈ p and B0 ⊆ A(α)
dE

.
Hence we finally obtain that

δβN(p,A) := sup
{A∈∩q| q∈A}

sup inf inf
F∈p a∈A y∈F

|a − y| .

2. This is immediate.
3. This follows from 7.2.2. 
�
In the sequel, for simplicity, we denote A(α)

dE
simply by A(α).

http://dx.doi.org/10.1007/978-1-4471-6485-2_6
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That δβN is not trivial on the remainder N
∗ := βN \ N of βN is shown by the

following result. Given an ultrafilter p on N, we define

p ⊕ n := {U ⊕ n | U ∈ p} and p � n := {U � n | U ∈ p}
where, for any n ∈ N and A ⊆ N,

A ⊕ n := {a + n | a ∈ A} and A � n := {(a − n) ∨ 0 | a ∈ A} .

7.2.4 Proposition If p and q are ultrafilters on N, then for any n ∈ N

δβN(q, {p}) = n ⇔ p = q ⊕ n or p = q � n.

Proof Fix q and n. That δβN(q, {q ⊕ n}) ≤ n follows from the fact thatF⊕n ⊆ F(n),
for all F ∈ q and the first formula in 7.2.3. To show the other inequality, for any
i ∈ {0, 1, . . . , 2n − 1}, let

Zi := {2kn + i | k ∈ N} .

Then (Zi)
2n−1
i=0 is a finite partition of N and thus there exists a unique

j ∈ {0, 1, . . . , 2n − 1} such that Zj ∈ q. If we let j′ := j +n(mod 2n) then Zj′ ∈ q⊕n
and

δβN(q, {q ⊕ n}) ≥ inf
x∈Zj

inf
y∈Zj′

|x − y| = n.

This shows that δβN(q, {q ⊕ n}) = n. The result for δβN(q, {q � n}) is of course an
immediate consequence.

To prove the necessity, assume that for some p, q ∈ βN we have δβN(q, {p}) ≤
n < ∞. Choose i, j ∈ {0, . . . , 2n} such that

Di := (2n + 1)N ⊕ i ∈ q

and

Dj := (2n + 1)N ⊕ j ∈ p.

Then

Bq := {F ∩ Di | F ∈ q}
and

Bp := {
G ∩ Dj | G ∈ p

}

are bases for respectively q and p. For any A ∈ Bq, we can find B ∈ Bp such that
B ⊆ A(n). Then there exists a unique l ∈ {−n, . . . , n} such that i+ l = j(mod 2n+1).
It then follows that B ⊆ A ⊕ l. Consequently q ⊕ l ⊆ p and thus q ⊕ l = p. 
�

It follows from the foregoing proposition that unless q and p are translates of
each other, δβN(q, {p}) = ∞, i.e. ultrafilters which are not translates of each other
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contain sets which lie arbitrarily far apart. Consequently we immediately obtain the
following corollary.

7.2.5 Corollary The metric coreflection of (βN, δβN) is a metric which generates
the discrete topology on βN.

The foregoing allows us to deduce some interesting results. Since for each n ∈ N

the set An := {k ∈ N | k ≥ n} belongs to every non-principal ultrafilter it follows
that for any m ∈ N

δβN(m, N
∗) ≥ sup inf

n∈N k∈An

|m − k| = ∞.

In Van Douwen (1991) an addition was defined on βN in the following way. For
any p ∈ N

∗ and n ∈ N we already know what p ⊕ n and p � n mean. It then is easily
seen that always

(p ⊕ n) � n = p and (p � n) ⊕ n = p.

Now for any fixed p ∈ N
∗, making use of the second formula in 7.2.3, the map

τp : N −→ βN : n �→ p ⊕ n

is easily seen to preserve distances, and since it is clearly an injection it is an em-
bedding. Hence it follows from 6.3.4 that it has a unique extension

τ∗
p : βN −→ βN : q �→ p ⊕ q

which is a contraction. That way we obtain a binary operation on βN

⊕ : βN × βN −→ βN : (p, q) �→ τ∗
p (q).

This is an associative extension of ordinary addition of natural numbers (see
e.g. Hindman 1979).

Van Douwen proved thatN∗ ⊕N
∗ is nowhere dense inN

∗. However the following
actually holds.

7.2.6 Proposition
⋃

n∈N(N∗ ⊕ N
∗)(n) is nowhere dense in N

∗.

Proof A basis for the topology of N
∗ is given by

{clβN(A) ∩ N
∗ | A ⊆ N infinite}.

If A ⊆ N is an infinite subset we take an increasing sequence (sn)n in A such that
sn+1 > 2sn + 3n for each n ∈ N and we let

S := {sn | n ∈ N} and Sn := {sm | m ≥ n}.

http://dx.doi.org/10.1007/978-1-4471-6485-2_6
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Suppose that for some p, q ∈ N
∗ and n ∈ N we have S(n) ∈ p ⊕ q then, since

S(n) \ S(n)
n is finite, it follows that also S(n)

n ∈ p ⊕ q. Then we can find B ∈ q and for
all b ∈ B a set Fb ∈ p such that Fb + b ⊆ S(n)

n .
Now, fix k and l ∈ B such that k + 2n < l and let C, D ∈ p be such that

C + k ⊆ S(n)
n and D + l ⊆ S(n)

n .

As C ∩D ∈ p is an infinite set there is an i ∈ C ∩D such that i ≥ l. Then i + k ∈ S(n)
n

and thus, for some m ≥ n we have

sm − n ≤ i + k ≤ sm + n.

From the fact that k + 2n ≤ l it now follows that

sm + n < i + l.

On the other hand we have

l ≤ i ≤ i + k ≤ sm + n and thus i + l ≤ 2i ≤ 2sm + 2n < sm+1 − n.

Consequently we obtain

sm + n < i + l < sm+1 − n

and hence i + l �∈ S(n)
n which contradicts the fact that i + l ∈ D + l.

This contradiction shows that N \ S(n) belongs to each element of N
∗ ⊕ N

∗.
Consequently, if p ∈ ∪n∈N(N∗ ⊕ N

∗)(n) then S �∈ p. In other words, S is an infinite
subset of A such that

clβN(S) ∩ (∪n∈N(N∗ ⊕ N
∗)(n)) = ∅

which proves the result. 
�

7.3 Comments

1. The non-numerical aspect of topological spaces
Of course, a topological space as such has no numerical information and it would

not be possible to produce anymeaningful quantitative results just from thequalitative
non-numerical data of a topological space. In the first section we hence developed
the theory of function spaces for general approach spaces and uniform gauge spaces
which as special case of course has the situation for topological and uniform spaces
included. In that special case only qualitative classical results ensue. However, if
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a topological space or a uniform space is endowed with a canonical metric, such
as e.g. the real line, then the results are also applicable to that situation and then
quantitative results will follow which are related to the underlying topologies and
uniformities.

More generally if a topological space, or a uniform space, is defined from an initial
construction involving canonical metrics then, as we have seen in the second and fifth
chapters, a canonical approach structure or uniform gauge structure overlying the
topological or uniform space ensues and the results of this chapter give meaningful
quantitative results for those structures.

Analogously in the second section concerning the Čech-Stone compactification
of Atsuji spaces, in particular N, here too we take the stance that N is endowed with
a canonical metric, namely the restriction of the Euclidean metric on R. Again this
then allows for quantitative results.

2. Function spaces in metrically generated theories
Function spaces have been studied also in the more general setting of metrically

generated theories in Vandersmissen and Van Geenhoven (2009). Both approach
spaces and uniform gauge spaces are special cases of metrically generated spaces,
and in particular if the codomain is a uniform gauge space then they obtain the
function space structure introduced in this chapter and prove a version of Ascoli’s
theorem which concords with the results of 7.1.25 and which generalizes the non-
indexed version given in Lowen (2004) to the realm of certain metrically generated
theories.



Chapter 8
Approach Theory Meets Functional Analysis

In most sciences one generation tears down what another has
built … In mathematics alone each generation builds a new
story to the old structure.

(Hermann Hankel)

In this chapter in the first sectionwe start in the classical setting of normed spaces and
see how the well-known weak and weak* topologies can be quantified by canonical
approach structures and how using index analysis, this allows to obtain quantified
results of which several classical results are simple corollaries (see e.g. 8.1.4, 8.1.6,
8.1.8). We also show that the weak and norm distances coincide on weakly complete
subsets (8.1.16) and we prove a zero-one law for the index of compactness of the
unit ball for the weak approach structure (8.1.34).

In the second section we will see that the construction of the weak and weak*
approach structures on normed spaces fits into the wider picture of what we call
approach vector spaces and locally convex approach spaces.We define the categories
ApVec and lcApVec and investigate their basic properties and see how they relate to
topological vector spaces, locally convex vector spaces and seminormed spaces.

8.1 Normed Spaces and Their Duals

We will work with a normed vector space E over the field of real numbers and we
write ‖ ‖ and d for norm and metric on E , with sub- or superscripts if necessary.

To simplify notations, we will write BE and SE for the closed unit ball and unit
sphere with center 0. The topological dual of E , which is denoted by E ′, is defined
as the space consisting of all continuous real-valued linear maps on E and the dual
norm on E ′ is given by

‖ f ‖ := sup
x∈BE

| f (x)|.

© Springer-Verlag London 2015
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This norm makes E ′ into a Banach space. The topological dual of E ′ is called the
bidual of E , and will be denoted by E ′′. For every x ∈ E we have a functional

x̂ : E ′ −→ R : f �→ f (x)

in E ′′ and it is a consequence of the Hahn-Banach theorem that

J : E −→ E ′′ : x �→ x̂

defines a linear isometrical embedding, meaning that J is linear and that for every
x ∈ E

‖x̂‖ = sup
f ∈BE ′

| f (x)| = ‖x‖.

For every finite subset F ⊆ E ′ the function

pF : E −→ R : x �→ sup
f ∈F

| f (x)|

is a seminorm on E . In the sequel we writeN(E,E ′) for the set of all such seminorms
and D(E,E ′) for the set of all metrics derived from these seminorms. Then the weak
topology σ(E, E ′) on E is defined as the Hausdorff locally convex topology on E
generated by either of these collections, and it owes its name to the fact that it is the
initial topology for the source

( f : E −→ (R,TE)) f ∈BE ′ .

In this section we will introduce a uniform approach structure on E which quantifies
the weak topology and we will generalize some well-known basic properties of the
weak topology, which can be found in e.g. in Bourbaki (1961) and Brezis (2011), to
the quantitative level, yielding the classical results as corollaries.D(E,E ′) is saturated
for the formation of finite suprema and it generates a distance on E , which we will
denote by δ(E,E ′) andwhichwewill call theweak distance. It is given by the following
formula:

δ(E,E ′) : E × 2E −→ P : (x, A) �→ sup
F∈2(BE ′ )

inf
a∈A

pF (x − a).

That the name weak distance for δ(E,E ′) is justified follows from the fact that it
quantifies the weak topology.

8.1.1 Proposition The topological coreflection of (E, δ(E,E ′)) is (E, σ(E, E ′)) and
the metric coreflection of (E, δ(E,E ′)) is (E, d‖ ‖).
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δ(E,E ′)
Top

c

��

Met
c

��
σ(E, E ′) d‖ ‖

Proof The first claim follows at once from the definitions and 2.2.6 and the second
claim follows from the Hahn-Banach theorem since for any x, y ∈ E we have

dδ(E,E ′) (x, y) = δ(E,E ′)(x, {y}) ∨ δ(E,E ′)(y, {x})
= sup

F∈2(BE ′ )
sup
f ∈F

| f (x − y)|

= sup
f ∈BE ′

| f (x − y)|

= ‖x − y‖. 	

8.1.2 Theorem The source ( f : (E, δ(E,E ′)) −→ (R, δE) ) f ∈BE ′ is initial.

Proof If we denote the initial approach distance for the source above by δ then, for
every x ∈ E and every A ⊆ E , we have

δ (x, A) = sup
F∈2(BE ′ )

inf
a∈A

sup
f ∈F

(dE( f (x), ·) ◦ f ) (a)

= sup
F∈2(BE ′ )

inf
a∈A

sup
f ∈F

| f (x − a)|

= δ(E,E ′)(x, A). 	

Since coreflectors preserve initiality an immediate consequence is thewell-known

fact that the source ( f : (E, σ(E,E ′)) −→ (R,TE ) ) f ∈E ′ is initial (in Top). That
σ(E,E ′) ⊆ T‖ ‖ is also an immediate consequence of the fact that δ(E,E ′) ≤ δ‖ ‖.

We now show that equality of the strong and weak distances is equivalent to
equality of the strong and weak topologies.

8.1.3 Theorem The following properties are equivalent.

1. E is finite-dimensional.
2. The weak distance coincides with the norm distance.
3. The weak topology coincides with the norm topology.

Proof 1 ⇒ 2. Assume that E is finite-dimensional and let { e1, . . . , en } be a basis
for E . Then a basis for E ′ is given by { e′

1, . . . , e′
n } where for every i ∈ { 1, . . . , n }

e′
i : E −→ R :

n∑

k=1

αkek �→ αi .

http://dx.doi.org/10.1007/978-1-4471-6485-2_2
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Take x ∈ E and A ⊆ E arbitrary. We only need to prove one inequality. It follows
from the Hahn-Banach theorem that for every y ∈ A, there exists an f (y) ∈ BE ′
such that

‖x − y‖ = | f (y)(x − y)|.

Now define

ϕ : E ′ −→ R
n :

n∑

i=1

αi e
′
i �→ (α1, . . . , αn).

Then ϕ is one-to-one and linear and both ϕ and ϕ−1 are Lipschitz. For every
(α1, . . . , αn) ∈ R

n we have

‖ϕ−1((α1, . . . , αn))‖ ≤ n · n
max
i=1

‖e′
i‖ · ‖(α1, . . . , αn)‖max,

and

‖ϕ(

n∑

i=1

αi e
′
i )‖max ≤ n

max
i=1

‖ei‖ · ‖
n∑

i=1

αi e
′
i‖.

Analogously of course

ψ : E −→ R
n :

n∑

i=1

xi ei �→ (x1, . . . , xn)

is linear and one-to-one and both ψ and ψ−1 are Lipschitz. Suppose that M > 0 is
a Lipschitz constant for ψ . Fix 0 < ε < 1. Since ϕ(BE ′) is compact there exists a
finite subset B of ϕ(BE ′) such that

ϕ(BE ′) ⊆
⋃

α∈B

Bd‖·‖max
(α, ε ′)

where ε ′ := ε/(n · M). Then F := ϕ−1(B) is a finite subset of BE ′ and for all y ∈ A

pF (x − y) ≥ (1 − ε) · ‖x − y‖.

To prove this claim, pick y ∈ A. If we write x = ∑n
i=1 xi ei , y = ∑n

i=1 yi ei

and f (y) = ∑n
i=1 α(y)

i e′
i , then α(y) := (α(y)

1 , . . . , α(y)
n ) ∈ ϕ(BE ′), so there exists

α := (α1, . . . , αn) ∈ B with

‖α − α(y)‖max < ε ′.
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If g := ϕ−1(α) we obtain that

‖x − y‖ = | f (y)(x − y)|
≤ |g(x − y)| + |( f (y) − g)(x − y)|

≤ pF (x − y) +
n∑

i=1

|α(y)
i − αi | · |xi − yi |

≤ pF (x − y) + ε · ‖x − y‖.

This now implies that

δ(E,E ′)(x, A) ≥ inf
y∈A

pF (x − y) ≥ (1 − ε) · δ‖ ‖(x, A)

and thus by arbitrariness of ε we are finished.
2 ⇒ 3. This follows from 8.1.1.
3 ⇒ 1. This can be found e.g. in Brezis (2011). 	

The fact that a weakly convergent sequence is bounded is a consequence of a

more powerful quantified result.

8.1.4 Theorem Let (xn)n be a sequence in E. Then the following properties are
equivalent.

1. For all x ∈ E : λ(E,E ′)〈(xn)n〉(x) < ∞.
2. There exists x ∈ E : λ(E,E ′)〈(xn)n〉(x) < ∞.
3. The sequence (xn)n is norm bounded.

Proof 1 ⇒ 2. This is evident.
2 ⇒ 3. Suppose that

M := λ(E,E ′)〈(xn)n〉(x) = sup
f ∈BE ′

lim sup
n

| f (x − xn)| < ∞

for some x ∈ E . Then we have that

∀ f ∈ BE ′ , ∃n f ,∀n > n f : | f (x) − f (xn)| ≤ M + 1,

yielding that for every f ∈ E ′ and every n ∈ N

| f (xn)| ≤
(

(‖ f ‖ + 1) ·
(∣

∣
∣
∣

f

‖ f ‖ + 1
(x)

∣
∣
∣
∣ + M + 1

))
∨ n f/(‖ f ‖+1)

sup
i=1

| f (xi )|,

which shows that ( f (xn))n is a bounded sequence for every f ∈ E ′. Applying a
well-known consequence of the Banach-Steinhaus theorem (see e.g. Brezis 2011)
now yields that (xn)n is norm bounded.
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3 ⇒ 1. Note that for each x ∈ E

λ(E,E ′)〈(xn)n〉(x) ≤ λ‖ ‖〈(xn)n〉(x) = lim sup
n

‖x − xn‖ ≤ ‖x‖ + sup
n

‖xn‖. 	


8.1.5 Corollary (Top) Every weakly convergent sequence is norm bounded.

8.1.6 Proposition If (xκ )κ is a net in E and x ∈ E, then

‖x‖ ≤ liminf
κ

‖xκ‖ + λ(E,E ′)〈(xκ )κ 〉(x).

Proof Take x ∈ E and let (xκ )κ be a net in E on the directed set (D,�). Assume that
all terms on the right-hand side are finite, and let M be such that λ(E,E ′)〈(xκ )κ 〉(x) <

M < ∞. Then it follows that

∀ f ∈ BE ′ , ∃η ∈ D,∀κ ∈ D, κ � η : | f (x)| − | f (xκ )| ≤ | f (x − xκ )| < M,

from which it follows that

∀ f ∈ BE ′ : | f (x)| ≤ liminf
κ

‖xκ‖ + M

and taking the supremum over all f ∈ BE ′ , the result follows once again from the
Hahn-Banach theorem. 	

8.1.7 Corollary (Top) If (xκ )κ is a net in E which converges weakly to x ∈ E, then

‖x‖ ≤ liminf
κ

‖xκ‖.

8.1.8 Proposition If (xκ )κ and ( fκ )κ are nets in E and E ′, both based on the same
directed set, x ∈ E and f ∈ E ′, then

λE〈( fκ (xκ ))κ 〉( f (x)) ≤ (sup
κ

‖xκ‖) · λ‖ ‖〈( fκ )κ 〉( f ) + ‖ f ‖ · λ(E,E ′)〈(xκ )κ 〉(x).

Proof We will denote the directed set upon which both nets are based by (D,�). If
f = 0 and supκ ‖xκ‖ = 0 there is nothing to show. If supκ ‖xκ‖ = 0 and f �= 0 we
have that

λE〈( fκ (xκ ))κ 〉( f (x)) = | f (x)|
≤ ‖ f ‖ · lim sup

κ

∣
∣
∣
∣

f

‖ f ‖ (x − xκ )

∣
∣
∣
∣

≤ ‖ f ‖ · λ(E,E ′)〈(xκ )κ 〉(x).
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If supκ ‖xκ‖ �= 0 and f = 0, we have that

λE〈( fκ (xκ ))κ 〉( f (x)) = lim sup
κ

| fκ (xκ )|
≤ (sup

κ
‖xκ‖) · lim sup

κ
‖ fκ − f ‖

= (sup
κ

‖xκ‖) · λ‖ ‖〈( fκ )κ 〉( f ).

Now suppose that f �= 0 and that supκ ‖xκ‖ > 0. If either λ‖ ‖〈( fκ )κ 〉( f ) = ∞ or
λ(E,E ′)〈(xκ )κ 〉(x) = ∞ there is nothing to show hence we can suppose that these
terms are finite. Fix ε > 0 and take κ0 ∈ D such that

sup
κ�κ0

‖ f − fκ‖ ≤ λ‖ ‖〈( fκ )κ 〉( f ) + ε
2 supκ ‖xκ‖

and

sup
κ�κ0

∣
∣
∣
∣

f

‖ f ‖ (xκ − x)

∣
∣
∣
∣ ≤ lim sup

κ

∣
∣
∣
∣

f

‖ f ‖ (xκ − x)

∣
∣
∣
∣ + ε

2‖ f ‖ .

It then follows that

sup
κ�κ0

| fκ (xκ ) − f (x)| ≤ sup
κ�κ0

| fκ (xκ ) − f (xκ )| + sup
κ�κ0

| f (xκ ) − f (x)|

≤ (sup
κ

‖xκ‖) · sup
κ�κ0

‖ fκ − f ‖ + ‖ f ‖ · sup
κ�κ0

∣
∣
∣
∣

f

‖ f ‖ (xκ − x)

∣
∣
∣
∣

≤ (sup
κ

‖xκ‖) · λ‖ ‖〈( fκ )κ 〉( f ) + ‖ f ‖ · lim sup
κ

∣
∣
∣
∣

f

‖ f ‖ (xκ − x)

∣
∣
∣
∣ + ε

≤ (sup
κ

‖xκ‖) · λ‖ ‖〈( fκ )κ 〉( f ) + ‖ f ‖ · λ(E,E ′)〈(xκ )κ 〉(x) + ε,

which concludes the proof by arbitrariness of ε . 	

8.1.9 Corollary (Top) If (xκ )κ and ( fκ )κ are nets in E and E ′, both based on the
same directed set, x ∈ E and f ∈ E ′, ( fκ )κ converges to f in the norm topology
and (xκ )κ converges weakly to x, then ( fκ (xκ ))κ converges to x in R.

8.1.10 Theorem (Mazur) If C ⊆ E is convex then

δ‖ ‖(·, C) = δ(E,E ′)(·, C).

Proof If C = ∅, the equality is trivially fulfilled, so we may assume C �= ∅. Fix
x ∈ E . Only one inequality needs to be shown. Suppose that δ‖ ‖(x, C) > ε > 0 and
put BE (x, ε) the open ball in x with radius ε . Since C and BE (x, ε) are nonempty
and disjoint the Hahn-Banach theorem yields the existence of α ∈ R and f ∈ E ′,
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with f �= 0 such that

∀y ∈ C,∀z ∈ BE (x, ε) : f (y) ≤ α ≤ f (z).

Since f is linear this implies that

f (x) = sup
z∈BE (x,ε)

( f (z) + f (x − z))

≥ α + sup
z∈BE (x,ε)

f (x − z)

= α + ε‖ f ‖,

and it now follows that

δ(E,E ′)(x, C) ≥ inf
y∈C

(
f

‖ f ‖ (x) − f

‖ f ‖ (y)

)
≥ ε,

which concludes the proof. 	


8.1.11 Corollary (Mazur inTop)The weak closure and the strong closure of convex
sets coincide.

A remarkable fact about the weak distance is that its completeness is equivalent
to the completeness of the initial norm.

8.1.12 Theorem A normed space E is a Banach space if and only if (E, δ(E,E ′)) is
complete.

Proof Since a uniform approach space is complete if and only if its metric coreflec-
tion is complete, this is an immediate consequence of 8.1.1. 	

If (E1, δ1) and (E2, δ2) are approach spaces, f : E1 −→ E2 is a function and
k ∈ R

+, we call f k-Lipschitz if for every x ∈ E1 and each subset A ⊆ E1, we have
that

δ2( f (x), f (A)) ≤ k · δ1(x, A).

8.1.13 Proposition If E1 and E2 are normed spaces, and T : E1 −→ E2 is a linear
function, then the following properties are equivalent.

1. T : (E1,T‖ ‖1) → (E2,T‖ ‖2) is continuous.
2. For some k ∈ R

+, T : (E1, δ‖ ‖1) → (E2, δ‖ ‖2) is k-Lipschitz.
3. For some k ∈ R

+, T : (E1, δ(E1,E ′
1)

) → (E2, δ(E2,E ′
2)

) is k-Lipschitz.
4. T : (E1, σ(E1, E ′

1)) −→ (E2, σ(E2, E ′
2)) is continuous.

In the equivalence of 2 and 3 the Lipschitz constant is preserved in both directions.
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Proof 1 ⇔ 2 ⇔ 4. This can be found in e.g. Brezis (1983).
2 ⇒ 3. Suppose that T : (E1, δ‖ ‖1) −→ (E2, δ‖ ‖2) is k-Lipschitz with k ∈ R

+.
Since for any finite subset F ⊆ BE ′

2

F ◦ T := { f ◦ T | f ∈ F }

is a finite subset of k BE ′
1
we obtain that for every x ∈ E1 and every A ⊆ E1

δ(E2,E ′
2)

(T (x), T (A)) = sup

F∈2(BE ′
2

)

inf
a∈A

pF◦T (x − a)

≤ sup

H∈2(k BE ′
1
)

inf
a∈A

pH (x − a)

= kδ(E1,E ′
1)

(x, A).

3 ⇒ 2. This is analogous to the foregoing and we leave this to the reader. 	

Our next result gives an alternative description of the weak distance in a Banach

space which in turn will allow us to prove a theorem in the same vain as 3.2.15 and
8.1.10.

We writeS for the set of all closed subspaces F of E with a finite codimension,
i.e. such that dim(E/F) is finite. We denote the canonical quotient map by

πF : E −→ E/F : x �→ x + F.

We recall that the quotient norm is given by ‖πF (x)‖ := inf y∈F ‖x − y‖. The map

πτ
F : (E/F)′ −→ E ′ : ϕ �→ ϕ ◦ πF

is well known to be an isometry with image

F⊥ := Imπτ
F = { f ∈ E ′ | f|F = 0}.

8.1.14 Proposition If E is a Banach space, then for any x ∈ E and A ⊆ E we have

δ(E,E ′)(x, A) = sup
F∈S

inf
a∈A

inf
z∈F

‖x − a − z‖ = sup
F∈S

δ‖ ‖(x, A + F).

Proof Let x ∈ E and A ⊆ E and for any finite subset G ⊆ BE ′ put

FG := G⊥ = {y ∈ E | ∀ f ∈ G : f (y) = 0}.

Then, since the codimension of FG cannot be larger than the cardinality of G and
FG is closed it follows that FG ∈ S . Hence, since clearly G ⊆ FG

⊥ ∩ BE ′ and

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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applying the Hahn-Banach theorem we find that

δ(E,E ′)(x, A) = sup
G∈2(BE ′ )

inf
a∈A

sup
f ∈G

| f (x − a)|

≤ sup
G∈2(BE ′ )

inf
a∈A

sup
f ∈FG

⊥∩BE ′
| f (x − a)|

= sup
G∈2(BE ′ )

inf
a∈A

sup
ϕ∈B(E/FG )

|ϕ ◦ πFG (x − a)|

= sup
G∈2(BE ′ )

inf
a∈A

‖πFG (x − a)‖

= sup
G∈2(BE ′ )

inf
a∈A

inf
z∈FG

‖x − a − z‖

≤ sup
F∈S

inf
a∈A

inf
z∈F

‖x − a − z‖.

Conversely, let F ∈ S be arbitrary. Then F⊥ is a finite-dimensional subspace of E ′
and for any ε ∈]0, 1[, by compactness of BF⊥ with respect to the topology generated
by the dual norm there exists (see Valentine 1965) a finite subset Gε := { f1, . . . , fn}
of BF⊥ such that

(1 − ε)BF⊥ ⊆ conv(Gε ),

where we recall that conv stands for convex hull. Hence we obtain

inf
a∈A

inf
z∈F

‖x − a − z‖ = inf
a∈A

sup
f ∈BF⊥

| f (x) − f (a)|

≤ (1 − ε)−1 inf
a∈A

sup
f ∈conv(Gε )

| f (x) − f (a)|

= (1 − ε)−1 inf
a∈A

sup
f ∈Gε

| f (x) − f (a)|

from which, by the arbitrariness of F ∈ S and ε ∈]0, 1[, the remaining inequality
follows. 	


The inclusion relation onS is a partial order which obviouslymakesS a directed
set. We use the notation L � M ⇔ M ⊆ L .

8.1.15 Definition A subset A ⊆ E is calledweakly complete if, whenever (aL)L∈S ′
is a subnet of a net (aL)L∈S in A such that ( f (aL))L∈S ′ converges for every f ∈ E ′,
then there exists a ∈ A such that (aL)L∈S ′ converges to a in the weak topology.

8.1.16 Theorem If E is a Banach space, then for any A ⊆ E which is weakly
complete

δ(E,E ′)(·, A) = δ‖ ‖(·, A).
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Proof If E is finite dimensional there is nothing to show since this is 8.1.3, sowemay
suppose that E is infinite dimensional. Fix x ∈ E and put α := δ(E,E ′)(x, A) < ∞.
It follows from 8.1.14 that, for any L ∈ S we can find xL ∈ L and aL ∈ A such that

‖x − (aL + xL)‖ < α + 1

codim(L)
.

For any L ∈S we have aL + xL ∈ (‖x‖ + α + 1)BE , and thus ̂aL + xL ∈ (‖x‖ +
α + 1)BE ′′ . By the theorem of Alaoglu-Bourbaki (see e.g. Brezis 2011), there then
exists a subnet (aM + xM )M∈S ′ and ϕ ∈ E ′′ such that ( ̂aM + xM )M∈S ′ converges
to ϕ with respect to σ(E ′′, E ′).

Now if f ∈ E ′ \ {0}, since Ker( f ) is a subspace of codimension 1, there exists
M f ∈ S with Ker( f ) � M f . Clearly, for all M ∈ S ′ such that M f � M we have
f (aM ) = f (aM + xM ), which proves that for any f ∈ E ′ the net ( f (aM ))M∈S ′
converges to ϕ( f ) and hence (aM )M∈S ′ converges to ϕ in σ(E ′′, E ′). Since A is
weakly complete, this implies that there exists a ∈ A with ϕ = â.

For any f ∈ BE ′ and M ∈ S ′ with M f � M we have

| f (x − aM )| = | f (x − (aM + xM ))|
≤ ‖x − (aM + xM )‖
< α + 1

codim(M)

and consequently, taking limits, and noting that then codim(M) → ∞, we obtain
that | f (x − a)| ≤ α . This shows that

δ‖ ‖(x, A) ≤ ‖x − a‖ ≤ α

which concludes the proof. 	

In a similar way as for the weak topology on E , the dual pair E and E ′ generates

the so-called weak* topology σ(E ′, E) on E ′. For each finite subset F ⊆ E wewrite

pF : E ′ −→ R : f −→ sup
x∈F

|x̂( f )| = sup
x∈F

| f (x)|

and this defines a seminorm on E ′. To simplify notations, we put N (E ′, E) :=
{ pF | F ⊆ E finite} and D(E ′, E) := { dpF | F ⊆ E finite}. The weak* topology
σ(E ′, E) is then defined to be theHausdorff locally convex topology on E ′ generated
by D(E ′, E). We now introduce a distance on E ′ which is a quantification of the
weak* topology, and we state a series of results, parallel to those proved in the
previous section for the weak topology. We omit all proofs which are similar to
the proofs of the analogous statements for theweak distance.D(E ′, E) is a collection
of metrics on E ′ which is saturated for the formation of finite suprema. It therefore
generates a distance, which we will denote by δ(E ′,E) and which we will call the
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weak* distance, given by the following formula:

δ(E ′,E) : E ′ × 2E ′ −→ P : ( f, G) �→ sup
F∈2(BE )

inf
g∈G

pF ( f − g).

8.1.17 Proposition The topological coreflection of (E ′, δ(E ′,E)) is (E ′, σ(E ′, E))

and the metric coreflection of (E ′, δ(E ′,E)) is (E ′, d‖ ‖).

δ(E ′,E)
Top

c

��

Met
c

��
σ(E ′, E) d‖ ‖

Proof This is analogous to 8.1.1 and we leave this to the reader. 	

In this setup, we now have three canonical distances on E ′: the strong distance

δ‖ ‖, the weak* distance δ(E ′,E) and the weak distance δ(E ′,E ′′).

8.1.18 Proposition The following holds

δ(E ′,E) ≤ δ(E ′,E ′′) ≤ δ‖ ‖.

Proof The first inequality follows from the fact that J (BE ) ⊆ BE ′′ and that pF =
pJ (F) for any finite subset F ⊆ BE . 	


As an immediate consequence σ(E ′, E) ⊆ σ(E ′, E ′′) ⊆ T‖ ‖.

8.1.19 Theorem The source (x̂ : (E ′, δ(E ′,E)) −→ (R, δE) )x∈BE is initial.

Proof This is analogous to 8.1.2 and we leave this to the reader. 	

Note that in the following two results we need E to be complete, since their proofs

rely on the Banach-Steinhaus theorem.

8.1.20 Theorem If E is a Banach space and ( fn)n a sequence in E ′, then the
following properties are equivalent.

1. For all f ∈ E ′: λ(E ′,E)〈( fn)n〉( f ) < ∞.
2. There exists f ∈ E ′ such that λ(E ′,E)〈( fn)n〉( f ) < ∞.
3. supn∈N ‖ fn‖ < ∞.

Proof This is analogous to 8.1.4 and we leave this to the reader. 	

8.1.21 Corollary (Top) In the dual of a Banach space every weak* convergent
sequence is norm bounded.
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8.1.22 Proposition If ( fκ )κ is a net in E ′ and f ∈ E ′, then

‖ f ‖ ≤ liminf
κ

‖ fκ‖ + λ(E ′,E)〈( fκ )κ 〉( f ).

Proof This is analogous to 8.1.6 and we leave this to the reader. 	

8.1.23 Corollary (Top) If ( fκ)κ is a net in E ′ which converges to f ∈ E ′ with respect
to σ(E ′, E), then ‖ f ‖ ≤ liminfκ‖ fκ‖.

8.1.24 Proposition If (xκ )κ and ( fκ )κ ) are nets in E and E ′, both based on the
same directed set, such that ( fκ )κ is norm bounded, x ∈ E and f ∈ E ′, then

λdE〈( fκ (xκ ))κ 〉( f (x)) ≤ (sup
κ

‖ fκ‖) · λ‖ ‖〈(xκ )κ 〉(x) + ‖x‖ · λ(E ′,E)〈( fκ )κ 〉( f ).

Proof This is analogous to 8.1.8 and we leave this to the reader. 	

8.1.25 Corollary (Top) If (xκ )κ and ( fκ )κ are nets in E and E ′, both based on the
same directed set, x ∈ E and f ∈ E ′, (xκ )κ converges to x and ( fκ )κ converges to
f with respect to σ(E ′, E), then ( fκ (xκ ))κ converges to f (x) in R.

8.1.26 Theorem The following properties are equivalent.

1. E is finite-dimensional.
2. The weak distance on E ′ coincides with the norm distance.
3. The weak topology on E ′ coincides with the norm topology.

Proof Since E ′ is finite dimensional if and only if E is, this follows from 8.1.3. 	

8.1.27 Theorem The following properties are equivalent.

1. E is reflexive.
2. The weak and weak* distances on E ′ coincide.
3. The weak and weak* topologies on E ′ coincide.

Proof 1 ⇒ 2. This is obvious since for a reflexive normed space we have J (BE ) =
BE ′′ and since for any finite subset F ⊆ BE we have pF = pJ (F).

2 ⇒ 3. This follows from 8.1.1.
3 ⇒ 1. This is well known, see e.g. Brezis (1983). 	


8.1.28 Theorem The following properties are equivalent.

1. E is finite-dimensional.
2. The weak* distance and the norm distance coincide.
3. The weak* topology and the norm topology coincide.

Proof 1 ⇒ 2. Since finite dimensional spaces are reflexive, this is a direct conse-
quence of 8.1.26 and 8.1.27.

2 ⇒ 3. This is evident.
3 ⇒ 1. This follows from 8.1.26. 	
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8.1.29 Theorem (E ′, δ(E ′,E)) is complete.

Proof This follows directly from 3.5.9 since (E ′, ‖ ‖) is a Banach space. 	

8.1.30 Theorem J : (E, δ(E,E ′)) → (E ′′, δ(E ′′,E ′)) is an embedding.

Proof It is well known that J is injective. That J is initial, is obvious since for every
x ∈ E and every A ⊆ E

δ(E ′′,E ′)(J (x), J (A)) = δ(E,E ′)(x, A). 	


8.1.31 Corollary (Top) J : (E, σ(E, E ′)) −→ (E ′′, σ(E ′′, E ′)) is an embedding.

Proof This follows from 8.1.30 since concrete coreflectors preserve initiality. 	

It is well known that a normed space E is reflexive if and only if (BE , σ(E, E ′)|BE )

is compact, see e.g. Brezis (1983). The next proposition extends the mentioned result
to the level of approach spaces.

8.1.32 Proposition The following equality holds.

χc(BE , δ(E,E ′)|BE ) = inf{ ε ∈ R
+
0 | (J (BE ))

(ε)
‖ ‖ ⊇ BE ′′ }.

Proof To prove the “≤”-part, take ε ∈ R
+
0 with (J (BE ))

(ε)
‖ ‖ ⊇ BE ′′ . Let U ∈

U(BE ) be arbitrary. Then J (U ) is an ultrafilter basis on BE ′′ and the theorem
of Alaoglu-Bourbaki yields that there exists ϕ ∈ BE ′′ such that J (U ) → ϕ in
(BE ′′ , σ(E ′′, E ′)|BE ′′ ). Fix n ∈ N0 and take x ∈ BE with ‖x̂ − ϕ‖ ≤ ε + 1/n. Since

J : (BE , δ(E,E ′)|BE ) → (BE ′′, δ(E ′′,E ′)|BE ′′ )

is an embedding, it follows that

λ(E,E ′)|BE (U )(x) = λ(E ′′,E ′)|BE ′′ (J (U ))(x̂)

= sup
F∈2(BE ′ )

inf
U∈U

sup
y∈U

sup
f ∈F

|(x̂ − ŷ)( f )|

≤ sup
f ∈BE ′

|(x̂ − ϕ)( f )| + sup
F∈2(BE ′ )

inf
U∈U

sup
y∈U

sup
f ∈F

|(ϕ − ŷ)( f )|

= ‖x̂ − ϕ‖ + λ(E ′′,E ′)|BE ′′ (J (U ))(ϕ)

≤ ε + 1/n.

Because U ∈ U(BE ) and n ∈ N0 were taken arbitrarily, it follows that

χc(BE , δ(E,E ′)|BE ) = sup
U ∈U(BE )

inf
x∈BE

λ(E,E ′)|BE (U )(x) ≤ ε,

which completes this part of the proof.

http://dx.doi.org/10.1007/978-1-4471-6485-2_3


8.1 Normed Spaces and Their Duals 283

In order to show the “≥”-part of the equality, note that if the right-hand side of
the equality equals 0, there is nothing to prove. Hence let ε ∈ R

+
0 be such that

(J (BE ))
(ε)
‖ ‖ �⊇ BE ′′

and fix ϕ ∈ BE ′′ \ (J (BE ))
(ε)
‖ ‖ . Since for each x ∈ BE

sup
f ∈BE ′

|ϕ( f ) − f (x)| = ‖ϕ − x̂‖ > ε,

we can choose, for every x ∈ BE , an fx ∈ BE ′ with |ϕ( fx ) − fx (x)| > ε . Now
consider the product space

T := {(Fx )x | ∀x ∈ E : Fx ⊆ BE ′ finite}.

It then follows that

χc(BE , δ(E,E ′)|BE ) = sup
(Fx )x ∈T

inf
Y∈2(BE )

sup
x∈BE

inf
y∈Y

sup
f ∈Fy

| f (x − y)|

≥ inf
Y∈2(BE )

sup
x∈BE

inf
y∈Y

| fy(x − y)|.

Now fix n ∈ N0. Since J (BE ) is dense in (BE ′′, σ(E ′′, E ′)|BE ′′ )we can fix for every
finite subset Y ⊆ BE an xY ∈ BE such that

∀y ∈ Y : |ϕ( fy) − fy(xY )| < 1/n.

Combining the foregoing, we get that

χc(BE , δ(E,E ′)|BE ) ≥ inf
Y∈2(BE )

inf
y∈Y

| fy(xY ) − fy(y)|
≥ inf

Y∈2(BE )
inf
y∈Y

(| fy(y) − ϕ( fy)| − |ϕ( fy) − fy(xY )|) ≥ ε − 1/n,

which by arbitrariness of n ∈ N0 shows that χc(BE , δ(E,E ′)|BE ) ≥ ε , completing
the proof. 	


We recall the following well-known result.

8.1.33 Lemma If F is a proper closed subspace of E, then for every ε ∈ ]0, 1[ there
exists an xε ∈ BE with

δ‖ ‖(xε , F) > 1 − ε .

This enables us to show a “zero-one” law for the index of compactness of BE in the
weak approach structure.
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8.1.34 Theorem The index of compactness of BE with respect to the weak approach
structure is either zero or one.

Proof Suppose that χc(BE , δ(E,E ′)|BE ) > 0. Then it follows from 8.1.32, since J is
an isometrical embedding, that J (E) is a proper closed subspace of E ′′ and since

0 ≤ χc(BE , δ(E,E ′)|BE ) ≤ 1,

combining 8.1.32 and 8.1.33 yields that in this case χc(BE , δ(E,E ′)|BE ) = 1. 	

For Banach spaces, this implies the following corollary:

8.1.35 Corollary If E is a Banach space, then

χc(BE , δ(E,E ′)|BE ) =
{
0 if E is reflexive,
1 if E is not reflexive.

Proof In 3.5.9 it is shown that for an arbitrary uniformapproach spaceY , we have that
the topological coreflection is compact if and only if Y is complete and χc(Y ) = 0.
The statement now follows at once from this, 8.1.34 and the fact that a Banach space
is reflexive if and only if its closed unit ball is weakly compact. 	


If E is a normed space we will write Ẽ := J (E). Then

J : (E, δ‖ ‖) −→ (Ẽ, δ‖ ‖|Ẽ )

is a dense embedding of (E, δ‖ ‖) with respect to the topology underlying the
metric coreflection. Consequently this embedding, up to isomorphism, is the App-
completion of (E, δ‖ ‖). This implies that the completion of (E, δ‖ ‖) is a cUAp2-
object corresponding to a Banach space with a linear embedding.

Since we have proved in 8.1.12 that (E, δ(E,E ′)) is not complete when E is not
a Banach space, and since (E, δ(E,E ′)) ∈ |UAp2|, it is interesting to study the App-
completion of (E, δ(E,E ′)) in this case.

8.1.36 Theorem The completion of (E, δ(E,E ′)) is given by

J : (E, δ(E,E ′)) → (Ẽ, δ(E ′′,E ′)|Ẽ ).

Proof This follows from the fact that the metric coreflection of (Ẽ, δ(E ′′,E ′)|Ẽ ) is
(Ẽ, d‖ ‖|Ẽ ), from 3.5.9, and from the fact that J : (E, δ(E,E ′)) −→ (Ẽ, δ(E ′′,E ′)|Ẽ ) is
dense with respect to the topology underlying the metric coreflection of
δ(E ′′,E ′)|Ẽ . 	

8.1.37 Example Let E be a non-reflexive Banach space. Then we know from 8.1.12
that (E, δ(E,E ′)) is complete in App. However, if E is equipped with the initial

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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UG-structure Γ for the same source

(E
f→ R) f ∈BE ′

but this time with R being equipped with the usual uniform gauge, then E cannot be
UG-complete. Indeed, the uniform coreflectionU0 of Γ is initial for the same source
with R being equipped with the usual uniformity and hence BE is totally bounded.
However, since E is non-reflexive, BE is not UG-complete and hence neither is
(E, Γ ).

8.2 Locally Convex Spaces

In the foregoing section we have seen that natural approach structures exist on
normed spaces and their duals, which quantify the weak and weak* topologies.
These approach structures allowed us to deduce approximations to fundamental the-
orems of functional analysis but moreover they are easily seen to be natural also
from the point of view of the relation with the underlying vector space structure.
In this section we prove that this is no coincidence. We isolate the precise condi-
tions required to have approach structures concord with the algebraic operations of
a vector space. Not surprisingly we are able to show that topological vector spaces
and locally convex spaces fit nicely into our framework, but the conditions for the
approach case are more subtle. We also characterize approach vector structures by
means of metrics and prenorms, showing relations to notions existing in the literature
on topological vector spaces. Finally we prove that categorically all is as it should
be, by showing that the categories which are introduced have the right topological
and algebraic properties and that the right embeddings, reflections and coreflections,
are present.

If X is a group (additive) and ϕ ∈ P
X then for any x ∈ X we write

ϕ � x : X −→ P : y �→ ϕ(y − x) and ϕ(2) : X × X → P : (x, y) �→ ϕ(y − x).

For Γ ⊆ P
X we put

Γ � x := {ϕ � x | ϕ ∈ Γ } and Γ (2) = {ϕ(2) | ϕ ∈ Γ }.

Furthermore in the sequel we will say that ϕ is sub-additive if

∀x, y ∈ X : ϕ(x + y) ≤ ϕ(x) + ϕ(y).

If X is moreover a vector space (we only consider real vector spaces) we will call
ϕ balanced if

∀x ∈ X,∀λ ∈ [−1, 1] : ϕ(λ x) ≤ ϕ(x)
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and we call ϕ absorbing if

∀x ∈ X,∀ε > 0, ∃δ > 0,∀λ ∈ [−δ , δ ] : ϕ(λ x) ≤ ε .

This last condition actually implies that, for all x ∈ X , the map R −→ P : λ �→
ϕ(λ x) is continuous in 0. A prenorm is a function that is sub-additive, balanced
and absorbing. It will follow from several characterizations in the sequel that this
terminology is justified. However, note already that if ϕ is balanced, respectively
absorbing, then for any ε > 0 the set {ϕ ≤ ε} is balanced, respectively absorbing,
in the usual sense.

Approach groups were introduced in Lowen and Windels (2000) and we will
first of all make a more detailed investigation of them, in order to pinpoint the right
constraints that are needed on an approach system for it to fit nicely with a vector
space structure.

8.2.1 Definition If G is at the same time a group and an approach space then it is
called an approach group if the following properties are fulfilled.

(AG1) ∀x ∈ G: A (0) � x = A (x).
(AG2) ∀ϕ ∈ A (0), ∀ε > 0, ∀ω < ∞, ∃ψ ∈ A (0), ∀x, y ∈ G

ϕ(x + y) ∧ ω ≤ ψ(x) + ψ(y) + ε .

(AG3) ∀ϕ ∈ A (0): ϕ(0) = 0.
(AG4) ∀ϕ ∈ A (0): ϕ(2)(·, 0) ∈ A (0).

It can be shown that in (AG2) the ε-part can be dropped and that, by induction, for
all ϕ ∈ A (0), for all ω < ∞ and n ∈ N, there exists ψ ∈ A (0), such that for all
x1, . . . , xn ∈ G

ϕ(

n∑

i=1

xi ) ∧ ω ≤
n∑

i=1

ψ(xi ).

This “interlinking” between different functions of the approach system some-
times is cumbersome, and it is therefore easier to be able to work with a basis for the
approach system consisting of functions where the interlinking condition is trivially
fulfilled, because the functions individually have good properties. This is the same
as the situation with approach systems and gauges where in the former we have the
triangular linking condition (A3) and in the latter we simply have metrics. The fol-
lowing result establishes the analogue in the present context. The proof uses exactly
the same technique as in Windels (1997). This technique, in turn, is based on the
well-known proof of the Urysohn theorem on the metrizability of a uniformity with
a countable basis.

As before, here too, we denote an approach group simply by its underlying set.

8.2.2 Proposition If G is an approach group, then there exists a basis for A (0)
consisting of sub-additive and symmetric functions.
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Proof For ϕ0 ∈ A (0) and ω < ∞ we shall construct a sub-additive function ϕ ∈
A (0) such that ϕ0 ∧ ω ≤ ϕ . So let (ϕm)m∈N0 be an increasing sequence in A (0)
such that for all x, y, z ∈ G and m ∈ N :

ϕm(x + y + z) ∧ ω
2m

≤ ϕm+1(x) + ϕm+1(y) + ϕm+1(z).

Define

ψ := sup
m∈N0

(ϕm ∧ ω
2m−1 ),

then it follows that ψ ≤ ϕm + ω
2m for all m ∈ N0, and so ψ ∈ A (0).

Let

ϕ(x) := inf{
n∑

i=1

ψ(xi ) | n ∈ N0,

n∑

i=1

xi = x}.

Then ϕ ≤ ψ , so ϕ ∈ A (0) and ϕ is sub-additive by definition. We use induction to
prove that for all n ∈ N0, the following property P(n) holds:

∀{x1, . . . , xn} ⊆ G,∀m ∈ N : ϕm(

n∑

i=1

xi ) ∧ ω
2m

≤
n∑

i=1

ψ(xi ).

We already haveϕ0∧ω ≤ ϕ1∧ω ≤ ψ and for allm ∈ N0 : ϕm ∧ ω
2m ≤ ϕm ∧ ω

2m−1 ≤
ψ , so P(1) is valid. Fix n and suppose P(k) is valid for k < n. Let {x1, . . . , xn} ⊆ G
and m ∈ N. We distinguish different cases.

1. Suppose
∑n

i=1 ψ(xi ) ≥ ω
2m . Then of course ϕm(

∑n
i=1 xi )∧ ω

2m ≤ ∑n
i=1 ψ(xi ).

2. Suppose
∑n

i=1 ψ(xi ) < ω
2m and suppose there exists k ∈ {1, . . . , n−2} such that

∑k
i=1 ψ(xi ) < ω

2m+1 and
∑n

i=k+2 ψ(xi ) < ω
2m+1 . From the induction hypothesis

we know that ϕm+1(
∑k

i=1 xi ) ∧ ω
2m+1 ≤ ∑k

i=1 ψ(xi ) and therefore we have

ϕm+1(

k∑

i=1

xi ) ≤
k∑

i=1

ψ(xi ).

In the same way we obtain

ϕm+1(

n∑

i=k+2

xi ) ≤
n∑

i=k+2

ψ(xi ).

Since, by definition, ϕm+1 ∧ ω
2m ≤ ψ and since necessarily ψ(xk+1) < ω

2m we
also have

ϕm+1(xk+1) ≤ ψ(xk+1).
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Therefore

ϕm(

n∑

i=1

xi ) ∧ ω
2m

≤ ϕm+1(

k∑

i=1

xi ) + ϕm+1(xk+1) + ϕm+1(

n∑

i=k+2

xi )

≤
k∑

i=1

ψ(xi ) + ψ(xk+1) +
n∑

i=k+2

ψ(xi )

=
n∑

i=1

ψ(xi ).

3. Suppose that
∑n

i=1 ψ(xi ) < ω
2m and that

∑n−1
i=1 ψ(xi ) < ω

2m+1 . Then, by induc-

tion, it follows thatϕm+1(
∑n−1

i=1 xi ) ≤ ∑n−1
i=1 ψ(xi ).Weknow thatψ(xn) < ω

2m ,
so ϕm+1(xn) ≤ ψ(xn), thus

ϕm(

n∑

i=1

xi ) ∧ ω
2m

≤ ϕm+1(

n−1∑

i=1

xi ) + ϕm+1(xn)

≤
n∑

i=1

ψ(xi ).

4. If
∑n

i=1 ψ(xi ) < ω
2m and

∑n
i=2 ψ(xi ) < ω

2m+1 then applying the same argu-
ments we obtain

ϕm(

n∑

i=1

xi ) ∧ ω
2m

≤
n∑

i=1

ψ(xi ).

This proves that P(n) is valid for all n ∈ N0, from which ϕ0 ∧ ω ≤ ϕ follows. The
symmetric map x �→ ϕ(x) ∨ ϕ(−x) is then also sub-additive and in A (0). 	


In the following result we use the above to give a simple description of approach
groups by means of their gauges.

8.2.3 Proposition If G is at the same time a group and an approach space, then the
following properties are equivalent.

1. G is an approach group.
2. For all x ∈ G, A (x) = A (0) � x and A (0) has a basis of symmetric and

sub-additive functions.
3. G has a basis of translation-invariant metrics.

Proof 1 ⇒ 2. This is precisely 8.2.2.
2 ⇒ 3. Let B be a basis for A (0) consisting of sub-additive functions. Note

that for all ϕ ∈ B : ϕ(2)(x, ·) ∈ A (x) which yields B(2) ⊆ G . Let d ∈ G , fix
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ε > 0, ω < ∞ and x ∈ G. Because 〈B � x〉 = A (x), we choose ψ ∈ B such that
d(x, y) ∧ ω ≤ ψ(y − x) + ε for all y ∈ G. This yields that B(2) is a basis for G .

3 ⇒ 1. LetH be a basis of G consisting of translation-invariant metrics. Then it
is clear that

B(x) := {d(x, ·) | d ∈ H }

is a basis for A (x) and hence it is easily verified that the approach system satisfies
all the required conditions. 	


8.2.4 Definition If E is both a vector space and an approach space, then it is called
an approach vector space if the following properties are fulfilled.

(AV1) E is an approach group.
(AV2) ∀ϕ ∈ A (0),∀ε > 0,∀ω < ∞, ∃ψ ∈ A (0):

∀x ∈ E,∀λ : |λ | ≤ 1 ⇒ ϕ(λ x) ∧ ω ≤ ψ(x) + ε .

(AV3) Every ϕ ∈ A (0) is absorbing.

A morphism between approach vector spaces is defined as a linear contraction and
the resulting category is denoted ApVec.

In the sequel of this section, unless otherwise stated, E with or without sub- or
superscripts, will be a vector space. If necessary to mention the underlying set of E
explicitly, we will denote it by E .

8.2.5 Proposition If E is at the same time a vector space and an approach space,
then the following properties are equivalent.

1. E is an approach vector space.
2. For all x ∈ E: A (x) = A (0) � x and A (0) has a basis of prenorms.

Proof 1 ⇒ 2. From 8.2.2 we already know that A (0) has a basis of sub-additive
functions, say B. Let ϕ ∈ B and define

ϕb(x) := sup
|λ |≤1

ϕ(λ x).

It is easy to see that ϕb is balanced and still sub-additive. In fact ϕb is the smallest
balanced function that is larger than ϕ . We fix ε > 0, ω < ∞ and ψ ∈ A (0) such
that for all x ∈ E and for all λ ∈ [−1, 1], ϕ(λ x) ∧ ω ≤ ψ(x) + ε . Then for any
x we have ϕb(x) ∧ ω ≤ ψ(x) + ε and therefore ϕb ∈ A (0). In particular ϕb is
absorbing and thus a prenorm. Since ϕ ≤ ϕb and since B is a basis for A (0) so is
{ϕb | ϕ ∈ B}.

2 ⇒ 1. This is evident. 	
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We callB ⊆ Γ ⊆ P
E saturated in Γ if and only if the following condition holds:

∀ϕ ∈ Γ : (∀ε > 0, ∀ω < ∞, ∃ψ ∈ B : ϕ ∧ ω ≤ ψ + ε) ⇒ ϕ ∈ B.

If Γ = P
E this is the notion of (local) saturatedness as in 1.1.13.

8.2.6 Definition An idealN of prenorms that is saturated in the set of all prenorms
(on E) is called a local prenorm system (on E).

For example, if (E,A ) is an approach vector space and we define NA to be
the set of all prenorms in A (0), then NA is a local prenorm system. Every local
prenorm system can be obtained in this way. Indeed, let N be a local prenorm
system, then we set, for all x ∈ E , AN (x) := N̂ � x . It is not hard to verify
that (E,AN ) is an approach vector space andNAN

= N . Conversely, if (E,A )

is an approach vector space then 8.2.5 yields ANA
= A . The extension of this

correspondence to the functorial level yields an alternative description of ApVec. A
linear map f : E −→ F between approach vector spaces (E,AE ) and (F,AF )

then is a contraction if and only if for all ϕ ∈ NAF : ϕ ◦ f ∈ NAE .

8.2.7 Proposition A prenorm is finite.

Proof Let ν be a prenorm and suppose there exists an x such that ν(x) = ∞. Since
for all z ∈ E : ν(z) ≤ 2ν( 12 z) we can deduce for all n ∈ N : ν( 1

2n x) = ∞. This
however contradicts the fact that ν is absorbing. 	

8.2.8 Definition A function d : E × E −→ P is called a vector metric (on E) if
there exists a prenorm ν such that d = ν(2).

8.2.9 Proposition A function d : E × E −→ P is a vector metric if and only if d is
translation-invariant and the map d(0, ·) is a prenorm.

Proof This follows from the definitions. 	


8.2.10 Proposition If E is at the same time a vector space and an approach space,
then the following properties are equivalent.

1. E is an approach vector space.
2. The gauge G has a basis of vector metrics.

Proof 1 ⇒ 2. Let N be the local prenorm system of A . From the proof of 8.2.3
we know that the set of vector metrics N (2) is a gauge basis for G .

2 ⇒ 1. If G has a gauge basis of vector metrics, sayH , then we know from 8.2.3
that (E,A ) is an approach group and that the set of prenorms {d(0, ·) | d ∈ H } is
a basis for A (0). 	


http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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8.2.11 Theorem If I is a class, for all i ∈ I , Ei is an approach vector space and
fi : E −→ Ei a linear map, then the initial approach structure makes E an approach
vector space, in other words the forgetful functor ApVec → Vec is topological.

Proof For each i , let Ni be the local prenorm system of Ai (0) and let

N := { n
sup
j=1

νi j ◦ fi j | νi j ∈ Ni j , n ∈ N, i j ∈ I }.

Put Ain the initial approach system. Then we know that N is a basis for Ain(0)
and for all i ∈ I and xi ∈ Ei the set Ni � xi is a basis for Ai (xi ). Considering the
functions

n
sup
j=1

νi j ◦ fi j � x : E −→ P : y �→ n
sup
j=1

νi j ( fi j (y) − fi j (x))

it is easily verified that for all x ∈ E , we have Ain(x) = Ain(0) � x . Furthermore,
using the linearity of fi j , it is easily verified that the elements ofN are all prenorms.
Hence E equipped with Ain is an approach vector space. 	


8.2.12 Definition If d is a vector metric, then E equipped with the associated
approach system Ad is called a metric vector space. A morphism between met-
ric vector spaces is a linear contraction and the category thus obtained is denoted
MetVec.

Let d be a vector metric and let G be the gauge ofAd . Since {d} is a basis for G ,
8.2.10 yields that E equipped with Ad is an approach vector space.

8.2.13 Theorem MetVec is a full subcategory of ApVec. Moreover, this embedding
is an extension of the embedding Met ↪→ UAp, in the sense that if an approach
vector space is also a metric approach space, then it is a metric vector space.

Proof In order to prove the second part of the theorem, let (E,A ) be an approach
vector space whereA is a metric approach structure with gauge G . This means that
there exists a metric d such that {d} is a basis for G . We know from 8.2.10 that
this gauge has a basis of vector metrics, say H . Hence, d = supH , which yields
d = d(2)(0, ·) and d(0, ·) is balanced. In order to show that d(0, ·) is absorbing, fix
x ∈ E and ε > 0. Let d ′ ∈ H be such that for all y ∈ E : d(0, y)∧ω ≤ d ′(0, y)+ ε

2 ,
where ω > ε is fixed. Let δ > 0 be such that ∀λ ∈ [−δ , δ ] : d ′(0, λ x) ≤ ε

2 . Then
it follows that

∀λ ∈ [−δ , δ ] : d(0, λ x) ≤ ε . 	


8.2.14 Theorem MetVec is initially dense in ApVec.

Proof An object in ApVec is in the initial hull ofMetVec if and only if its gauge has
a basis of vector metrics. By 8.2.10, this is the case for any object in ApVec. 	
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8.2.15 Proposition Let E be a vector space and let T be a metrizable topology on
E. Then (E,T ) is a topological vector space if and only if there there exists a vector
metric d such that Td = T .

Proof The construction of a vector metric for a metrizable topology of a topological
vector space is due to Urysohn and can be found e.g. in Schaefer (1966).

We only prove the if part. Let d be a vector metric on E and let (x0, y0) ∈ E × E .
For a neighbourhood V of x0 + y0 in Td we fix ε > 0 such that

{z | d(x0 + y0, z) ≤ ε} ⊆ V .

Then it follows that

{
x | d(x0, x) ≤ ε

2

}
+

{
y | d(y0, y) ≤ ε

2

}
⊆ V .

In order to prove continuity of the multiplication, fix λ0 ∈ R and x0 ∈ E . Let V be
a neighbourhood of λ0x0 in Td and let ε > 0 be such that

{z | d(λ0x0, z) ≤ ε} ⊆ V .

Then, using the fact that d(0, ·) is absorbing, we can find δ > 0 such that

|λ − λ0| ≤ δ ⇒ d(λ0x0, λ x0) ≤ ε
2
.

Now if n ∈ N0 is such that |λ0| + δ ≤ n then it follows that

[λ0 − δ , λ0 + δ ]
{

z | d(x0, z) ≤ ε
2n

}
⊆ V . 	


8.2.16 Proposition The embedding CReg ↪→ UAp generates a full embedding of
TopVec into ApVec.

Proof Let (E,T ) be a topological vector space, let AT be the approach system
generated by T and let V be the neighbourhood system of T .

From the facts that V is translation invariant and that for all V ∈ V (0) there
existsU ∈ V (0) such thatU +U ⊆ V it follows that (E,AT ) is an approach group
and from the facts that every V ∈ V (0) is absorbing and that V (0) has a basis of
balanced sets it follows that AT satisfies (AV2) and (AV3). 	


8.2.17 Theorem TopVec is concretely reflective in ApVec.

Proof We know that CReg is initially closed in UAp, hence the result follows from
8.2.11. 	
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8.2.18 Theorem TopVec is concretely coreflective in ApVec. If E is an approach
vector space then its TopVec-coreflection is determined by the topological coreflec-
tion which makes E a topological vector space.

Proof Let E be an approach vector space with approach system A . By 8.2.14
there is an initial source ((E,A ) → (Ei ,Adi ))i in MetVec and 8.2.11 implies
that ((E,A ) → (Ei ,Adi ))i is initial too. Since initial sources are preserved by
coreflections,

((E,TA ) → (Ei ,Tdi ))i

is initial in CReg and, because CReg is initially closed in UAp, this source is initial
in UAp. We know from 8.2.15 that (Ei ,Tdi ) are topological vector spaces and we
conclude, by 8.2.17 in connection with 8.2.11 that (E,TA ) is a topological vector
space. 	

8.2.19 Corollary TopVec is finally closed in ApVec.

In the setting of functional analysis the notion of a topological vector space plays
a fundamental role. However, interesting results often only work well or are valid in
the setting of locally convex spaces. A topological vector space E is locally convex
if and only if it can be generated by a collection P of seminorms, in the sense that

{ {x ∈ E | p(x) < ε} | p ∈ P, ε > 0 }

is a basis for the neighbourhood system of 0.
We now sketch a theory of locally convex approach spaces, leaving a good many

details to the reader. Recall that a functional ϕ ∈ P
E is called convex if

∀x, y ∈ E,∀λ ∈ [0, 1] : ϕ(λ x + (1 − λ )y) ≤ λϕ(x) + (1 − λ )ϕ(y),

which is equivalent to stating that, whenever we take x1, . . . , xn ∈ E and real num-
bers λ1, . . . , λn ∈ [0, 1] with ∑n

i=1 λi = 1, we have

ϕ(

n∑

i=1

λi xi ) ≤
n∑

i=1

λi ϕ(xi ).

8.2.20 Proposition If E is an approach vector space, then the following properties
are equivalent.

1. A (0) has a basis of seminorms.
2. A (0) has a basis of balanced, absorbing and convex functionals.

Proof This goes along the same lines as foregoing proofs and we leave this to the
reader. 	




294 8 Approach Theory Meets Functional Analysis

8.2.21 Definition An approach vector space satisfying the properties of 8.2.20 is
called a locally convex approach space. If we take locally convex approach spaces as
objects and linear contractions as morphisms we obtain a full subcategory of ApVec,
which we denote lcApVec.

A setM of seminorms on E is called aMinkowski system (on E) if it is a saturated
ideal in the lattice of all seminorms on E .

If (E,A ) is a locally convex approach space, then

MA := {η ∈ A (0) | η is a seminorm}

is a Minkowski system. Every Minkowski system is obtained in this way. Indeed, let
M be a Minkowski system on E . Then, letting AM be the approach system which
in each point x is generated by

{ν(2)(x, ·) | ν ∈ M }

it follows that (E,AM ) is a locally convex approach space such thatM = MAM
.

Moreover, by 8.2.20, the approach system A of a locally convex approach space
is derived from a Minkowski system as above because we have A = AMA

. This
shows that, given a vector space E , there is a one-to-one correspondence between
locally convex approach structures on E and Minkowski systems on E . Note that if
M is a Minkowski system, then the collection {η(2) |η ∈ M } is a gauge basis for
the gauge of the approach structure derived from M .

It is easily verified that if (E1,M1) and (E2,M2) are locally convex approach
spaces given by their Minkowski systems then a linear map f : E1 −→ E2 is a
morphism in lcApVec if and only if for all η ∈ M2 : η ◦ f ∈ M1.

8.2.22 Theorem lcApVec is initially closed in ApVec. Therefore lcApVec is topo-
logical over Vec.

Proof Consider a source
( fi : E −→ (Ei ,Ai ))i∈I

in lcApVec and letA be the initial ApVec-structure on E for this source, viewed as a
source inApVec. For each i ∈ I , letMi be theMinkowski system of (Ei ,Ai ). It was
shown in 8.2.11 that initial structures in ApVec are just initial approach structures,
and therefore it follows that

{ n
sup
j=1

ηi j ◦ fi j | n ∈ N0, ∀ j ∈ {1, . . . , n} : i j ∈ I, ηi j ∈ Mi j }

is a basis for A (0) which consists of seminorms, yielding that (E,A ) is a
locally convex approach space. Hence ( fi : (E,A ) −→ (Ei ,Ai ))i∈I is initial
in lcApVec. 	
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8.2.23 Corollary lcApVec is concretely reflective in ApVec.

Remark that if (E,A ) is an approach vector space then the set of seminorms in
A (0) can be taken as the Minkowski system of an lcApVec structure on E . Clearly
this structure determines the reflection of (E,A ) in lcApVec.

Now let (E, η) be a seminormed space. Then η(2) is a metric and (E,Aη(2) ) is a
locally convex approach space. We will let sNorm stand for the category with objects
seminormed spaces and morphisms linear nonexpansive maps.

8.2.24 Theorem sNorm is embedded as a full subcategory of lcApVec. Moreover,
a locally convex approach space which is at the same time a vector metric space, or
for which the approach structure is metric, is a seminormed space.

Proof If d is a vector metric such that Ad(0) has a basis of seminorms then the
prenorm d(0, ·) is a supremum of seminorms and hence is a seminorm. Furthermore,
it is easy to see that associating to every seminormed space (E, η) the locally convex
approach space (E,Aη(2) ) defines a concrete full embedding of sNorm into lcApVec.

If (E,A ) is a locally convex approach space which is at the same time a metric
object inApp then the approach gauge corresponding toA contains a largestmetric d
which can be written as the pointwise supremum of a set of vector metrics. Repeating
the proof of 8.2.13 nowyields that d itself is a vectormetric, hence d(0, ·) is a prenorm
on E which generates A (0). 	


8.2.25 Theorem sNorm is initially dense in lcApVec.

Proof This follows from 8.2.20. If (E,A ) is a locally convex approach space, then
the source

(idE : (E,A ) → (E, η))η∈MA

is initial in lcApVec. 	

8.2.26 Theorem The following properties hold.

1. lcTopVec is embedded as a full subcategory of lcApVec.
2. lcTopVec is concretely coreflective in lcApVec. Moreover, the diagram

lcTopVec
c ��

��

lcApVec

��
CReg

c �� UAp

where the horizontal arrows are embeddings and the vertical arrows the for-
getful functors, is commutative.

3. A locally convex approach space such that the underlying approach system is
topological is a locally convex topological space.
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Proof 1. A locally convex topological space is also an approach vector space and
since the characteristic function of a convex set is a convex function we know the
approach system of 0 has a basis of convex functions.

2. Let (E,A )be a locally convex approach space and let (E,T )be the topological
coreflection of (E,A ) in App. From 8.2.18 we know that (E,T ) is a topological
vector space. Since MA is a basis for A (0), we know that

{{ν ≤ ε} | ε > 0, ν ∈ M }

is a basis of convex sets for the neighbourhood system of 0.
3. Let (E,A ) be a topological locally convex approach space. Then by 2 above,

(E,A ) equals its lcTopVec coreflection and is thus a locally convex topological
space. 	

8.2.27 Proposition If M is an ideal of seminorms, then it is the Minkowski system
of a locally convex topological space if and only if

∀λ ∈ R
+, ∀η ∈ M : λη ∈ M .

Proof The Minkowski system of a locally convex topological space is just the set of
Minkowski functionals of the balanced, convex and absorbing open sets and hence
it satisfies the above condition. Conversely, if the condition is satisfied then M is
saturated, and in this case the associated approach system is topological. 	

8.2.28 Corollary lcTopVec is initially and finally closed in lcApVec.

8.2.29 Corollary If E is a locally convex approach space with Minkowski system
M , then the set

{λη | λ ∈ R
+, η ∈ M }

is the Minkowski system of the topological coreflection of E.

8.3 Comments

1. Weak and weak* spaces as objects in lcApVec
In 8.1.2 we have seen that the source ( f : (E, δ(E,E ′)) −→ (R, δE) ) f ∈BE ′ is

initial and analogously in 8.1.19 that the source (x̂ : (E ′, δ(E ′,E)) −→ (R, δE) )x∈BE

is initial. Since (R, δE) clearly is anobject in sNorm it follows fromour considerations
above, in particular 8.2.24 and 8.2.25, that (E, δ(E,E ′)) and (E ′, δ(E ′,E)) are objects
in lcApVec. They are moreover clearly objects neither in sNorm nor in lcTopVec,
i.e. they are genuine locally convex approach spaces.
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2. Contractivity versus continuity in the definition of ApVec
Conditions (AV2-3) may seem surprising at first since one might expect some

condition on the contractivity of scalar multiplication. However, clearly this would
make no sense as multiplication of real numbers is a continuous but not a contractive
function in terms of the usual Euclidean metric of R. However, it is the character-
ization of topological vector spaces by means of neighbourhoods of the origin that
suggests the correct way of working, and which shows that conditions (AV2-3) are
indeed the correct generalization.

3. Further results
For a more extensive study of the concepts introduced in this chapter we refer

to Lowen and Verwulgen (2004) where approach vector spaces were introduced,
Sioen and Verwulgen (2006) where seminormed spaces are studied, Sioen and
Verwulgen (2004) where the particular role of the unit ball is highlighted, Sioen
andVerwulgen (2003) where locally convex approach spaces are studied, VanOlmen
and Verwulgen (2006) where the concept of reflexivity is treated, Verwulgen (2007a)
where the dual of C (X, R) is studied and Verwulgen (2007b) where links are stud-
ied with the notion of absolutely convex modules. Convex modules were extensively
studied in Pumplün (2001) and Pumplün andRöhrl (1984, 1985). Further information
can be found in the PhD thesis of Verwulgen (2003).



Chapter 9
Approach Theory Meets Probability

The scientific imagination always restrains itself within the limits
of probability.

(Thomas Huxley)

It is not certain that everything is uncertain.
(Blaise Pascal)

In this chapter we see that the construction of the weak* approach structure per-
formed in the previous chapter, as in the classical topological setup, when restricted
to probability measures allows for a quantification of the weak topology on probabil-
itymeasures. Here it will be important however also to consider other quantifications,
depending on the problem at hand. This is not unlike the situation whereby, depend-
ing on the situation it is advantageous to be able to have different choices of metrics
for a metrizable topological space.

In the first sectionwe consider the general case of probabilitymeasures on a Polish
space and give a canonical quantification of the weak topology which allows for an
indexed version of a Portmanteau theorem both for distances and for limit operators
(see 9.1.2 and 9.1.5).

In the second section we consider a quantification of convergence in probability
for random variables and again we can give indexed versions of classical theorems
relating the weak approach structure and the approach structure of convergence in
probability (see 9.2.13).

In the third section we introduce a weak and a strong index of tightness and prove
an indexed version of Prokhorov’s theorem linking these indices to the index of
relative sequential compactness (see 9.3.7).

In the last sectionwe then prove an indexed version of the Lindeberg-Feller central
limit theorem (9.4.15) making use of a natural Lindeberg index indicating to what
extent the Lindeberg condition is fulfilled.
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9.1 Spaces of Probability Measures

Let S be a Polish space with a fixed complete metric d, with topology T , and with
set of Borel sets B. P(S) will denote the set of all probability measures on B.
One of the most important and most widely used structures on P(S) is the so-
called weak topology, which we denote by Tw, (see Billingsley 1968; Parthasaraty
1967). Although this topology is called the weak topology, from the point of view
of functional analysis, and the foregoing chapter, it would better have been called
the weak* topology, but we will adhere to the usual terminology. We consider the
Banach space of all continuous bounded real-valued functions Cb(S) equipped with
the supremum norm and consider its continuous dual Cb(S)′.P(S) is embedded in
Cb(S)′ by the assignment

P(S) −→ Cb(S)′ : P �→ ( f �→
∫

f d P)

and as such is identifiedwith the dual unit sphere. Thus it inherits the weak* topology
induced on Cb(S)′ by Cb(S) via restriction. This weak* topology is a locally convex
topology generated by the collection of seminorms {p f | f ∈ Cb(S), 0 ≤ f ≤ 1}
where

p f (P) := |
∫

f d P|

and the restriction toP(S) is called the weak topology on probability measures. The
above collection of seminorms generates a collection of metrics

d f (P, Q) = |
∫

f d P −
∫

f d Q|

and it is immediately clear that this collection of metrics is a subbasis for a gauge,
precisely

{ sup
f ∈H

d f | H ⊆ Cb(S) finite,∀ f ∈ H : 0 ≤ f ≤ 1}

is an ideal basis which generates a unique and canonical approach structure on
P(S) which we refer to as the weak approach structure on probability measures.
All associated structures will be denoted by the index w. Thus the gauge generated
by the above basis will be denoted Gw.

We have introduced the above entirely internally to the setting, but note that it
completely concords with what we did in the previous chapter concerning the weak*
distance. If we put E := Cb(S) then the structure above is nothing else than the
restriction of δ(E ′,E) to the image of P(S), i.e. to the unit sphere of E ′.

We recall that the weak topology has various different but equivalent bases Bi
w,

i = 1, . . . , 4 for the neighbourhoods. Let P ∈ P(S). Then B1
w consists of the sets
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V 1(P,G , ε) where G is a finite collection of open sets, ε > 0 and

V 1 (P,G , ε) := {Q ∈ P(S)|∀G ∈ G : Q (G) > P (G) − ε} .

B2
w consists of the sets V 2(P,F , ε) where F is a finite collection of closed sets,

ε > 0 and

V 2 (P,F , ε) := {Q ∈ P(S) | ∀F ∈ F : Q (F) < P (F) + ε} .

B3
w consists of the sets V 3(P,H , ε) where H is a finite collection of continuous

(respectively uniformly continuous or Lipschitz) functions taking values in [0, 1],
ε > 0 and

V 3 (P,H , ε) :=
{

Q ∈ P(S)|∀ f ∈ H :
∣∣∣∣
∫

f d P −
∫

f d Q

∣∣∣∣ < ε
}

.

B4
w consists of the sets V 2(P,E , ε) where E is a finite collection of P-continuity

sets, ε > 0 and

V 2 (P,E , ε) := {Q ∈ P(S) | ∀E ∈ E : |P (E) − Q (E) | < ε} .

We also recall that the total variation metric (Parthasaraty and Steerneman 1985)
is defined as

dT V (P, Q) := sup
B∈B

|P(B) − Q(B)|

and is equally well given by various formulas analogous to the various bases for the
weak topology given above, and notably by

dT V (P, Q) = sup
f ∈Cb(S),0≤ f ≤1

|
∫

f d P −
∫

f d Q|.

For more information on these metrics we refer to Rachev (1991). The weak
approach structure, notably its gauge Gw, also has various different bases. For any
finite collection G of open sets, we let

dG
1 : P(S) × P(S) −→ P : (P, Q) �→ sup

G∈G
P (G) 	 Q (G)

and we put D1 := {
dG
1 | G finite collection of open sets

}
. For any finite collection

F of closed sets, we let

dF
2 : P(S) × P(S) −→ P : (P, Q) �→ sup

F∈F
Q (F) 	 P (F)
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and we put D2 := {
dF
2 | F finite collection of closed sets

}
. For any finite collec-

tionH of continuous maps, with range [0, 1], we let

dH
3 : P(S) × P(S) −→ P : (P, Q) �→ sup

f ∈H

∣∣∣∣
∫

f d P −
∫

f d Q

∣∣∣∣

and we put D3 := {
dH
3 | H ⊆ Cb(S) finite,∀ f ∈ H : 0 ≤ f ≤ 1

}
. As before,

continuous maps may be replaced by uniformly continuous maps or Lipschitz maps.
For any finite collection E of P-continuity sets we put

dE
4 : P(S) × P(S) −→ P : (P, Q) �→ sup

E∈E
|P(E) − Q(E)|

and we put D4 := {dE
4 | E finite set of P-continuity sets}. For any α > 0 we let

dα
5 : P(S) × P(S) −→ P : (P, Q) �→ sup

A∈B
P(A) 	 Q(A(α))

and we put D5 := {dα
5 |α > 0}.

The collectionsDi , i ∈ {1, 2} consist of quasi-metrics, whereas the collectionsDi ,
i ∈ {3, 4} consist of metrics. Themappings dα

5 do not individually satisfy the triangle
inequality, however, as is easily verified, they do satisfy the combined inequality

dα
5 (P, Q) ≤ dα/2

5 (P, R) + dα/2
5 (R, Q)

for any α > 0 and any P, Q, R ∈ P(S). This last collection is inspired by the
so-called Prokhorov metric (Billingsley 1968) which is defined as

ρ(P, Q) := inf
{

α > 0 | ∀A ∈ B : P(A) ≤ Q(A(α)) + α
}

.

The collections D i
w for i = 1, . . . , 4 are bases for one and the same gauge. The

collection D5
w allows us to define a basis for an approach system by considering the

functions dα
5 (P, ·). Actually all these collections generate the same structure. In order

to prove this we collect the main technical arguments in the following preliminary
lemma which will be used several times.

9.1.1 Lemma The following properties hold.

1. For each P ∈ P(S), ε > 0 and α > 0 there exists a finite collection G of open
sets in S such that for every Q ∈ P(S)

sup
A∈BS

(P(A) − Q(A(α))) ≤ sup
G∈G

(P(G) − Q(G)) + ε .
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2. For each P ∈ P(S), ε > 0 and F ⊆ S closed there exists an α > 0 such that
for every Q ∈ P(S)

Q(F) − P(F) ≤ sup
A∈BS

(P(A) − Q(A(α))) + ε .

3. For each P ∈ P(S), ε > 0 and F ⊆ S closed there exists f ∈ Cb(S) with
0 ≤ f ≤ 1 such that for all Q ∈ P(S)

Q(F) − P(F) ≤
∣∣∣∣
∫

f d P −
∫

f d Q

∣∣∣∣ + ε .

4. For each f ∈ Cb(S) such that 0 ≤ f ≤ 1 and ε > 0 there exists a finite set of
closed sets F such that for all P, Q ∈ P(S)

∣∣∣∣
∫

f d P −
∫

f d Q

∣∣∣∣ ≤ sup
F∈F

(Q(F) − P(F)) + ε .

Proof 1. By separability we can choose a finite collection of open balls (Bi )
j
i=1 with

radii α/4 such that P
(

S \ ∪ j
i=1Bi

)
≤ ε . Then the collection

G :=
{(

Bi1 ∪ . . . ∪ Bik

)(α/2) | 1 ≤ i1 < . . . < ik ≤ j
}

satisfies the requirement. Indeed, take a probability measure Q inP(S) and a Borel
set A in S. Let I be the set of those natural numbers 1 ≤ i ≤ j for which Bi ∩ A �= ∅
and put B := ∪i∈I Bi . Then we have

P(A) ≤ P(B) + P(S \ ∪ j
i=1Bi )

≤ P(B(α/2)) + ε
≤ sup

G∈G
(P(G) − Q(G)) + Q(B(α/2)) + ε .

In view of the fact that B(α/2) ⊆ A(α), we conclude that

P(A) ≤ sup
G∈G

(P(G) − Q(G)) + Q(A(α)) + ε .

2. We can choose α > 0 such that P(F (α)) ≤ P(F) + ε . For any probability
measure Q inP(S) it then follows that

Q(F) − P(F) ≤ (Q(F) − P(F (α))) + ε
≤ sup

A∈BS

(Q(A) − P(A(α))) + ε .
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3. Again we can choose α > 0 such that P(F (α)) ≤ P(F)+ε . Then the function
f defined by

f (x) := 1 	 1

α
d(x, F)

satisfies the requirement. 4.Choose k ∈ N0 such that 1k ≤ ε and, for all i ∈ {1, . . . , k},
let Fi := { i

k ≤ f
}
and consider the collectionF := {Fi | i ∈ {1, . . . , k}}. Then for

any P ∈ P ,

1

k

∑
F∈F

P(F) ≤
∫

f d P ≤ 1

k
+ 1

k

∑
F∈F

P(F)

from which it follows that the collection F satisfies the requirement. ��
9.1.2 Theorem (Distance portmanteau theorem)All collectionsDi , i ∈ {1, . . . , 5}
are bases for Gw and (Di (P))P is a collection of bases for the associated approach
systems. Writing out the associated distance explicitly then gives the following expres-
sions where P ∈ P(S) and Γ ⊆ P(S)

δw(P, Γ ) = sup
G

inf
Q∈Γ

sup
G∈G

(P(G) 	 Q(G))

= sup
F

inf
Q∈Γ

sup
F∈F

(Q(F) 	 P(F))

= sup
E

inf
Q∈Γ

sup
E∈E

|P(E) − Q(E)|

= sup
C

inf
Q∈Γ

sup
f ∈C

∣∣∣∣
∫

f d P −
∫

f d Q

∣∣∣∣
= sup

α>0
inf

Q∈Γ

sup
A∈B

(P(A) 	 Q(A(α)))

where the first suprema in the first four expressions are respectively taken over all
finite collections G (respectively F ) of open (respectively closed) sets, E of P-
continuity sets, C of continuous (respectively uniformly continuous or Lipschitz)
functions with range [0, 1].
Proof In order to see that all collections are equivalent bases for the same gauge it
suffices to use lemma 9.1.1 and the saturation condition for gauges and approach
systems. The formulas then follow immediately from the characterization of a dis-
tance generated by a gauge (see 1.2.6) or by an approach system (see 1.2.34) and
again from lemma 9.1.1. ��
9.1.3 Proposition The Top-coreflection of (P(S), δw) is determined by the weak
topology and the Met-coreflection is determined by the total variation metric.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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δw
Top

c

��

Met
c

��
Tw dT V

Proof This follows from 8.1.17. ��
In Topsøe (1970) the author showed that the weak topology onP(S) also is initial

for the source

(ωG : P(S) −→ (P,TP) : P �→ P(G))G∈T .

The next result shows that Topsøe’s theorem also holds in our setting.

9.1.4 Theorem The weak distance δw on P(S) is initial for the source

(ωG : P(S) −→ P : P �→ P (G))G∈T .

Proof Since the maps ωG only attain finite values and since a subbasis for the initial
gauge is given by

B := {d ◦ (ωG × ωG) | G open, d ∈ GP}

where GP stands for the gauge of P, this is an immediate consequence of the fact that
a basis for the gauge of P is given by the quasi-metrics

P × P −→ P : (x, y) �→ (x ∧ a 	 y ∧ a)

where a < ∞ (see 1.2.62). Since the values which come into play are bounded by
1 it suffices to consider the quasi-metric d(x, y) = x 	 y. The subbasis B hence
generates the basis D1. ��
9.1.5 Theorem (Convergence portmanteau theorem) Given a sequence (Pn)n

and P in P(S) we have

λw〈(Pn)n〉(P) = sup
G

lim sup
n

(P(G) 	 Pn(G))

= sup
F

lim sup
n

(Pn(F) 	 P(F))

= sup
A

lim sup
n

|P(A) − Pn(A)|

= sup
f
lim sup

n

∣∣∣∣
∫

f d P −
∫

f d Pn

∣∣∣∣
= sup

α>0
lim sup

n
sup
A∈B

(P(A) 	 Pn(A(α)))

http://dx.doi.org/10.1007/978-1-4471-6485-2_8
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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where the first suprema in the first four expressions respectively run over all open
sets, closed sets, P-continuity sets in S, and all continuous (or uniformly continuous,
or Lipschitz) functions f from S to [0, 1].

Proof We only prove the first equality, the other formulas then follow from this upon
applying once again lemma 9.1.1. From 1.3.12 and 9.1.4 it follows that

λw〈(Pn)n〉(P) = sup
G∈T

λP(Pn(G))(P(G)).

Now it suffices to remark that all values are finite (less than 1) and hence, as in 9.1.4
the structure of P which comes into play is only the structure in finite points (the
interval [0,1]) and there the structure is simply a quasi-metric (d(x, y) = (x −y)∨0).
Hence it follows that

λP〈(Pn(G))n〉(P(G)) = inf
n
sup
k≥n

(P(G) 	 Pk(G))

and the formula follows. ��
When the expressions in the foregoing result become zero, one obtains all char-

acterizations of weak convergence in the classic portmanteau theorem.

9.1.6 Corollary (Classic portmanteau theorem Billingsley 1968; Parthasarathy
1967) A sequence (Pn)n in P(S) converges weakly to P ∈ P(S) if and only if any
of the following equivalent properties holds.

1. ∀G open : P(G) ≤ liminfPn(G).
2. ∀F closed : lim supn Pn(F) ≤ P(F).
3. ∀P-continuity-set A : limn Pn(A) = P(A).

4. ∀ f ∈ F (S, [0, 1]) : limn

∫
f d Pn =

∫
f d P.

where F (S, [0, 1]) stands for all continuous (or uniformly continuous, or Lipschitz)
functions from S to [0, 1].

Another fundamental fact about the weak topology is of a categorical nature. If
f : X −→ Y is a continuous function then its canonical extension f̂ : P (X) −→
P (Y ) defined by f̂ (P) (B) := P

(
f −1 (B)

)
, for all B ∈ B (Y ), is continuous with

respect to the weak topologies. The result here is stronger.

9.1.7 Proposition If f : X −→ Y is a continuous function and we equip P (X)

and P (Y ) with the weak approach structures, then f̂ : P (X) −→ P (Y ) is a
contraction.

Proof Let G be a finite collection of open sets in Y , and let P, Q ∈ P (X), then

dG
1

(
f̂ (P) , f̂ (Q)

) = sup
G∈G

P
(

f −1 (G)
)

	 Q
(

f −1 (G)
)

= dH
1 (P, Q) ,

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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where H := {
f −1 (G) | G ∈ G

}
. This proves that

dG
1 ◦ f̂ × f̂ = dH

1 ∈ Gw,

which proves our claim. ��
The following corollary was shown in Topsøe (1970).

9.1.8 Corollary If f : X −→ Y is continuous then f̂ : P (X) −→ P (Y ) is
continuous with respect to the weak topologies.

9.1.9 Corollary If f : X −→ Y is continuous then f̂ : P (X) −→ P (Y ) is
nonexpansive with respect to the total variation metrics.

In the following result ρ ≤ dT V is a known inequality (see Zolotarev 1983).
Moreover, easy examples show that in general all inequalities are strict.

9.1.10 Proposition The following inequalities hold. δρ ≤ δw ≤ δdT V .

Proof Fix a probability measure P and a collection of probability measures Γ on S.
If δw(P, Γ ) < γ then we can find a measure Qγ ∈ Γ such that

sup
A∈BS

(P(A) − Qγ (A(γ))) < γ

and hence

ρ(P, Γ ) = inf
Q∈Γ

inf
{

α > 0 | ∀A ∈ BS : P(A) ≤ Q(A(α)) + α
}

≤ γ .

This, by the arbitrariness of γ , implies thatρ(P, Γ ) ≤ δw(P, Γ ). The second inequal-
ity is an immediate consequence of the fact that dT V is the metric coreflection of the
weak approach structure. ��

It is known that the weak topology is completely metrizable. However whereas
this requires the choice of a new “external” structure (a complete compatible metric)
the weak approach structure does not require this, it is complete itself.

9.1.11 Theorem The weak approach structure is complete.

Proof From 3.5.11 it is sufficient to verify that the metric coreflection is complete.
This however is a well-known fact (see Jacka and Roberts 1997). ��
9.1.12 Theorem The weak approach structure is locally countable, in particular
for each P ∈ P(S) the localized gauge

Gw(P) := {d(P, ·) | d ∈ Gw}

has a countable basis.

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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Proof Although by definition the weak approach structure was constructed making
use of the (non-separable) Banach space Cb(S), when considering the various bases
for the weak gauge Gw, in particular D3 we mentioned that we could also restrict
ourselves to uniformly continuous maps S −→ [0, 1]. Now since S is a separable
metrizable space it can be embedded in a countable product of unit intervals and con-
sequently there exists an equivalent totally boundedmetrization of S. The completion
Ŝ of S under this metric hence is compact and the Banach spaces C (Ŝ) and U (S)

of uniformly continuous maps are isomorphic. Ŝ being compact, C (Ŝ) and hence
alsoU (S) are separable. Then it follows that also the space of uniformly continuous
maps S −→ [0, 1] is separable. If E is a countable dense subset then it follows from
the definition ofD3 (with uniformly continuous maps) that an alternative equivalent
basis for Gw is given by

D ′
3 :=

{
dH
3 | H ⊆ E finite,∀ f ∈ H : 0 ≤ f ≤ 1

}
.

As this basis is countable, so are the localized bases D ′
3(P) = {d(P, ·) | d ∈ D s

3}
and hence (P(S), δw) is locally countable. ��

Theorem 9.3.7 will provide us with an “index-version” of Prokhorov’s theorem.
For its proof some preparation is required.

For a collectionΓ of probability measures on S and ε > 0 wewill consider the set

Γ (ε) := {(1 − ε ′)P + ε ′Q | P ∈ Γ, Q ∈ P(X), 0 ≤ ε ′ ≤ ε}

see e.g. Morgenthaler (2007) and Lo (2000) for the use of these types of “contam-
inated” sets in robust statistics and game theory. The following result furnishes an
estimate for the index of relative sequential compactness of such sets. We denote this
index with a superscriptw to make clear that it concerns the weak approach structure.

9.1.13 Proposition For a set Γ ⊆ P(S) and ε > 0 we have

χw
rsc(Γ (ε)) ≤ χw

rsc(Γ ) + ε .

Proof Take Γ ⊆ P(S) and ε > 0. Then for a sequence (Rn)n where

Rn := (1 − εn)Pn + εn Qn

inΓ (ε) and δ > 0we can find a subsequence (Pkn ) of (Pn) and a probabilitymeasure
P such that

sup
α>0

lim sup
n

sup
A∈BS

(P(A) − Pkn (A(α))) ≤ χw
rsc(Γ ) + δ .
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Now the result follows from

sup
α>0

lim sup
n

sup
A∈BS

(P(A) − Rkn (A(α)))

= sup
α>0

lim sup
n

sup
A∈BS

(P(A) − Pkn (A(α)) + εkn (Pkn − Qkn )(A(α)))

≤ sup
α>0

lim sup
n

sup
A∈BS

(P(A) − Pkn (A(α))) + ε

≤ (χw
rsc(Γ ) + δ ) + ε . ��

9.2 Spaces of Random Variables

Let (Ω,A , P) be a fixed probability space and let R (S) be the set of all S-valued
random variables on Ω . An important topology is given by the topology Tp of
convergence in probability and a natural metric is the so-called indicator metric (see
Zolotarev 1983) dI where

dI (ξ , η) := P
({d (

ξ , η
)

> 0}) = P({ξ �= η})

and where, as usual, {d (
ξ , η

)
> 0} stands for the set of points ω ∈ Ω such that

d(ξ (ω), η(ω)) > 0. Note that dI (ξ , η) = 0 if and only if ξ and η are equal almost
everywhere.

We can endow R(S) in a natural way with an approach structure as follows.
Consider the functions ϕa, a > 0, defined by

ϕa (
ξ , η

) = P
({

d
(
ξ , η

) ≥ a
})

ξ , η ∈ R (S) .

Each function, for a fixed a, gives the probability that the random variables ξ and
η lie at a distance larger than or equal to a from each other. Again, as in the case
of the basis D5 for the weak topology on probability measures, these functions do
not satisfy the triangle inequality. However, again, they too satisfy an “interlinked”
triangle inequality.

9.2.1 Lemma For any a, b > 0 and ξ , η, ζ ∈ R(S) we have

ϕa+b (
ξ , ζ

) ≤ ϕa (
ξ , η

) + ϕb (
η, ζ

)
.

Proof This follows from the additivity of probability measures. ��
It follows that the collections

Bp(ξ ) := {ϕa(ξ , ·) | a > 0} ξ ∈ R(S)
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form a basis for an approach structure. We will denote the generated distance by δp

and refer to the approach structure as the c.i.p. approach structure where c.i.p. stands
for convergence in probability. All associated structures too will be denoted by the
index p.

As was the case for the weak approach structure in the foregoing section, here
too we can find alternative bases, one of which is particularly interesting. For any
a > 0 put

Ka(ξ , η) := inf{θ | ϕθa(ξ , η) ≤ θ }.

Then it follows from 9.2.1, again using the additivity of probability measures, that
the maps Ka are metrics. Actually K1 is nothing else than the so-called Ky-Fan
metric

K1(ξ , η) := inf{θ | P({d(ξ , η) ≥ θ })}

(see e.g. Billingsley (1968)). Let us denote B1 := {ϕa | a > 0} and B2 := {Ka |
a > 0}.
9.2.2 Theorem Both B1 and B2 generate the c.i.p. approach structure on random
variables.

Proof By definition B1 generates δp. Let δ stand for the distance generated by
B2. Since for any a and θ we have that ϕθa

(
ξ , η

)
< θ implies Ka

(
ξ , η

) ≤ θ we
immediately have δ ≤ δp. Conversely, if 0 < θ < δp

(
ξ ,Σ

)
, then there exists a > 0

such that θ < inf
η∈Σ

ϕa
(
ξ , η

)
. Letting b := aθ−1 it follows that θ ≤ inf

η∈Σ
Kb

(
ξ , η

)
which proves that δp ≤ δ . ��
9.2.3 Proposition TheTop coreflection of (R(S), δp) is determined by the topology
of convergence in probability and the Met coreflection is determined by the indicator
metric.

δp
Top

c

��

Met
c

��
Tp dI

Proof For the Top-coreflection this follows at once from the definitions of both
structures involved. As for the metric coreflection it suffices to note that, for any
ξ , η ∈ R (S), we have

sup
a>0

P
({

d
(
ξ , η

) ≥ a
}) = P

({
d

(
ξ , η

)
> 0

}) = dI
(
ξ , η

)
. ��
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9.2.4 Proposition Given a sequence (ξn)n and ξ in R(S) we have

λp〈(ξn)n〉 (
ξ
) = sup

a>0
lim sup

n→∞
P

({
d

(
ξ , ξn

) ≥ a
})

.

Proof Since the basis for the gauge given by the functions ϕa is increasing with
decreasing a this follows at once from the formula for a limit derived from a gauge
as given in 1.2.44. ��

This formula also gives the usual expression for convergence in probability since
the limit operator will produce a zero value exactly if (ξn)n converges to ξ in prob-
ability, i.e. if

∀a > 0 : lim
n

P
({

d
(
ξ , ξn

) ≥ a
}) = 0.

In analogy with the results for spaces of probability measures here too our con-
struction is functorial (see also the comments), however of a more metric nature,
which is to be expected from the prominent role played by the metric in the defini-
tion of the maps ϕa .

9.2.5 Proposition Suppose S and T are Polish spaces with fixed metrics dS and
dT . If f : S −→ T is a contraction and we equip R(S) and R(T ) with the c.i.p.
approach structures then f̃ : R(S) −→ R(T ) is a contraction where f̃ is defined
by f̃ (ξ ) := f ◦ ξ .

Proof We denote by ϕa
S and ϕa

T the maps (made by means of the metrics dS and dT )
which constitute bases for the c.i.p. approach gauges onR(S) andR(T ) respectively.
It suffices now to note that for any a > 0 and any ξ , η ∈ R(S)

ϕa
T ( f ◦ ξ , f ◦ η) ≤ ϕa

S (ξ , η). ��

In analogy to 9.1.10 we have the following result where again, the inequality
K1 ≤ dI is known (see Zolotarev 1983) and easy examples show that all inequalities
are in general strict.

9.2.6 Proposition The following inequalities hold. δK1 ≤ δp ≤ δdI .

Proof This is an easy consequence of the definitions and the fact that the gauge of
the c.i.p. approach structure is generated by the collection B2 = {Kγ | γ > 0}
(see 9.2.2). ��

As was the case for the weak approach structure, the c.i.p. approach structure
turns out to be complete, and this irrespective of whether the original metric on S
was complete or not.

9.2.7 Theorem The c.i.p. approach structure is complete.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Proof Again we use 3.5.11. Let (ξn)n be a dI -Cauchy sequence and choose a sub-
sequence (ξkn )n with the property that for each n, P

({ξkn �= ξkn+1}
) ≤ 1

2n . By the
Borel-Cantelli lemma (see e.g. Prokhorov 2001) we now have that if we set

A :=
⋂
m

⋃
n≥m

{
ξkn �= ξkn+1

}

then P (A) = 0. Observe that for each ω ∈ Ω \ A the sequence ξkn (ω) is eventually
constant. We denote this constant value by ξ (ω). Now ξ is an almost everywhere
defined random variable and it is obvious that (ξkn )n converges almost everywhere,
and hence also in probability, to ξ . We claim that even dI

(
ξkn , ξ

)
converges to 0 as

n tends to ∞.
In order to prove this, fix ε > 0 and let n0 be such that for all m ≥ n ≥ n0 we

have dI
(
ξkn , ξkm

) ≤ ε . Now since for all k ∈ N0 and all m ≥ n ≥ n0 we have

P({d(ξkn , ξ ) >
1

k
}) ≤ P({d(ξkn , ξkm ) >

1

2k
}) + P({d(ξkm , ξ ) >

1

2k
})

≤ ε + P({d(ξkm , ξ ) >
1

2k
}),

letting first m → ∞ and then k → ∞, we get that P({d(ξkn , ξ ) > 0}) ≤ ε for all
n ≥ n0, and we are finished. ��
9.2.8 Theorem The c.i.p approach structure is locally countable.

Proof This is an immediate consequence of the definition of either the basis B1 or
the basisB2 as in both cases the indices of the functions in the basis may be restricted
to range over any sequence which decreases to 0. ��

There are several interesting relations between the structures which we have intro-
duced on P(S) and R(S) respectively. We recall that for a random variable ξ , its
law is the probability measure Pξ ∈ P(S) defined by Pξ (B) := P

(
ξ −1 (B)

)
, for

all B ∈ B. This is the so-called image measure. It is well known that convergence
in probability of a sequence of random variables implies weak convergence of their
laws. Since δp has the topology of convergence in probability as topological core-
flection and δw has the weak topology as topological coreflection it is natural to see
what the above property becomes in our setting.

9.2.9 Theorem The function

L : (
R (S) , δp

) −→ (
P(S), δw

) : ξ �→ Pξ

is a contraction, and consequently for any sequence of random variables
(
ξn

)
n and

any random variable ξ , we have λw(
(
L

(
ξn

))
n)

(
L

(
ξ
)) ≤ λp(

(
ξn

)
n)

(
ξ
)
.

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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Proof Let ξ ∈ R (S) and A ⊆ R (S). We use the following expressions

δw
(
L

(
ξ
)
, L (A )

) = sup
H

inf
η∈A

dH
3

(
L

(
ξ
)
, L (η)

)

and

δp
(
ξ ,A

) = sup
a>0

inf
η∈A

ϕa (
ξ , η

)

whereH ranges over finite sets of uniformly continuous maps with range [0, 1]. Let
H be such a set and let ε > 0 be fixed. For all f ∈ H , choose θ f > 0 such that, for
all x, y ∈ S, d (x, y) ≤ θ f implies that | f (x) − f (y)| ≤ ε and put θ := min

f ∈H
θ f .

Now it suffices to note that, for all η ∈ A , we have

dH
3 (L(ξ ), L(η)) = sup

f ∈H

∣∣∣∣
∫

f ◦ ξ d P −
∫

f ◦ ηd P

∣∣∣∣
≤ sup

f ∈H
(

∫

{d(ξ ,η)<θ }
| f ◦ ξ − f ◦ η|d P +

∫

{d(ξ ,η)≥θ }
| f ◦ ξ − f ◦ η|d P)

≤ sup
f ∈H

(ε + P({ω | d(ξ (ω), η(ω)) ≥ θ }))

= ε + ϕθ (ξ , η). ��

9.2.10 Corollary (Billingsley 1968) If a sequence of random variables
(
ξn

)
n con-

verges in probability to a random variable ξ , then it also converges in law to ξ .

9.2.11 Corollary If a sequence of random variables
(
ξn

)
n converges to a random

variable ξ for the indicator metric, then their laws converge to the law of ξ in the
total variation metric.

A converse to 9.2.10 also holds, but only in case the limit random variable is con-
stant (Billingsley 1968). Not only does this result have an appropriate generalization
to the context of approach theory, it can also be strengthened because in our context
we need not restrict ourselves to constant random variables.

In order to prove this result we require a lemma, the result of which is interesting in
its own right.Wewill calculate the distance between an arbitrary probability measure
and the set of all Dirac probability measures, which are of course the laws of constant
random variables. It is well known that for the weak topology, S is embedded as a
closed subspace ofP(S) by

Dir : S −→ P(S) : x −→ Px

where Px is the Dirac measure in x (i.e. Px (B) = 1 if x ∈ B and Px (B) = 0 if
x /∈ B for all B ∈ B).
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9.2.12 Lemma For any P ∈ P(S), we have

δw(P,Dir(S)) = 1 − max
x∈S

P({x}).

Proof We restrict ourselves to the case where P has a countably infinite set of atoms.
Let α be the P-measure of an atom a ∈ S of largest measure. Then we have

δw(P,Dir(S)) ≤ δw(P, {Pa})
= sup

G∈2(T )

sup
G∈G

P(G) 	 Pa(G)

= sup
G∈T

P(G) 	 Pa(G)

= P(S \ {a}) − Pa(S \ {a})
= 1 − α .

Conversely,

δw(P,Dir(S)) = sup
G∈2(T )

inf
x �∈∩G

sup
G∈G ,x /∈G

P(G)

= sup
G∈2(T )

inf
H∈G

inf
x∈S\H

sup
G∈G ,x /∈G

P(G)

≥ sup
G∈2(T ),∩G=∅

inf
H∈G

inf
x∈S\H

P(H)

≥ sup
G∈2(T ),∩G=∅

inf
G∈G

P(G).

Now let us suppose that the set of P-atoms {an | n ∈ N} is ordered in the sense that
P({an+1}) ≤ P({an}), for all n ∈ N. Then α = P({a0}). Let

β := max {{P({x}) | x ∈ S} \ {α}} ,

i.e. β is the P-measure of a second largest P-atom. Let ε ∈ ] 0, α − β [ and take
n0 ∈ N such that

∑
n>n0

P({an}) <
ε
2
.

Next choose r > 0 such that, for all n ∈ {0, . . . , n0},
P(B∗(an, r)) ≤ P({an}) + ε .

Let Y := S \ {an | n ∈ N} and partition Y into disjoint Borel sets D0, . . . , Dn1 such
that, for all i ∈ {0, . . . , n1},

P(Di ) < β .
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Next choose θ > 0 such that n1θ ≤ ε
2 . Since P is regular we can find closed sets

Ki ⊆ Di , for all i ∈ {0, . . . , n1}, such that

P(Ki ) ≤ P(Di ) ≤ P(Ki ) + θ .

Since the sets K0, . . . , Kn1 ,{an | n ≤ n0}, are pairwise disjoint and closed it follows
from the normality of S and the regularity of P that we can find open sets Oi ⊇ Ki

such that the following properties are fulfilled.

1. O0, . . . , On1 are pairwise disjoint,
2. ∀i ∈ {0, . . . , n1} : P(Ki ) ≤ P(Oi ) ≤ P(Ki ) + θ ,
3. ∀i ∈ {0, . . . , n1} : Oi ∩ {an | n ≤ n0} �= ∅.
Now consider the following finite collections of open sets in S:

Gi :=
n1⋃

j=0, j �=i

O j ∪
n0⋃

k=0

B(ak,
r

2
) i ∈ {0, . . . , n1} ,

Hl := S \ B∗(al , r) l ∈ {0, . . . , n0} .

By construction we have

(

n1⋂
i=0

Gi ) ∩ (

n0⋂
l=0

Hl) = ∅.

For each i ∈ {0, . . . , n1}, we further have

P(Gi ) ≥ P((

n1⋃
j=0, j �=i

O j ) ∪ {an | n ≤ n0})

= P(

n1⋃
j=0, j �=i

O j ) + 1 − P(Y ) −
∑
n0<n

P({an})

≥ P(

n1⋃
j=0, j �=i

D j ) − ε
2

+ 1 − P(Y ) − ε
2

= 1 − ε − P(Di )

≥ 1 − α,

and, for each l ∈ {0, . . . , n0}, we have

P(Hl) = 1 − P(B∗(al , r)) ≥ 1 − α − ε .

Consequently, if we let

Gε := {Gi | i ∈ {0, . . . , n1}} ∪ {Hl | l ∈ {0, . . . , n0}} ,
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then

inf
G∈Gε

P(G) ≥ 1 − α − ε,

and from the arbitrariness of ε it then follows that

δw(P,Dir(S)) ≥ sup
G∈2(T ),∩G=∅

inf
G∈G

P(G)

≥ 1 − α,

and we are finished. ��
9.2.13 Theorem If

(
ξn

)
n and ξ are random variables on S, then we have

λp〈
(
ξn

)
n〉 (

ξ
) ≤ λw〈(L

(
ξn

))
n〉

(
L(ξ )

) + δw(L(ξ ),Dir(S)).

Proof By the 9.2.12, if Pξ has no atoms, then obviously the result is trivially true. If
Pξ has atoms, then again by the foregoing lemma, we can choose an x ∈ S such that
Pξ ({x}) is maximal and such that δ (Pξ ,Dir(S)) = 1 − Pξ ({x}). Suppose now that
0 < a < λp〈

(
ξn

)
n〉

(
ξ
)
, then it follows from 9.2.4 that we can find b > 0 such that

∀n, ∃m ≥ n : P
({

d
(
ξm, ξ

) ≥ b
}) ≥ a.

Define

f : S −→ [0, 1] : y �→ d (x, y)

b
∧ 1.

Then f is a continuous map on S with range [0, 1] and
∣∣∣∣
∫

f d Pξm −
∫

f d Pξ

∣∣∣∣ + (1 − Pξ ({x}))

≥
∣∣∣∣
∫

f d Pξm −
∫

f d Pξ

∣∣∣∣ +
∣∣∣∣

∫

S\{x}
f d Pξ

∣∣∣∣

≥
∣∣∣∣
∫

f d Pξm −
∫

f d Pξ

∣∣∣∣ +
∣∣∣∣
∫

f d Pξ −
∫

f d Px

∣∣∣∣
≥

∣∣∣∣
∫

f d Pξm −
∫

f d Px

∣∣∣∣
=

∣∣∣∣
∫

f d Pξm

∣∣∣∣
≥

∣∣∣∣
∫

{d(ξm ,x)≥b}
f ◦ ξmd P

∣∣∣∣

≥ a,
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and consequently a ≤ λw〈(L(ξn))n〉
(
L(ξ )

) + δw(Pξ ,Dir(S)), which proves our
claim. ��
9.2.14 Corollary (Billingsley 1968) If x ∈ S and

(
ξn

)
n is a sequence of random

variables which converges in law to Px , then it also converges in probability to the
random variable with constant value x.

9.2.15 Corollary If x ∈ S and
(
ξn

)
n is a sequence of random variables which

converges for the total variation metric to Px , then it also converges for the indicator
metric to the random variable with constant value x.

9.3 Prokhorov’s Theorem

We recall that a collection Γ of probability measures on S is said to be tight if for
every ε > 0 there exists a compact set K ⊆ S such that for all P ∈ Γ we have
P(S \ K ) < ε . We generalize this notion in two ways.

9.3.1 Definition (Weak index of tightness) For a collection Γ ⊆ P(S) we define
its weak index of tightness as the number

χwt (Γ ) := sup
G

inf
G0

sup
P∈Γ

P(X \ ∪G0)

where G ranges over all open covers of S and G0 over all finite subcollections of G .

9.3.2 Proposition For a metric d metrizing S and Γ ⊆ P(S) we have

χwt (Γ ) = sup
δx

inf
K

sup
P∈Γ

P(S \ ∪x∈K Bd(x, δx )),

= sup
δx

inf
Y

sup
P∈Γ

P(S \ ∪x∈Y Bd(x, δx )),

the first supremum on each line ranging over all choices δx > 0, x ∈ S, the infimum
on the first line over all compact sets K in S and on the second line over all finite
sets Y in S.

Proof Let us denote the right hand side of the first line by j (Γ ) and of the second
line by b(Γ ). To prove that χwt (Γ ) ≤ j (Γ ) fix ε > 0 and an open cover G of S and
assume that G consists of countably many Gn increasing to S. For each x ∈ S we
let nx be the smallest number for which x ∈ Gnx . Next we choose δx > 0 such that
Bd(x, δx ) ⊆ Gnx . Now pick a compact set K in S such that P(S \∪x∈K B(x, δx )) ≤
j (Γ ) + ε for all P ∈ Γ . Observe that since K is compact, it must be contained
in a set Gn0 . Furthermore, for each x ∈ K we have B(x, δx ) ⊆ Gnx ⊆ Gn0 , by
construction of nx . It follows that P(S \ Gn0) ≤ P(S \ ∪x∈K B(x, δx )) ≤ j (Γ ) + ε
for all P ∈ Γ . That j (Γ ) ≤ b(Γ ) is trivial. Finally, to prove that b(Γ ) ≤ χwt (Γ )
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again, fix ε > 0, δx > 0 for all x ∈ S and let G be the open cover consisting of all
balls Bd(x, δx ). Since we can pick finitely many xi such that P(S \∪i Bd(xi , δxi )) ≤
χwt (Γ ) + ε , it easily follows that b(Γ ) ≤ χwt (Γ ). ��

Notice that if (S, d) is a so-called Atsuji or Lebesgue space (Atsuji 1958) then
it is possible to replace the choice of radii (δy)y in the definition of χwt by a fixed
choice for all y ∈ S.

9.3.3 Definition (Strong index of tightness)We define the strong index of tightness
of Γ as the number

χst (Γ ) := inf
K

sup
P∈Γ

P(S \ K )

the infimum being taken over all compact sets K ⊆ S.

Observe that the inequality χwt (Γ ) ≤ χst (Γ ) always holds true.
The following proposition shows that both indices indeed generalize the classical

notion of tightness.

9.3.4 Proposition For a collection Γ of probability measures the following are
equivalent.

1. Γ is tight.
2. χwt (Γ ) = 0.
3. χst (Γ ) = 0.

Proof The only non trivial assertion is 2 ⇒ 1. Fix ε > 0 and choose a countable
dense subset {xi | i ∈ N}. Then for any m ≥ 1 the family of balls (B(xi , 1/m))i is
an open cover and thus there exists a finite subset (B(xi , 1/m))i=0,...,nm such that

∀P ∈ Γ : P(X \ ∪nm
i=0B(xi , 1/m)) ≤ ε

2n
.

Put

K :=
∞⋂

m=1

nm⋃
i=0

B(xi , 1/m)

then K is compact and for all P ∈ Γ , P(X \ K ) ≤ ε . ��
That the indices of compactness and tightness also produce meaningful non-zero

values is shown by the following simple example.

9.3.5 Example Consider the real line with the usual Borel σ -algebra, fix α > 0 and
let Γ be the set of all probability measures

(1 − α)P0 + α Pn
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where Px stands for the Dirac measure at x and where n is any natural number ≥ 1.
Then the weak and strong indices of tightness and the index of relative sequential
compactness are all equal to α .

The following lemma is a direct consequence of the classical Prokhorov theorem.

9.3.6 Lemma A set Γ ⊆ P(S) is weakly relatively sequentially compact if there
exists a compact set K ⊆ S containing the support of every probability measure
P ∈ Γ .

Proof This follows from Prokhorov’s theorem. ��
The reason for introducing both a weak and strong index of tightness will

become clear in our general form of a Prokhorov theorem for distances, as they
turn out to provide respectively a lower and an upper bound for the index of rel-
ative sequential weak compactness. The indices of relative sequential compact-
ness have been provided with superscripts to make clear which structure they
concern.

9.3.7 Theorem (Prokhorov for distances) For every collection Γ of probability
measures on a complete separable metric space S the following inequalities hold.

χρ
rsc(Γ ) ≤ χwt (Γ ) ≤ χw

rsc(Γ ) ≤ χst (Γ ) ≤ χdT V
rsc (Γ ).

Proof To prove that χρ
rsc(Γ ) ≤ χwt (Γ ) let ε > 0 and let G be the open cover

consisting of all ε-balls. Next let G0 be an arbitrary finite subcollection of G and
let {A1, · · · , An} be the canonical pairwise disjoint collection generated by G0 such
that ∪G0 = ∪n

i=1Ai . Take arbitrary points xi ∈ Ai and, if necessary, xn+1 ∈ S \∪G0
and a natural number m for which n/m ≤ ε . Consider the finite collection Φ of
probability measures of the form Q = ∑n+1

i=1 (ki/m)Pxi , where ki ∈ {0, . . . , m} and∑n+1
i=1 ki = m. Fix P ∈ Γ and consider a probability measure Q = ∑n+1

i=1 (ki/m)Pxi

in Φ such that for all i ≤ n we have P(Ai ) ≤ ki/m + 1/m.
For any Borel set A ⊆ S we denote the set of all numbers i ≤ n for which A

meets Ai by I . From

P(A) ≤ P(∪i∈I Ai ) + P(S \ ∪G0)

≤
∑
i∈I

(ki/m + 1/m) + P(S \ ∪G0)

≤
∑
i∈I

ki/m + n/m + P(S \ ∪G0)

≤ Q(∪i∈I Ai ) + P(S \ ∪G0) + ε

≤ Q(A(P(S\∪G0)+ε)) + P(S \ ∪G0) + ε

it now follows that ρ(P, Q) ≤ P(S \ ∪G0) + ε and we are finished.
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To show that χwt (Γ ) ≤ χw
rsc(Γ ) suppose that χw

rsc(Γ ) < γ and choose ε > 0
such that χw

rsc(Γ ) < γ − ε . Take a countable open cover G := {Gn | n ∈ N} and
suppose that for all n ∈ N there exists Qn ∈ Γ such that

Qn(∪n
i=0Gi ) < 1 − γ .

Since χw
rsc(Γ ) < γ − ε there exists a subsequence (Qkn )n and a P ∈ P(X) such

that

λw〈(Qkn )n〉(P) < γ − ε .

This implies that for all n

P(∪n
i=0Gi ) ≤ sup

m
inf
l≥m

Qkl (∪n
i=0Gi ) + γ − ε

≤ sup
m,km≥n

inf
l≥m

Qkl (∪kl
i=0Gi ) + γ − ε

≤ 1 − γ + γ − ε = 1 − ε .

However, since ∪n
i=0Gi ↑ X this is impossible. Hence there exists a finite subset

G0 ⊆ G such that for all P ∈ Γ we have P(X \ ∪G0) ≤ γ , and thus χwt (Γ ) ≤ γ .
To show that χw

rsc(Γ ) ≤ χst (Γ ) fix ε > 0 and take a compact set K ⊆ S
such that the inequality P(S \ K ) ≤ χst (Γ ) + ε is valid for every probability
measure P ∈ Γ . If we put Γ (· | K ) := {P(· | K ) | P ∈ Γ }, then the relation
P = P(K )P(· | K ) + P(S \ K )P(· | S \ K ) shows that Γ ⊆ Γ (· | K )(ts(Γ ) + ε).
Applying 9.1.13, 9.3.6 and 4.3.58, we conclude that

χw
rsc(Γ ) ≤ χw

rsc(Γ (. | K )(χst (Γ ) + ε))

≤ χw
rsc(Γ (. | K )) + χst (Γ ) + ε

= χst (Γ ) + ε

and the result follows.
Finally, to show that χst (Γ ) ≤ χdT V

rsc (Γ ) take ε > 0 and consider a finite set
Φ ⊆ P(S) such that for each P ∈ Γ there exists a probability measure Q ∈ Φ for
which dT V (P, Q) ≤ χdT V

rsc (Γ ) + ε/2. The completeness of S implies the tightness
of Φ, and thus we can choose a compact set K ⊆ S such that Q(S \ K ) ≤ ε/2 for
all Q ∈ Φ. Since for P ∈ Γ we have

P(S \ K ) ≤ Q(S \ K ) + χdT V
rsc (Γ ) + ε/2 ≤ χdT V

rsc (Γ ) + ε

again the result follows. ��
9.3.8 Corollary (Prokhorov’s theorem) Let Γ be a collection of probability mea-
sures on a complete separable metric space S. Then Γ is weakly relatively sequen-
tially compact if and only if it is tight.

http://dx.doi.org/10.1007/978-1-4471-6485-2_4
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Proof LetΓ beweakly relatively sequentially compact, then by4.3.58, χw
rsc(Γ ) = 0,

and by 9.3.7 χwt (Γ ) = 0. Now from 9.3.4 it follows that Γ is tight.
Conversely, if Γ is tight then by 9.3.4, χwt (Γ ) = 0, and by 9.3.7, χρ

rsc(Γ ) = 0.
Now 4.3.58 and the completeness of ρ imply that Γ is weakly relatively sequentially
compact. ��
9.3.9 Theorem If there exists a sequence (Un)n of relatively compact open sets
which increases to S then for Γ ⊆ P(S) we have

χwt (Γ ) = χw
rsc(Γ ) = χst (Γ ).

Proof It suffices to show that in this case χst (Γ ) ≤ χwt (Γ ). Let ε > 0. Now it
is possible to find a Un such that supP∈Γ P(S \ Un) ≤ χwt (Γ ) + ε . Let K be the
compact set Un and observe that, since Un ⊆ K , we have supP∈Γ P(S \ K ) ≤
supP∈Γ P(S \ Un) ≤ χwt (Γ ) + ε . We conclude that χst (Γ ) ≤ χwt (Γ ). ��

Theorem 9.3.9 has the following obvious corollary for Euclidean spaces.

9.3.10 Corollary For Γ ⊆ P(Rd) we have χwt (Γ ) = χw
rsc(Γ ) = χst (Γ ).

9.4 An Indexed Central Limit Theorem in One Dimension

In the foregoing section we have seen approach structures which have as underlying
topologies various well-known classical structures, such as e.g. the weak topology.
However, just as in classical analysis where often different choices of metrics gen-
erating a given topology are chosen depending on the problem at hand, it is often
advantageous here too, to be able to choose various approach structures overlying a
given topology.

We recall that, as usual, E stands for the expected value function.
By a standard triangular arraywemean a triangular array of real square integrable

random variables

ξ1,1
ξ2,1 ξ2,2
ξ3,1 ξ3,2 ξ3,3

...

satisfying the following properties.

(a) ∀n : ξn,1, . . . , ξn,n are independent.

(b) ∀n, k : E
[
ξn,k

] = 0.

(c) ∀n :
n∑

k=1

σ2
n,k = 1, where σ2

n,k = E

[
ξ 2

n,k

]
.

http://dx.doi.org/10.1007/978-1-4471-6485-2_4
http://dx.doi.org/10.1007/978-1-4471-6485-2_4
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We recall that Feller’s negligibility condition states that

n
max
k=1

σ2
n,k → 0.

9.4.1 Theorem (Lindeberg-Feller CLT) If
{
ξn,k

}
is a standard triangular array

which satisfies Feller’s negligibility condition, and ξ is a standard normally distrib-
uted random variable, then the following properties are equivalent.

(a)

n∑
k=1

ξn,k
w→ ξ .

(b) ∀ε > 0 :
n∑

k=1

E

[
ξ 2

n,k | ∣∣ξn,k
∣∣ ≥ ε

]
→ 0.

Here (b) is usually referred to as Lindeberg’s condition. Throughout the remainder
of this chapter, ξ will be a standard normally distributed random variable and {ξn,k}
will be a standard triangular array satisfying Feller’s negligibility condition.

Wewill be defining and using various structures on the set of probability measures
of the real line (or equivalently on the set of distribution functions on the real line,
which in the context of R is often advantageous to work with). These structures will
then be transported to random variables in the usual way by considering the map,
which was already introduced in the foregoing section

L : R(R) −→ P(R) : ξ �→ Pξ

or, in the present context

L : R(R) −→ F (R) : ξ �→ Fξ

where Fξ stands for the distribution function of Pξ (or of ξ ), and where F (R)
stands for the set of all such probability distribution functions. We will use the same
notations for the structures whether they are functioning on random variables or on
distributions. Furthermore, the randomvariables are supposed to be defined on a fixed
probability space (Ω,A , P) as in Sect. 9.2. Since in this section we will always be
working with real random variables we omit reference to R and simply writeF for
F (R) and further we putFc for the continuous distributions inF . Similarly the set
of all real random variables will simply be denoted R and the set of continuously
distributed real random variables will be denoted Rc.

We also recall that the Kolmogorov metric between distribution functions on the
real line is defined as

K (F, G) := sup
x∈R

|F(x) − G(x)| .
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This then is transported to real random variables η and ξ by

K
(
η, ξ

) := K (Fη , Fξ ).

As usual in this context we also transport the weak topology on F to R and we
say for instance that a sequence of random variables (ηn)n converges weakly to a
random variable η , (denoted as ηn

w→ η), if the sequence (Fηn )n converges weakly
to Fη .

In general, K is too strong to metrize weak convergence, but it is well known that
if η is continuously distributed, then the following are equivalent for any sequence
of random variables (ηn)n :

(a) ηn
w→ η .

(b) lim sup
n→∞

K (η, ηn) = 0.

Now we define the approach structure wherein we will be working. We denote
convolution by �. From Bergström (1949) and Råde (1997) we know that weak
convergence inF of a sequence (Fn)n to F is equivalent with uniform convergence
of the sequence (Fn � G)n to F �G for every continuous G ∈ Fc. In other words, if
we letTw stand for the topology of weak convergence onF andTK for the topology
of uniform convergence (i.e. generated by the Kolmogorov metric) on Fc, then Tw

is the weakest topology onF making all mappings

(F −→ (Fc,TK ) : F �→ F � G)G∈Fc

continuous.
If we replace the uniform topology TK by its generating metric K , then we end

up with the mappings

(F −→ (Fc, K ) : F �→ F � G)G∈Fc
.

As in previous examples, again we are not able to construct a weakest metric onF ,
metrizing the weak topology and making all mappings contractive, since it simply
does not exist. But we are able to construct a weakest such approach structure. We
call it the continuity approach structure, which hence is a quantification of (F ,Tw).

It follows from the general theory that a basis for the initial approach system in
F ∈ F is given by

Bc(F) := {K (F � G, · � G) | G ∈ Fc}

and that, for any F ∈ F and D ⊆ F the initial distance (see 1.2.34) is given by

δc (F,D) = sup
H ∈2(Fc)

0

inf
H∈D

sup
G∈H

K (F � G, H � G)

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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and that the limit operator of a sequence (Fn)n inF evaluated at F ∈ F (see 1.2.43)
is given by

λc〈(Fn)n〉(F) = sup
G∈Fc

lim sup
n→∞

K (F � G, Fn � G) .

As before, in what follows we freely transport this structure from F to R. This
means that for any real random variable ξ , any sequence of random variables (ξn)n

and any collection of random variables D we have

δc
(
ξ ,D

) = δc(Fξ , {Fζ | ζ ∈ D}),

λc〈(ξn)n〉(ξ ) = λc〈(Fξn )n〉(Fξ ).

9.4.2 Proposition The Top coreflection of (F , δc) is determined by the weak topol-
ogy and the Met coreflection is determined by the Kolmogorov metric.

δc
Top

c

��

Met
c

��
Tw K

Proof Both for the Top coreflection and the Met coreflection this follows at once
from the definition. ��

For each probability distribution F and each α > 0 we now consider the map

ϕF,α : F −→ [0, 1] : H �→ sup
x∈R

(F(x − α) − H(x)) ∨ (H(x) − F(x + α))

and we define j (F) to be the largest discontinuity-jump of F .

9.4.3 Lemma For any F ∈ F and ε > 0 there exists α > 0 such that

K (F, ·) ≤ ϕF,α + j (F) + ε

Proof Fix F and ε > 0. Choose points x0 < x1 < · · · < xn−1 < xn such that

F(x0) ≤ ε/2 and F(xn) ≥ 1 − ε/2

and such that for all i ∈ {0, . . . , n} and all x, y ∈ [ xi , xi+1 [ the inequality

|F(x) − F(y)| ≤ ε/2

holds. Now if 0 < α < minn−1
i=0 |xi+1 − xi | then, for any x ∈ R, distinguishing cases

as to whether x ∈ [ xi , xi+1 [ for some i ∈ {0, . . . , n − 1}, x < x0 or x ≥ xn one

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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easily verifies that for any H ∈ F

|F(x) − H(x)| ≤ ϕF,α (H) + j (F) + ε . ��

9.4.4 Proposition A basis for the continuity approach structure in F ∈ F is given by

Cc(F) := {ϕF,α | α > 0}.

Proof First, it suffices to note that for any F, H, G ∈ F and α > 0 we have

ϕF,α (H) ≤ ϕF, α
2
(G) + ϕG, α

2
(H)

to see that (Cc(F))F∈F is indeed a basis for an approach system.
Second, fix F ∈ F and G ∈ Fc, then on the one hand, from 9.4.3, it follows that

for any ε > 0 there exists α such that for any H ∈ F

K (F � G, H � G) ≤ ϕF�G,α (H � G) + ε

and on the other hand we have

ϕF�G,α (H � G) = sup
x∈R

max{F � G(x − α) − H � G(x), H � G(x) − F � G(x + α)}

≤
∫ ∞

−∞
sup
x∈R

max{F(x − α − y) − H(x − y), H(x − y) − F(x + α − y)}dG(y)

=
∫ ∞

−∞
sup
z∈R

max{F(z − α) − H(z), H(z) − F(z + α)}dG(y)

= ϕF,α (H).

This proves that Bc(F) ⊆ Ĉc(F).
To prove that Cc(F) ⊆ B̂c(F) fix F ∈ F , α > 0 and ε > 0. Now choose

G ∈ Fc such that G(−α
2 ) ≤ ε

2 and G(α
2 ) ≥ 1 − ε

2 . Then it follows that for any
H ∈ F and x ∈ R

F(x − α) − H(x) =
∫ ∞

−∞
1]−∞,x−α](y)d F(y) −

∫ ∞

−∞
1]−∞,x](y)d H(y)

≤
∫ ∞

−∞
G(x − α

2
− y)d F(y) −

∫ ∞

−∞
G(x − α

2
− y)d H(y) + ε

= (F � G)(x − α
2

) − (H � G)(x − α
2

) + ε

from which it follows that F(x −α)− H(x) ≤ K (F �G, H �G)+ε . Analogously
one finds that H(x) − F(x + α) ≤ K (F � G, H � G) + ε which finally gives that

ϕF,α ≤ K (F � G, · � G) + ε

showing that Cc(F) ⊆ B̂c(F). ��
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9.4.5 Theorem For F ∈ F and D ⊆ F

δc(F,D) ≤ δK (F,D) ≤ δc(F,D) + j (F).

Proof The first inequality is immediate from the fact that the Kolmogorov metric
determines the Met coreflection of δc and the second inequality is an immediate
consequence of 9.4.3 and 9.4.4 and the formula for a distance in terms of the approach
system as in 1.2.34. ��
9.4.6 Corollary For F ∈ Fc and D ⊆ F

δc(F,D) = δK (F,D).

9.4.7 Corollary For F ∈ Fc and any sequence (Fn)n in F

λc〈(Fn)n〉(F) = lim sup
n→∞

K (F, Fn) .

9.4.8 Theorem (F , δc) is complete and locally countable.

Proof Completeness is an immediate consequence of the completeness of K and
3.5.11 and the local countability follows at once from the fact that the functions
ϕF, 1n

for n ≥ 1 constitute a basis for the approach system in F (see 9.4.4). ��
Before we can prove the promised result concerning the central limit theorem we

need to prove some technical facts.
Let H stand for the collection of all strictly decreasing functions h : R −→ R,

with a bounded first and second derivative and a bounded and piecewise continuous
third derivative, and for which lim

x→−∞
h(x) = 1 and lim

x→∞
h(x) = 0. The conditions

on the setH are required, among other things, for the application of Stein’s method
(see 9.4.11).

9.4.9 Lemma If η ∈ Rc and (ηn)n is a sequence in R then

λc〈(ηn)n〉(η) = sup
h∈H

lim sup
n→∞

∣∣E [
h(η) − h(ηn)

]∣∣ .

Proof We make use of 9.4.7. Let ε > 0 be arbitrary. The continuity of Fη allows us
to construct points x1 < · · · < xm such that for each n

K (η, ηn) ≤ m
max
k=1

∣∣Fη (xk) − Fηn (xk)
∣∣ + ε .

Indeed, suppose that ε < 1/2 and choose points 0 = y0 < y1 < · · · < ym <

ym+1 = 1 such thatmaxm
k=0 |yk+1 − yk | < ε/2.Then the continuity of Fη , combined

with the fact that limx→−∞ Fη (x) = 0 and limx→∞ Fη (x) = 1, allows us to choose

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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points −∞ = x0 < x1 < · · · < xm < xm+1 = ∞ such that Fη (xk) = yk for all
k ∈ {0, . . . , m + 1}. Hence we have

m
max
k=0

∣∣Fη (xk+1) − Fη (xk)
∣∣ < ε/2.

Also, for each n and k ∈ {0, . . . , m}, it follows from the monotonicity of Fη and Fηn

that

sup
xk≤x≤xk+1

∣∣Fη (x) − Fηn (x)
∣∣ = sup

xk≤x≤xk+1

max
{

Fη (x) − Fηn (x), Fηn (x) − Fη (x)
}

≤ max{Fη (xk+1) − Fηn (xk), Fηn (xk+1) − Fη (xk)}.
≤ max{Fη (xk) − Fηn (xk), Fηn (xk+1)−Fη (xk+1)} + ε,

and thus we can conclude that for each n

K (η, ηn) ≤ m
max
k=1

∣∣Fη (xk) − Fηn (xk)
∣∣ + ε .

Again from the continuity of Fη , it follows that for each x ∈ R there exists δ > 0
such that for each n

|Fη (x) − Fηn (x)| ≤ max{Fη (x − δ ) − Fηn (x), Fηn (x) − Fη (x + δ )} + ε/2.

Now, we can find h ∈ H such that h([−∞, x −δ ]) ⊆ [1− ε
4 , 1] and h([x, ∞[) ⊆

[0, ε
4 ], and then it follows that

Fη (x − δ ) − Fηn (x) =
∫

1 ]−∞,x−δ ]d Pη −
∫

1 ]−∞,x ]d Pηn

≤ (

∫
hd Pη + ε/4) − (

∫
hd Pηn − ε/4)

= E
[
h(η) − h(ηn)

] + ε/2.

Since an analogous reasoning holds for the second term in the maximum above, we
can conclude that we can find functions h, h′ ∈ H such that

∣∣Fη (x) − Fηn (x)
∣∣ ≤ max

{
E

[
h(η) − h(ηn)

]
, E[h′(ηn) − h′(η)]} + ε .

Hence there exist functions h1, . . . , h2m ∈ H such that

lim sup
n→∞

K (η, ηn) ≤ lim sup
n→∞

2m
max
k=1

|E[hk(η) − hk(ηn)]| + 2ε

= 2m
max
k=1

lim sup
n→∞

|E[hk(η) − hk(ηn)]| + 2ε

≤ sup
h∈H

lim sup
n→∞

|E[h(η) − h(ηn)]| + 2ε,

which by the arbitrariness of ε proves one inequality.
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For the converse inequality, let h ∈ H . The layer cake representation (see Lieb
and Loss 2001) states that, for any positive random variable ξ ,

E
[
ξ
] =

∫ ∞

0
P

[
ξ ≥ t

]
dt.

Taking into account that h is a strictly decreasing map taking values between 0 and
1 we find that

E
[
h(η)

] =
∫ ∞

0
P

[
h(η) ≥ t

]
dt =

∫ 1

0
P

[
η ≤ h−1t

]
dt,

which allows us to conclude that

|E[h(η) − h(ηn)]| ≤
∫ 1

0

∣∣∣Fη (h−1t) − Fηn (h
−1t)

∣∣∣ dt ≤ K (η, ηn). ��

9.4.10 Definition (Lindeberg index) Given a standard triangular array {ξn,k} we
define

χ Lin(ξn,k) = sup
ε>0

lim sup
n→∞

n∑
k=1

E

[
ξ 2

n,k | ∣∣ξn,k
∣∣ ≥ ε

]

which we call the Lindeberg index. It is clear that
{
ξn,k

}
satisfies Lindeberg’s con-

dition if and only if χ Lin(ξn,k) = 0.

In what follows we will use Stein’s method Stein (1972, 1986), to prove a gen-
eralization of the Lindeberg-Feller central limit theorem providing an upper bound
for

λc
〈( n∑

k=1

ξn,k
)

n

〉
(ξ ) = lim sup

n→∞
K (ξ ,

n∑
k=1

ξn,k)

where ξ is a normally distributed random variable and {ξn,k} is a standard triangular
array which is asymptotically negligible in the sense of Feller.

The basics of Stein’smethodwhichwewill be using are contained in the following
lemma. The proofs can be found in e.g. Barbour and Chen (2005).

9.4.11 Lemma (Stein’s method)Let h : R −→ R be measurable and bounded. Put

fh(x) = ex2/2
∫ x

−∞

(
h(t) − E[h(ξ )]) e−t2/2dt .
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Then for any x ∈ R

E
[
h(ξ )

] − h(x) = x fh(x) − f ′
h(x).

Moreover, if h is absolutely continuous, then

∥∥ f ′′
h

∥∥
∞ ≤ 2

∥∥h′∥∥
∞ ,

and if hz = 1 ]−∞,z ] for z ∈ R, then for all x, y ∈ R

∣∣∣ f ′
hz

(x) − f ′
hz

(y)

∣∣∣ ≤ 1.

Stein’s method was used by Barbour and Hall to derive Berry-Esseen type bounds
in Barbour and Hall (1984). The following lemma is inspired by their paper.

9.4.12 Lemma Let h ∈ H and put

δn,k = fh
( ∑

i �=k

ξn,i + ξn,k
) − fh

( ∑
i �=k

ξn,i
) − ξn,k f ′

h

( ∑
i �=k

ξn,i
)

and

εn,k = f ′
h

(∑
i �=k

ξn,i + ξn,k
) − f ′

h

(∑
i �=k

ξn,i
) − ξn,k f ′′

h

(∑
i �=k

ξn,i
)
.

Then the following equality holds:

E
[( n∑

k=1

ξn,k
)

fh
( n∑

k=1

ξn,k
) − f ′

h

( n∑
k=1

ξn,k
)] =

n∑
k=1

E
[
ξn,kδn,k

] −
n∑

k=1

σ2
n,kE

[
εn,k

]
.

Proof Taking into account that ξn,k and
∑

i �=k ξn,i are independent, E[ξn,k] = 0 and∑n
k=1 σ2

n,k = 1 we obtain

n∑
k=1

E[ξn,kδn,k] −
n∑

k=1

σ2
n,kE[εn,k]

=
n∑

k=1

E[ξn,k fh(

n∑
k=1

ξn,k)] −
n∑

k=1

E[ξn,k fh(
∑
i �=k

ξn,i )]

−
n∑

k=1

E[ξ 2
n,k f ′

h(
∑
i �=k

ξn,i )] −
n∑

k=1

σ2
n,kE[ f ′

h(

n∑
k=1

ξn,k)]

+
n∑

k=1

E[ξ 2
n,k]E[ f ′

h(
∑
i �=k

ξn,i )] +
n∑

k=1

σ2
n,kE[ξn,k f ′′

h (
∑
i �=k

ξn,i )]
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= E[(
n∑

k=1

ξn,k) fh(

n∑
k=1

ξn,k)] −
n∑

k=1

E[ξn,k]E[ fh(
∑
i �=k

ξn,i )]

−
n∑

k=1

E[ξ 2
n,k f ′

h(
∑
i �=k

ξn,i )] − E[ f ′
h(

n∑
k=1

ξn,k)]

+
n∑

k=1

E[ξ 2
n,k f ′

h(
∑
i �=k

ξn,i )] +
n∑

k=1

σ2
n,kE[ξn,k]E[ f ′′

h (
∑
i �=k

ξn,i )]

= E[(
n∑

k=1

ξn,k) fh(

n∑
k=1

ξn,k) − f ′
h(

n∑
k=1

ξn,k)]. ��

9.4.13 Lemma Let f : R −→ R have a bounded derivative and a bounded and
piecewise continuous second derivative. Then for any a, x ∈ R

| f (a + x) − f (a) − f ′(a)x | ≤ min
{(

sup
x1,x2∈R

| f ′(x1) − f ′(x2)|
)|x |, 1

2
‖ f ′′‖∞x2

}
.

Proof Put ϕ(t) = f (a + t x). Then we get

f (a + x) − f (a) − x f ′(a) = ϕ(1) − ϕ(0) − ϕ ′(0)

=
∫ 1

0
ϕ ′(t)dt − ϕ ′(0)

=
∫ 1

0
x( f ′(a + t x) − f ′(a))dt,

and thus

∣∣ f (a + x) − f (a) − x f ′(a)
∣∣ ≤ |x | sup

x1,x2∈R

∣∣ f ′(x1) − f ′(x2)
∣∣ .

Analogously, performing an integration by parts on the right hand side of ϕ(1) −
ϕ(0) = ∫ 1

0 ϕ ′(t)dt , rearranging terms, and writing ϕ ′(1) − ϕ ′(0) = ∫ 1
0 ϕ ′′(t)dt

gives

ϕ(1) − ϕ(0) − ϕ ′(0) =
∫ 1

0
(1 − t)ϕ ′′(t)dt,

which finally gives

f (a + x) − f (a) − x f ′(a) =
∫ 1

0
(1 − t)x2 f ′′(a + t x)dt,
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and

∣∣ f (a + x) − f (a) − x f ′(a)
∣∣ ≤ x2‖ f ′′‖∞

∫ 1

0
(1 − t)dt = 1

2
‖ f ′′‖∞x2. ��

9.4.14 Lemma Let h ∈ H . Then for all x, y ∈ R

∣∣ f ′
h(x) − f ′

h(y)
∣∣ ≤ 1.

Proof From 9.4.11 we derive that

f ′
h(x) = xex2/2

∫ x

−∞

(
h(t) − E[h(ξ )]) e−t2/2dt + h(x) − E[h(ξ )].

Furthermore, for all h ∈ H , applying the layer cake representation to the constant
random variable ζ with value h(x) on the probability space ([0, 1] ,B[0,1], λ ), with
B[0,1] the Borel σ -field and λ Lebesgue measure, we get

h(x) =
∫ 1

0
λ

({t ∈ [0, 1] : ζ (t) ≥ s}) ds =
∫ 1

0
Φ(x, s)ds

with

Φ(x, s) =
{
0 if h(x) < s

1 if h(x) ≥ s,

and hence

h(x) =
∫ 1

0
hh−1(s)(x)ds.

Combining the foregoing and applying Fubini yields

f ′
h(x)− f ′

h(y)

= xex2/2
∫ x

−∞

(
h(t) − E[h(ξ )]) e−t2/2dt + h(x)

− yey2/2
∫ y

−∞

(
h(t) − E[h(ξ )]) e−t2/2dt − h(y)

= xex2/2
∫ x

−∞

∫ 1

0
(hh−1(s)(t) − E[hh−1(s)(ξ )])e−t2/2dsdt +

∫ 1

0
hh−1(s)(x)ds

− yey2/2
∫ y

−∞

∫ 1

0
(hh−1(s)(t) − E[hh−1(s)(ξ )])e−t2/2dsdt −

∫ 1

0
hh−1(s)(y)ds
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=
∫ 1

0

[
xex2/2

∫ x

−∞
(hh−1(s)(t) − E[hh−1(s)(ξ )])e−t2/2dt + hh−1(s)(x)

− yey2/2
∫ y

−∞
(hh−1(s)(t) − E[hh−1(s)(ξ )])e−t2/2dt + hh−1(s)(y)

]
ds

=
∫ 1

0
[ f ′

hh−1(s)
(x) − f ′

hh−1(s)
(y)]ds

which again by 9.4.11 proves the lemma. ��
Now we obtain the following indexed version of the sufficiency of Lindeberg’s

condition in the Lindeberg-Feller CLT.

9.4.15 Theorem (Indexed CLT) If
{
ξn,k

}
is a standard triangular array which

satisfies Feller’s negligibility condition, then the following inequality holds.

λc
〈( n∑

k=1

ξn,k
)

n

〉
(ξ ) ≤ χ Lin((ξn,k)n,k).

Proof Combining the foregoing gives that for any h ∈ H and θ > 0

∣∣E[
h

(
ξ
) − h

( n∑
k=1

ξn,k
)]∣∣

= ∣∣E[( n∑
k=1

ξn,k
)

fh
( n∑

k=1

ξn,k
) − f ′

h

( n∑
k=1

ξn,k
)]∣∣

≤
n∑

k=1

E
[∣∣ξn,kδn,k

∣∣] +
n∑

k=1

σ2
n,kE

[∣∣εn,k
∣∣]

≤ 1

2

∥∥ f ′′
h

∥∥
∞

n∑
k=1

E

[∣∣ξn,k
∣∣3 | ∣∣ξn,k

∣∣ < θ
]

+ (
sup

x1,x2∈R

∣∣ f ′
h(x1) − f ′

h(x2)
∣∣ ) n∑

k=1

E

[∣∣ξn,k
∣∣2 | ∣∣ξn,k

∣∣ ≥ θ
]

+ (
sup

x1,x2∈R

∣∣ f ′′
h (x1) − f ′′

h (x2)
∣∣ ) n∑

k=1

σ2
n,kE

[∣∣ξn,k
∣∣]

≤ 1

2

∥∥ f ′′
h

∥∥
∞ θ +

n∑
k=1

E

[∣∣ξn,k
∣∣2 | ∣∣ξn,k

∣∣ ≥ θ
]

+ (
sup

x1,x2∈R

∣∣ f ′′
h (x1) − f ′′

h (x2)
∣∣ ) n

max
k=1

σn,k .



9.4 An Indexed Central Limit Theorem in One Dimension 333

This implies, making use of Feller’s negligibility condition, that for all h and θ

lim sup
n→∞

∣∣E[
h

(
ξ
) − h

( n∑
k=1

ξn,k
)]∣∣ ≤ 1

2

∥∥ f ′′
h

∥∥
∞ θ + χ Lin(ξn,k)

and the result now follows from 9.4.9 and the arbitrariness of h and θ . ��

9.5 Comments

1. Further results
Most results in this chapter come from Berckmoes et al. (2011a, b, 2013) and we

refer to those papers for more information. Many more interesting results and details
can be found in the PhD thesis of Berckmoes (2014).

2. Categorical aspect of the weak approach structure
If we put Pol for the category of completely metrizable separable topological

spaces (Polish spaces) and continuous maps then it follows from 9.1.7 that

Pol −→ App :
{

S −→ (P(S), δw)

f −→ f̂

is functorial.

3. Categorical aspect of the approach structure of convergence in probability
If we put Polm for the category of complete separable metric spaces and contrac-

tions then it follows from 9.2.5 that

Polm −→ App :
{

S −→ (R(S), δp)

f −→ f̃

is functorial.

4. Categorical relation between the structures
The combined results of 9.1.7, 9.2.5 and 9.2.9 show that if f : S −→ T is

a contraction then the following is a commutative diagram of contractions for the
weak and c.i.p. approach structures. As an immediate consequence, applying the
topological and metric coreflections, the diagram is also a commutative diagram of
continuous maps for respectively the weak topologies and the topologies of conver-
gence in probability and a commutative diagram of contractions for respectively the
total variation metrics and the indicator metrics.
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R(S)
f̃ ��

L
��

R(T )

L
��

P(S)
f̂

�� P(T )

5. Concerning the Lindeberg index
The Lindeberg index which we introduced is not trivial, by which we mean that

it can attain any possible value besides the obvious ones 0 and 1. In order to see this
an example suffices. Therefore, fix 0 < α < 1, let β = α

1−α and put

s2n = (1 + β )n − β
n∑

k=1

k−1 = n + β
n∑

k=1

(
1 − k−1

)
.

Notice that s2n → ∞. Now consider the standard triangular array
{
ηα,n,k

}
such that

P
[
ηα,n,k = −1/sn

] = P
[
ηα,n,k = 1/sn

] = 1

2

(
1 − βk−1

)

and

P

[
ηα,n,k = −√

k/sn

]
= P

[
ηα,n,k = √

k/sn

]
= 1

2
βk−1.

It can then be verified that
{
ηα,n,k

}
satisfies Feller’s negligibility condition and that

Lin
({

ηα,n,k
}) = α .

We refer to Berckmoes et al. (2013) for details.

6. Underbound in the indexed CLT
In Berckmoes et al. (submitted for publication) the theory introduced in this

chapter is taken further. In Berckmoes et al. (2013) also an underbound is given for
the limit in 9.4.15. Hereto a relaxed Lindeberg index is introduced, namely

χ∗
Lin

({
ξn,k

}) = lim sup
n→∞

n∑
k=1

E

[
ξ 2

n,kϕ(
∣∣ξn,k

∣∣)]

where

ϕ(x) = 1 − e− 1
2 x2 .
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It can then be verified that

χ∗
Lin

({
ξn,k

}) ≤ χ Lin

({
ξn,k

})

and that this relaxed version too will be zero if and only if the Lindeberg condition is
fulfilled. Then it is possible to prove that there exists a constantC > 0, not depending
on

{
ξn,k

}
, such that

χ∗
Lin

({
ξn,k

}) ≤ Cλc
〈( n∑

k=1

ξn,k
)

n

〉
(ξ ).

Moreover, this formula can be shown to hold with C ≤ 30.3. Together with 9.4.15
this then provides us with a full indexed version of the usual CLT.

7. Further research in higher dimensions
In Berckmoes et al. (submitted for publication) the theory is taken one step further

to the realm of finite-dimensional random vectors by making use of a multivariate
version of Stein’s method to obtain a finite-dimensional quantitative Lindeberg cen-
tral limit theorem in the same vain as 9.4.15.



Chapter 10
Approach Theory Meets Hyperspaces

Traveling through hyperspace ain’t like dusting crops, boy!
Without precise calculations we could fly right through a star or
bounce too close to a supernova, and that’d end your trip real
quick, wouldn’t it?

(Han Solo, to Luke Skywalker)

In this chapter we are mainly interested in approach structures (or uniform gauge
structures) on hyperspaces of closed sets ofmetric spaces. In the first sectionwe study
a natural quantification of the Wijsman topology. This has several advantages over
the Wijsman topology. For instance, the Wijsman topology is metrizable only if the
original metric space is separable. For quantification with an approach structure no
condition is required, the Wijsman topology is always quantifiable (see 10.1.1). We
also compare theWijsman approach structurewith theHausdorffmetric. For instance
it will turn out that the indices of compactness of all three spaces, the original metric
space, the Wijsman approach hyperspace and the hyperspace with the Hausdorff
metric, coincide, from which several classical results can be deduced (see 10.1.6).

In the second section we study the proximal topologies where we see the same
behaviour as for the Wijsman topology, they are always quantifiable by canonical
approach structures (see 10.2.5).We extend some results which can be found in (Beer
et al. 1992; Beer and Lucchetti 1993), characterizing some well-known hyperspace
topologies as suprema of collections of other hyperspace topologies. Further, here
too we see that the index of compactness of the hyperspace equipped with a proximal
structure coincides with the index of compactness of the original metric space. For
the proximal structures we also give a description of the completion showing that
the completion of the hyperspace is isomorphic to the hyperspace of the completion
(see 10.2.12).

In the last example, we study a quantified version of the Vietoris structure in the
more general setup of closed sets in an arbitrary T1 approach space. This line of attack
has several advantages over the topological one, not in the least because the Vietoris
construction can now also be considered intrinsically for metric spaces. Further we
mainly pay attention to properties involving compactness. In the first place we prove
that, again, the indices of compactness of the original approach space and of the
Vietoris hyperspace coincide (see 10.3.7, 10.3.12 and 10.3.13). In the second place

© Springer-Verlag London 2015
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the well-known result (see e.g. Naimpally 2003) which says that if the original space
is compact metric then the Vietoris topology is metrizable by the Hausdorff metric
gets strengthened in the sense that in the approach setting under the same conditions
the Vietoris approach structure actually coincides with the Hausdorff metric. Classic
results follow as easy corollaries. Besides these main results we also draw attention
to the good functorial relationship between the Vietoris approach structures and the
associated topologies.

10.1 The Wijsman Structure

In the literature a large variety of topologies, uniformities, and metrics have been
considered on hyperspaces of topological, uniform, or metric spaces. See e.g. Beer
and Luchetti (1993), Beer (1989, 1991). In particular in the case of metric spaces, the
so-calledWijsman topology on the hyperspace of all closed sets has been extensively
studied.

Let (X, d) be a metric space. We denote by C L(X) the set of all nonempty closed
subsets of X .

We begin by recalling the definitions of the Hausdorff metric and of the Wijsman
topology.

TheHausdorff metric onC L(X) can be defined in several equivalent ways, one of
which is important for us. We denote this metric by Hd . It is given by the following
formula (see e.g. Beer 1991). For any A, B ∈ C L(X):

Hd(A, B) = sup
x∈X

∣
∣δd(x, A) − δd(x, B)

∣
∣ .

The Wijsman topology too can be introduced in several equivalent ways. Two of
these are important for our considerations.

First, it is the initial topology on C L(X) for the source

(C L(X) −→ R
+ : A �→ δd(x, A))x∈X ,

where R+ is equipped with the usual Euclidean topology.
Second, it can also be characterized as being the initial topology for the source

C L(X) −→ (R+)X : A �→ δd(·, A),

where R
+ is again equipped with the usual Euclidean topology and (R+)X is

equipped with the product topology. In both cases the usual topology on the real
line plays a crucial role and the Wijsman topology owes its existence to the fact
that we are able to construct initial topologies. In the first method we are simply
constructing the Wijsman topology as an initial topology of the usual topology on
R

+ for a collection of maps, and in the second method we are actually identifying
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C L(X) with the set of all distance functionals
{
δd(·, A) | A ∈ C L(X)

}
and we

construct the Wijsman topology as a subspace topology of a product (or pointwise)
topology.

If, however, we start not with the usual topology onR+ but with the usual metric,
then classically we are unable to perform either of these constructions. Again, using
approach spaces we can overcome these obstacles.

For each finite subset F of X we define

dF : C L(X) × C L(X) −→ P

by

dF (A, B) := sup
x∈F

∣
∣δd(x, A) − δd(x, B)

∣
∣ .

Now consider the collection

DWd :=
{

dF | F ∈ 2(X)
}

.

The set DWd of metrics is closed under the formation of finite suprema and hence is
a symmetric basis for a symmetric gauge. The distance generated by this gauge is
given by

δWd : C L(X) × 2C L(X) −→ P : (A,A ) −→ sup
F∈2(X)

inf
B∈A

dF (A, B).

Wewill refer to this approach structure as the Wijsman (approach) structure, and our
first task of course is to justify this terminology. We will denote the space C L(X)

equipped with this approach structure by C LWd (X) and analogously we will denote
C L(X) equipped with the Hausdorff metric by C L Hd (X).

10.1.1 Proposition The topological coreflection of C LWd (X) is C L(X) equipped
with the Wijsman topology TWd and the metric coreflection is C L Hd (X).

δWd
Top

c
Met

c

Wd Hd

Proof For the first claim, it follows from 3.1.11 that a basis for the neighbourhoods
of A ∈ C L(X) in the underlying topology of C LWd (X) is given by the collection

{B ∈ C L(X) | dF (A, B) < ε} F ∈ 2(X), ε > 0.

This, however, is precisely a basis for the neighbourhoods of A in the Wijsman
topology TWd .

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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For the second claim, it follows from 3.1.11 that, for all A, B ∈ C L(X), we have

dδWd
(A, B) = sup

F∈2(X)

dF (A, B)

= sup
x∈X

d{x}(A, B)

= Hd(A, B). ��

In Lechicki and Levi (1987) it was shown that the Wijsman topology on C L(X)

is metrizable if and only if (X,Td) is separable. Such a condition is not required in
our case. (C L(X),TWd ) is always canonically quantifiable by δWd . The canonicity
is enhanced by the following results which are to be compared with the analogous
results for the Wijsman topology in the setting of topology.

10.1.2 Theorem The Wijsman approach structure is the initial structure on C L(X)

for the source

(C L(X) −→ R
+ : A �→ δd(x, A))x∈X ,

where R
+ is equipped with the usual Euclidean metric.

Proof According to 1.3.11 the initial approach structure is given by the basis for the
gauge

{
sup
x∈F

dE ◦ (d(x, ·) × d(x, ·)) | F ∈ 2(X)

}
.

The result then follows from the fact that, for all F ∈ 2(X) and all A, B ∈ C L(X),
we have

sup
x∈F

dE(δd(x, A), δd(x, B)) = dF (A, B). ��

10.1.3 Theorem The Wijsman approach structure is the initial structure on C L(X)

for the source

C L(X) −→ (R+)X : A �→ δd(·, A),

where R+ is again equipped with the usual Euclidean metric and (R+)X is equipped
with the product distance.

Proof The product distance on (R+)X is given by

δ ( f,F ) := sup
F∈2(X)

inf
g∈F

sup
x∈F

| f (x) − g(x)| .

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Consequently, the initial distance is given by

δ ′(A,A ) = sup
F∈2(X)

inf
B∈A

sup
x∈F

∣
∣δd(x, A) − δd(x, B)

∣
∣

= sup
F∈2(X)

inf
B∈A

dF (A, B)

= δWd (A,A ). ��

A topological structure on a hyperspace is called admissible (Michael 1951), if
the map X −→ C L(X) : x �→ {x} is well defined and an embedding and we
use exactly the same terminology in our case where of course the embedding is
considered in App.

10.1.4 Proposition Let (X, d) be a metric space. The Wijsman distance on C L(X)

is admissible.

Proof Since (X,Td) is Hausdorff the function

ψ : X −→ C LWd (X) : x �→ {x}

is well defined. Now if x ∈ X and A ⊆ X , then on the one hand we have

δWd (ψ(x), ψ(A)) ≥ inf
a∈A

|d(x, x) − d(x, a)|
= δd(x, A),

whereas on the other hand we have

δWd (ψ(x), ψ(A)) ≤ sup
F∈2(X)

inf
a∈A

sup
y∈F

d(x, a)

= δd(x, A).

Consequently, ψ is an embedding. ��
Identifying a set with the set of its singletons and a metric space with its “copy”

in App, the foregoing result says that (X, δd) is a metric subspace of C LWd (X).
Hence, the link between metric andWijsman distance is much stronger than between
metric andWijsman topology, since under certain conditions, described in Costantini
et al. (1993), different metrics on X may generate the same Wijsman topology. The
foregoing result actually shows thatMet(X) −→ App(X) : d �→ δWd is an injection.

10.1.5 Proposition If (X, d) is separable then C LWd (X) is gauge-countable. In
particular, if Y is a countable dense subset of X, then the countable set of metrics

D0 :=
{

dF | F ∈ 2(Y )
}

is a gauge basis.
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Proof Evidently, for any A ∈ C L(X) and A ⊆ C L(X), we have

δWd (A,A ) ≥ sup
F∈2(Y )

inf
B∈B

dF (A, B).

Conversely, let ε > 0 and let F ∈ 2(X). Then, for each x ∈ F , there exists yx ∈ Y
such that d(x, yx ) ≤ ε

2 . It follows that if we let Fε := {yx | x ∈ F}, then

δWd (A,A ) = sup
F∈2(X)

inf
B∈B

dF (A, B)

≤ sup
F∈2(X)

inf
B∈B

dFε (A, B) + ε

≤ sup
F∈2(Y )

inf
B∈B

dF (A, B) + ε,

which by the arbitrariness of ε proves our claim. ��
It is well known that if themetric space (X, d) is totally bounded then theWijsman

topology is metrized by the Hausdorff metric. A last interesting result concerning the
relationship between the Hausdorff metric and the Wijsman distance considerably
strengthens this property.

10.1.6 Proposition In any metric space (X, d) the following inequalities hold.

δWd ≤ δHd ≤ δWd + 2χc(X).

Proof By 10.1.1 it suffices to prove the second inequality. Let A ∈ C L(X) and let
A ⊆ C L(X). Further let χc(X) < α , then there exist Y ⊆ X finite such that

⋃

x∈Y

B(x, α) = X.

Then, for any x ∈ X , there exists y ∈ Y such that, for all B ∈ A ,

∣
∣δd(x, A) − δd(x, B)

∣
∣ ≤ ∣

∣δd(y, A) − δd(y, B)
∣
∣ + 2α,

and consequently

δHd (A,A ) = inf
B∈A

sup
x∈X

∣
∣δd(x, A) − δd(x, B)

∣
∣

≤ sup
Y∈2(X)

inf
B∈A

sup
y∈Y

∣
∣δd(y, A) − δd(y, B)

∣
∣ + 2α

= δWd (A,A ) + 2α,

which proves our claim. ��
10.1.7 Corollary If (X, d) is totally bounded then δWd = δHd .
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10.1.8 Theorem For any metric space (X, d) the following properties are equivalent.

1. C LWd (X) is complete.
2. C L Hd (X) is complete.
3. X is complete.

Proof 1 ⇔ 2 This follows from 3.5.11.
2 ⇔ 3 This can be found, for example, in Kuratowski (1996). ��

10.1.9 Theorem For any metric space (X, d) we have

χc(C LWd (X)) = χc(C L Hd (X)) = χc(X).

Proof For any A ∈ C L(X) choose a point xA ∈ A and put G A := {xA}. Then, if
B ∈ 2(C L(X)) and we put YB := {xA | A ∈ B} we obtain

sup
z∈X

inf
x∈YB

d(x, z) = sup
z∈X

inf
A∈B

δd(xA, {z})

= sup
z∈X

inf
A∈B

|δd(xA, A) − δd(xA, {z})|
= sup

z∈X
inf

A∈B
dG A (A, {z})

≤ sup
C∈C L(X)

inf
A∈B

dG A (A, C)

from which it follows that

χc(X) ≤ χc(C LWd (X)).

That χc(C LWd (X)) ≤ χc(C L Hd (X)) follows from 10.1.1.
To show the remaining required inequality suppose that X = ∪k

i=1B(xi , ε) and
let B stand for the set of all nonempty subsets of {x1, . . . , xk}. Take A ∈ C L(X)

arbitrary then obviously

IA := {i ∈ {1, . . . , k} | A ∩ B(xi , ε) �= ∅} �= ∅

and

A ⊆
⋃

i∈IA

B(xi , ε).

If we now put BA := {xi | i ∈ IA} then BA ∈ B and

Hd(A, BA) = sup
a∈A

δd(a, BA) ∨ sup
i∈IA

δd(xi , A) ≤ ε .

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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Consequently, for any n ∈ N0 we have

C L(X) =
⋃

B∈B
BHd (B, ε + 1

n
)

from which it follows that χc(C L Hd (X)) ≤ ε + 1
n which by the arbitrariness of ε

shows that χc(C L Hd (X)) ≤ χc(X). ��
Some immediate corollaries of the foregoing result are

10.1.10 Corollary (Kuratowski) A metric space X is totally bounded if and only
if C L Hd (X) is totally bounded.

10.1.11 Corollary A metric space X is bounded if and only if C L Hd (X) is bounded.

10.1.12 Corollary (Kuratowski, Lechicki, Levi) A metric space is compact if and
only if (C L(X),TWd ) is compact.

10.2 The Proximal Structures

Besides the set of all nonempty closed subsets we will in this section also consider
the set C L B(X) of all nonempty closed and bounded subsets of X . For a subset A
of X and for ε ∈ R

+
0 , Sε (A) will stand for the set { x ∈ X | d(x, A) < ε }. When

studying C L(X), the gap functional Dd and the Hausdorff excess functional ed play
an important role. They are defined as follows:

Dd(A, B) := inf {d(x, y) | x ∈ A, y ∈ B},
ed(A, B) := sup

x∈A
δd(x, B).

If A ⊆ X , we also use the following standard notations:

A− := {B ∈ C L(X) | B ∩ A �= ∅},
A+ := {B ∈ C L(X) | B ⊆ A},

A++ := {B ∈ C L(X) | ∃ ε ∈ R
+
0 : Sε (B) ⊆ A},

= {B ∈ C L(X) | Dd(B, Ac) > 0}.

In fact, A−, A+ and A++ consist of all closed subsets of X that hit A, respectively
miss Ac, respectively miss Ac in a metric-detectable way.

The study of proximal hit-and-miss-topologies on hyperspaces of metric spaces
began with the study of the so-called proximal topology (see Beer et al. 1992),
defined as the topology on C L(X) having {V − | V ∈ Td} ∪ {V ++ | V ∈ Td}
as a subbasis. In the sequel we will write Tprox(d) to denote the proximal topology
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determined by d. That the proximal topology indeed depends on the metric of X
follows from a remark given in Beer et al. (1992), stating that two metrics d and d ′
on X determine the same proximal topology if and only if d and d ′ determine the
same metric proximity. For information on the proximal topology we refer to Beer
et al. (1992), Beer and Lucchetti (1993) and Beer (1993). In Beer (1993), Beer and
Lucchetti (1993) and Di Maio and Holà (1997), a broader class of proximal hit-and-
miss topologies was considered: for an arbitrary nonempty subset Δ of C L(X), the
Δ-proximal topology on C L(X), which we will denote by Tprox(Δ,d), is defined
to be the topology on C L(X) having {V − | V ∈ Td} ∪ {(Dc)++ | D ∈ Δ} as
a subbasis. Note that Tprox(C L(X),d) coincides with the proximal topology. In the
special case when Δ = C L B(X) the associated proximal hypertopology is called
the bounded proximal topology and will be denoted by Tbprox(d).

10.2.1 Definition Let (X, d) be a metric space. A nonempty subset Δ of C L(X) is
called stable under enlargements if

∀D ∈ Δ,∀ε ∈ R
+ : D(ε) ∈ Δ,

and it is called a p-cover of X if it satisfies the following properties.

(P1) { { x } | x ∈ X} ⊆ Δ.
(P2) Δ is stable under enlargements.

Note that (Xc)++ = ∅, which yields that Tprox(Δ,d) = Tprox(Δ∪{ X },d) for every
nonempty subset Δ of C L(X). Also in the setting of 10.2.4, we see that adding X to
Δ has no effect since Dd(·, X) is the constant zero-functional on C L(X), which is
continuous with respect to any topology on C L(X).

We denote the set of all finite non-empty subset of Δ by 2(Δ)
0 , and then for each

Γ ∈ 2(Δ)
0 , we define

dΓ : C L(X) × C L(X) −→ R
+ : (A, B) �→ sup

D∈Γ

| Dd(A, D) − Dd(B, D) |,

and

DΔ,d := { dΓ | Γ ∈ 2(Δ)
0 }.

We now have the following proposition:

10.2.2 Proposition Let (X, d) be a metric space and let Δ be a p-cover of X. Then
DΔ,d is a collection of metrics on C L(X), closed for the formation of finite suprema.
Therefore, DΔ,d generates a uniform approach structure on C L(X) with distance

δprox(Δ,d) : C L(X) × 2C L(X) −→ P : (A,A ) �→ sup
Γ ∈2(Δ)

0

inf
B∈A

dΓ (A, B).

Proof This is straightforward and we leave this to the reader. ��



346 10 Approach Theory Meets Hyperspaces

The distance δprox(Δ,d) will be called the Δ-proximal distance and the next two
results will prove this terminology to be plausible. C L(X) equipped with this struc-
ture will be denoted C L prox(Δ,d)(X).

10.2.3 Theorem Let (X, d) be a metric space and let Δ be a p-cover of X. Then
δprox(Δ,d) is the initial distance on C L(X) for the source

(
Dd(·, D) : C L(X) −→ (R+, δdE) : A �→ Dd(A, D)

)
D∈Δ

.

Proof If we denote the initial distance for the source above by δ , it follows that for
every A ∈ C L(X) and every A ∈ 2C L(X)

δ (A,A ) = sup
Γ ∈2(Δ)

0

inf
B∈A

sup
D∈Γ

dE(Dd(A, D), Dd(B, D))

= δprox(Δ,d)(A,A ). ��

10.2.4 Corollary (G. Beer, R. Lucchetti) Let (X, d) be a metric space and let Δ

be a p-cover, then Tprox(Δ,d) is the initial topology on C L(X) for the source

(
Dd(·, D) : C L(X) −→ (R+,TE) : A �→ Dd(A, D)

)
D∈Δ

.

10.2.5 Proposition Let (X, d) be a metric space and let Δ be a p-cover of X.
Then the topological coreflection of C L prox(Δ,d)(X) is (C L(X),Tprox(Δ,d)) and
the metric coreflection is C L Hd (X).

δ prox(Δ,d)
Top

c
Met

c

prox(Δ ,d) Hd

Proof The first claim follows directly from 10.2.4 and 10.2.3 and for the second
claim take A, B ∈ C L(X) arbitrary. According to 8.2.18 we have that

dδprox(Δ,d)
(A, B) = δprox(Δ,d)(A, {B}) ∨ δprox(Δ,d)(B, {A})

= sup
Γ ∈2(Δ)

0

sup
D∈Γ

| Dd(A, D) − Dd(B, D) |

= sup
D∈Δ

| Dd(A, D) − Dd(B, D) |.

On the one hand, it now follows from (P1) that

dδprox(Δ,d)
(A, B) ≥ sup

x∈X
| Dd(A, {x}) − Dd(B, {x}) |

= Hd(A, B).

http://dx.doi.org/10.1007/978-1-4471-6485-2_8
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On the other hand,we have for every D ∈ Δ that Dd(A, D) ≤ ed(B, A)+Dd(B, D)

and Dd(B, D) ≤ ed(A, B)+Dd(A, D). From the last two inequalities,weobtain that
| Dd(A, D) − Dd(B, D) | ≤ ed(A, B) ∨ ed(B, A) = Hd(A, B), which implies that

dδprox(Δ,d)
(A, B) ≤ Hd(A, B). ��

10.2.6 Proposition Let (X, d) be a metric space and let Δ be a p-cover of X. The
Δ-proximal distance is admissible on C L(X).

Proof This is analogous to 10.1.4 and we leave this to the reader.

In the following proposition we extend a result fromDiMaio andHolà (1997), which
provides a necessary and sufficient condition for the comparability of two proximal
hypertopologies determined by the same metric and different p-covers.

10.2.7 Proposition Let (X, d) be a metric space, and let Δ,Δ′ both be p-covers of
X. Then the following properties are equivalent.

1. δprox(Δ,d) ≤ δprox(Δ′,d).
2. Tprox(Δ,d) ⊆ Tprox(Δ′,d).

3. ∀D ∈ Δ \ {X},∀ε ∈ R
+
0 : ∃ D′

1, . . . , D′
n ∈ Δ′ : D ⊆

n⋃

k=1
D′

k ⊆ D(ε).

Proof 1 ⇒ 2 This follows from 10.2.5.
2 ⇒ 3. This can be found in Di Maio and Holà (1997).
3 ⇒ 1. Take A ∈ C L(X) and A ∈ 2C L(X) arbitrary. Further let Γ ∈ 2(Δ)

0
and fix ε ∈ R

+
0 . First note that since Dd(·, X) equals the constant zero-functional

on C L(X), we may assume without loss of generality that X � ∈ Γ . To simplify
notations, we write Γ = { D1, . . . , Dn }. By condition 3, for every j ∈ { 1, · · · , n }
we can find, D′

j,1, . . . , D′
j,m( j) ∈ Δ′ such that

D j ⊆
m( j)⋃

k=1

D′
j,k ⊆ D(ε)

j .

Let Γ ′ := { D′
j,k | j ∈ { 1, . . . , n }, k ∈ { 1, . . . , m( j) }}. Then obviously Γ ′ ∈

2(Δ′)
0 and it can easily be verified that

dΓ ≤ dΓ ′ + ε .

By the arbitrariness of Γ ∈ 2(Δ)
0 and ε ∈ R

+
0 , this shows that

sup
Γ ∈2(Δ)

0

inf
B∈A

dΓ (A, B) ≤ sup
Γ ′∈2(Δ′)

0

inf
B∈A

dΓ ′
(A, B)

and we are finished. ��
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For a given metric space (X, d), we will use E (d), respectively Eu(d) and E b
u (d)

to denote the set of all metrics on X which are equivalent to d, respectively uniformly
equivalent to d, respectively uniformly equivalent to and determine the same bounded
subsets as d.

For any metric space (X, d), C L(X) and C L B(X) obviously are p-covers of X .
As justified by the foregoing results, we will call the corresponding distances on
C L(X) the proximal distance, respectively the bounded proximal distance and we
will denote them by δprox(d), respectively δbprox(d).

10.2.8 Theorem Let (X, d) be a metric space. Then we have

δTprox(d)
=

∨

e∈Eu(d)

δWe .

Proof To simplify notations, we will put δ := ∨
e∈Eu(d) δWe . Now take A ∈ C L(X)

and A ∈ 2C L(X) arbitrary. It then follows that

δ (A,A ) = sup
D∈2(Eu (d))

sup

(Fe)e∈D ∈
(
2(X)
0

)D
inf

B∈A
sup
e∈D

sup
x∈Fe

| δe(x, A) − δe(x, B) |.

Suppose that δ (A,A )> 0. Then there existD0 ∈ 2(
Eu(d))
0 and (F0

e )e∈D0 ∈
(
2(X)
0

)D0

such that

α := inf
B∈A

sup
e∈D0

sup
x∈F0

e

| δe(x, A) − δe(x, B) | > 0.

Moreover, since n · e ∈ Eu(d) for every e ∈ D0 and every n ∈ N0, we see that

δ (A,A ) ≥ sup
n∈N0

inf
B∈A

sup
e∈D0

sup
x∈F0

e

| n · δe(x, A) − n · δe(x, B) |

= sup
n∈N0

(n · α) = ∞.

Hence δ (C L(X) × 2C L(X)) = { 0, ∞ }, which implies that δ = δTδ . On the other
hand, it follows from the fact that concrete coreflectors preserve initiality that

Tδ =
∨

e∈Eu(d)

TWe

and applying a result proved in Beer et al. (1992), we obtain that Tδ = Tprox(d),
which completes the proof. ��
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10.2.9 Theorem Let (X, d) be a metric space. Then we have

δTbprox(d)
=

∨

e∈E b
u (d)

δWe .

Proof This proof is completely analogous to the one of 10.2.8 and now uses the
fact that

Tbprox(d) =
∨

e∈E b
u (d)

TWe ,

which can be found in Beer and Lucchetti (1993). ��
We will now show that the index of compactness, as well as completeness are

preservedwhen going from the original metric space to its hyperspace and vice versa.

10.2.10 Theorem Let (X, d) be a metric space and let Δ be a p-cover of X. Then
we have

χc(C L prox(Δ,d)(X)) = χc(X).

Proof First note that, since Δ satisfies (P1):

χc(C LWd (X)) ≤ χc(C L prox(Δ,d)(X))

≤ inf
B∈2(C L(X))

sup
C∈C L(X)

inf
A∈B

Hd(A, C)

= χc(C L Hd (X)).

The result now follows from 10.1.9. ��
10.2.11 Theorem Let (X, d) be a metric space and let Δ be a p-cover of X. Then
the following properties are equivalent.

1. C L prox(Δ,d)(X) is complete.
2. C L Hd (X) is complete.
3. X is complete.

Proof It is well known that 2 and 3 are equivalent, and we refer the reader to
Kuratowski (1966) for a proof of this equivalence. The equivalence of 1 and 2 follows
directly from 3.5.9. ��

We now give a full description of the completion of the hyperspace endowed with
the Δ-proximal distance. We will start by proving the following theorem, which
indicates that the completion of the hyperspace C L(X) of a given metric space
(X, d) is in fact nothing but the hyperspace C L(X̂) of the usual metric completion
(X̂ , d̂) of (X, d), endowed with a suitable approach structure. First of all, note that

http://dx.doi.org/10.1007/978-1-4471-6485-2_3
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(C L(X), δprox(Δ,d)) ∈ UAp by definition. On the other hand the fact thatΔ satisfies
(P1) implies that δprox(Δ,d) ≥ δWd and hence (C L(X), δprox(Δ,d)) is alsoHausdorff,
so we may apply the completion theory of 6.1.

10.2.12 Theorem Let (X, d) be a metric space, let Δ be a p-cover of X and let

eX : (X, d) −→ (X̂ , d̂) : x �→ VTd (x)

stand for the usual metric completion of (X, d). If we define

Δ∗ := {clTd̂
(eX (D)) | D ∈ Δ},

and

D∗ := {d̂Φ | Φ ∈ 2(Δ∗)
0 },

then D∗ is a collection of metrics on C L(X̂) which is closed for the formation
of finite suprema, so it determines a uniform approach structure on C L(X̂), the
distance of which we will denote by δ ∗. Then the completion of (C L(X), δprox(Δ,d))

is isomorphic to (C L(X̂), δ ∗).

X

completion

hyperspace
CLprox(Δ ,d)(X)

completion

CLprox(Δ ,d)(X)

X
hyperspace

CL(X)

≈

Proof ThatD∗ is a collection of metrics onC L(X̂)which is closed for the formation
of finite suprema, is proved in the sameway as in 10.2.2, so (C L(X̂), δ ∗) is a uniform
approach space by definition. We now define

θ : (C L(X), δprox(Δ,d)) −→ (C L(X̂), δ ∗) : A �→ clTd̂
(eX (A)).

It suffices to show that (C L(X̂), δ ∗) is Hausdorff and complete, that θ is an embed-
ding and that θ (C L(X)) is dense in (C L(X̂),Tdδ∗ ).

Fix A ∈ C L(X̂) and ℵ ∈ 2C L(X̂). Then since Δ satisfies (P1), we obtain that

δ ∗(A, ℵ) ≥ sup
F∈2(X)

0

inf
B∈ℵ

d̂eX (F)(A,B)

= sup
F∈2(X)

0

inf
B∈ℵ

sup
x∈F

| δd̂(eX (x),A) − δd̂(eX (x),B) |
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= sup
F∈2(X̂)

0

inf
B∈ℵ

sup
F∈F

| δd̂(F,A) − δd̂(F,B) |

= δWd̂
(A, ℵ),

where only the “≥”-part of the last but one equality needs some explanation. There-

fore, fix F ∈ 2(X̂)
0 and ε ∈ R

+
0 . Again by denseness of eX (X) in (X̂ ,Td̂) we have

that for every F ∈ F there exists xF ∈ X such that d̂(eX (xF),F) ≤ ε/2. It now
follows that for every B ∈ C L(X̂)

sup
F∈F

| δd̂ (F,A) − δd̂ (F,B) | ≤ sup
F∈F

(
| δd̂ (F,A) − δd̂ (eX (xF),A) |

+ | δd̂ (eX (xF),A) − δd̂ (eX (xF),B) |
+ | δd̂ (eX (xF),B) − δd̂ (F,B) |

)

≤ sup
F∈F

(
d̂(F, eX (xF)) + | δd̂ (eX (xF),A) − δd̂ (eX (xF),B) |

+ d̂(eX (xF),F)
)

≤ sup
F∈F

| δd̂ (eX (xF),A) − δd̂ (eX (xF),B) | + ε .

Since TWd̂
is Hausdorff and since TδW

d̂
= TWd̂

, this shows that δ ∗ is Hausdorff.
Our next step is to show that the metric coreflection of (C L(X̂), δ ∗) is (C L(X̂), Hd̂).

Therefore, fix B,B′ ∈ C L(X̂). That dδ∗(B,B′) ≤ Hd̂(B,B′) is easily seen. On
the other hand, since Δ satisfies (P1), we have that

dδ∗(B,B′) ≥ sup
x∈X

| δd̂(eX (x),B) − δd̂(eX (x),B′) |
= sup

F∈X̂

| δd̂(F,B) − δd̂(F,B′) |

= Hd̂(B,B′),

where the last but one equality follows from the denseness of eX (X) in (X̂ ,Td̂) by an

argument completely similar to above. It now follows from 10.2.11 that (C L(X̂), δ ∗)
is complete. The initiality of

θ : (C L(X), δprox(Δ,d)) −→ (C L(X̂), δ ∗) : A �→ clTd̂
(eX (A))

follows from the fact that for every A ∈ C L(X) and every A ∈ 2C L(X)

sup
Φ∈2(Δ∗)

0

inf
B∈A

d̂Φ(θ (A), θ (B))

= sup
Γ ∈2(Δ)

0

inf
B∈A

sup
D∈Γ

| Dd̂(eX (A), eX (D)) − Dd̂(eX (B), eX (D)) |
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= sup
Γ ∈2(Δ)

0

inf
B∈A

sup
D∈Γ

| Dd(A, D) − Dd(B, D) |

= δprox(Δ,d)(A,A ).

From this it also immediately follows that θ is injective.
Finally to prove the denseness of θ (C L(X)) in (C L(X̂),Tdδ∗ = THd̂

), fix A ∈
C L(X̂) and ε ∈ R

+
0 . By denseness of eX (X) in (X̂ ,Td̂), for every F ∈ A there

exists an xF ∈ X with d̂(F, eX (xF)) < ε/3. Now we define

A := clTd ({ xF | F ∈ A }),

and takeG ∈ θ (A) arbitrary. Then there exists x ∈ A such that d̂(G , eX (x)) < ε/3,
and hence there also exists F ∈ A such that d(xF, x) < ε/3. We then have that

d̂(G ,A) ≤ d̂(G ,F)

≤ d̂(G , eX (x)) + d̂(eX (x), eX (xF)) + d̂(eX (xF),F) < ε,

which by arbitrariness of G ∈ θ (A) yields that ed̂(θ (A),A) < ε . On the other
hand, we have that

ed̂(A, θ (A)) = sup
F∈A

d̂(F, θ (A)) ≤ sup
F∈A

d̂(F, eX (xF)) ≤ ε/3,

so it follows that Hd̂(A, θ (A)) < ε , and by the arbitrariness of ε we are finished. ��

10.3 The Vietoris Structure

In this section we start not from a metric or normed space but from an arbitrary
approach space and see how we can, in a natural way, extend the Vietoris hyperspace
construction from topology to approach theory.

Starting from an approach space (X,L), we consider the hyperspaces C L(X) of
all closed and nonempty subsets and K (X) of all compact and nonempty subsets (in
the underlying topology).

If X is a set and A ⊆ X , then A+ and A− have the same meaning as in the
foregoing section. If μ ∈ [0, ∞]X , we let

μ∧ : C L(X) −→ [0, ∞] : A �→ inf
x∈A

μ(x) = inf μ(A)

and

μ∨ : C L(X) −→ [0, ∞] : A �→ sup
x∈A

μ(x) = sup μ(A).
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We will make use of the obvious formulas θ∩A = supA∈A θA, θ∪A = infA∈A θA

for A ⊆ C L(X), and θ∧
A = θA− , θ∨

A = θA+ for A ∈ C L(X).
The hyperspace topologies which we are about to use were introduced in Vietoris

(1922, 1923). We recall that if (X,T ) is a topological space, the upper Vietoris
topology T +

v on C L(X) is the topology with basis for the closed sets {F− | F ∈
C L(X)}, while the lower Vietoris topology T −

v on C L(X) is the topology with
subbasis for the closed sets {F+ | F ∈ C L(X)}. The Vietoris topology Tv then is
simply T −

v ∨T +
v . Note that these topological structures are usually introduced via

their open sets but in our case it is more convenient to do it via their closed sets.
Given the approach space (X,L), we define, what we will call the Vietoris

approach structures on C L(X) in the following way:

1. The Vietoris ∧-structure: the collection L∧ := {μ∧ | μ ∈ L} is translation-
invariant and stable for finite infima, hence it is a basis for a lower regular function
frame

L∧
v := [L∧] = {sup

j∈J
μ∧

j | ∀ j ∈ J : μ j ∈ L}.

2. The Vietoris ∨-structure: the collection L∨ := {μ∨ | μ ∈ L} is translation-
invariant and hence is a subbasis for a lower regular function frame

L∨
v := [L∨] = {sup

j∈J
inf

k∈K j

μ∨
j,k | ∀ j, k : K j finite , μ j,k ∈ L}.

3. The Vietoris structure: the translation-invariant collection L∧ ∪L∨ is a subbasis
for a lower regular function frame

Lv = {sup
j∈J

(μ∧
j ∧ inf

k∈K j

μ∨
j,k) | ∀ j, k : K j finite, μ j , μ j,k ∈ L}.

In the sequel we will need a more appropriate basis for Lv. For that purpose we
introduce a notation. If {μ1, μ2, ..., μn} ⊆ L we will write 〈μ1, μ2, ..., μn〉 := μ∧

0 ∧
inf1≤k≤nμ∨

k where μ0 := sup1≤k≤n μk .

10.3.1 Lemma {〈μ1, μ2, . . . , μn〉 | {μ1, μ2, . . . , μn} ⊆ L, n ∈ N0} is a basis
for Lv.

Proof Considering cases one verifies that μ∧ ∧ (λ ∧ μ)∨ = μ∧ ∧ λ∨ for any
λ , μ ∈ L. To complete the proof it is then sufficient to observe that

μ∧
0 ∧ inf

1≤k≤n
μ∨

k = μ∧
0 ∧ (μ∨

0 ∧ inf
1≤k≤n

(μ0 ∧ μk)
∨). ��

The following result shows that our definitions are appropriate when compared
to the existing Vietoris topologies. Since we will be dealing with various topologies



354 10 Approach Theory Meets Hyperspaces

T , in the present section it will be useful to use the notation T c for the collection
{X \ G | G ∈ T } of closed sets.

10.3.2 Proposition If (X,L) is topological, with underlying topology T , then the
following properties hold.

1. (C L(X),L∧
v ) is topological and TL∧

v
= T +

v .
2. (C L(X),L∨

v ) is topological and TL∨
v

= T −
v .

3. (C L(X),Lv) is topological and TLv = Tv.

Proof We only prove 1 leaving the remaining cases for the reader. If μ ∈ L and
ε ≥ 0, we put Fε := {μ ≤ ε} and first observe that θFε ∈ L. Then it is immediately
verified that μ∧(A) = 0 if and only if θ∧

Fε
(A) = 0 for all ε > 0 and therefore

θZ μ∧ = supε>0 θ∧
Fε

∈ L∧.

If ρ = sup j∈J μ∧
j with μ j ∈ L then Zρ = ⋂

j∈J Z μ j , and thus

θZρ = sup
j∈J

θZ μ j ∈ L∧
v .

For the second claim, let μ ∈ L and α ∈ R
+. Since {μ∧ ≤ α} = ⋂

ε>0 F−
α+ε

and Fα+ε ∈ T c, we have {μ∧ ≤ α} ∈ (T +
v )c. Consequently TL∧

v
⊆ T +

v .
As for the reverse inclusion, it suffices to note that for any F ∈ T c we have

θ∧
F ∈ L∧ and F− = Zθ∧

F . ��
Starting from a given approach space (X,L), there are now two ways to arrive at

associated hyperspace topologies as depicted in the diagram below. In this diagram
� stands for respectively (∧,∨, void) and � stands for respectively (+,−, void).

L

Top−core f lection

Vietoris

approachstructure Lv

Top−core f lection

Lv

L
Vietoris

topology
( L)v

?

We can first perform the topological coreflection obtaining TL and then consider
the associated Vietoris topologies (TL)+v , respectively (TL)−v and (TL)v. We can
also first consider the associated Vietoris approach structures L∧

v , respectively L∨
v

and Lv and then consider their topological coreflections obtaining TL∧
v
, respec-

tively TL∨
v
, and TLv . It will be seen that on C L(X), (TL)−v = TL∨

v
, but there is

in general no relation between (TL)+v and TL∧
v
, or between (TL)v and TLv on the

whole of C L(X). The following theorem shows that if we add compactness to the
picture the situation changes.
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10.3.3 Theorem Given an approach space (X,L), then the following properties
hold.

1. (TL)−v and TL∨
v

coincide.
2. The restrictions of (TL)+v and TL∧

v
to K (X) coincide.

3. The restrictions of (TL)v and TLv to K (X) coincide.

Proof 1. This follows from the fact that (Z μ)+ = Z μ∨ (for any μ ∈ L).
2. It is clear that always (Z μ)− ⊆ Z μ∧ and for μ ∈ L the converse inclusion

follows from the lower semicontinuity of μ and the compactness of the sets inK (X).
3. This follows from (TL)v = (TL)−v ∨ (TL)+v and the coreflectivity of Top in

App. ��
The foregoing results shed some light on the functorial relationship between the

various constructions. It is well known that in the topological case, and for K (X),
the association of any of the Vietoris hyperspaces to a given topological space is
functorial, and it can easily be verified that this remains true in the approach case.
More precisely in the diagram below, Va and Vt stand for any of the functors giving
respectively the Vietoris approach structures and the corresponding Vietoris topolo-
gies. Note that the action on morphisms in all cases is determined by

f : X −→ Y �→ [K (X) −→ K (Y ) : A �→ f (A)].

App

Top−core f lection

Va
App

Top−core f lection

Top
Vt

Top

What the foregoing results show is that the restriction of Va to Top always coin-
cides with Vt , and that in all cases the diagram commutes.

10.3.4 Proposition If (X,L) is a T1 approach space, then all structures L∧
v , L∨

v and
Lv are admissible.

Proof This is analogous to 10.1.4 and we leave this to the reader. ��
10.3.5 Lemma If {x1, x2, ..., xn} is a set of n different points in a T2 approach space
(X,L), there exist elements μ1, μ2, ..., μn in L with the following properties.

1. μk(xk) > 0 for 1 ≤ k ≤ n.
2. μ j ∧ μk = 0 for 1 ≤ j ≤ n, 1 ≤ k ≤ n, j �= k.

Proof Since (X,L) is (T2), there exist μ jk ∈ L for 1 ≤ j ≤ n, 1 ≤ k ≤ n, j �= k
such that μ jk(x j ) > 0, μ jk ∧ μk j = 0. Then μk = ∧

j �=k μk j , 1 ≤ k ≤ n has the
announced properties. ��
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In the following result we put Jn(X) (respectively J (X)) for the subsets of X
which have no more than n points (respectively which are finite).

10.3.6 Proposition Given an approach space (X,L), then for all n ∈ N0 the fol-
lowing properties hold.

1. Jn(X) and J (X) are dense in (C L(X),L∧
v ).

2. J (X) is dense in (C L(X),L∨
v ) and in (C L(X),Lv).

3. If (X,L) is T2, then Jn(X) is closed in (C L(X),L∨
v ) and in (C L(X),Lv).

4. pn : (X,L)n −→ (Jn(X),S ) : (x1, ..., xn) �→ {x1, ..., xn} is a contraction
if S ∈ {L∧

v ,L∨
v ,Lv}.

Proof 1. This follow from the fact that if μ ∈ L and μ∧ |i(X)= 0, then μ∧ = 0.
2. It is clearly sufficient to prove this for Lv. So let

λ := μ∧ ∧ inf
k∈K

μ∨
k

in the basis of Lv be such that λ |J (X)= 0 and take A ∈ C L(X) \ J (X). If
μ∨

k (A) = 0 for some k ∈ K , then λ (A) = 0. If on the contrary μ∨
k (A) �= 0

for all k ∈ K , there is for each k ∈ K an xk ∈ A with μk(xk) �= 0. Then
B := {xk | k ∈ K } ∈ J (X) and therefore clearly infk∈K μ∨

k (B) �= 0 which
implies μ∧(B) = 0. Since B ⊆ A, it follows that also μ∧(A) = 0, hence λ (A) = 0,
and so we are finished.

3. It is clearly sufficient to prove this for L∨
v . Let A ∈ C L(X) \ Jn(X) and let

{x1, ..., xn+1} ⊆ A consist of n + 1 different elements. If then {μ1, ..., μn+1} ⊆ L is
taken as in 10.3.5 (with n + 1 instead of n and μi,A instead of μi ), it follows that

μ∨
i,A(A) ≥ μ∨

i,A({xi }) = μi,A(xi ) > 0

and so inf n+1
i=1 μ∨

i,A(A) > 0.
On the other hand, if {y1, ..., yp} ∈ Jn(X), then it follows from (2) in 10.3.5

that μi,A(y j ) > 0 for at most one i ∈ {1..., n + 1}. It follows that μi,A(y j ) = 0 for
some i ∈ {1, ..., n + 1} and all j ∈ {1..., p}, so μ∨

i,A({y1, ..., yp}) = 0. This means

that inf n+1
i=1 μ∨

i,A(B) = 0 for all B ∈ Jn(X), and if

μ := sup
A∈C L(X)\Jn(X)

n+1
inf
i=1

μ∨
i,A

we obtain Jn(X) = Z μ and so we are finished.
4. This follows from the definitions. ��
We put C L�(X) the hyperspace equipped with the structure L

�
v for

� ∈ {∧,∨, void}. We use the notations and results from 4.3.4 to 4.3.9.

http://dx.doi.org/10.1007/978-1-4471-6485-2_4
http://dx.doi.org/10.1007/978-1-4471-6485-2_4
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10.3.7 Theorem For any approach space X we have

χc(C L∧(X)) = 0.

Proof Consider the subbasisL∧ forL∧
v . IfI ∈ Bs(L

∧) then infA∈C L(X)μ∧(A) = 0
for any μ∧ ∈ I and hence μ∧(X) = 0, therefore supI (X) = 0, and then it follows
that infA∈C L(X) supI (A) = 0. The result now follows from 4.3.9. ��

In order to study the relation between χc(C L∨(X)) and χc(X), we need some
lemmas concerning the relations between ideals inL and ideals inL∨

v . IfI ∈ I (L),
then I ∨ := {μ∨ | μ ∈ I } is an ideal basis in L∨

v and we denote the generated
ideal by I ∨

v .

10.3.8 Lemma If X is T1, μ ∈ L∨
v and I ∈ I (L) then the following properties

hold.

1. (μ|X )∨ ≤ μ .
2. supI ∨

v = supμ∈I μ∨.
3. inf x∈X (supI )(x) = inf A∈C L(X)(supI ∨

v )(A).
4. inf x∈X μ|X (x) = inf A∈C L(X)μ(A).

Proof 1. This follows from the fact that liminf ≤ lim sup.
2. This follows from the definition of I ∨

v .
3. For every A ∈ C L(X) and a ∈ A we have

inf
x∈X

(supI )(x) ≤ sup
μ∈I

μ(a) ≤ sup
μ∈I

μ∨(A)

and therefore

inf
x∈X

(supI )(x) ≤ inf
A∈C L(X)

( sup
μ∈I

μ∨)(A) = inf
A∈C L(X)

(supI ∨
v )(A)

≤ inf
x∈X

(supI ∨
v )({x}) = inf

x∈X
(supI )(x).

4. This is analogous to 3. ��
10.3.9 Lemma If X is T1 then I ∈ Is(L) if and only if I ∨

v ∈ Is(L
∨
v ).

Proof This follows from the definition of I ∨
v and 10.3.8. ��

10.3.10 Lemma If X is T1 and I ∈ I (L∨
v ) then the following properties hold.

1. I|X ∈ I (L).
2. inf x∈X (supI|X )({x}) = inf A∈C L(X)(supI )(A).

Proof 1. This follows from the definition.
2. This is analogous to 3 and 4 of 10.3.8. ��

http://dx.doi.org/10.1007/978-1-4471-6485-2_4
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10.3.11 Lemma If X is T1 then I ∈ Is(L
∨
v ) if and only if I|X ∈ Is(L).

Proof This follows from 10.3.8 and 10.3.10. ��
Note that again, mutatis mutandis, all conclusions in the foregoing lemmas can

be reformulated in terms of sets with the finite-sup property and we will freely use
this fact.

10.3.12 Theorem For any T1 approach space X we have

χc(C L∨(X)) = χc(X).

Proof If I ∈ Is(L), then I ∨
v ∈ Is(L

∨
v ) by 10.3.9, and therefore by 4.3.9 and

10.3.8

inf
x∈X

(supI )(x) = inf
A∈C L(X)

(supI ∨
v )(A)

≤ χc(C L∨(X))

which implies that χc(X) ≤ χc(C L∨(X)).
If I ∈ Is(L

∨
v ), then I|X ∈ Is(L) by 10.3.10, and therefore also by 4.3.9

inf
A∈C L(X)

(supI )(A) = inf
x∈X

(supI|X )(x)

≤ χc(X)

which implies that χc(C L∨(X)) ≤ χc(X). ��
10.3.13 Theorem For any T1 approach space X we have

χc(C L(X)) = χc(X).

Proof That χc(X) ≤ χc(C L(X) follows at once from the foregoing theorem.
In order to prove the other inequality we use 4.3.9. Let ε > 0 and take

B := {μ∨
k | k ∈ K } ∪ {μ∧

l | l ∈ L} ∈ Bs(L
∨ ∪ L∧)

and suppose that for all C L ∈ Bs(L) : infx∈X supC L(x) ≤ b.
For l ∈ L , define Bl := {μ∨

k | k ∈ K } ∪ {μ∧
l }. Since for any K0 ⊆ K finite,

infx∈X ((supk∈K0
μk)(x) ∨ μl(x)) = 0, it follows that

{μk | k ∈ K } ∪ {μl | l ∈ L} ∈ Bs(L)

and therefore infx∈X ((supk∈K μk) ∨ μl)(x) ≤ b. Consequently there exists xl ∈ X
such that

http://dx.doi.org/10.1007/978-1-4471-6485-2_4
http://dx.doi.org/10.1007/978-1-4471-6485-2_4
http://dx.doi.org/10.1007/978-1-4471-6485-2_4
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(sup
k∈K

μk) ∨ μl(xl) ≤ b + ε .

If we now put M := {xl | l ∈ L}, then for all l ∈ L

(sup
k∈K

μk)
∨(M) ∨ μ∧

l (M) ≤ (sup
k∈K

μk)
∨(M) ∨ μl(xl) ≤ b + ε

and therefore

inf
A∈C L(X)

supB(A) ≤ (sup
k∈K

μk)
∨(M) ∨ sup

l∈L
μ∧

l (M) ≤ b + ε

and by arbitrariness of ε and b we are finished. ��
We now consider the particular case of a compact metric space (X, d). It is a

well-known result (see e.g. Beer 1993; Charalambos 2007; Naimpally 2003) that
in this case the Vietoris topology is metrizable by the Hausdorff metric. Again, as
in the previous section concerning the index of compactness, we will considerably
strengthen this result by proving that, always under the same conditions, actually the
Vietoris approach structure coincides with the Hausdorff metric. We recall that for a
metric space (X, d), quasi-metrics are defined on C L(X) by

d−
H (A, B) = sup

a∈A
inf
b∈B

d(a, b) and d+
H (A, B) = sup

b∈B
inf
a∈A

d(a, b).

The Hausdorff-metric dH on C L(X) then is given by dH = d−
H ∨ d+

H .

10.3.14 Theorem If (X, d) is compact, then δ∧
d = δd+

H
.

Proof Since {μ∧ | μ ∈ L} is a basis for L∧
v , it follows that for any A ∈ C L(X)

and B ⊆ C L(X)

δ∧
d (A,B) = sup{μ∧(A) | ∀B ∈ B : μ∧(B) = 0, μ ∈ L}

= sup{μ∧(A) | ∀B ∈ B, ∃b ∈ B : μ(b) = 0, μ ∈ L}
= sup{(δd)∧ϕ(B)(A) | ϕ ∈

∏

B∈B
B}

= sup
ϕ∈∏

B∈B B
inf
a∈A

inf
B∈B

d(a, ϕ(B))

= inf
B∈B

sup
b∈B

inf
a∈A

d(a, b)

= δd+
H
(A,B)

where the second equality follows from the compactness of the sets in B and the
lower semicontinuity of μ . ��
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10.3.15 Theorem If (X, d) is compact then δ∨
d = δd−

H
.

Proof Since in this case {infk∈K μ∨
k | K finite,∀k : μk ∈ L} is a basis for L∨

v , we
now have

δ∨
d (A,B) = sup{ inf

k∈K
μ∨

k (A) | K finite,∀k : μk ∈ L, inf
k∈K

(μ∨
k )|B = 0}

= sup{ inf
j∈J

(δd)∨∪B j
(A) | (B j ) j∈J ∈ R(B)}

whereR(B) stands for the set of finite partitions ofB. If in particularB = {B}, B ∈
C L(X), this clearly gives

δ∨
d (A, {B}) = sup

a∈A
inf
b∈B

d(a, b) = δ−
dH

(A,B),

and from this it follows that

δ∨
d (A,B) ≤ inf

B∈B
sup
a∈A

inf
b∈B

d(a, b) = δd−
H
(A,B).

To show the converse inequality, let ε > 0 and consider a finite coveringS of X by
open balls with diameter ε . For each nonempty subset M of S put

BM = {B ∈ B | ∀S ∈ M : B ∩ S �= ∅,∀S ∈ S \ M : B ∩ S = ∅}

and letM be the set of nonempty subsetsM ofS for whichBM �= ∅. Clearly then
(BM )M∈M ∈ R(B). Consider an arbitrary function ϕ : M −→ B such that for
each M ∈ M: ϕ(M ) ∈ BM . Then we have

δ∨
d (A,B) = sup{ inf

j∈J
(δd)∨∪B j

(A) | (B j ) j∈J ∈ R(B)}
≥ inf

M∈M
sup
a∈A

inf
b∈∪BM

d(a, b)

≥ inf
M∈M

sup
a∈A

inf
b∈ϕ(M )

d(a, b) − ε

≥ inf
B∈B

sup
a∈A

inf
b∈B

d(a, b) − ε

which by arbitrariness of ε proves the remaining inequality. ��
In our last theorem it will be convenient to work with gauges. The foregoing

theorems have shown that the gauges associated with the∧- and∨-Vietoris approach
structures are respectively the principal gauges (i.e. generated by a unique element)
G ∧ = {d | d ≤ d+

H } and G ∨ = {d | d ≤ d−
H }.
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10.3.16 Theorem If (X, d) is compact then (δd)v = δdH .

Proof Since the source

(CL(X),δ ∧)

(CL(X),δv)

id

id

(CL(X),δ ∨)

is initial, using 1.3.11, it follows from 10.3.14 and 10.3.15 that the initial gauge is
given by

Gv := {d | d ≤ d+
H ∨ d−

H }

and since dH = d+
H ∨ d−

H we are finished. ��

10.4 Comments

1. Further results
The material covered in Sects. 10.1 and 10.2 of this chapter, mainly comes from

a series of papers by Lowen and Sioen dealing with various aspects of hyperspaces
in a metric setting (Lowen and Sioen 1996, 1998, 2000a). More information can be
found in those papers.

2. Metric spaces versus approach spaces as starting point
There is a major difference in the hyperspaces considered in Sects. 10.1 and 10.2

compared to the Vietoris structures considered in 10.3. Whereas in 10.1 and 10.2
we always started from a metric space, in 10.3 we start from an arbitrary approach
space. In the first two sections this was motivated by the desire to lay the link with the
extensive bodyof results on the associated classical hyperspaces onmetric spaces (see
e.g. Beer 1993 for a comprehensive bibliography). In 10.3, noting that the Vietoris
topologies are defined in a topological rather than in a metric setting, it was natural to
take general approach spaces as starting point making use of lower regular function
frames. However, an interested reader will be able to see that many things done in
Sects. 10.1 and 10.2withmetric spaces as starting point can actually be generalized to
arbitrary (or at least uniform) approach spaces. For more information on the Vietoris
approach structure see the paper by Lowen and Wuyts (2013).

http://dx.doi.org/10.1007/978-1-4471-6485-2_1


Chapter 11
Approach Theory Meets DCPO’s and Domains

The real danger is not that computers will begin to think like
men, but that men will begin to think like computers.

(H. Eves in Return to Mathematical Circles)

Motivated by central problems in theoretical computer science, mathematical
structures have been created to model semantics of programming languages. These
are the so called semantic domains and they are mainly intended to define the mean-
ing of a computer program. The models that are useful in this respect are directed
complete partial orders, called dcpo’s, or continuous dcpo’s, called domains (Gierz
et al. 2003). This theory originated with the work of Scott (1972) who endowed a
given dcpo (X,≤) with the Scott topology σ(X) which is then used as a tool to
study convergence phenomena in X and to describe the Scott continuous functions.
In Scott’s model the latter represent the computable functions.

For a Scott continuous map on a dcpo with a bottom element this setting provides
the “Scott least fixed point theorem” where the least fixed point is obtained by
iterating the function on the bottom element (Gierz et al. 2003). In Scott’s model
fixed point theorems are extremely important since they represent the “meaning” of
the algorithm. As is known from the work of Edalat (1998), the Scott least fixed point
theorem implies the classical “Banach fixed point theorem” for Lipschitz functions
with Lipschitz factor strictly smaller than 1, on a complete metric space.

However domains alone are insufficient in a more refined quantitative reasoning.
The mathematical structures that have been used to capture quantitative data are
dcpo’s endowed with a weightable quasi-metric structure or equivalently a partial
quasi-metric structure inducing the Scott topology (Matthews 1994). This has led
to the study of quantifiability of domains, see Schellekens (2003) and Waszkiewicz
(2003), who independently showed that all domains with a countable basis are quan-
tifiable. In this context weightable quasi-metrics are constructed by taking some
infinite sumΣ 1

2n over some suitable subset ofN. The role of ( 1
2n )n could be replaced

by any other suitable sequence, which means that, although the existence of such
a quasi-metric is important, numerical values computed with it are not canonically
determined. Moreover the procedure heavily depends on countability properties.

© Springer-Verlag London 2015
R. Lowen, Index Analysis, Springer Monographs in Mathematics,
DOI 10.1007/978-1-4471-6485-2_11
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Quantified domain theory is applied for instance in complexity analysis
(Schellekens 1995) where fixed point theorems are again extremely important since
they are the clue for estimating the complexity of an algorithm. As a generalization
of the classical Banach theorem, existence of fixed points was proved for Lipschitz
functions with Lipschitz factor strictly smaller than 1 on a bicomplete quasi-metric
space by Oltra and Valero (2004). Martin considers a measurement on a domain,
which can be seen as an alternative for a weightable quasi-metric in quantitative
domain theory, and he developed fixed point theorems for non-monotone maps in
that setting (Martin 2000a, b).

In Sect. 11.1we propose an intrinsic solution for the problem of quantifiability.We
propose to use an approach structure rather than a quasi-metric. The approach struc-
ture on a domain (X,≤) is supposed to quantify σ(X). As was shown in Colebunders
et al. (2011), such an approach structure can be intrinsically defined, regardless of
cardinality conditions on bases. We show that every domain X is quantifiable in this
sense. We get weightability for free and in the case of an algebraic domain satisfying
the Lawson condition (Lawson 1997), a quantifying approach space can be obtained
with a weight satisfying the so-called kernel condition. This allows to extract the set
of maximal elements of the domain. We also prove that there are important structural
advantages of working in the category of approach spaces. With respect to contrac-
tions, in 11.4 we study fixed point theorems. Given a function f : X −→ X, with
domain and codomain structured as approach spaces, and given an arbitrary point
a ∈ X the use of the limit operator will allow us to estimate “how far” a is from
being a fixed point. An upper bound for the distance between f (a) and a in the
quasi-metric coreflection of the approach space will be given. For monotone as well
as for non-monotone maps we establish new fixed point theorems and we recover
some existing ones, as the ones of Scott (Gierz et al. 2003) and Martin (2000a, b)
mentioned above.

11.1 Basic Structures

In this section we will consider approach structures on a given dcpo. We refer the
reader to Gierz et al. (2003) for terminology and basic results. To fix notations recall
that for a partially ordered set (poset) (X,≤) and elements x and y we write x#y if x
and y have no common upper bound. A subset D ⊆ X is directed if it is nonempty
and any pair of elements of D has an upper bound in D. A poset in which every
directed subset D has a supremum (supD) is called a directed complete poset (dcpo).
We use the notations ↑x := {y | x ≤ y} and ↓x := {y | y ≤ x}.
We say that x is way below y if for all directed subsets D ⊆ X, y ≤ supD implies

x ≤ a for some a ∈ D. We denote this by x � y. We say that x is a compact element
if x � x. We also use the notations ↑↑x := {y | x � y } and ↓↓x := {y | y � x }.
A subset B ⊆ X is said to be a basis for X if for every element x ∈ X the set B∩↓↓x is
directed with supremum x. A poset is called a domain if it is a dcpo having a basis.
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If the class K(X) of all compact elements is a domain basis then we call the domain
algebraic. If a domain has a countable domain basis it is called an ω-domain.

On a dcpo (X,≤) there are some intrinsic topologies. The Scott topology denoted
by σ(X), is the topology for which the open sets are upper-sets inaccessible for
directed suprema. If X is a domain then σ(X) has a basis { ↑↑x | x ∈ X }. The
specialisation order of σ(X) coincides with the original order. We denote by lX the
lower-topology generated by {↓x | x ∈ X} and by wX the topology generated by
{X\↑x | x ∈ X}. Other intrinsic topologies on (X,≤) are theLawson topology defined
as L(X) := σ(X)∨ w(X) and the Martin topology defined as M(X) := σ(X)∨ l(X).

11.1.1 Definition A quasi-metric space (X, q) is called weightable if there exists a
function w : X −→ P (called a weight), not identically ∞, such that

q(x, y) + w(x) = q(y, x) + w(y)

whenever x, y ∈ X. A weight w is called forcing for q if x ∈ X and w(x) = ∞
imply that the function q(x, .) is identically zero on X. We let wqMet be the cate-
gory consisting of weightable quasi-metric spaces with non-expansive maps. For a
weightable quasi-metric q we denote by Wq the collection of all its weights.

The following example is well known and will appear to be crucial.

11.1.2 Example Consider P endowed with d−
P

(see 1.2.62, 2.4.13). The function
wP : P −→ P defined as wP(x) = x is a weight for d−

P
. Note that it is forcing since

the only point in which the weight is infinite is ∞ and d−
P

(∞, y) = 0 for all y. The
underlying topology Td−

P

on [0, ∞] is

{[0, b[ | b ≤ ∞} ∪ {[0, ∞]} ∪ {∅}.

Whenwe endow Pwith the opposite order x  y ⇔ y ≤ x the Scott topology σ(Pop)

associated to the dcpo P
op = (P,) is exactly the topology Td−

P

.

We establish some categorical properties of the category wqMet.

11.1.3 Proposition Let f : X −→ Y be an initial morphism in qMet with Y a
weightable quasi-metric space, then the initial structure on X is weightable.

Proof Let Y = (Y , q) with q some weightable quasi-metric, and let w be a
weight for q. Then clearly the initial structure q ◦ f × f has the weight function
w ◦ f . ��

A similar result does not hold for arbitrary sources. Even a pointwise supremum
of two weightable quasi-metrics need not be weightable.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_2
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11.1.4 Example We consider X = {x, y, z} and the following quasi-metrics on X.

q(x, y) = p(x, y) = 1; q(y, x) = p(y, x) = 2

q(x, z) = p(x, z) = 1; q(z, x) = 3; p(z, x) = 2

q(z, y) = p(z, y) = 1; q(y, z) = 0; p(y, z) = 1

Both quasi-metrics q and p are weightable whereas their pointwise supremum is not.

11.1.5 Theorem wqMet is finally dense in qMet.

Proof Let (X, d) be a quasi-metric space with more than one point. For a fixed x ∈ X
define Xx = (X, dx) as follows:

{
dx(x, y) = d(x, y) for every y ∈ X,

dx(z, y) = ∞ whenever z �= x and y ∈ X, z ∈ X.

Clearly Xx is weightable by the weight w : X −→ P defined by w(x) = ∞ and
w(y) = 0 for every y �= x.

Next form the coproduct Σx∈XXx , which is clearly weightable, and consider the
identification

ϕ : Σx∈XXx −→ X : (z, x) �→ z

Clearly for the final quasi-metric structure dfin on X we have

dfin(z, y) = infx∈Xdx(z, y) = dz(z, y) = d(z, y)

and hence ϕ : Σx∈XXx −→ (X, d) is final in qMet. ��
Since wqMet is finally dense in qMet and by 11.1.4 not concretely reflective in

it, the category wqMet is not topological.

11.1.6 Proposition For a weightable quasi-metric q on X with weight w the follow-
ing properties hold.

1. d−
P

◦ w × w ≤ q and hence w : (X, q) −→ (P, d−
P

) is non expansive.
2. w : (X,≤q) −→ P

op is monotone.
3. If w is forcing for q then q ≤ q−1 + d−

P
◦ w × w.

4. If w is forcing for q then for x ∈ X we have

q(x, .) ≤ d−
P

◦ w × w(x, .) ∨ θ{y|y≤qx}.

Proof 1. Let x, y ∈ X. The only nontrivial case to be considered is with w(x) <

∞, w(x) < w(y) and q(x, y) < ∞. It follows that q(y, x) < ∞ and w(y) < ∞. Hence
(w(y) − w(x)) ∨ 0 ≤ q(x, y).
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2. Let x ≤q y then by assumption q(x, y) = 0 and applying 1 we have
d−
P

(w(x), w(y)) = 0. Hence w(x)  w(y).
3. Since w is assumed to be forcing for q, in case w(x) = ∞ the inequality is

trivially fulfilled. In case w(x) < ∞ we have

q(x, y) = q(y, x) + w(y) − w(x) ≤ q(y, x) + (w(y) − w(x)) ∨ 0

= q−1(x, y) + d−
P

◦ w × w(x, y).

4.When evaluating both sides in y ∈ X, the only nontrivial case iswith q(x, y) �= 0
and θ{y≤qx} �= ∞. So we may assume w(x) < ∞, y ≤q x and q(y, x) = 0. Then

q(x, y) = w(y) − w(x) ≤ (w(y) − w(x)) ∨ 0 = d−
P

◦ w × w(x, y) ∨ θ{y≤qx}(y).
��

We now investigate how wqMet is embedded in App.

11.1.7 Proposition Let f : X −→ Y be an initial morphism in App with Y a weigh-
table quasi-metric space, then the approach space X too is a weightable quasi-metric
space.

Proof Suppose the gauge GY has a gauge basis {q}, with q some weightable quasi-
metric. Then clearly the initial gauge GX has a gauge basis {q ◦ f × f }. Moreover it
follows from 11.1.3 that the quasi-metric q ◦ f × f is weightable. ��
11.1.8 Theorem The following properties hold and are equivalent.

1. App is the epireflective hull of wqMet.
2. App is the concretely reflective hull of wqMet (or equivalently of {d−

P
}) in App.

3. An approach space has a gauge subbasis consisting of weightable quasi-
metrics.

4. An approach space is the supremum in App of all weightable quasi-metric
spaces that are coarser.

Proof Since by 2.4.13 clearly 2 holds, if suffices to prove the equivalence of all the
assertions.

1 ⇒ 2. Since indiscrete quasi-metric spaces are weightable, the epireflective hull
coincides with the concrete reflective hull.

2 ⇒ 3. Let the source (fi : X −→ Yi)i∈I be initial in App with each Yi a weigh-
table quasi-metric space. Suppose each Gi has a gauge basis {qi} with qi weightable.
As pointed out in 11.1.7 the quasi-metric qi ◦ fi × fi is weightable. Moreover

{qi ◦ fi × fi|i ∈ I}

is a subbasis for the gauge GX .
3 ⇒ 4. Suppose X has a gauge GX with a gauge subbasis HX consisting of

weightable quasi-metrics. For each q ∈ HX let Xq be the quasi-metric space on X

http://dx.doi.org/10.1007/978-1-4471-6485-2_2
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with gauge basis {q}. Then the source (1X : X −→ Xq)q∈H is initial. It follows that
X is the supremum of all quasi-metric spaces coarser than X.

4⇒ 1. Since a supremum can be seen as being initial for a point separating source
this source can be decomposed as a subspace of a product. ��
11.1.9 Definition If (X, δ ) is an approach space and H is a gauge subbasis con-
sisting of weightable quasi-metrics, then an element in

∏
q∈H Wq is called a weight

associated with H and
⋂

q∈H w−1
q (0) is called its kernel. The weight (wq)q∈H is

called forcing forH if every wq with q ∈ H is forcing for q.

11.1.10 Definition Given an approach space (X, δ ) with gauge G , one defines the
specialization preorder as follows

x ≤ y ⇔ (q(x, y) = 0 whenever q ∈ G ).

Remark that as the quasi-metric coreflection (X, qδ ) of an approach space (X, δ )

is given by qδ (x, y) = δ (x, {y}) = supq∈G q(x, y) the following expressions are
equivalent

(q(x, y) = 0 whenever q ∈ G ) ⇔ qδ (x, y) = 0.

Moreover, since the topology Tδ of the topological coreflection of (X, δ ) is the
supremum of the topologies {Tq | q ∈ G } we also have

(q(x, y) = 0 whenever q ∈ G ) ⇔ x ∈ clTδ {y}.

So the specialization preorder of (X, δ ) defined in 11.1.10 coincides with the spe-
cialization preorders determined by the quasi-metric or topological coreflections.

11.1.11 Proposition The following properties hold.

1. An approach space X is T0 if and only if the specialization preorder ≤X is a
partial order.

2. Let X be an approach space. The open sets in the topological coreflection
(X,TX) are upsets in the preorder ≤X .

3. Every contraction between approach spaces f : X −→ Y is monotone as map
f : (X,≤X) −→ (Y ,≤Y ).

Proof 1. This follows from the definitions.
2. Let U be TX -open, x ∈ U and x ≤X y. Since x ∈ clTX {y} we clearly have

y ∈ U.
3. Suppose f (x) �≤ f (y). Since↓f (y) = clTY {f (y)} this set isTY -closed. It follows

that the set f −1(X \↓f (y)) isTX -open. Since this set is an upset for ≤X and contains
x but not y, it follows that x �≤ y. ��

We now investigate the special situation where X carries a dcpo structure and its
associated Scott topology, in particular we study the impact of having an approach
structure quantifying the Scott topology.
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11.1.12 Definition Let (X,≤) be a dcpo, σ(X) the associated Scott topology and
δ an approach structure on X. The approach structure is called compatible with the
dcpo if the specialization preorder coincides with the given dcpo partial order.

We say that (X, δ ) quantifies the dcpo if its topological coreflection coincides
with the Scott topology, i.e. ifTδ = σ(X). Clearly if (X, δ ) quantifies the dcpo then
it is compatible with the dcpo.

If moreover (X, δ ) has a gauge subbasis H of weightable quasi-metrics and
a weight (wq)q∈H such that its kernel

⋂
q∈H w−1

q (0) = Max(X) (the maximal
elements of the dcpo) then we say that (X, δ ) quantifies the dcpo and satisfies the
kernel condition.

Let (X,≤) be a preordered space and W ⊆ P
X .

11.1.13 Definition W is called monotone for ≤ if all functions

w : (X,≤) −→ P
op

are monotone. W is called strictly monotone for ≤ if W is monotone and

(y ≤ x and ∀w ∈ W : w(x) = w(y) ) ⇒ x = y.

The source (w : X −→ (P, d−
P

))w∈W has an initial lift Xin
W in App and we denote

A in
W its approach system. Further we denote by T in

W the initial topology determined
by the source (w : X −→ (P,Td−

P

))w∈W in Top.

11.1.14 Theorem Let (X,≤) be a dcpo and suppose H ⊆ P
X×X is a collection

of weightable quasi-metrics, with weight (wq)q∈H ∈ ∏
q∈H Wq, and consider the

approach space X for which Q := H ∨ is a gauge basis. With W = {wq|q ∈ H }
the following properties hold.

1. w : X −→ (P, d−
P

) is a contraction, w : (X,TX) −→ (Pop, σ(Pop)) is contin-
uous and w : (X,≤X) −→ P

op is monotone, for every w ∈ W .
2. If X is a compatible approach space for the dcpo then

⋂
q∈H w−1

q (0) ⊆
Max(X).

3. If the weight is forcing then:

a. If the approach space is T0 (in particular when ≤X=≤) we have that W is
strictly monotone for ≤X.

b. If the specialization preorder satisfies ≤ ⊆ ≤X then
i. X ≤ Xin

W ∨ Xl(X) with the supremum taken in App.
ii. X ∨ Xl(X) = Xin

W ∨ Xl(X) with the supremum taken in App.
iii. TX ⊆ T in

W ∨ l(X) with the supremum taken in Top.



370 11 Approach Theory Meets DCPO’s and Domains

c. If X is quantifying then
i. σ(X) ⊆ T in

W ∨ l(X) with the supremum taken in Top.
ii. M(X) = σ(X) ∨ l(X) = T in

W ∨ l(X) with the supremum taken in Top.

Proof 1. From 11.1.6 we know that d−
P

◦ w × w ≤ q for every q ∈ H . Since q
belongs to the gauge the map w is a contraction. The rest follows by application of
11.1.2 and 11.1.11.

2. Let x ∈ ⋂
q∈H w−1

q (0) and x ≤ y. Applying 1 we have that wq(y) = 0
whenever q ∈ H and thus q(x, y) = q(y, x) for all q ∈ H and hence q(y, x) = 0
for all q ∈ H and we can conclude that x = y.

3.a. First observe that by 1, W is monotone for ≤X . By 11.1.6 (3) under the
assumptions y ≤X x and w(x) = w(y) whenever w ∈ W we have

q(x, y) ≤ d−
P

◦ w × w(x, y) = 0

for every q ∈ H . Hence x ≤X y and in view of the T0 property we have x = y.
3.b.i. Under the extra assumption we have ≤ ⊆ ≤q for every q ∈ H . By applica-

tion of 11.1.6 for x ∈ X we have

q(x, .) ≤ d−
P

(w(x), w(.)) ∨ θ{y|y≤qx} ≤ d−
P

(w(x), w(.)) ∨ θ↓x.

Clearly d−
P

(w(x), w(.)) belongs to A in
W (x) and θ↓x to Al(X)(x). Hence q(x, .) is

dominated by a finite sup of functions belonging to (A in
W ∪ Al(X))(x) for every

q ∈ H . From this we can conclude that X ≤ Xin
W ∨ Xl(X).

3.b.ii. In view of 1 the weights w are contractions w : X −→ (P, d−
P

) so Xin
W ≤ X.

From 3.b.i we now have

Xin
W ∨ Xl(X) ≤ X ∨ Xl(X) ≤ Xin

W ∨ Xl(X)

from which the equality follows.
3.b.iii. Apply the coreflector from App to Top to the inequality in 3.b.i. Since the

coreflector preserves initial sources we immediately get the result, where this time
the suprema are taken in Top.

3.c.i This follows from 3.b.iii.
3.c.ii. This follows by applying of the coreflector from App to Top to the equality

in 3.b.ii. ��

11.2 Quantification of Algebraic Domains

In this section we prove that on any algebraic domain there are intrinsic quantifying
approach spaces. We start by an example of one particular algebraic domain which
will later be shown to be universal for all algebraic ones. The example generalizes
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the well-known construction of Plotkin (1978) which he developed in the setting of
ω-domains.

11.2.1 Example The domain T
γ is determined as follows. For any cardinal γ ,

T
γ := {u = (u0, u1) | u0 ⊆ γ, u1 ⊆ γ and u0 ∩ u1 = ∅}

with the order defined by

u ≤ v ⇐⇒ u0 ⊆ v0 and u1 ⊆ v1.

There is a least element (∅,∅). The maximal elements are of the form u = (u0, u1)
with

u0 ∪ u1 = γ .

The way-below relation is defined by

u � v ⇐⇒ u0 and u1 finite, and u ≤ v.

The compact elements are the finite elements, i.e. the elements u = (u0, u1) ∈ T
γ

such that u0 and u1 are finite sets. The compact elements form a domain basis for
T

γ . Hence it is an algebraic domain.

11.2.2 Theorem The domainTγ has a quantifying approach structure δTγ satisfying
the kernel condition.

Proof The approach space we are looking for will be defined by means of a suitable
gauge basis. For any finite subset K ⊆ γ , let qK : Tγ × T

γ −→ P be defined as
follows

qK (x, y) = | K ∩ [(x0 \ y0) ∪ (x1 \ y1)] |,
where |.| stands for the cardinality of the set. Clearly for points x, y, z ∈ T

γ we have
xi \ yi ⊆ xi \ zi ∪ zi \ yi for i = 0 and i = 1, so qK is a quasi-metric. Furthermore it
is easily seen to be weightable by the function

wK : Tγ −→ P with wK (x) = |K \ (x0 ∪ x1)|.

ConsiderH = {qK |K ⊆ γ,finite}. Observe thatH is an ideal basis since qK ∨qK ′ ≤
qK∪K ′ . The gauge GTγ generated by H via saturation, defines an approach space.

In order to compare the topological coreflection sup{TqK |K ⊆ T
γ ,finite} of the

approach space with the Scott topology, we prove the following equality with respect
to open balls with ε < 1:

BqK (x, ε) =
⋂

{ ↑↑t | t � x, t0 ∪ t1 ⊆ K}.
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One inclusion follows from the fact that y ∈ BqK (x, ε) implies that points of K that
belong to xi also are in yi. So whenever t � x, t0 ∪ t1 ⊆ K clearly t � y. For the
other inclusion assume that t � y, whenever t � x and t0 ∪ t1 ⊆ K . Let a ∈ K ∩ x0
and put t0 = {a} and t1 = x1 ∩ (K \ {a}). Then we have t � x and t0 ∪ t1 ⊆ K ,
and hence t � y. It follows that a ∈ y0. Similarly we deduce that points in K that
belong to x1 also are in y1.

Applying 11.1.14 we already know that
⋂{w−1

qK
(0)|K ⊆ γ,finite} ⊆ Max(Tγ ).

Conversely if x is maximal and K is an arbitrary finite subset of γ then the fact that
x0 ∪ x1 = γ implies that wqK (x) = 0. ��

As we will see next the approach space constructed in the previous theorem
is neither topological nor quasi-metric. We start by calculating its quasi-metric
coreflection.

11.2.3 Proposition With the notations of the previous theorem, the quasi-metric
coreflection of the approach space (Tγ , δTγ ) is given by

q(x, y) =
{

|(x0 \ y0) ∪ (x1 \ y1)| if the set involved is finite,

∞ otherwise.

Proof Let x and y be fixed elements in the domain. We have

q(x, y) = δTγ (x, {y}) = sup{qK (x, y)|K ⊆ γ,finite}
= sup{| K ∩ [(x0 \ y0) ∪ (x1 \ y1)] | |K ⊆ γ,finite }

which proves the assertion. ��
Hence we have the following situation for the topological and quasi-metric core-

flections of δTγ .

δTγ
Top

c

��

qMet

c

��
σ(X) q

11.2.4 Example We note that (Tγ , δTγ ) is neither a quasi-metric nor a topological
approach space, even in case γ = ω . Indeed, assume γ = ω . Remark that (Tω , δTω )

being a quasi-metric approach space, would imply that for all x ∈ T
ω and for all

A ⊆ T
ω we would have

δTω (x, A) = sup
Kfinite

inf
y∈A

qK (x, y)

= inf
y∈A

δ (x, {y})
= inf

y∈A
sup

Kfinite
qK (x, y).



11.2 Quantification of Algebraic Domains 373

Put x = (2N, 2N + 1) and put A = {y | y0 and y1 finite}. We first compute the first
expression. Let K ⊆ ω be a finite set and let y ∈ T

ω be a finite element, then

qK (x, y) = | K ∩ [(x0 \ y0) ∪ (x1 \ y1)] |

and thus

inf
y∈A

qK (x, y) ≤ inf{y∈A | y0⊆2N & y1⊆2N+1} | K ∩ [(x0 \ y0) ∪ (x1 \ y1)] | = 0.

However, computing the third expression, for any y finite we get supKfinite qK (x, y) =
∞ which yields a contradiction, showing that the space is not quasi-metric.

To show that the space also is not topological, consider x = ({0, . . . , n}, {n + 1})
and y = ({n + 2}, {n + 1}), then

q(x, y) = |(x0 \ y0) ∪ (x1 \ y1)| = n

and thus all values n ∈ N are obtained.

The coreflection described in the previous proposition actually gives a bicomplete
quasi-metric. The symmetrization of the quasi-metric q defined in 11.2.3 is

q∗(x, y) =
{
max(|(x0 \ y0) ∪ (x1 \ y1)|, |(y0 \ x0) ∪ (y1 \ x1)| if both sets are finite,

q∗(x, y) = ∞ otherwise.

It is clear that a Cauchy sequence in Tγ eventually becomes constant.
We proceed in proving that every algebraic domain has a quantifying approach

structure and that under the Lawson condition the quantifying approach structure
also satisfies the kernel condition. So in the sequel (X,≤) is an algebraic domain
with Scott topology σ(X). We use a technique inspired by the one developed by
Waszkiewicz (2003) for ω-algebraic domains based on a theorem of Plotkin (1978).
The proof of the next result is quite similar to the ω case given in Waszkiewicz
(2003).

11.2.5 Theorem For every algebraic domain (X,≤) the space (X, σ(X)) can be
topologically embedded in some space (Tγ , σ(Tγ )), for a suitable cardinal γ .

Proof Suppose the cardinality of the set of compact elements in the given domain is
|K(X)| = γ , so this set can be labeled as K(X) = {bα |α < γ}. Consider the map

η : X −→ T
γ : x �→ ({α | bα � x}, {α | ∃ρ ∈ γ : bρ � x and bρ#bα })

We make the following observations:
1. η is properly defined: for all α, ρ ∈ γ with bα � x and bρ � x we have that

bα and bρ are compatible.
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2. η is injective: Let η(x) = η(y), then ↓↓x ∩ K(X) = ↓↓y ∩ K(X) and thus by
continuity of (X,≤) we have that x = y.

3. η is order preserving: Let x, y ∈ (X,≤) such that x ≤ y, then clearly η(x) ≤
η(y) in Tγ .

4. η is Scott continuous: It suffices to observe that for x ∈ X we have

η(x) = Sup{η(bβ )|bβ � x}.

5. η : (X, σ(X)) −→ (Tγ , σ(Tγ )) is initial in Top and therefore also an order
embedding.
It is sufficient to prove that η : (X, σ(X)) −→ (η(X), σ(Tγ )|η(X)) is open. Let
U = ↑↑bρ = ↑bρ , with ρ ∈ γ be basic open in the Scott topology. Define

T = {u = (u0, u1) ∈ T
γ | ∃α ∈ γ : bρ ≤ bα and α ∈ u0}.

This is clearly an upper set which is inaccessible for directed suprema and hence
Scott open in T

γ . We prove that η(U) = η(X) ∩ T . Since for any x ∈ X we have
that bρ ≤ x implies ρ ∈ (η(x))0, the inclusion η(U) ⊆ T is clear.
For the converse let x ∈ X such that η(x) ∈ T . Then there is some α ∈ γ with
bρ ≤ bα and α ∈ (η(x))0. This implies bα � x and so x ∈ U.

That η is also an order embedding follows from the following standard argument.
If x �≤ y then X \ ↓y is Scott open for the initial structure, so there exists a Scott
open subset U in T

γ such that x ∈ η−1(U) ⊆ X \ ↓y. Since U is an upper-set we
can conclude that η(x) �≤ η(y). ��
11.2.6 Theorem Every algebraic domain has a quantifying approach structure.

Proof The proof is based on the embedding described in 11.2.5. So with the same
notations as before consider

η : (X, σ(X)) −→ (Tγ , σ(Tγ ) : x �→ ({α | bα � x}, {α | ∃ρ ∈ γ : bρ � x & bρ#bα })

which is initial in Top. We endow T
γ , with the quantifying approach structure δTγ

described in 11.2.2 with gauge basis

H = {qK |K ⊆ γ,finite}.

Let δX be the approach structure on X which makes the source

η : (X, δX) −→ (Tγ , δTγ )

initial in App. By initiality the approach structure δX has a gauge basis

H ◦ η × η = {qK ◦ η × η|K ⊆ γ,finite}
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and a weight

W ◦ η = (wK ◦ η)K⊆γ,finite.

Applying the coreflector to Top, we obtain that the source

η : (X,TδX ) −→ (Tγ ,Tδ
Tγ )

is initial in Top. As was shown in 11.2.2 Tδ
Tγ = σ(Tγ ) and so in view of 11.2.5 we

can conclude that TδX = σ(X). ��
Next we investigate whether the quantifying approach structure on X satisfies the

kernel condition. In this respect we need the Lawson (1997) condition which makes
use of the Lawson topology.

11.2.7 Definition A domain satisfies the Lawson condition (L) if the Lawson and
Scott topologies agree on the set of maximal elements, i.e.

L(X)|Max(X) = σ(X)|Max(X).

We will use the following characterization of maximal elements given in
Waszkiewicz (2003).

11.2.8 Proposition In an algebraic domain that satisfies (L), the following proper-
ties are equivalent.

1. x ∈ MaxX.
2. ∀b ∈ K(X) : b � x or ∃c ∈ K(X) such that c � x and c#b.

11.2.9 Theorem An algebraic domain satisfying (L) has a quantifying approach
structure satisfying the kernel condition.

Proof With the same notations as before consider again

η : X −→ T
γ : x �→ ({α | bα � x}, {α | ∃ρ ∈ γ : bρ � x & bρ#bα }).

The condition (L) ensures that

x ∈ Max(X) ⇔ η(x) ∈ Max(Tγ ).

So we have

x ∈ Max(X) ⇔ ∀K ⊆ γ, finite, wK ◦ η(x) = 0.

As we already know from 11.2.6 the collection W ◦ η = {wK ◦ η|K ⊆ γ, finite} is
a weight for (X, δ ), we are finished. ��
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As in 11.2.3we can calculate the quasi-metric coreflection (X, qX ) of the approach
space (X, δX) defined in 11.2.6. Using the gauge basis H ◦ η × η we get that

qX(x, y) = sup{qK (η(x), η(y))|K ⊆ γ, finite}

=
{

|((η(x))0 \ (η(y))0) ∪ ((η(x))1 \ (η(y))1)| if the set involved is finite,

qX(x, y) = ∞ otherwise.

It is clear that for a Cauchy sequence (xn)n for the symmetrization q∗
X the sequence

(η(xn))n eventually becomes constant. Since η is injective the sequence (xn)n too
becomes constant. Hence qX is bicomplete.

11.3 Quantification of Arbitrary Domains

We now turn to arbitrary domains and we develop another technique for the con-
struction of a quantifying approach structure.

11.3.1 Proposition Let (X,≤) be a domain, B ⊆ X a domain basis and σ(X) the
Scott topology. Then the collection

H B := {qB
K | K ⊆ B, finite }

with, for all x, y ∈ X

qB
K (x, y) := |{ b ∈ K | x ∈ ↑↑b, y /∈ ↑↑b }|

is a gauge basis for a quantifying approach space (X, δ B) with weight (wB
K )K⊆B, finite

where wB
K (x) = | {b ∈ K |x /∈ ↑↑b } |.

Proof It is clear that each of the functions qB
K : X × X −→ P defined above satisfies

the triangular inequality and has weight wB
K . Moreover for K and K ′ finite subsets of

B we have qB
K ∨ qB

K ′ ≤ qB
K∪K ′ , soH B = {qB

K | K ⊆ B, finite } is a gauge basis. Let
(X, δ B) be the approach space generated by H B.

For x ∈ X we have

BqB
K
(x, 1) =

⋂
{↑↑b | b ∈ K, x ∈ ↑↑b },

so these sets are Scott open. Conversely, given a Scott basic open set ↑↑b we
let K = {b}. Then clearly BqB{b}

(x, 1) = ↑↑b and consequently sup{TqB
K

|K ⊆ B,

finite } = σ(X). ��
In general the approach space constructed in 11.3.1 is neither quasi-metric nor

topological.
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11.3.2 Example On the domain X = N∪{∞} with the usual order, the domain basis
X generates an approach space δ X with gauge basis H X = { qK | K ⊆ X, finite }
with qK (m, n) = | {b ∈ K |b ≤ m, n < b } |. The quasi-metric coreflection is
given by q(m, n) = (m − n) ∨ 0 for m and n in N ∪ {∞}. And since it is clearly not
{0, ∞}-valued, neither is δ X , and so the approach space is not topological. In order
to show that it is also not quasi-metric, as in 11.2.3, we show that for some x ∈ X
and A ⊆ X we have

sup
Kfinite

inf
y∈A

qK (x, y) < inf
y∈A

sup
Kfinite

qK (x, y).

For x = ∞ and A = N the left hand side equals 0 whereas on the right hand side we
obtain infn∈A(∞ − n) ∨ 0 = ∞.

Remark that in general, even assuming the Lawson condition, the gauge basis con-
structed in 11.3.1 does not satisfy the kernel condition.

11.3.3 Example We consider the domain of partial functions on the naturals. A par-
tial function f : X −→ Y between sets X and Y is a function f : A −→ Y
defined on a subset A ⊆ X. We write dom(f ) = A for the domain of a partial
map f : X −→ Y . The set X of partial mappings fromN toN is ordered by the exten-
sion order f ≤ g ⇐⇒ dom(f ) ⊆ dom(g) and g|dom(f ) = f . X is a domain with
the way below relation characterized by f � g ⇐⇒ f ≤ g and dom(f ) finite.
The set of compact elements K(X) = {f ∈ X | dom(f ) finite} forms a countable
domain basis. Applying our construction 11.3.1 to this example yields an approach
space (X, δ K(X)) with gauge basisH K(X) = { qK | K ⊆ K(X) } where qK is defined
by qK (f , g) = | {b ∈ K | b ≤ f , b �≤ g} | and has weightwK (f ) = | {b ∈ K | b �≤ f } |.
For this domain Max(X) consists of those functions f ∈ X with dom(f ) = N. It can
be seen that X satisfies the Lawson condition but the gauge basis H K(X) does not
satisfy the kernel condition.

Next we investigate whether the approach spaces constructed in 11.3.1 via dif-
ferent domain bases coincide. In order to obtain refined results this study has to be
pursued locally. So we use approach systems rather than gauges. Using the notations
of 11.3.1, for a given domain basis B let (BB(x))x∈X be the basis for the approach
system associated with the gauge basis H B. More explicitly we have

BB(x) = { q(x, .) | q ∈ H B } = { qB
K (x, .) | K ⊆ B, finite}

and let (A B(x))x∈X be the generated approach system.
For x ∈ X and K ⊆ X finite, we denote Kx = K ∩ ↓↓x. Using these notations we

have the following results.

11.3.4 Proposition If Kx contains only compact elements then we have qX
K (x, .) ∈

A B(x).

Proof If Kx contains only compact elements then also Kx ⊆ B. With L = Kx we
then have qX

K (x, .) = qB
L(x, .) ��
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It follows from 11.3.4 that in domains like the powerset of N, Tγ (11.2.1) or
the domain of partial functions on the naturals (11.3.3), where the relation z � y
implies that z is compact, the constructed approach space will not depend on the
domain basis.

11.3.5 Proposition Let x ∈ X, K ⊆ X finite, and for every k ∈ Kx, put Bk = {b ∈
B | k � b � x }. If |ϕ(Kx)| = |Kx| for some choice ϕ ∈ ∏

k∈Kx
Bk, then we have

qX
K (x, .) ∈ A B(x).

Proof Let y ∈ X be arbitrary. For ϕ chosen with | ϕ(Kx) | = | Kx | we have that
ϕ : Kx −→ ϕ(Kx) is bijective, so we also have a bijection between

{ k | k ∈ K, k ∈ ↓↓x, k /∈ ↓↓y } and { ϕ(k) | k ∈ K, k ∈ ↓↓x, k /∈ ↓↓y }.

Moreover since k � ϕ(k) � x whenever k ∈ Kx, for L = ϕ(Kx) we have

{ ϕ(k) | k ∈ K, k ∈ ↓↓x, k /∈ ↓↓y } ⊆ { l |l ∈ L, l ∈ ↓↓x, l /∈ ↓↓y }.

So the conclusion qX
K (x, y) ≤ qB

L(x, y) follows. ��
11.3.6 Theorem If x ∈ X is not compact then for two domain bases B and D the
approach systems (A B(x))x∈X and (A D(x))x∈X coincide.

Proof Let x ∈ X and suppose there is a domain basis B such that A B(x) �= A X(x).
Since we clearly have A B(x) ⊆ A X(x), this means that there exists K ⊆ X with
qK (x, .) /∈ A B(x). So for every L ⊆ B there exists y ∈ X with

qB
L(x, y) < qX

K (x, y).

From 11.3.5 and using the same notations as before, we have | ϕ(Kx) | < | Kx | for
every ϕ ∈ ∏

k∈Kx
Bk . Let

m = max{|ϕ(Kx)| | ϕ ∈
∏

k∈Kx

Bk }

and take ϕ0 such that | ϕ0(Kx) | = m. Since B ∩ ↓↓x is directed there exists
b0 ∈ B, b0 � x, such that ϕ0(k) ≤ b0 whenever k ∈ Kx .

Either b0 = x, and then the conclusion x � x follows, or b0 �= x, and then in view
of the particular choice for ϕ0 there exists k0 ∈ Kx such that b0 = ϕ0(k0). In this
case, for b ∈ B with b � x arbitrary, again using the fact that B ∩ ↓↓x is directed we
choose b′ ∈ B satisfying ϕ0(k0) ≤ b′ � x and b ≤ b′ � x. Either one of the chosen
b′ equals x, and then the conclusion x � x follows. Or, in view of the special choice
of ϕ0, for all chosen b′ we have b′ = ϕ0(k0). This in particular implies b ≤ ϕ0(k0).
Taking into account that

∨ ↓↓x ∩ B = x we have that ϕ0(k0) = x, and then again the
conclusion x � x follows. ��
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As a corollary we obtain that in all domains where the set of compact elements
is empty, as is the case in the interval domain on R or in the formal ball model
constructed from a complete metric space (Edalat 1998), the approach spaces con-
structed from different domain bases coincide. Also in example 11.1.2 on Pwith the
reverse order, where ∞ is the only compact element, the previous results imply that
the approach spaces constructed from different domain bases coincide.

However in compact elements the approach systems associated with different
bases can differ, as shown by the following example.

11.3.7 Example Let X = P ∪ {c, d} where c �= d are new points added to P. We
take the usual order on P and we define ∞ < c < d. This is a complete chain and
therefore a domain. The only compact elements are 0, c and d. Clearly B = X \{∞} is
a domain basis for X.We investigate the approach structures in the point d associated
with the domain basis X and B respectively. For K = { ∞, c, d } we have

qX
K (d, ∞) = | {k ∈ K | k ∈ ↓↓d, k /∈ ↓↓∞ } | = 3.

For every finite subset L ⊆ B we have ∞ /∈ L and so

qB
L (d, ∞) = | {l ∈ L | l ∈ ↓↓d, l /∈ ↓↓∞ } | = 2.

So it is clear that qX
K (d, .) does not belong to A B(d).

11.4 Fixed Points for Contractive Functions

In the first part of this section we consider a function f : X −→ X and for an arbitrary
point a ∈ X we will estimate “how far” a is from being a fixed point. This will be
done by comparing f (a) to a. An estimation for the “distance” between f (a) and a
will be obtained by structuring X as an approach space and using its limit operator.

As in 11.1.13, given an arbitrary W ⊆ P
X we consider the initial lift Xin

W in App
of the source (w : X → ([0, ∞]op, d−

P
))w∈W with d−

P
.

11.4.1 Theorem Let X be an approach space and let W ⊆ P
X be arbitrary. For a

contraction

f : X → Xin
W

fix x ∈ X and let

an = f n(x)
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be the values obtained by iterating f on x. For w ∈ W let

lw = lim sup
n→∞

w(an).

For a ∈ X arbitrary we have the following estimation

sup
w∈W

d−
P

(w(f (a)), w(a)) ≤ λX〈(an)n〉(a) + sup
w∈W

d−
P

(lw, w(a)).

Proof For w ∈ W we have

d−
P

(w(f (a)), w(a)) ≤ d−
P

(w(f (a)), lw) + d−
P

(lw, w(a))

= (lim sup
n→∞

w(an) − w(f (a))) ∨ 0 + d−
P

(lw, w(a))

= lim sup
n→∞

(d−
P

(w(f (a)), w(an))) + d−
P

(lw, w(a))

= λd−
P

〈(w(an))n〉(w(f (a))) + d−
P

(lw, w(a)).

By taking the supremum on both sides it follows that

sup
w∈W

d−
P

(w(f (a)), w(a)) ≤ sup
w∈W

λd−
P

〈(w(an))n〉(w(f (a))) + sup
w∈W

d−
P

(lw, w(a))

= λXin
W

〈(an)n〉(f (a)) + sup
w∈W

d−
P

(lw, w(a))

≤ λX〈(an)n〉(a) + sup
w∈W

d−
P

(lw, w(a))

where, in the last equality we use the fact that f is a contraction. ��
Given a dcpo (X,≤) with compatible approach space X we can use the previous

theorem to evaluate the distance between a and f (a) in the metric coreflection of X.

11.4.2 Theorem Let (X,≤) be a dcpo with compatible approach space X having a
forcing weight W . For a contraction

f : X → Xin
W

and for an element a ∈ X with a ≤ f (a), with the same notations as the previous
theorem we get

dX(f (a), a) ≤ λX〈(an)n〉(a) + sup
w∈W

d−
P

(lw, w(a)).

Proof LetH be the gauge subbasis of weightable quasi-metrics where q ∈ H has
associated weight wq and W := {wq | q ∈ H }. Since X is compatible with (X,≤)

we have that a ≤ f (a) implies q(a, f (a)) = 0 for all q ∈ H . Since wq is forcing for
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q it follows from 11.1.6 that

q(f (a), a) ≤ q(a, f (a)) + d−
P

◦ wq × wq(f (a), a)

= d−
P

(wq(f (a)), wq(a)).

Taking suprema of both sides we get

dX(f (a), a) = sup
q∈H

q(f (a), a) ≤ sup
q∈H

d−
P

(wq(f (a)), wq(a)).

The property now follows from 11.4.1. ��
Next we concentrate on both terms on the right-hand side of the previous

inequality.

With the same notations as in 11.4.1 suppose moreover that X carries a dcpo struc-
ture ≤.

11.4.3 Theorem If W is monotone for (X,≤) and if there is a subsequence (akn)n

such that akn ≤ a for all n ∈ N, then we have

sup
w∈W

d−
P

(lw, w(a)) = 0.

Proof Let w ∈ W be arbitrary. Applying monotonicity we have

akn ≤ a ⇒ w(akn) ≥ w(a)

for the given subsequence. Hence we get

lim sup
n→∞

w(an) ≥ w(a)

and thus d−
P

(lw, w(a)) = 0. ��
11.4.4 Theorem Let (X,≤) be a dcpo endowed with an approach structure X and
let W ⊆ P

X be strictly monotone for ≤. For a contraction

f : X → Xin
W

fix x ∈ X and let

an = f n(x)

be the values obtained by iterating f on x. We make the following assumptions on
some a ∈ X.
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1. There is a subsequence (akn)n such that akn ≤ a ∀n ∈ N.
2. (an)n converges to a in the topological coreflection TX.
3. a ≤ f (a).

Then the point a is a fixed point of f .

Proof For w ∈ W let

lw = lim sup
n→∞

w(an).

By 11.4.3 condition 1 implies that d−
P

(lw, w(a)) = 0 and by condition 2 also
λX〈(an)n〉(a) = 0. Applying 11.4.1 we can conclude that

sup
w∈W

d−
P

(w(f (a)), w(a)) = 0.

It follows that w(a) = w(f (a)) for every w ∈ W and by strict monotonicity we have
a = f (a). ��

Next we list some situations implying the conditions in 11.4.4.

11.4.5 Theorem Let (X,≤) be a dcpo endowed with an approach structure X with
TX ⊆ M(X) and let W ⊆ P

X be strictly monotone for ≤. For a contraction

f : X → Xin
W

fix x ∈ X and let

an = f n(x)

be the values obtained by iterating f on x. If (an)n is monotone and

{z ∈ X | z ≤ f (z)}

is closed under directed suprema then a = ∨
n an is a fixed point.

Proof Since (an)n is monotone the supremum a = ∨
n an is well defined and (an)n

converges to a in the Scott topology. Since an ≤ a for every n, the sequence (an)n

also converges to a in the Martin topology M(X) (Martin 2000a, b). In view of the
assumptionTX ⊆ M(X) the convergence also holds inTX . Clearly for all n the term
an satisfies

an ≤ an+1 = f (an).

Therefore the directed supremum a satisfies a ≤ f (a). By 11.4.4 the conclusion
follows. ��
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11.4.6 Theorem Let (X,≤) be a dcpo endowed with an approach structure X with
TX ⊆ M(X) and let W ⊆ P

X be strictly monotone for ≤. For a contraction

f : X → Xin
W

the following properties hold.

1. If I ⊆ X is nonempty and closed under directed suprema and f : I −→ I is
splitting in the terminology of Martin (2000a) (inflationary (Gierz et al. 2003))
in the sense that z ≤ f (z) whenever z ∈ I, then f has a fixed point.

2. If f is splitting on X then f has a fixed point.

Proof Clearly we only have to prove the first assertion. Choose x ∈ I then the
sequence (an)n obtained by iterating f on x is a monotone sequence in I . So the
supremum a = ∨

n an belongs to I . Since an ≤ a for every n, the sequence (an)n

also converges to a in M(X) and hence also in TX . Again 11.4.4 can be applied. ��
Next we turn to situations where apparently no specific class W is given.

11.4.7 Theorem Let (X,≤) be a dcpo endowed with approach spaces (X,G ) and
(X,G ′) defined by their gauges, with TG ⊆ M(X) and ≤=≤G ′ . For a contraction

f : (X,G ) → (X,G ′)

fix x ∈ X and let
an = f n(x)

be the values obtained by iterating f on x. If (an)n is monotone and

{z ∈ X | z ≤ f (z)}

is closed under directed suprema then a = ∨
n an is a fixed point.

Proof We consider the collection of quasi-metrics

H = {d−
P

◦ g × g | g : (X,G ′) −→ (P, d−
P

) contraction}

and Q = H ∨ as in 11.1.14. Clearly Q is a gauge basis for the approach space
(X,G ′).

Using the notations of 11.1.2 every quasi-metric d−
P

◦ g × g is weighted by the
function wd−

P

◦g = g. If g(x) = ∞ then clearly d−
P

(g(x), g(y)) = 0 hence g is forcing

for d−
P

◦ g × g.
The collectionW of all theweights coincideswith the collection of all contractions

g : (X,G ′) −→ (P, d−
P

), hence we have Xin
W = (X,G ′). Moreover by 11.1.14, the

collection W is strictly monotone for ≤. The rest follows at once from 11.4.5. ��



384 11 Approach Theory Meets DCPO’s and Domains

The following example should be compared to Theorem 3.2.1 in Martin (2000a).

11.4.8 Example Taking for G the gauge of the Martin topology M(X) (embedded
as an approach space) and G ′ the gauge of the Scott topology, on a dcpo (X,≤),
then both conditions TG ≤ M(X) and ≤=≤G ′ are fulfilled. This means that for a
continuous map

f : (X, M(X)) −→ (X, σ(X)),

assuming that (an)n is monotone and {z ∈ X | z ≤ f (z)} is closed under directed
suprema, we have that a = ∨

n an is a fixed point.

Finally we include some applications to monotone functions.

11.4.9 Theorem Let (X,≤) be a dcpo endowed with an approach structure on X
such that TX ≤ M(X) and ≤=≤X. For a contractive map

f : X → X

and a fixed x ∈ X satisfying x ≤ f (x), the sequence (an)n obtained by iterating f on
x has a supremum a = ∨

n an which is a fixed point for f . If moreover (X,≤) has a
bottom element and x is taken as x = ⊥ then a is the least fixed point of f .

Proof As in 11.4.7, we consider the collection of quasi-metrics

H = {d−
P

◦ g × g | g : X −→ (P, d−
P

) contraction}.

Using the notations of 11.1.2 every quasi-metric d−
P

◦g×g is weighted by the forcing
weightwd−

P

◦g = g.The collectionW of all the weights coincides with the collection

of all contractions g : X −→ (P, d−
P

), hence we have Xin
W = X and by 11.1.14 W is

strictly monotone for ≤.
Next we consider the given contraction f . By 11.1.11 it is monotone as a map

f : (X,≤) → (X,≤). Since the fixed element x satisfies x ≤ f (x) it follows that the
sequence (an)n is monotone and therefore the supremum a = ∨

n an is well defined.
Moreover condition 1. in 11.4.4 is trivially fulfilled. Since the sequence converges
in M(X) it also converges in TX , so condition 2 too is satisfied. Finally in order to
prove condition 3 observe that an−1 ≤ a and hence an ≤ f (a) for every n ∈ N.
Finally also a ≤ f (a) is fulfilled. So we can apply 11.4.4 in order to conclude that a
is a fixed point for f .

Assuming that x = ⊥ and applying the monotonicity of f we get that an ≤ b for
every fixed point b. So clearly a is the least fixed point. ��

As an application of 11.4.3 we recover Scott’s least fixed point theorem (Gierz
et al. 2003) which, as was shown by Edalat and Heckmann (1998), implies the
classical Banach fixed point theorem for Lipschitz functions with Lipschitz factor
strictly smaller than 1, on a complete metric space.
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11.4.10 Example On a dcpo (X,≤), by taking for the approach structure the Scott
topology on X (embedded in App), both conditions TX ≤ M(X) and ≤=≤X are
fulfilled and we obtain the following.

For a continuous map

f : (X, σ(X)) −→ (X, σ(X)),

and a fixed x ∈ X satisfying x ≤ f (x) the sequence (an)n with an = f n(x), obtained
by iterating f on x, has a supremum a = ∨

n an which is a fixed point for f . In case
(X,≤) has a bottom element ⊥, and choosing x = ⊥, the supremum a is the least
fixed point of f .

11.5 Comments

1. Weightability in the literature
In 11.1.1 we adapted the definition of a weightable quasi-metric given by

Matthews (1994) and Künzi (2001) to our setting of extended quasi-metrics. Our
notion forcing weight takes care of the situationwithweight values infinity.Matthews
(1994) showed that weightable quasi-metric spaces are in one to one correspondence
with partial metric spaces. Künzi and Vajner (1994) studied topological spaces that
can be induced by aweightable quasi-metric and formulated necessary as well as suf-
ficient conditions on the topology to ensure quasi-metrizability by some weightable
quasi-metric. There is a vast literature on the applications ofweightable quasi-metrics
to domain theory. See for instance Waszkiewicz (2003) and Schellekens (2003).
Whenever q is a weightable quasi-metric on a domain X, with weight wq and induc-
ing the Scott topology then (X, δq) with weight {wq} quantifies the domain in our
sense.

2. Complexity
The complexity quasi-metric is an example of a weightable quasi-metric space

that was introduced by Schellekens (2003). Consider C ⊆ ]0, ∞]N0 , such that for all
f ∈ C the series

∑
n∈N0

1
2n

1
f (n)

converges. The complexity quasi-metric, dC on C is
defined as follows: Let f , g ∈ C

dC (f , g) =
∑

n∈N0

1

2n
(

1

g(n)
− 1

f (n)
) ∨ 0.

This quasi-metric is weightable by the following weight function:

wC : C → [0, ∞] : f �→
∑

n∈N0

1

2n

1

f (n)
.
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The space (C , dC ) is called the complexity quasi-metric space. Schellekens et al.
use this quasi-metric space to model the complexity of recursive algorithms, such as
for example Divide & Conquer algorithms as illustrated in the example below. The
basic idea is that the complexity of a recursive algorithm typically is the solution to a
recurrence equation based on its recursive structure. The complexity C of a Divide &
Conquer algorithm is modelled as the solution to a recurrence equation of the form

{
C(1) = c

C(n) = a.C( n
b ) + h(n) whenever n �= 1

with given numbers a, b, c and a function h : N0 →]0, ∞[ such that h(1) = c. There
is an associated self-map Φ on the complexity quasi-metric space (C , dC ) such that
the problem of solving the recurrence equation is reduced to finding a fixed point for
Φ. The associated self-map Φ on the complexity quasi-metric space is defined by

Φ(g) =
{

c if n = 1

ag( n
b ) + h(n) otherwise

where g ∈ C . The existence of a fixed point for Φ is proved using a generalization
of the Banach fixed point theorem to quasi-metric spaces and by showing that Φ is
a dC -Lipschitz function with Lipschitz factor strictly smaller than 1. This holds on
condition that a > 1.

3. A fixed-point example
Next we consider the same example and we fit the fixed point problem into 11.4.9.

Let X =]0, ∞]N0 and Φ : X → X defined as in 2. On ]0, ∞] we consider the quasi-
metric p :]0, ∞]×]0, ∞] → [0, ∞] defined by

p(x, y) = (
1

y
− 1

x
) ∨ 0, p(0, 0) = 0 (11.1)

where we assume 1
0 = ∞. This quasi-metric is weightable by wp :]0, ∞] → [0, ∞]

defined as wp(x) = 1
x which is clearly forcing for p.

Consider the product approach space on X which is generated by the following
gauge subbasis:

{p ◦ prn × prn | n ∈ N0}

with prn :]0, ∞]N0 →]0, ∞] the projections. A weight for the resulting approach
space is

W = {wp ◦ prn = prn | n ∈ N0}.
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The approach space X is compatible with (]0, ∞]N0 ,≤) for the pointwise order and
its topological coreflection is coarser than the Martin topology. It can be shown that
Φ is a contraction X −→ X on condition that a ≥ 1. Thus we can apply 11.4.9 to
conclude that Φ has a fixed point on X. Remark that this result is better than the one
obtained under 2. This result can still be improved by using a more suitable approach
setting as was done in Colebunders et al. (2014) where it was shown that even a > 0
is sufficient.

4. Another fixed-point example
Next we consider an application of 11.4.6. By making the right choices for the

approach space X and for the collection W we can recover a fixed point theorem
proved by Martin (2000a).

Let (X,≤) be a domain with a measurement μ : X −→ P
op such that σ(X) ⊆

T in
μ ∨ ↓T . If f : (X,≤) −→ (X,≤) is splitting and

μ ◦ f : (X, M(X)) −→ (Pop, σ(Pop))

is continuous, then for every x ∈ X the sequence (an)n obtained by iterating f on x
has a supremum which is a fixed point for f .

Indeed, let W = {μ} and observe that as was proved by Martin, W is strictly
monotone. Consider M(X) embedded as an approach space X, then TX = M(X).

The condition that μ ◦ f is continuous from M(X) to Pop is equivalent to saying that
f : M(X) −→ (X,T in

W ) is continuous. Since Top is concretely coreflective in App

this in turn is equivalent to f : X −→ Xin
W being contractive.

5. And yet another fixed-point example
By making other choices for the approach spaces on X we recover another fixed

point theorem of Martin (2000b).
Let (X,≤) be a domain with a measurement μ : X −→ P

op such that σ(X) ⊆
T in

μ ∨ ↓T . If I ⊆ X is nonempty and closed under directed suprema, f : I −→ I
is splitting and

μ ◦ f : I −→ P
op

is Scott continuous, then choosing x ∈ I the sequence (an)n obtained by iterating f
on x has a supremum which is a fixed point for f .

Indeed, again let W = {μ}, but this time the approach space X is the embedding
in App of the Scott topology on (X,≤). The condition that μ ◦ f is continuous from
σ(X) to Pop is equivalent to f : X −→ Xin

W being contractive.



Chapter 12
Categorical Considerations

Although extensions of constructs follow the rule “bigger is
better”, i.e. stronger convenience stipulations require bigger
extensions, they also follow the rule “smaller is better”,
i.e. smaller extensions generally preserve more structure of the
original construct.

(Horst Herrlich)

It is better to have a good category with bad objects than a bad
category with good objects.

(Alexander Grothendieck)

In this chapter we treat several different categorical aspects of the theory of approach
spaces.

First, we have seen that Top is a simultaneously concretely reflective and core-
flective subcategory ofApp. We call subcategories having this behaviour stable. This
situation is not common, it is indeed well known that in many familiar topological
categories, such as e.g. Top, PrTop, Unif, Bor, there do not exist non-trivial stable
subcategories (see e.g. Giuli 1983; Hušek 1973; Kannan 1972). The situation is quite
different in App, qMet and in Met where in all cases an infinite collection of stable
subcategories exists as we will see in the first section of this chapter.

Second,App is a topological category which is neither cartesian closed nor exten-
sional and hence also not a quasi-topos. It is well known that categories, under mild
conditionswhich are fulfilled in the case ofApp, can have “smallest” cartesian closed,
extensional and quasi-topos hulls wherein they are fully embedded. For the case of
Top we refer to Antoine (1966c), Bourdaud (1976), Herrlich (1988a, b), Machado
(1973) and Wyler (1976, 1991). In the second section we begin by constructing a
large quasi-topos supercategory of App which will serve as a starting-point for the
construction of all the hulls. In the third section we first construct the extensional
topological hull, PrAp. In Sects. 12.4 and 12.5 we then construct the quasi-topos hull
ofAppmaking use of the fact that this can be done in a two-step process, first making
the extensional topological hull PrAp and then taking the cartesian closed topolog-
ical hull of PrAp (see Schwarz 1989). In Sect. 12.6 we then construct the cartesian
closed topological hull ofApp. We also show the close relationship between the hulls
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of App and those of Top which actually can all be described as stable subcategories
of the corresponding hulls of App.

Third, App can also be described as the category of lax algebras for a partic-
ular extension of the ultrafilter monad. See Clementino and Hofmann (2003) and
Clementino et al. (2004). We give a new proof of this result in the last section.

12.1 Stable Subcategories of App, qMet and Met

A central role in our investigations will be played by certain subsemigroups and
certain subadditive functions. We shall therefore at first collect the properties of
these concepts which are needed in the sequel. In what follows Ω will stand for a
complete lattice ordered commutative semigroup with a bottom element which is at
the same time the neutral element for the semigroup.

For functions γ ∈ ΩΩ we consider the following properties.

(S1) γ is increasing.
(S2) γ ≥ 1Ω .
(S3) γ is sup-preserving.
(S4) γ is subadditive.
(S5) γ ◦ γ = γ .

A function in ΩΩ satisfying (S1)-(S5) will be called a suitable subadditive func-
tion (or shortly suitable), and we denote by ΦΩ the set of all suitable subadditive
functions in ΩΩ .

Likewise a subset of Ω which is at the same time a closed sublattice and a sub-
semigroup and which contains both the top and bottom elements of Ω is called a
suitable subsemigroup (or shortly suitable), and we denote the set of all such suitable
subsemigroups of Ω by SΩ .

For γ ∈ ΦΩ we define

Γγ := Fixγ = {x ∈ Ω | γ(x) = x}

and for Γ ∈ SΩ we define the function γΓ as

γΓ : Ω −→ Ω : x �→ inf{y ∈ Γ | x ≤ y}.

ΦΩ and SΩ are partially ordered by respectively the pointwise order and the
inclusion order.

12.1.1 Lemma The following properties hold for Γ ∈ SΩ and γ ∈ ΦΩ .

1. Γγ = Imγ .
2. x ∈ Γ ⇔ γΓ (x) = x.
3. ImγΓ = Γ .
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Proof This follows from the definitions. 	

12.1.2 Proposition The maps

SΩ −→ ΦΩ : Γ �→ γΓ and ΦΩ −→ SΩ : γ �→ Γγ

are mutually inverse and order-preserving.

Proof This follows by applying 12.1.1. 	

In this section we will encounter two types of lattice ordered semigroups Ω , a

one-dimensional one which will provide the basis for the cases of approach spaces
and of metric spaces, and a two-dimensional one which will be the basis for the case
of quasi-metric spaces.

For the time being, Ω will be P with its usual additive semigroup, order and
Euclidean topology which we have been using throughout. Therefore, in this case,
Γ ⊆ P is closed in the lattice-theoretical sense, if and only if it is closed in the
topological sense.

12.1.3 Lemma If Γ ⊆ P is a suitable subsemigroup, then either Γ = P and then
γΓ = 1Γ , or m = inf(Γ \ {0}) > 0 and then for x ∈ Γ we have

γΓ (x) < m ⇔ γΓ (x) = 0 ⇔ x = 0.

Proof This is straightforward and we leave this to the reader. 	

12.1.4 Lemma If Γ ⊆ P is a suitable subsemigroup and if δ is a distance on X,
then δΓ := γΓ ◦ δ too is a distance on X.

Proof (D1) and (D2) are trivial, and (D3) follows immediately from (S1). As to (D4),
this follows from (S3) and (S4) making use of 1.1.2. 	

12.1.5 Proposition If Γ ⊆ P is a suitable subsemigroup then for any approach
space X the following properties are equivalent.

1. Imδ ⊆ Γ .
2. ∀μ ∈ L : γΓ ◦ μ ∈ L.

Proof 1 ⇒ 2. We know from 1.3.5 that μ ∈ L if and only if μ : X → P is a
contraction, and so we have to verify that

(γΓ ◦ μ(x) − sup γΓ ◦ μ(A)) ∨ 0 ≤ δ (x,A)

for all x ∈ X, A ⊆ X . Since μ(x) ≤ sup μ(A) + δ (x,A), it follows from the fact
that δ (x,A) ∈ Γ that

γΓ ◦ μ(x) ≤ γΓ (sup μ(A)) + δ (x,A) ≤ sup γΓ ◦ μ(A) + δ (x,A).

http://dx.doi.org/10.1007/978-1-4471--6485-2_1
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2 ⇒ 1. We know from 1.2.45 that δ (x, A) = sup{ρ(x)|ρ ∈ L, ρ|A = 0}.
It follows from 12.1.3 that ρ|A = 0 ⇔ γΓ ◦ ρ|A = 0. Hence, since ρ ≤ γΓ ◦ ρ we
have δ (x, A) = sup{γΓ ◦ ρ(x)|ρ ∈ L, γΓ ◦ ρ|A = 0}, and therefore δ (x, A) ∈ Γ

by closedness of Γ . 	

If Γ is a suitable subsemigroup, we write AppΓ for the full subcategory of App

with objects those (X, δ ) for which Im δ ⊆ Γ .

12.1.6 Theorem If Γ ⊆ P is a suitable subsemigroup then AppΓ is a stable sub-
category of App.

Proof It is sufficient to prove that AppΓ is closed under the formation of initial and
final structures.

In order to prove that AppΓ is closed under the formation of initial structures we
recall from 1.3.17 that if ( f j : X −→ (X j , δ j )) j∈J is a source inApp then the initial
distance is given by the formula

δin(x,A) := sup
P∈P(A)

min
P∈P

sup
j∈J

δ j ( f j (x), f j (P))

where P(A) is the set of finite covers of A by means of subsets of A.
If the source is taken in AppΓ , which means that all distances have their images

contained in Γ , it follows from the formula for δin and by closedness of Γ , that the
image of the initial distance too is contained in Γ .

In order to prove that AppΓ is closed under the formation of final structures,
we use the characterization of approach spaces by means of lower regular function
frames. So let

( f j : (X j ,R j ) −→ X) j∈J

be a sink in AppΓ . From 1.3.13 it follows that the final lower regular function frame
Rfin on X is given by

Rfin := {μ ∈ P
X | ∀ j ∈ J : μ ◦ f j ∈ R j },

and hence the result follows immediately from 12.1.5. 	

We now proceed to the converse of the foregoing result.

12.1.7 Theorem If S is a stable subcategory of App then it is of type AppΓ for
some suitable subsemigroup Γ ⊆ P.

Proof First, note that since a concretely coreflective subcategory necessarily contains
the subcategory Dis of discrete spaces and since Top has no stable subcategories, it
follows that Top is a subcategory of S.

Second, we define

ΓS :=
⋃

(X,δ )∈|S|
Im δ .

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Third, in what follows we will denote by (x,y, α, β ) the quasi-metric space with
underlying set {x,y} and distance from x to y equal to α and from y to x equal to β .

Fourth we can apply 12.1.4 to P and we write PΓ for the approach space (P, δP,Γ )

where we recall that δP,Γ := γΓ ◦ δP.
The proof of the theorem now requires a number of lemmas.

12.1.8 Lemma If a ∈ ΓS, there exists an object ({x,y}, δ ) in S for which

δ (x, {y}) = a.

Proof Indeed, since a ∈ ΓS, there exist (X, δ ′) ∈ |S|, A ⊆ X, z ∈ X such that
δ ′(z,A) = a. Put Y := A ∪ {z}, then taking first the subspace (Y, δ ′|Y ), and then the
quotient f : (Y, δ ′|Y ) → ({x,y}, δ ) with f (z) = x, f (A) = {y} gives the desired
object. 	

12.1.9 Lemma If a ∈ ΓS, then both (x,y, a, 0) and (x,y, a, ∞) are in S.

Proof Since (x,y, 0, ∞) and (x,y, ∞, 0) are in Top, the result follows by taking the
supremum respectively infimum of each of these structures with the one obtained in
12.1.8. 	

12.1.10 Lemma ΓS is a suitable subsemigroup.

Proof That {0, ∞} ⊆ ΓS follows from the fact that Top is a subcategory of S.
If a1 ∈ ΓS, a2 ∈ ΓS, and both (x,y, a1, b1) and (x,y, a2, b2) are in S, it is

readily verified that the sink

( fk : (x,y, ak,bk) → ({u,v, w}, δ ))k∈{1,2}

with f1(x) = u, f1(y) = f2(x) = v, f2(y) = w andδ (u, {v}) = a1,δ (v, {w}) = a2,
δ (u, {w}) = a1 + a2, δ (v, {u}) = b1, δ (w, {v}) = b2, δ (w, {u}) = b1 + b2, is final.
Hence a1 + a2 ∈ ΓS which proves that ΓS is a subsemigroup.

If ∅ �= A ⊆ ΓS, then from 12.1.8 it follows that we can consider the initial source

(1{x,y} : ({x,y}, δ ′) −→ ({x,y}, δa))a∈A

and the final sink

(1{x,y} : ({x,y}, δa) −→ ({x,y}, δ ′′))a∈A,

with δa(x, {y}) = a for all a ∈ A. It is clear that δ ′(x, {y}) = supA and δ ′′(x, {y}) =
infA, and so ΓS is a closed sublattice. 	

12.1.11 Lemma If (X, δ ) is in AppΓ , then δA,Γ : X −→ PΓ : x �→ δP,Γ (x,A) is
a contraction for all A ⊆ X.
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Proof Take x ∈ X, B ⊆ X. If B = ∅, there is nothing to show. If B �= ∅, then, from
the supposition and making use of 12.1.4

δP,Γ (δA,Γ (x), δA,Γ (B)) = γΓ ((γΓ ◦ δ (x,A) − sup
b∈B

γΓ ◦ δ (b,A)) ∨ 0)

= γΓ ((δ (x,A) − sup
b∈B

δ (b,A)) ∨ 0)

≤ γΓ (δ (x,B) ∨ 0) = γΓ (δ (x,B)) = δ (x,B). 	


12.1.12 Lemma PΓ is initially dense in AppΓ .

Proof The proof is analogous to the one of 1.3.19 and therefore we omit it. Note
however that it actually also follows from that same result upon observing that the
AppΓ -coreflection of an approach space (X, δ ) is given by

1X : (X, γΓ ◦ δ ) −→ (X, δ ). 	

12.1.13 Lemma If S is a stable subcategory of App then PΓS is in S.

Proof We will use the function δ∞ : P × 2P −→ P, defined by

δ∞(x,A) =
{
0 if x ≤ supA and A �= ∅,

∞ if x > supA or A = ∅,

which is a topological distance. We denote the space (P, δ∞) by P∞.
From 12.1.9 it follows that we can consider the sink consisting of all maps

( fa,b : (a,b, 0, γΓS(b − a)) −→ P)0≤a<b≤∞

where fa,b(a) = a, fa,b(b) = b, together with

1P : P∞ −→ P.

Let δfin be the final distance. We will show that this distance coincides with δP,ΓS .
Hereto take z ∈ P,∅ �= A ⊆ P. Four cases have to be considered.

(i) z < ∞, z < supA. Take t ∈ A, z < t . Since fz,t is a contraction, we have
δfin(z, {t}) = 0, and thus δfin(z,A) ≤ infa∈Aδfin(z, {a}) = 0, hence δfin(z,A) = 0 =
δP,ΓS(z,A).

(ii) supA ≤ z < ∞. If A(0)
fin = {t | δfin(t,A) = 0} then δfin(z,A) = δfin(z,A(0)

fin ). If
t ≤ supA (i.e. δ∞(t,A) = 0),we have δfin(t,A) = 0 since the identity is a contraction,

and therefore B := [0, supA] ⊆ A(0)
fin . Since supB = supA, we now obtain that

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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δfin(z,A) = δfin(z,A(0)
fin ) ≤ δfin(z,B)

≤ inf
t∈B

δfin(z, {t}) ≤ inf
t∈B

γΓS(z − t)

= δP,ΓS(z,B) = γΓS(z − supB) = γΓS(z − supA)

= δP,ΓS(z,A)

(iii) z = ∞ = supA. Then δ∞(z,A) = 0 and so δfin(z,A) = 0 = γΓS(z,A).

(iv) supA < ∞ = z. Then δfin(z,A) ≤ ∞ = δP,ΓS(z,A).

Hence δfin ≤ δP,Γ and since δP,ΓS is a distance on P for which all the functions
in the sink are contractions, it necessarily is the final distance. 	


To conclude the proof of the theorem, on the one hand note that from the definition
of ΓS, obviously S is a subcategory of AppΓS

. On the other hand by 12.1.12 and
12.1.13 the object PΓS is initially dense in AppΓS

and belongs to S. Hence, by
stability, it follows that AppΓS

is a subcategory of S. 	

12.1.14 Theorem The collection of all stable subcategories ofApp is the set {AppΓ |
Γ ⊆ P suitable subsemigroup}.
Proof This follows from 12.1.6 and 12.1.7. 	

12.1.15 Proposition If Γ and Γ ′ are suitable subsemigroups, the subcategories
AppΓ and AppΓ ′ are concretely isomorphic if and only if there exists an m ∈]0, ∞[
such that Γ ′ = mΓ , or equivalently such that γΓ ′(x) = mγΓ (x/m) for all x.

Proof That the condition is sufficient is evident.
Let F : AppΓ −→ AppΓ ′ be a concrete isomorphism. Given a two-point set {x,y}

it then defines a bijection between the approach structures on {x,y} respectively in
AppΓ and AppΓ ′ . Thus it induces a bijection

λ : Γ 2 −→ Γ ′2 : (a,b) �→ λ (a,b) = (λ1(a,b), λ2(a,b))

such that

F((x,y,a,b)) = (x,y,λ1(a,b), λ2(a,b)).

Since the isomorphism (x,y,a,b) −→ (x,y,b,a) : x �→ y, y �→ x is mapped
by F onto an isomorphism, it follows immediately that λ1(a,b) = λ2(b,a), and
therefore λ1(a,a) = λ2(a,a). This means that F also induces a map

μ : Γ −→ Γ ′ : a �→ μ(a) such that λ (a,a) = (μ(a), μ(a)).

If now a < b, then the map 1{x,y} : (x,y,a,a) −→ (x,y,b,b) is not a morphism,
and so neither is its image, and therefore μ(a) < μ(b), which implies that μ is a
bijection.
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Since Γ = {0, ∞} is the only suitable subsemigroup with a finite number of
elements, it follows that in that case also Γ ′ = {0, ∞}, in which case the condition is
trivially satisfied and hence we can, from now on, supposeΓ �= {0, ∞} (and therefore
also Γ ′ �= {0, ∞}).

The final sink in part (2) of the proof of 12.1.10 is mapped by F onto a final sink,
and therefore λ (a1 + a2, b1 + b2) = λ (a1, b1) + λ (a2, b2).

From this it follows that μ(a1 + a2) = μ(a1) + μ(a2), and therefore μ(0) = 0,
μ(∞) = ∞. Moreover we have μ(a) �= 0 for all a ∈ Γ \ {0, ∞} and μ(pa) = pμ(a)

for all a ∈ Γ, p ∈ N.
Finally now, let a ∈ Γ \ {0, ∞}, b ∈ Γ \ {0, ∞} with μ(a) = ma, μ(b) = nb

such that m �= n, e.g. m < n. Then ma
nb < a

b , and so there exist p ∈ N, q ∈ N

such that ma
nb <

p
q < a

b . From this it follows that qma < pnb and pb < qa so that
μ(qa) = qma < pnb = μ(pb) and pb < qa. However, then

1{x,y} : (x,y,qa,qa) −→ (x,y,pb,pb)

is a morphism whilst

1{x,y} : (x,y, μ(qa), μ(qa)) −→ (x,y, μ(pb), μ(pb))

is not, and this contradiction shows that m = n. 	

12.1.16 Proposition The set of stable subcategories ofApp has cardinality 2ℵ0 , and
there is a set of the same cardinality of non-concretely isomorphic such subcategories.

Proof The set of suitable subsemigroups is easily seen to have cardinality 2ℵ0 . Since
each Γa := {p + qa | p ∈ N, q ∈ N, q ≥ 1} with a ∈]0, 1[∩(R \ Q) is a suitable
subsemigroup and since no two different such subsemigroups satisfy the condition
in the foregoing proposition, the result follows. 	


Note that the only subcategory in the family (AppΓ )Γ , which is a supercategory
of both Top and qMet, is App. It is not even necessary to make the requirement of
being a supercategory of the whole of qMet, justMet, or the unique object (R, δdE),
already suffice to force the conclusion. In this sense, App is the smallest reasonable
extension of Top and qMet.

We now turn our attention to qMet. NowΩ will beP
2 with the product semigroup

structure and the product lattice structure. We will denote the partial order on Ω by
� so that (a,b) � (c,d) if and only if a ≤ c and b ≤ d. A suitable subsemigroup Γ

of Ω will be called symmetric if (a,b) ∈ Γ ⇔ (b,a) ∈ Γ .
If Γ ⊆ Ω is symmetric, then pr1(Γ ) = pr2(Γ ) and we will simply write pr(Γ )

for both.
IfS is a stable subcategory of qMet, we define a function ϕS ∈ ΩΩ as follows.

Let {x,y} be an arbitrary two-point set, then obviously for any a,b ∈ P the space
(x,y,a,b) is in qMet. Consider its S-coreflection

1{x,y} : (x,y, ϕ1(a,b), ϕ2(a,b)) −→ (x,y,a,b)
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and then define

ϕS : Ω −→ Ω : (a,b) �→ (ϕ1(a,b), ϕ2(a,b)).

12.1.17 Lemma If (X ,d) is in qMet, x,y ∈ X and

1{x,y} : ({x,y}, dS) → ({x,y}, d)

is the S-coreflection then

dS(x,y) = ϕ1(d(x,y), d(y,x)) and dS(y,x) = ϕ2(d(x,y), d(y,x)).

Proof Put a := d(x,y) and b := d(y,x). By coreflection the initial source j :
(x,y,a,b) → (X ,d) gives the initial source

j : (x,y, ϕ1(a,b), ϕ2(a,b)) → (X, dS). 	

12.1.18 Lemma For all (a,b) ∈ Ω , we have ϕ1(b,a) = ϕ2(a,b).

Proof Consider the isomorphism (x,y,a,b) −→ (x,y,b,a) : x �→ y, y �→ x and its
image by the S-coreflection. 	

12.1.19 Lemma For any stable subcategoryS of qMet, ϕS is a suitable subadditive
function and hence

ΓϕS = FixϕS = {(a,b) | (x,y,a,b) ∈ S}

is a symmetric suitable subsemigroup.

Proof (S1), given (a,b) ≺ (c,d), follows by considering the morphism

1{x,y} : (x,y,c,d) −→ (x,y,a,b)

and its image by theS-coreflection and (S2) follows immediately from the definition.
To prove (S3) note first that if A = ∅ we have supA = (0, 0) = ϕS(0, 0) since

S contains all indiscrete spaces. Second, if A �= ∅, it suffices to consider the initial
source

(1{x,y} : (x,y, sup
(a′,b)∈A

a′, sup
(a,b′)∈A

b′) −→ (x,y,a,b))(a,b)∈A

and its image by coreflection.
To prove (S4), if (a1, b1) ∈ Γ, (a2, b2) ∈ Γ , consider the final sink

( fk : (x,y,ak,bk) −→ ({u,v,w}, δ ))k∈{1,2}

with f1(x) = u, f1(y) = f2(x) = v, f2(y) = w. It is readily verified (see also
12.1.10), that δ (u, {v}) = a1, δ (v, {w}) = a2, δ (u, {w}) = a1 + a2, δ (v, {u}) = b1,
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δ (w, {v}) = b2, δ (w, {u}) = b1 + b2. The result then follows from the fact that the
coreflection of a final sink is final too.

To prove (S5) note that by definition the fact that (x,y, ϕ1(a,b), ϕ2(a,b)) and
(x,y,a,b) are in S is equivalent to ϕS(a,b) = (a,b).

The final claim is an immediate consequence of 12.1.2. 	

12.1.20 Lemma If (a,b) ∈ Γ , then also (a,a) ∈ Γ .

Proof By symmetry and closedness of Γ . 	

Note that if we define ΔΓ := {(a ∈ P | (a,a) ∈ Γ }, it follows that

ΔΓ =
⋃

(X ,d)∈S
Im d

but that it is not true that a ∈ ΔΓ , b ∈ ΔΓ ⇒ (a,b) ∈ Γ .

12.1.21 Definition If Γ ⊆ Ω is a suitable subsemigroup, we define qMetΓ to be
the full subcategory of qMet containing all (X ,d) such that for all (x,y) ∈ X × X :
(d(x,y), d(y,x)) ∈ Γ .

If, for any space (X ,d) we define

d̂ : X × X −→ P × P : (x,y) �→ (d(x,y), d(y,x))

then (X ,d) will be in qMetΓ if and only if Imd̂ ⊆ Γ .

12.1.22 Theorem For any symmetric suitable subsemigroup Γ , qMetΓ is a stable
subcategory of qMet.

Proof For any object (X ,d) in qMet we define dΓ : X × X −→ Γ by

(dΓ (x,y), dΓ (y,x)) = γΓ (d(x,y), d(y,x)).

From the subadditivity of γΓ it follows that dΓ in turn is a quasi-metric, and it is then
easily verified that 1X : (X ,dΓ ) −→ (X ,d) is the qMetΓ -coreflection.

Since the initial quasi-metric for the source ( f j : X −→ (X j ,d j )) j∈J is given
by d(x,y) = sup j∈J d j ( f j (x), f j (y)), reflectivity follows from the definition of
qMetΓ . 	

12.1.23 Theorem If S is a stable subcategory of qMet then it is of type qMetΓ for
some symmetric suitable subsemigroup Γ .

Proof IfS is a stable subcategory of qMet, we know thatΓϕS is a symmetric suitable
subsemigroup, and so it defines the stable subcategory qMetΓϕS

. Since γΓϕS
= ϕS,

it follows that the objects which are invariant by coreflection are the same in either
case, and so S = qMetΓϕS

. 	
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12.1.24 Theorem The collection of all stable subcategories of qMet is the set
{qMetΓ | Γ ⊆ P

2 suitable symmetric subsemigroup}.
Proof This follows from 12.1.22 and 12.1.23. 	


In the proof of the next result we will make use of the following additional prop-
erties of the function γ = γΓ :

1. For all a ∈ P : γ1(∞,a) = γ2(a, ∞) = ∞.
2. If a < b, then γ1(a,b) ≤ γ2(a,b).

To see (2) it is sufficient to consider the diagram

(x,y, γ1(a,b), γ2(a,b))
c ��

1{x,y}
��

(x,y,a,b)

(x,y, γ2(a,b), γ1(a,b))

1{x,y}

���������������

where c stands for the coreflection.

12.1.25 Proposition If Γ and Γ ′ are symmetric suitable subsemigroups, the sub-
categories qMetΓ and qMetΓ ′ are concretely isomorphic if and only if there exists
an m ∈]0, ∞[ such that Γ ′ = mΓ .

Proof That the condition is sufficient is evident. In order to prove the necessity, we
proceed step by step.

1. Let F : qMetΓ −→ qMetΓ ′ be a concrete isomorphism. As in the proof of
12.1.15 it defines a bijection between the quasi-metrics in qMetΓ and qMetΓ ′ on a
two-point set {x,y}. Hence it induces a bijection

λ = λF : Γ −→ Γ ′ : (a,b) �→ λ (a,b) = (λ1(a,b), λ2(a,b))

such that

F((x,y,a,b)) = (x,y, λ1(a,b), λ2(a,b)).

As in 12.1.15 it follows that λ1(a,b) = λ2(b,a), and therefore λ1(a,a) = λ2(a,a),
and so F also induces a map

μ = μF : pr(Γ ) −→ pr(Γ ′) : a �→ μ(a)

such that λ (a,a) = (μ(a), μ(a)), and which once more is a bijection.
2. If (X ,d) is in qMetΓ , {x,y} ⊆ X, d(x,y) = a, d(y,x) = b, the initial source

j : (x,y,a,b) → (X ,d) is mapped by F onto the initial source

j : (x,y, λ1(a,b), λ2(a,b)) → F(X ,d) = (X,F(d)),
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and so F(d)(x,y) = λ1(a,b), F(d)(y,x) = λ2(a,b).
3. Since Γ2 = {(0, 0), (∞, ∞)} and Γ4 = {(0, 0), (∞, ∞), (0, ∞), (∞, 0)} are

the only finite symmetric suitable subsemigroups of Ω , it follows from (1) that
Γ = Γ2 ⇒ Γ ′ = Γ2, Γ = Γ4 ⇒ Γ ′ = Γ4, and in both cases the result is obtained
with m = 1. From now on we can suppose that Γ �∈ {Γ2, Γ4} and therefore that
pr(Γ ) �= {0, ∞}.

4. Once more, the same proof as in 12.1.15 shows that

(a) λ and μ are additive.
(b) μ(a) ∈]0, ∞[∩pr(Γ ) for a ∈]0, ∞[∩pr(Γ ).
(c) μ(pa) = pμ(a) for all a ∈ pr(Γ ), p ∈ N.
(d) There exists an m ∈]0, ∞[ such that μ(a) = ma for all a ∈ pr(Γ ).

5. For all (a,b) ∈ Γ : λ (a,b) ∈ {(μ(a), μ(b)), (μ(b), μ(a))}. Indeed, the initial
source

(x, y, a, b)

(x,y,a ∨ b,a ∨ b)

1{x,y}
������������������

1{x,y} ������������������

(x, y, b, a)

is mapped by F onto an initial source. The initial structure on {x,y} is given on one
side by

(x,y, λ1(a,b) ∨ λ2(a,b), λ1(a,b) ∨ λ2(a,b)),

on the other side by
(x,y, μ(a ∨ b), μ(a ∨ b)),

and therefore λ1(a,b) ∨ λ2(a,b) = (μ(a ∨ b), μ(a ∨ b)).
Considering in the same way a final sink, we also obtain λ1(a,b) ∧ λ2(a,b) =

(μ(a ∧ b), μ(a ∧ b)). The result now immediately follows by considering the cases
a < b and a > b.

6. Finally we prove that either for all (a,b) ∈ Γ : λ (a,b) = (μ(a), μ(b)) or for
all (a,b) ∈ Γ : λ (a,b) = (μ(b), μ(a)). To do this we only have to consider the case
a �= b. So suppose there exist (a,b) and (c,d) such that λ (a,b) = (ma,mb) and
λ (c,d) = (md,mc). Since λ1(r ,s) = λ2(s,r) we may suppose a < b,c < d and so
b �= 0, d �= 0. Four cases then are to be considered.

(i) (a,b) � (c,d). Thena<b≤d, a≤c<d. If c �=0,we havea/c<b/c, b/d<b/c, so
(a/c)∨(b/d)<b/c and there exist p ∈ N, q ∈ N such that (a/c)∨(b/d)<q/p<b/c
and therefore pa<qc, pb<qd, qc<pb.
It follows that 1{x,y} : (x,y,qc,qd) −→ (x,y,pa,pb) is a morphism and that its
image 1{x,y} : (x,y,mqd,mqc) → (x,y,mpa,mpb) by F is not. If c = 0, then



12.1 Stable Subcategories of App, qMet and Met 401

a = 0, so b < d. Taking p ∈ N, q ∈ N such that b/d < q/p we obtain the same
result.

(ii) (c,d) � (a,b). Exchange the roles of (a,b) and (c,d) in (i).
(iii) a < c, d < b. Now we have a < c < d < b. The sink

(x, y, a, b)

1{x,y}

����������������

(x, y, a, d)

(x, y, c, d)

1{x,y}

����������������

is final since a ∧ c = a, b ∧ d = d, so its image by F is final too. Since in this
image the final structure is given by either (x,y,ma,md) or (x,y,md,ma), the first
alternative is not acceptable because of mc < md, and the second not because of
ma < md.

(iv) c < a, b < d. Again exchange the roles of (a,b) and (c,d) in (iii). 	

12.1.26 Example Some interesting particular cases of the foregoing result arise.

1. If Γ = Γ2 = {(0, 0), (∞, ∞)}, then qMetΓ is concretely isomorphic to the
subcategory of Top consisting of all coproducts of indiscrete spaces.

2. IfΓ = Γ4 = {(0, 0), (∞, ∞), (0, ∞), (∞, 0)}, then qMetΓ is concretely isomor-
phic to the subcategory Fin of Top consisting of all finitely generated spaces.

3. If Γ = {(a,a) | a ∈ P}, then qMetΓ = Met.
4. If Γ is a suitable subsemigroup of P, then qMetΓ ×Γ = qMet ∩ AppΓ .

The third observation, together with the foregoing result immediately give the
following result for the case ofMet. LetMetΓ be defined as the full subcategory of
Met with objects all (X ,d) for which Imd ⊆ Γ .

12.1.27 Theorem The collection of all stable subcategories of Met is the set
{MetΓ | Γ ⊆ P suitable subsemigroup}.
Proof This follows from the foregoing remarks. 	


12.2 A Quasi-topos Supercategory of App

A topological category C is a quasi-topos (see Herrlich 1987; Wyler 1976, 1991
and the references therein) if it is at the same time cartesian closed (see Bentley
et al. 1987; Brandenburg and Hušek 1982; Booth and Tillotson 1980; Lee 1976 and
the references therein) and extensional (see Herrlich 1988a, b and the references
therein). As a general reference see the books of Preuss (1987, 2002).
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A topological category C is cartesian closed if for each C -object A the functor
A × − has a right adjoint. However, it is often more informative to describe a
topological category as being cartesian closed if it has nice function spaces in the
sense of the following definition.

A topological category C is cartesian closed if for every pair A, B of C -objects
the set C (A,B) can de equipped with the structure of a C -object, denoted [A,B]
which fulfils the following properties.

(CC1) The evaluation map ev : A × [A,B] −→ B : (x, f ) �→ f (x) is a C -
morphism.

(CC2) For each C -object C and C -morphism f : A × C −→ B, the map f ∗ :
C −→ [A,B] defined by f ∗(c)(a) := f (a,c) is a C -morphism.

A × [A,B] ev �� B

A × C

1A× f ∗
		

f



����������

A topological category C is extensional if partial morphisms are representable,
precisely, if it fulfils the following property.

(ET) Every object (B, ξ ) can be embedded in a so-called one-point extension
(B#, ξ #), where B# = B ∪ {∞B}, ∞B �∈ B, such that for every object A,
for every subobject C of A, and for every morphism f : C −→ B, the exten-
sion, f # : A −→ B#, defined by f #(A\C) := {∞B} is a morphism.

C
� � ��

f

��

A

f #

��
B

� � �� B#

We begin by constructing a quasi-topos which contains App as a fully embedded
subcategory. We will not be interested in this category in itself but it does serve our
purpose for constructing hulls since it will be a supercategory of App having all the
properties of the various hulls. Let X be a set and consider a map

λ : F(X) −→ P
X

which fulfils the following properties.

(L1) ∀x ∈ X : λ ẋ(x) = 0.
(CAL) ∀F ,G ∈ F(X) : λ (F ∩ G ) = λF ∨ λG .
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We call this a convergence-approach limit operator or shortly CA-limit operator
and the space (X, λ ) a convergence-approach space or shortly a CA-space. Given
CA-spaces (X, λ ) and (X ′, λ ′) a map f : X −→ X ′ is said to be a contraction if
for allF ∈ F(X) : λ ′( f (F )) ◦ f ≤ λF . The category consisting of all CA-spaces
with contractions is denoted CAp.

In order to prove our next theorem we need some preparation.
1. First we need the definition of hom-sets in CAp. Suppose that X and Y are

CA-spaces and consider the set CAp(X ,Y ) of all contractions between X and Y . For
a filter Ψ ∈ F(CAp(X ,Y )) and a filter F ∈ F(X) we write

Ψ (F ) := {ψ(F) | ψ ∈ Ψ , F ∈ F }

where

ψ(F) := {g(y) | g ∈ ψ, y ∈ F}.

ClearlyΨ (F ) ∈ F(Y ). Further, if f ∈ CAp(X ,Y ) then we define

L(Ψ , f ) := {α ∈ P | ∀F ∈ F(X) : λY (Ψ (F )) ◦ f ≤ λXF ∨ α}.

Since L(Ψ , f ) is a nonempty subinterval of P the following function is well-defined

λ : F(CAp(X ,Y )) −→ P
CAp(X ,Y ) : Ψ �→ infL(Ψ , ·).

We leave the verification that (CAp(X ,Y ), λ ) is a CA-space to the reader but we
note that (CAL) follows from the fact that for any f ∈ CAp(X ,Y ) and Ψ , Φ ∈
F(CAp(X ,Y )) we have L(Ψ ∩ Φ, f ) = L(Ψ , f ) ∩ L(Φ, f ).

2. Second we need the definition of ·#-extensions in CAp. Given a CA-space Y
we put

Y # := Y ∪ {∞Y }

where ∞Y �∈ Y and define

λ # : F(Y #) −→ P
Y #

as follows

λ #F (y) =
{

λF|Y (y) y ∈ Y and F �= stack ∞Y ,

0 otherwise.

Again we leave the rather lengthy but straightforward verification that (Y #, λ #) is a
CA-space to the reader. Moreover it is also straightforward to see that Y is a subspace
of Y #.
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12.2.1 Theorem CAp is a quasi-topos.

Proof 1. CAp is a topological category. Consider the source

( f j : X −→ (X j , λ j )) j∈J

then the initial CA-limit is given by

λF = sup
j∈J

λ j ( f jF ) ◦ f j .

We leave the verification of the details to the reader.
2. CAp is cartesian closed. First, take two CA-spaces X and Y and consider the

evaluation

ev : X × CAp(X, Y ) −→ Y : (x, f ) �→ f (x).

Let G ∈ F(X × CAp(X ,Y )) and put

F := prX G andΨ := prCAp(X ,Y ) G.

Now fix (x, f ) ∈ X × CAp(X ,Y ), then it follows from the definition of λ and the
description of initial structures in CAp that

(λX × λ )(G)(x, f ) = λXF (x) ∨ λΨ ( f )

= inf{λXF (x) ∨ α | α ∈ L(Ψ , f )}.

From this and the definition of L(Ψ , f ) we then obtain

λY (stack ev(G)( f (x)) ≤ λY (stack ev(F × Ψ ))( f (x))

= λY (stackΨ (F ))( f (x))

≤ λF (x) ∨ λΨ ( f )

= (λX × λ )(G)(x, f )

which proves that the evaluation map is a contraction.
Second, take three CA-spaces X , Y and Z , a contraction

f : X × Z −→ Y

and consider the transpose

f ∗ : Z −→ CAp(X, Y ) : z �→ [x �→ f (x,z)].
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If G ∈ F(Z), F ∈ F(X), z ∈ Z and x ∈ X then

λY (stack f ∗(G )(F ))( f ∗(z)(x)) = λY (stack f (F × G ))( f (x,z))

≤ λXF (x) ∨ λZG (z)

which implies that λZG (z) ∈ L f ∗(G ), f ∗(z)) and thus

λ ( f ∗G )( f ∗(z)) ≤ λZG (z).

This proves that f ∗ is a contraction.
3. CAp is extensional. Let X and Y be CA-spaces and let Z ⊆ X . The subobject

Z has as CA-limit operator λZF = λX stackF for any F ∈ F(Z). Now let f :
Z −→ Y be a contraction, i.e. a so-called partial morphism from X to Y and define

f # : X −→ Y # : x �→
{

f (x) x ∈ Z ,

∞Y x ∈ X \ Z .

Let F ∈ F(X) and x ∈ X . IfF has a trace on Z and x ∈ Z then it follows that

λ # stackY # f #(F )( f #(x)) = λ stackY f (F|Z )( f (x))

≤ λZF|Z (x)

= λX stackF|Z (x)

≤ λXF (x).

If x ∈ X \ Z or ifF does not have a trace on Z then again the same inequality holds
by definition of λ #. Hence f # is a contraction, which proves that partial morphisms
are representable and hence that CAp is extensional.

Since a quasi-topos is by definition a cartesian closed extensional topological
category we are finished. 	

12.2.2 Theorem App is finally dense in CAp.

Proof It suffices to prove that any CA-space (X, λ ) can be obtained via a final sink
from a particular set of filter spaces (see 1.2.63). For each F ∈ F(X) consider the
filter space (X, λ(F ,λF )) then it is easily verified that

(1X : (X, λ(F ,λF )) −→ (X, λ ))F∈F(X)

is a final sink in CAp. 	

12.2.3 Corollary App is a concretely reflective subcategory of CAp.

We recall that Conv is the category of convergence spaces and continuous maps
as defined e.g. in Colebunders and Lowen (2001). In the literature this category is

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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sometimes also referred to as the category of limit spaces (sometimes with a slight
change in the definition).

12.2.4 Theorem Conv is stable in CAp.

Proof Given a CA-space (X, λ ) it is easily seen that on the one hand

λ∗(F )(x) :=
{
0 λ (F )(x) < ∞,

∞ λ (F )(x) = ∞,

is a CA-limit which determines the concrete reflection and on the other hand

λ ∗(F )(x) :=
{
0 λ (F )(x) = 0,

∞ λ (F )(x) > 0,

too is a CA-limit which determines the concrete coreflection. 	


12.3 The Extensional Topological Hull of App

The extensional topological hull of a category C (shortly denoted by ETH(C )), if
it exists, is defined as the smallest extensional topological category B in which C
is finally dense. Given an extensional topological category A in which C is finally
dense, the extensional topological hull of C is the full subcategory of A with those
objects C for which there exists an initial source ( fi : C −→ A#

i , )i∈I , such that
∀i ∈ I : Ai ∈ C . In short, the extensional topological hull of C is the initial
(or bireflective) hull in A of the one-point extensions of C -objects. See Herrlich
(1987,1988a, b).

12.3.1 Definition Given a set X a map λ : F(X) −→ P
X which fulfils (L1) and

(L2) is called a pre-limit and the pair (X, λ ) is called a pre-approach space. We
denote PrAp the full subcategory of CAp with objects all pre-approach spaces.

A quick inspection of the theorems in the first chapter showing the equivalence of
limit operators and distances in App shows that a pre-approach limit is equivalent to
what we call a pre-distance, i.e. a function δ : X × 2X −→ P satisfying properties
(D1), (D2) and (D3) and that the transition from one structure to another goes via pre-
cisely the same formulas. Therefore objects in PrAp carry two equivalent structures
and we will of course at each instance choose whichever is most convenient.

12.3.2 Theorem (pL ⇒ pD) If λ : F(X) −→ P
X is a pre-limit operator on X, then

the function

δ : X × 2X −→ P : (x,A) �→ inf
U ∈U(A)

λU (x)
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is a pre-distance on X. Moreover, for any F ∈ F(X) and x ∈ X, we have

λF (x) = sup
U∈secF

δ (x,U ).

Proof This is contained in the proof of 1.2.2. 	

12.3.3 Theorem (pD ⇒ pL) If δ : X × 2X −→ P is a pre-distance on X, then the
function

λ : F(X) −→ P
X : F �→ sup

U∈secF
δU

is a pre-limit operator on X. Moreover, for any x ∈ X and A ∈ 2X , we have

δ (x,A) = inf
U ∈U(A)

λU (x).

Proof This is contained in the proof of 1.2.1. 	

12.3.4 Theorem PrAp is an extensional concretely reflective subcategory of CAp
containing App as a concretely reflective subcategory.

Proof That PrAp is a concretely reflective subcategory of CAp is easily seen. The
reflection of a CA-space (X, λ ) is determined by the pre-distance

δ (x, A) := inf
U ∈U(A)

λU (x).

That PrAp contains App as a concretely reflective subcategory follows at once from
12.2.3. That PrAp is extensional finally goes as in 12.2.1. 	


In the following result we require P
# and in particular its pre-distance

δ #
P

: P
# × 2P

# −→ P

which, as the reader can easily verify is the unique distance which extends δP and
further satisfies

δ #
P
(x, A) = 0 if ∞P ∈ {x} ∪ A and A �= ∅.

The reader will indeed easily verify that δ #
P
and λ #

P
are equivalent in the sense of

12.3.1.

12.3.5 Theorem P
# is initially dense in PrAp.

Proof Let X and Y be objects in PrAp and suppose that f : X −→ Y is not a
contraction. This implies that there exist x ∈ X and A ⊆ X such that δX (x, A) <

δY ( f (x), f (A)). We now define the following function

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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g : Y −→ P
# : y �→

⎧
⎪⎨

⎪⎩

δY ( f (x), f (A)) y = f (x),

∞P y �∈ f (A), y �= f (x),

0 y ∈ f (A).

To see that g is a contraction note that for y ∈ Y and B a nonempty subset of Y the
value δ #

P
(g(y), g(B)) is non zero only if

y = f (x), ∞P �∈ g(B) and δY ( f (x), f (A)) �∈ g(B).

In that case however

δ #
P
(g(y), g(B)) = δP(δY ( f (x), f (A)), {0})

= δY ( f (x), f (A))

≤ δY (y, B).

Finally, that g ◦ f is not a contraction follows from

δX (x, A) < δY ( f (x), f (A))

= δP(δY ( f (x), f (A)), {0})
= δ #

P
(g( f (x)), g( f (A)))

and this completes the proof. 	

12.3.6 Theorem PrAp is the extensional topological hull of App.

Proof By 12.3.4 PrAp is extensional, and by 12.2.2 App is finally dense in PrAp.
Finally by 12.3.5 the class of objects

{(X#, λ #) | (X, λ ) ∈ App}

is initially dense in PrAp and hence the result follows from Herrlich (1987). 	

12.3.7 Corollary App is finally dense in PrAp.

12.3.8 Theorem PrTop is stable in PrAp.

Proof Given a pre-approach space (X, λ ) it is easily seen that λ∗ and λ ∗ as defined
in 12.2.4 are pre-approach limits and determine respectively the concrete reflection
and coreflection. 	
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12.4 The Cartesian Closed Topological Hull of PrAp

The CCT hull of a category C (shortly denoted by CCTH(C )) (if it exists) is defined
as the smallest CCT category B in which C is closed under finite products (see
Herrlich and Nel 1977; Nel 1977; Weck-Schwarz 1991 and the references therein).
Also from Herrlich and Nel (1977), we recall that given a CCT categoryD in which
C is finally dense, the CCT hull of C is the full subcategory of D determined by

CCTH(C ) := {C a D-object |there exists an initial source ( fi : C −→ [Ai ,Bi ])i∈I

where ∀i ∈ I : Ai and Bi are in C }.

In short, the CCT hull of C is the initial hull inD of the power-objects of C -objects.
Amore recent survey of such properties and hull concepts can be found inHerrlich

(1987) and Schwarz and Weck-Schwarz (1991).
We use the notations and general construction from Bourdaud (1975, 1976). Let

C(P#) stand for the full subcategory of CApwith objects those spaces X which carry
the initial structure for the source

j : X −→ CAp(CAp(X, P
#), P

#) : x �→ [ f �→ f (x)]

12.4.1 Theorem C(P#) is the cartesian closed topological hull of PrAp.

Proof By Bourdaud (1976), C(P#) is cartesian closed topological with hom-objects
formed as in CAp, C(P#) is concretely reflective in CAp and P

# is in C(P#). By
12.3.4 PrAp is concretely reflective in CAp. Hence it follows from 12.3.5 that PrAp
is a subcategory of C(P#) which is closed under the formation of finite products in
C(P#). That PrAp is finally dense in C(P#) follows at once from 12.2.2. Moreover,
since the functor

CAp(·, P
#) : CAp −→ CAp

transforms final epi-sinks into initial sources, 12.2.2 also implies that powers of
objects in PrAp are initially dense in C(P#).

Consequently, following Herrlich and Nel (1977), C(P#) is indeed the cartesian
closed topological hull of PrAp. 	


Of course we need to give an internal characterization of the objects in C(P#)

and therefore we need an explicit formulation of the initial limit determined by the
source

j : X −→ CAp(CAp(X, P
#), P

#) : x �→ [ f �→ f (x)]

where X is a CA-space.
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We will use the following notations:

1. The limit on CAp(X, P
#) is denoted by λP

H .
2. The limit on CAp(CAp(X, P

#), P
#) is denoted by λP

H H .
3. For A ⊆ X and β ∈ P we put

A<β> := {k ∈ CAp(X, P
#) | k−1[0, β ] ∩ A �= ∅}.

In the following result we use the function l as defined in 1.2.62.

12.4.2 Proposition If μ stands for the initial limit operator on X, determined by
the source j : X −→ CAp(CAp(X, P

#), P
#), H ∈ F(X), a ∈ X and α ∈ P then

the following properties are equivalent.

1. μH (a) ≤ α .
2. ∀Ψ ∈ F(CAp(X, P

#)),∀ f ∈ CAp(X, P
#) such that f (a) �= ∞P, stackΨ (H ) �=

stack ∞P and λP

HΨ ( f ) < ∞ and ∀β < f (a)−λP

HΨ ( f )∨α there exists H ∈ H

such that H<β> ∈ Ψ .

Proof For simplicity in notation we put D for the set of all those pairs (Ψ , f ) ∈
F(CAp(X, P

#)) × CAp(X, P
#) such that

f (a) �= ∞P, stackΨ (H ) �= stack ∞P and λP

HΨ ( f ) < ∞.

Then we have

μH (a) = λP

H H stack j (H )( j (a)) ≤ α

⇔ ∀Ψ ∈ F(CAp(X, P
#)),∀ f ∈ CAp(X, P

#) : λ #
P
stackΨ (H )( f (a)) ≤ λP

HΨ ( f ) ∨ α

⇔ ∀(Ψ , f ) ∈ D : λP stackΨ (H )|P( f (a)) ≤ λP

HΨ ( f ) ∨ α

⇔ ∀(Ψ , f ) ∈ D : f (a) � l(stackΨ (H )|P) ≤ λP

HΨ ( f ) ∨ α

⇔ ∀(Ψ , f ) ∈ D,∀β ∈ [0, f (a) − λP

HΨ ( f ) ∨ α[: ]β , ∞] ∈ stackΨ (H )|P
⇔ ∀β ∈ [0, f (a) − λP

HΨ ( f ) ∨ α[ ∃H ∈ H : H<β> ∈ Ψ . 	

12.4.3 Definition We define and denote by PsAp the full subcategory of CAp with
objects those CA-spaces which moreover fulfil the following property.

(PSAL) ∀F ∈ F(X) : λF = supU ∈U(F ) λU .

An object in PsAp is called a pseudo-approach space and its limit operator is
called a pseudo-limit operator.

12.4.4 Lemma Suppose X and Y are CA-spaces, Ψ ∈ F(CAp(X, Y )), F ∈ F(X)

and W ∈ U(stackΨ (F )) then the following properties hold.

1. There exists U ∈ U(F ) : stackΨ (U ) ⊆ W .
2. There exists Φ ∈ U(Ψ ) : stackΦ(F ) ⊆ W .

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Proof The proof of 2 is perfectly analogous to that of 1 so we only prove 1. Suppose
that for everyU ∈ U(F ) there existsψ ∈ Ψ andU ∈ U such thatψ(U ) �∈ W . Then
we apply 1.1.4 to select a finite collection U1, . . . ,Un ∈ U(F ) and corresponding
sets ψ1, . . . , ψn ∈ Ψ and Ui ∈ Ui for i ∈ {1, . . . , n} such that

n⋃

i=1

Ui ∈ F and ψi (Ui ) �∈ W for all i ∈ {1, . . . , n}.

Then however

(

n⋂

i=1

ψi )(

n⋃

i=1

Ui ) ∈ W

which is a contradiction. 	

12.4.5 Proposition Suppose that X is a CA-space and Y a pseudo-approach space.
For Ψ ∈ F(CAp(X ,Y )), f ∈ CAp(X ,Y ) and α ∈ P the following properties are
equivalent.

1. ∀F ∈ F(X) : λY stackΨ (F ) ◦ f ≤ λXF ∨ α .
2. ∀U ∈ U(X) : λY stackΨ (U ) ◦ f ≤ λXU ∨ α .
3. ∀F ∈ F(X),∀Φ ∈ U(Ψ ) : λY stackΦ(F ) ◦ f ≤ λXF ∨ α .
4. ∀U ∈ U(X),∀Φ ∈ U(Ψ ) : λY stackΦ(U ) ◦ f ≤ λXU ∨ α .

Proof The implications 1 ⇒ 2 ⇒ 4 and 1 ⇒ 3 ⇒ 4 are evident.
4 ⇒ 1. This follows from the foregoing lemma and

λY stackΨ (F ) ◦ f = sup
W ∈U(Ψ (F ))

λYW ◦ f

≤ sup
U ∈U(F ))

sup
Φ∈U(Ψ )

λY stackΦ(U ) ◦ f

≤ sup
U ∈U(F ))

λXU ∨ α

≤ λXF ∨ α . 	


12.4.6 Corollary Suppose that X is a CA-space and Y a pseudo-approach space.
For a map f : X −→ Y the following properties are equivalent.

1. f is a contraction.
2. ∀U ∈ U(X) : λY stack f (U ) ◦ f ≤ λXU .

12.4.7 Theorem PsAp is a concretely reflective subcategory of CAp.

Proof Making use of the foregoing corollary it is immediately verified that for a
given CA-space (X, λ ) its PsAp-reflection is determined by λ̃ where

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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λ̃F = sup
U ∈U(F )

λU .

	

12.4.8 Proposition If X is a CA-space and Y is a pseudo-approach space then
CAp(X ,Y ) is a pseudo-approach space.

Proof Let λ stand for the limit operator on CAp(X ,Y ), let Ψ ∈ F(CAp(X ,Y )) and
let f ∈ CAp(X ,Y ). Put

α := sup
Φ∈U(Ψ )

λΦ( f )

then for all Φ ∈ U(Ψ ) and F ∈ F(X) we have

λY Φ(F ) ◦ f ≤ λXF ∨ α

which by 12.4.5 implies that for all F ∈ F(X)

λYΨ (F ) ◦ f ≤ λXF ∨ α

and thus that λΨ (F ) ≤ α . 	

We are now in a position to prove the main result of this section, namely the

internal characterization of the objects in the cartesian closed topological hull of
PrAp.

12.4.9 Theorem PsAp is the cartesian closed topological hull of PrAp.

Proof If X is an object in C(P#) then it follows from 12.4.8 that

CAp(CAp(X, P
#), P

#)

is a pseudo-approach space.By12.4.7 it then follows that also X is a pseudo-approach
space.

Conversely, let X be a pseudo-approach space and let μ stand for the initial limit
operator on X determined by the source

j : X −→ CAp(CAp(X, P
#), P

#)

then μ ≤ λX . Now, since they both are pseudo-approach limits, in order to coincide
we just have to verify the other inequality on ultrafilters. Suppose therefore on the
contrary that there exists a ∈ X and an ultrafilter H ∈ U(X) such that μH (a) <

λXH (a). For all W ∈ H put

W̃ := {k ∈ CAp(X, P
#) | k(X\W ) = ∞P}.
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In particular then, for any γ ∈ P, the two-valued function

kW
γ : X −→ P

# : x �→
{

∞P x ∈ X\W,

γ x ∈ W,

is a contraction which belongs to W̃ . It follows that {W̃ | W ∈ H } is a filterbasis
on CAp(X, P

#). Let us denote by Ψ the filter generated by this base. Further, also
consider the two-valued contraction

f : X −→ P
# : x �→

{
∞P x �= a,

λXH (a) x = a.

Now let U ∈ U(X). If U �= H then stackΨ (U ) = stack ∞P and therefore

λ #
P
stackΨ (U )( f (a)) = 0.

If U = H then stackΨ (U ) �= stack ∞P and then

λ #
P
stackΨ (U )( f (a)) = λP stackΨ (U )|P( f (a)) ≤ f (a).

Thus it follows that for all U ∈ U(X)

λ #
P
stackΨ (U )( f (a)) ≤ λXU (a).

Moreover, since f (x) = ∞P for x �= a we finally have

λ #
P
stackΨ (U ) ◦ f ≤ λXU .

Now from the arbitrariness of U and upon applying 12.4.5 we can conclude that

λP

HΨ ( f ) = 0.

If we now put α := μH (a) then it is clear thatΨ and f satisfy all the conditions in
12.4.2. Since α < f (a) we can thus choose β ∈ [0, f (a) − α[ and then it follows
from 12.4.2 that there exists H ∈ H such that H<β> ∈ Ψ . Then let W ∈ H be
such that W̃ ⊆ H<β>. Since kW

β ∈ W̃ it follows that

W ∩ H = {x | kW
β (x) ∈ [0, β ]} ∩ H = ∅

which is a contradiction, and hence we are finished. 	
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12.5 The Quasi-topos Hull of App

The quasi-topos hull of a category C (shortly denoted by QT(C )), if it exists, is the
smallest quasi-toposB in which C is finally dense. Given a quasi-toposA in which
C is finally dense, the quasi-topos hull of C is the full subcategory ofA with those
objects C for which there exists an initial source ( fi : C −→ [Ai ,B#

i ])i∈I , such that
∀i ∈ I : Ai and Bi are in C . In short, the quasi-topos hull of C is the initial (or
bireflective) hull in A of the power-objects of type [A,B#] for A and B in C . See
Herrlich (1987) and Schwarz (1989).

The quasi-topos hull of a category can be obtained by a two-step process. First
one makes the extensional topological hull and then one makes the cartesian closed
topological hull, precisely:

QT(C ) = CCTH(ETH(C ))

It was observed by Schwarz in 1989 that the order of taking hulls on the right-hand
side can not be interchanged (Schwarz 1989).

12.5.1 Proposition PsAp is extensional.

Proof This is analogous to the proof of the fact that CAp is extensional and we leave
this to the reader. 	

12.5.2 Theorem PsAp is the quasi-topos hull of PrAp.

Proof By 12.5.1 and 12.4.9 PsAp is a quasi-topos. Consequently it follows from
12.4.9 that it is the quasi-topos hull of PrAp. 	

12.5.3 Theorem PsAp is the quasi-topos hull of App.

Proof By 12.2.2 App is finally dense in PsAp and by 12.3.6 PrAp is the extensional
hull of App. Consequently it follows from 12.5.2 that PsAp is the quasi-topos hull
of App. 	

12.5.4 Corollary App is finally dense in PsAp and hence also concretely reflective
in PsAp.

12.5.5 Theorem PsTop is stable in PsAp.

Proof Given a pseudo-approach space (X, λ ) it is easily seen that λ∗ and λ ∗ as
defined in 12.2.4 are pseudo-approach limits and determine respectively the concrete
reflection and coreflection. 	
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12.6 The Cartesian Closed Topological Hull of App

In this section we will construct the cartesian closed topological hull of App. We do
this by identifying it with a subcategory of PsAp, the category of pseudo-approach
spaces, which was shown to be the quasi-topos hull, QTH(App), of App.

Whereas the objects of PsAp can be described by axioms quite similar to those
characterizing the objects of QTH(Top), the situation for CCTH(App) is somewhat
different. In this case it are also the metric aspects of the theory which will play a
prominent role.

12.6.1 Definition Given (X, λ ) in PsAp, we define

Ḟρ := {y ∈ X | ∃x ∈ F : δλ̄ (x, {y}) ≤ ρ}.

The family ( ˙(−)
ε
)ε∈R+ is (clearly) not a tower in general. However, we could

define

F•ρ := {y ∈ X | ∀ρ ′ > ρ, ∃x ∈ F : δλ̄ (x, {y}) ≤ ρ ′}

such that ((−)•ε )ε∈R+ does constitute a tower. Furthermore, one could observe in the
sequel that consistently replacing Ḟρ by F•ρ would not make an essential change
(other than the fact that the first form is nicer to work with, whereas the latter form
has conceptual advantages). Further we define

dX : F(X) × F(X) −→ P : (F ,G ) �→ dX (F ,G ) := inf{ρ ≥ 0 | Ġ ρ ⊆ F },

where Ġ ρ := stack{Ġρ | G ∈ G }.
Note that if dX (F ,G ) < α and dX (G ,H ) < β then Ġ α ⊆ F and I :=

Ḣ β ⊆ G , and consequently, Ḣ α+β ⊆ İ α ⊆ Ġ α ⊆ F . Hence dX is a quasi-
metric. Obviously dX can attain the value ∞, by definition it is clearly not symmetric
and for instance dX (Ḟ 0,F ) = 0.

We already know that in an approach space, for anyF ∈ F(X), the function λF
is a contraction. However we can also consider the function λ with two variables,
filters on X and points of X . The foregoing definition of a quasi-metric on the set of
all filters now makes it possible to consider contraction and continuity properties of
this function of two variables.

From 12.2.3 we know that App is concretely reflective in PsAp, and given a
pseudo-approach space (X, λ ) we denote the limit operator associated with its con-
crete reflection inAppbyλ .Wealso recall thatwedenoteTP = { ] a, ∞ ] |a ∈ P}∪{P}
(see 2.2.7).

http://dx.doi.org/10.1007/978-1-4471-6485-2_2
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12.6.2 Definition WedefineEpiAp to be the full subcategory ofPsApwhose objects
(X, λ ) satisfy the following property.

(C) λ : (U(X),TdX ) × (X,Tλ̄ ) −→ (P,TP) is a continuous map.

The following illustrates why, as usual, we could restrict ourselves to ultrafilters
in the foregoing definition.

12.6.3 Proposition (C) is equivalent to

(C)′ λ : (F(X),TdX ) × (X,Tλ̄ ) −→ (P,TP) is a continuous map.

Proof One implication is obvious.
Conversely, assume that λ : (U(X),TdX ) × (X,Tλ̄ ) −→ (P,TP) is continuous.

Now letF ∈ F(X) and x ∈ X be such that

K < λ (F )(x) = sup
U ∈U(F )

λ (U )(x).

Then we can we find some ultrafilter U ⊃ F such that λ (U )(x) > K , and hence
also V ∈ Vλ̄ (x) and δ > 0 such that dX (U ,W ) ≤ δ (where W ∈ U(X)) and
y ∈ V implies that λ (W )(y) > K . We now have to consider some G ∈ F(X) and
y ∈ V such that dX (F ,G ) < δ and y ∈ V . Since Ġ δ ⊆ F ⊆ U , we find some
W ∈ U(G ) such that Ẇ δ ⊆ U . Indeed, assume otherwise that

∀W ∈ U(G ), ∃W ∈ W : Ẇ δ �∈ U .

Thenby1.1.4we canfindW1, . . . , Wn such that Ẇi
δ �∈ U (1 ≤ i ≤ n) andW1∪. . .∪

Wn ∈ G . However, since U ⊃ F ⊃ Ġ δ � (W1 ∪ . . . ∪ Wn )̇δ = Ẇ1
δ ∪ . . . ∪ Ẇn

δ
,

we find that Ẇi
δ ∈ U for some 1 ≤ i ≤ n. Consequently, this is a contradiction

and therefore there exists some W ∈ U(G ) such that Ẇ δ ⊆ U , meaning that
dX (U ,W ) ≤ δ . By previous choices, we then find that λ (W )(x) > K , hence also
λ (G )(x) ≥ λ (W )(x) > K . 	


We are now in a position to state the main result of this section, which we will
prove in several steps.

12.6.4 Theorem EpiAp is the cartesian closed topological hull of App.

STEP 1: We first show that App ⊆ EpiAp.

12.6.5 Lemma Let (X, λ ) be an approach space and let F ,G ∈ F(X) and ρ ≥ 0,
then the following properties hold.

1. λḞ ρ ≤ λF + ρ .
2. λF ≤ λG + dX (F ,G ).

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Proof 1. Let U ∈ secḞ ρ , we then claim that U (ρ) ∈ secF . Indeed, let F ∈ F ,
then we find z ∈ U such that also z ∈ Ḟρ , meaning δ (y, {z}) ≤ ρ for some y ∈ F .
Hence, also δ (y,U ) ≤ ρ , i.e. y ∈ F ∩ U (ρ). If we now recall from 1.2.1 that

λḞ ρ (x) = sup
U∈secḞ ρ

δ (x,U ) and λF (x) = sup
U∈secF

δ (x,U ),

then the foregoing clearly demonstrates what was required.
2. Let dX (F ,G ) < α , hence Ġ α ⊆ F . Then, by the first claim, it follows that

λF ≤ λ Ġ α ≤ λG + α .

By the arbitrariness of α , we conclude that λF ≤ λG + dX (F ,G ). 	

The foregoing lemma shows that in an approach space, for any x ∈ X , also the

function λ (·)(x) is a contraction. However we can show more.

12.6.6 Proposition Let X be an approach space and let (A (x))x∈X be the approach
system. If we put

B⊕(F ,x) := {dX (F , ·) + ϕ | ϕ ∈ A (x)},

then (B⊕(F ,x))(F ,x)∈F(X)×X is an approach basis on F(X) × X and

λ : (F(X) × X, B̂⊕) −→ P is a contraction.

Proof Let BP(x) := {ϕ ∈ P
P | ϕ ≤ dP(x, ·)} if x < ∞ and let BP(∞) := {θ]a,∞] |

0 ≤ a < ∞}. We then know that this approach basis generates the approach system
associated with δP (see 1.2.62).

Now let (F ,x) ∈ F(X)× X and first assume that λF (x) < ∞. Also let 0 < ω <

∞ and 0 < ε be fixed. Since λF : X −→ P is a contraction we can find ϕ ∈ A (x)

such that
(λF (x) − λF ) ∧ ω ≤ ϕ + ε .

We then find that, for any y ∈ X :

(λF (x) − λG (y)) ∧ ω ≤ (λF (x) − λF (y)) ∧ ω + (λF (y) − λG (y)) ∧ ω
≤ ϕ(y) + ε + (λG (y) + dX (F ,G ) − λG (y)) ∧ ω
≤ ϕ(y) + ε + dX (F ,G ).

Hence, by the arbitrariness of ω and ε we are finished for this case.
Now we assume that λF (x) = ∞. Then we then need to show that for arbitrary

ε > 0 and 0 ≤ K , ω < ∞, there exists ϕ ∈ A (x) such that

∀G ∈ F(X) : θ]K ,∞](λG ) ∧ ω ≤ dX (F ,G ) + ϕ + ε .

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Since λF : X −→ P is a contraction, we can find ϕ ∈ A (x) such that

θ]K+ω,∞](λF ) ∧ ω ≤ ϕ + ε .

We now claim that for any y ∈ X :

θ]K ,∞](λG (y)) ∧ ω ≤ dX (F ,G ) + ϕ(y) + ε .

If dX (F ,G ) > ω or λG (y) > K , this is clearly satisfied, so let us assume that
dX (F ,G ) ≤ ω andλG (y) ≤ K . By the previous lemma,we thenfind thatλF (y) ≤
λG (y) + dX (F ,G ) ≤ K + ω , hence

ω = θ]K+ω,∞](λF (y)) ∧ ω ≤ ϕ(y) + ε ≤ dX (F ,G ) + ϕ(y) + ε,

which proves our claim. 	

This now allows us to draw the conclusion which we require.

12.6.7 Proposition App ⊆ EpiAp.

Proof Using notations as before, it is easily seen that theTop-coreflection of (F(X)×
X, B̂⊕) is (F(X) × X,TdX × Tλ̄ ) from which the conclusion follows. 	


STEP 2: Our next goal is to show that EpiAp is a cartesian closed topological
category.

12.6.8 Proposition Let f : X −→ Y be a contraction between PsAp-objects, then
f̄ : (F(X), dX ) −→ (F(Y ), dY ) : F �→ f (F ) is also a contraction.

Proof Since f : X −→ Y is a contraction, we find that

f (Ḟρ ) = f ({y ∈ X | ∃x ∈ F : δλ̄X
(x, {y}) ≤ ρ})

⊆ {y ∈ Y | ∃x ∈ f (F) : δλ̄Y
(x, {y}) ≤ ρ} = f (F )̇ ρ

and, hence, f (F )̇ ρ ⊆ f (Ḟ ρ ) (for allF ∈ F(X) and ρ ≥ 0). Consequently, Ġ ρ ⊆
F implies that f (G )̇ ρ ⊆ f (Ġ ρ ) ⊆ f (F ), which means that dY ( f (F ), f (G )) ≤
dX (F ,G ). 	

12.6.9 Theorem EpiAp is concretely reflective in PsAp, in particular, EpiAp is a
topological category.

Proof Let ( fi : (X, λ ) −→ (Xi , λi ))i∈I be initial in PsAp, where all (Xi , λi ) are in
EpiAp. To show that (X, λ ) satisfies (C), assume that A ∈ TP, then it follows that

λ−1(A) :=
⋃

i∈I

(
λi ◦ ( f̄i × fi )

)−1
(A).
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From the contractivity of all fi , i ∈ I , the foregoing result and the fact that all λi ,
i ∈ I , satisfy (C) it follows that λ−1(A) is open. Hence λ is continuous and (X, λ )

is in EpiAp. 	

12.6.10 Proposition Let X and Y be PsAp-objects, and let G be a filter on X, then
the map Ḡ : F(PsAp(X ,Y )) −→ F(Y ) : Ψ �→ Ψ (G ) is a contraction, i.e. for any
pair Φ and Ψ of filters on PsAp(X ,Y ): dY (Φ(G ),Ψ (G )) ≤ dPsAp(X ,Y )(Φ,Ψ ).

Proof Since evx : [X ,Y ] −→ Y is a contraction for any x ∈ X , it follows that

ev(G × ϕ̇ρ ) =
⋃

x∈G

evx (ϕ̇ρ )

⊆
⋃

x∈G

(evx (ϕ))̇ ρ

⊆ (
⋃

x∈G

evx (ϕ))̇ ρ

= (ev(G × ϕ))̇ ρ ,

and, hence, Φ(F )̇ ρ ⊆ Φ̇ρ (F ) (for all Φ ∈ F(PsAp(X ,Y )) and F ∈ F(X)).
Consequently, Ψ̇ ρ ⊆ Φ implies that Ψ (G )̇ ρ ⊆ Ψ̇ ρ (G ) ⊆ Φ(G ), which means

that dY (Φ(G ),Ψ (G )) ≤ dPsAp(X ,Y )(Φ,Ψ ). 	

12.6.11 Theorem EpiAp is closed under the formation of power-objects in PsAp.
Moreover, if X is in PsAp and Y is in EpiAp, then [X ,Y ] is in EpiAp. In particular,
EpiAp is a cartesian closed category.

Proof Let λ be the limit-operator of [X ,Y ]. To show that [X ,Y ] satisfies (C), assume
that A ∈ TP, then it follows from the formula of λ (as a function of two variables)
that

λ−1(A) :=
⋃

(F ,x)∈F(X)×X

((
λY ◦ (F̄ × evx )

)−1(
A ∩ ]λXF (x), ∞])

)
.

Hence it follows from the fact that all evx , x ∈ X , are contractions, the foregoing
proposition and the fact that λY satisfies (C) that λ−1(A) is open. Hence [X ,Y ] is in
EpiAp. 	


STEP 3: We now turn to showing that proper “density” conditions are satisfied.

12.6.12 Theorem App is finally dense in EpiAp.

Proof This follows from 12.2.2. 	

12.6.13 Corollary App is a concretely reflective subcategory of EpiAp.

To show the other required density, we first indicate the following lemma.



420 12 Categorical Considerations

12.6.14 Lemma Let F ∈ F(P) and ε ≥ 0 and 0 ≤ y < ∞. Then

λP(F )(y) ≤ ε ⇔ ∀β > ε : ]y − β , ∞] ∈ F .

Proof This follows from the description of λP in 1.2.62. 	

In the following we assume without restriction that X �= ∅.

12.6.15 Proposition Let X be in EpiAp, then the map

j : X −→ [[X, P], P]

defined by j (x)( f ) = f (x) is an initial contraction.

Proof Wefirst give the following diagram for clarity andmention that j := ev∗
(X,λ ),P

is the map which makes the following diagram commute:

[[X, P], P] × [X, P] ev ��
P

X × [X, P]
j×1[X,P]

		

ev

�������������������

Hence, by properties of power-objects, j is a contraction.
In the following we also let

λH be the limit-operator on [X, P],
λH H be the limit-operator on [[X, P], P],

and Âδ := { f ∈ EpiAp(X, P) | f (A) ⊆ ]δ , ∞]} (A ⊆ X, 0 ≤ δ < ∞).

To prove that j is initial, we will show for every ultrafilter U on X , a ∈ X and
0 < K < ∞ that λU (a) > K implies that λH H ( j (U ))( j (a)) ≥ K . By 1.3.12, we
then find that j is initial.

By 12.6.3 and the fact that X is in EpiAp, we find V ∈ Vλ̄ (a) and δ ′ > 0 such
that for all F ∈ F(X) with dX (U ,F ) < δ ′ and x ∈ V , we have λF (x) > K .

Consider the map

g0 : X −→ P : α �→ δλ̄ (α,X \ V ),

which is a contraction by 1.3.4. As V ∈ Vλ̄ (a), we find that δ1 := g0(a) > 0.
First assume that g0(a) < K , then define g1 := g0 + (K − δ1) and finally

g := g1 ∧ K and δ ′′ := δ1. We then find that g ∈ EpiAp(X, P), g ≤ K , g(a) = K
and {g > K − δ ′′} ⊆ V .

If however g0(a) ≥ K , then define g := g0 ∧ K and choose 0 < δ ′′ < K , then
g and δ ′′ also fulfil the foregoing properties.

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Now choose 0 < δ < δ ′ ∧ δ ′′ and define Ψ to be the filter on EpiAp(X, P)

generated by the filterbasis

{F̂δ | F �= ∅, Ḟδ �∈ U }.

(It is clear that this is a filterbasis, as U is an ultrafilter and the constant ∞-function
belongs to every set in this collection. Furthermore, if no such F were to exist, it
would suffice to defineΨ := 0̇).

We now prove that λHΨ (g) ≤ K − δ . Let F be a filter on X and x ∈ X such
that λP(Ψ (F ))(g(x)) > K − δ . Hence K − δ < λP(Ψ (F ))(g(x)) ≤ g(x), and
consequently g(x) > K − δ and therefore x ∈ V . We also find that Ḟ δ ⊆ U
(meaning that dX (U ,F ) ≤ δ < δ ′). If this were not the case, then we could find
F ∈ F such that Ḟδ �∈ U , implying F̂δ ∈ Ψ , hence ]δ , ∞] ∈ Ψ (F ). As g(x) ≤ K ,
this implies in particular that

∀β > K − δ : ]g(x) − β , ∞] ∈ Ψ (F ).

By the previous lemma, this means that λP(Ψ (F ))(g(x)) ≤ K − δ , hence we have
a contradiction.

By previous choices, we then find that λF (x) > K . Also

λP(Ψ (F ))(g(x)) ≤ g(x) ≤ K ,

and consequently λP(Ψ (F ))(g(x)) ≤ λF (x). By definition of λH , we can thus
conclude that λHΨ (g) ≤ K − δ .

Now we show that λH H ( j (U ))( j (a)) ≥ K , by demonstrating that

λP( j (U )(Ψ ))( j (a)(g)) = λP(Ψ (U ))(g(a)) = K > K − δ = λHΨ (g).

Let us assume the contrary, i.e. λP(Ψ (U ))(g(a)) ≤ K − ε , where 0 < ε < K . This
implies that ∀β > K − ε : (g(a) − β , ∞] ∈ Ψ (U ), hence

∀β > K − ε : ∃U ∈ U : Û K−β ∈ Ψ .

In particular, for some γ ≥ 0, U ∈ U : Û γ ∈ Ψ . Consequently, F̂δ ⊆ Û γ for some
F �= ∅, Ḟδ �∈ U . However, this implies that if z �∈ Ḟδ , then δλ̄ (−, {z}) ∈ F̂δ ,

thus δλ̄ (−, {z}) ∈ Û γ , and hence z �∈ U which shows that U ⊆ Ḟδ . This is a
contradiction. 	


STEP 4: Now we are in a position to combine all previous results and to prove
the final step.

12.6.16 Theorem EpiAp is the cartesian closed topological hull of App.

Proof By the previous result, for any X in EpiAp we have an initial map j : X −→
[[X, P], P] and since the functor [−, P]:EpiAp −→ EpiAp transforms final epi-sinks
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into initial sources (see Herrlich and Nel 1977) (and by 12.6.12, we can obtain
[X, P] as a final lift of an epi-sink involving App-objects), we find that the class
{App(X ,Y ) | X, Y ∈ App} is initially dense in EpiAp and we are finished. 	


We now show that EpiTop = CCTH(Top) has a nice relation to EpiAp. To this
end, we first recall some facts regarding EpiTop introduced in Bourdaud (1975).

12.6.17 Definition Let (X ,q) be a pseudotopological space. We denote its Top-
reflection by (X, q̄) and define the point-operator (with respect to (X ,q)) as

• : 2X −→ 2X : A �→ A• := {x ∈ X | clq̄({x}) ∩ A �= ∅}.

Note that the point-operator determines a topological space, i.e. it is a topological
closure operator.

12.6.18 Definition A pseudotopological space X is called an Antoine space or epi-
topological space if and only if it satisfies the following properties (whereF • is the
filter generated by {F• | F ∈ F }).
1. ∀F ∈ F(X) : limF is closed in (X, q̄) (closed-domainedness).
2. ∀F ∈ F(X) : limF = limF • (point-regularity).

The full subcategory of PsTop consisting of Antoine spaces is denoted by EpiTop
and it was shown by work of Machado (1973) and Bourdaud (1975) that EpiTop =
CCTH(Top).

12.6.19 Proposition Let (X ,q) ∈ PsTop, then (X, λq̄) = (X, λ̄q).

Proof We will prove this by showing that (X, λq̄) is also the App-reflection of
(X, λq). To this end, let f : (X, λq) −→ (X, δ ) be a contraction, where (X, δ )

is in App. But then also f : (X, λq) −→ (X ,qδ ) is a contraction, where we recall
that the latter space is the PsTop-coreflection of (X, δ ). Since we observed earlier
that the Top-coreflection in App is just the restriction of the PsTop-coreflection,
it follows that (X ,qδ ) is a topological space, hence f : (X, λq̄) −→ (X ,qδ ) is a
contraction. Consequently, f : (X, λq̄) −→ (X, δ ) is a contraction. 	

12.6.20 Theorem EpiAp ∩ PsTop = EpiTop.

Proof If (X, λ ) is in PsTop, one easily finds that condition (C) is equivalent to

(T) ∀F �−→ a, ∃V ∈ V(X,Tλ̄ )(a) : Ġ 0 ⊆ F and x ∈ V ⇒ G �−→ x .

Also observe that in this case Ġ 0 = G •. Now assume that (T) holds (i.e. (X, λ ) is at
the same time in EpiAp and in PsTop).

Since Ḟ 0 ⊆ F (for all F ∈ F(X)), we find that for all F �−→ a there exists
V ∈ V(X,Tλ̄ )(a) such that V ⊆ (X \ limF ), meaning limF is closed in (X,Tλ̄ ).

Also, by letting F = Ḣ 0, we find that Ḣ 0 �−→ a implies H �−→ a, hence
limH = lim Ḣ 0 (for allH ∈ F(X)). Consequently, (X, λ ) is a closed-domained,
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point-regular pseudotopological space (i.e. an Antoine space, see Antoine 1966a,
b, c; Bourdaud 1974, 1975, 1976).

Conversely, assume (X, λ ) ∈ EpiTop and F �−→ a. Let V := X \ limF ∈
V(X,Tλ̄ )(a) (as (X, λ ) is closed-domained) and suppose Ġ 0 ⊆ F and x ∈ V . We

then find that G �−→ x , for if this were not the case, then also Ġ 0 −→ x (as (X, λ )

is point-regular), implyingF −→ x , which is a contradiction. 	

12.6.21 Theorem EpiTop is stable in EpiAp.

Proof Reflectivity is clear. As for coreflectivity, let (X, λ ) be in EpiAp, then we
show that (X, λ ′), the PsTop-coreflection of (X, λ ), is in EpiTop.

To this end, assume that F � qλ ′−→ x , i.e. λF (x) > 0. Since (X, λ ) ∈ EpiAp, we
find V ∈ V(X,Tλ̄ ) and δ > 0 such that for y ∈ V and d(X,λ )(F ,G ) < δ , we have
that λG (y) > 0.

As 1X : (X, λ ′) −→ (X, λ ) is a contraction, we find that V ∈ V(X,Tλ̄ ′ ) and that
d(X,λ ′)(F ,G ) < δ implies that d(X,λ )(F ,G ) < δ (by 12.6.8).

Putting things together, we therefore obtain:

∀F � qλ ′−→ x, ∃V ∈ V(X,Tλ̄ ′ ) : (y ∈ V and G • ⊆ F ) ⇒ λ (G )(y) > 0 ⇒ G � q
′
λ−→ y.

Consequently, (X, λ ′) satisfies (T) and is in PsTop, hence it is in EpiTop. 	

The situation of the various hulls of the foregoing results are depicted in the

following diagram.

Fig. 12.1 The extensional, cartesian closed and quasi-topos hulls of App
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12.7 A Lax-Algebraic Characterization of App

There is an interesting way to see that App can be viewed as the category of lax
algebras associated with the ultrafilter monad (see Clementino and Hofmann 2003;
Clementino et al. 2004).

In Clementino and Hofmann (2003) the proof that the category of lax algebras
is isomorphic to App is somewhat circuitous, since a detour is made via distances.
However, this is not necessary, and here we will present a new and more straight-
forward proof which makes direct links, between the lax algebraic structures for the
ultrafilter monad and limit operators.

We recall the general principles for a lax setting with Rel as the “extension cat-
egory”. We suppose given a monad (T, e, m) (where T : Set −→ Set and where e
and m are respectively the unit and the multiplication) which can be extended to Rel,
meaning that there is a lax-functor (denoted by the same symbol) T : Rel −→ Rel
which extends the original Set-Set functor such that the usual lax-diagrams hold
(see e.g. Hofmann et al. 2014). A lax algebra for the monad is a pair (X ,a) where
X ∈ Set and a : TX−→� X is a relation such that

X
eX ��

1X

≤
����

��
��

��
T X

	a
��

X

T 2X

≤

m X ��

	T a
��

T X

	a

��
T X



a

�� X

i.e. 1X ≤ a ◦ eX and a ◦ T a ≤ a ◦ m X .
These conditions are respectively called the reflexivity and the transitivity condi-

tion. Morphisms from (X ,a) to (Y ,b) are functions f : X −→ Y satisfying:

X

≤

f �� Y

T X

	a

		

T f
�� T Y

	b

		

i.e. f ◦ a ≤ b ◦ T f . This category is denoted as Alg(T ,e,m) and it is called the
category of lax algebras for the Rel-extension of the monad (T ,e,m).

We will be considering a different “extension category” but the general idea and
principles remain the same, because, as for Rel, where we have an order relation on
the set of relations at hand, there will be an order relation on the so-called numerical
relations (which are P-valued functions).

Precisely, we consider the ultrafilter monad, given by the following data. First we
have the functor
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U : Set −→ Set :
{

X �→ U(X)

f �→ U( f )

where U( f )(U ) := {A | f −1(A) ∈ U } (also generated by { f (U ) | U ∈ U }).
Since we have always denoted this extension of the map f simply by f we will
continue to do so in the sequel.

Further we have the unit and multiplication

eX : X −→ U(X) : x �→ ẋ and mX : U(U(X)) −→ U(X) : X �→
⋃

A ∈X

⋂

U ∈A
U .

This monad has a lax extension U : Rel −→ Rel where for any sets X and Y , any
relation r : X−→� Y and any ultrafilters U ∈ U(X) and W ∈ U(Y ) we have

U U(r)W ⇔ ∀W ∈ W : {x ∈ X | ∃y ∈ W : xry} ∈ U .

(Note that a relation is a subset r ⊆ X × Y but that in the present context this is
usually denoted r : X−→� Y , a practice to which we will adhere).

However, instead of considering Rel a new, numerical version is introduced,
namely PRel, the objects of which are sets and the morphisms of which are so-
called numerical relations. These are functions d : X × Y −→ P which, in a similar
vain as in the Rel-case, we will denote as d : X−→� Y . The identity of X is θΔ (X)

where Δ (X) stands for the diagonal of X × X . For any set X , PRel(X) is equipped
with the pointwise order and the composition of two numerical relations d : X−→� Y
and e : Y−→� Z is defined as

e ◦ d(x,z) := infy∈Y (e(x,y) + d(y, z)).

The lax-extension of the ultrafilter monad to PRel is defined as follows. For each
d : X−→� Y and for each α ∈ P, we have the relation dα : X−→� Y given by

xdα y ⇔ d(x,y) ≤ α .

For any subset A ⊆ X and any subset A ⊆ 2X we set

dα (A) := {y ∈ Y | ∃x ∈ A : xdα y} and dα (A ) := {dα (A) | A ∈ A }.

Then the assignment

U(d) : U(X) × U(Y ) −→ P : (U ,W ) �→ inf{α ∈ P | dα (U ) ⊆ W }

determines a lax extension of the ultrafilter monad to PRel. For details we refer to
Clementino and Hofmann (2003).
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A lax algebra for this monad is a pair (X, a)where X is a set and a : U(X)−→� X .
Reflexivity of a means that

∀x ∈ X : a(ẋ, x) = 0,

and transitivity means that

∀X ∈ U2(X),∀U ∈ U(X),∀x ∈ X : a(m X (X), x) ≤ U(a)(X,U ) + a(U , x).

That the category of lax algebras for the PRel-extension of the ultrafilter monad
is isomorphic to App was proved in Clementino and Hofmann (2003) going via
distances. We will give a completely new and straightforward proof identifying the
lax-algebraic structures as limit operators via our simplified two-axiom characteri-
zation of limit operators.

We recall from our previous investigations, in particular 1.1.11, that we can indeed
already characterize the structure of an approach space X by a limit operatorλ defined
for ultrafilters, satisfying two axioms, namely (L1) which says that

∀x ∈ X : λ ẋ(x) = 0,

and (LU*) which says that for any set J

∀ψ : J −→ X,∀σ : J −→ U(X),∀F ∈ U(J ) : λ�σ(F ) ≤ λψ(F )

+ inf
F∈F

sup
j∈F

λσ( j)ψ( j).

In order to be able to handle the transitivity formula we first prove the following
lemma.

12.7.1 Lemma For all X ∈ U2(X) and U ∈ U(X) we have

U(a)(X,U ) = sup
A ∈X

sup
U∈U

inf
W ∈A

inf
x∈U

a(W , x).

Proof Let U(a)(X,U ) < ε . Then there exists α < ε such that for all A ∈ X,
aα (A ) ∈ U . Now take A ∈ X and U ∈ U then it follows that U ∩ aα (A ) �= ∅
and hence we can choose y ∈ U ∩ aα (A ). Consequently there exists W ∈ A such
that a(W , y) ≤ α . Hence

inf
Z ∈A

inf
z∈U

a(Z , z) ≤ α < ε .

Conversely, suppose that

sup
A ∈X

sup
U∈U

inf
Z ∈A

inf
z∈U

a(Z , z) < ε .

http://dx.doi.org/10.1007/978-1-4471-6485-2_1
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Take A ∈ X and consider aε (A ) = {y | ∃W ∈ A : a(W , y) ≤ ε}. Suppose that
aε (A ) �∈ U then there exist Z ∈ A and z �∈ aε (A ) such that a(Z , z) < ε . How-
ever if z �∈ aε (A ) then a(Z , z) > ε which is a contradiction. Hence aε (A ) ∈ U
and we are finished. 	

12.7.2 Theorem The category of lax algebras Alg(U, e, m) for the PRel-extension
of the ultrafilter monad is isomorphic to App.

Proof Reflexivity clearly is equivalent to (L1). So all that remains to be shown is
that transitivity is equivalent to (LU*).

Let λ be a limit operator on X and let X ∈ U2(X) and U ∈ U(X). Put

ε := U(a)(X,U ) = sup
A ∈X

sup
U∈U

inf
W ∈A

inf
x∈U

a(W , x).

Let ρ > 0 and put

J := {(G , y) ∈ U(X) × X | λG (y) ≤ ε + ρ},

and consider the projections

J
ψ :=pr2 ��

σ :=pr1
��

X

U(X)

Note that, by definition of ε and ρ , X × U has a trace on J and consequently we
can choose an ultrafilter R ∈ U(J ) finer than X × U . It then follows that

X = pr1(R) = σ(R) and U = pr2(R) = ψ(R),

and because of (LU*) we obtain, for any x ∈ X

λ�σ(R)(x) ≤ λψ(R)(x) + sup
R∈R

inf
z∈R

λσ(z)(ψ(z))

and thus

λm X (X)(x) ≤ λU (x) + sup
R∈R,R⊆J

inf
(G ,y)∈R

λG (y)

≤ λU (x) + ε + ρ .

Consequently, by arbitrariness of ρ and the definition of ε it follows that λ satisfies
the transitivity axiom.

Conversely let a : U(X)−→� X satisfy the transitivity axiom and let J be a set,
ψ : J −→ X , σ : J −→ U(X) and F ∈ U(J ). Put
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X := σ(F ) and U := ψ(F ).

Then it follows that, for any x ∈ X

a(m X (σ(F )), x) ≤ a(ψ(F ), x) + sup
A ∈σ(F )

sup
U∈ψ(F )

inf
V ∈A

inf
y∈U

a(V , y)

≤ a(ψ(F ), x) + sup
F∈F

inf
V ∈σ(F)

inf
y∈ψ(F)

a(V , y)

≤ a(ψ(F ), x) + sup
F∈F

inf
z∈F

a(σ(z), ψ(z))

= a(ψ(F ), x) + inf
F∈F

sup
z∈F

a(σ(z), ψ(z))

which shows that a satisfies (LU*).
That via the identification of lax algebraic structures on the one hand with limit

operators on the other hand, the morphisms in both categories coincide is an imme-
diate consequence of the characterization of contractions via ultrafilters and the
definition of morphisms in Alg(U, e, m). 	


12.8 Comments

1. Stable subcategories of App
The material in the first section of this chapter contains a correction to a result in

Lowen (1997). In there itwas namely stated that each stable subcategory equalsAppΓ

for some semigroup Γ = {0} ∪ [m, ∞], m ∈ P. Although these semigroups, as seen
from 12.1.7, do indeed generate stable subcategories, not all stable subcategories are
generated by semigroups of this type, and the combined results of 12.1.6 and 12.1.7
contain the correct statement.

The interested reader will be able to verify that analogous results can be shown
to characterize the stable subcategories of several of the other categories considered
in this chapter.

2. Stable subcategories of PrAp
In a similar way as what we did for App it is possible to determine all stable

subcategories of PrAp. With basically the same definitions, notations and concepts
but now considering closed subsets of P which contain {0, ∞} and without any semi-
group requirements one can prove that the collection of stable subcategories of PrAp
is given by the set {PrApΓ | {0, ∞} ⊆ Γ ⊆ P, Γ closed} where PrApΓ is the
subcategory of PrAp with objects those (X, δ ) for which Imδ ⊆ Γ .

Furthermore one can show that if Γ and Γ ′ are closed subsets of P containing
{0, ∞}, then the subcategories PrApΓ and PrApΓ ′ are concretely isomorphic if and
only if there exists an increasing bijection Γ → Γ ′. Finally one can also show that
the set of stable subcategories of PrAp has cardinality c, and that there is a set of the
same cardinality of non-isomorphic such subcategories.
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3. Further cartesian closed subcategories of CAp
Bourdaud (1976) indicated the existence of a “family” of cartesian closed topo-

logical categories inConv, the category of convergence spaces and continuous maps,
where this “family” depended on certain choices of functors and of which the carte-
sian closed topological hull of Top is a particular instance. Also the CCT hull of
Creg, is a specific instance of this family (see Bourdaud 1976). Such a family of
CCT subcategories in CAp also exists with the CCT hull of App and the CCT hull
of UAp as specific instances of this family. This, and more, can be found in the PhD
thesis of Mark Nauwelaerts (2000).

4. Premetric spaces in PrAp
In Colebunders and Lowen (1988), it is shown that also the category of premetric

spaces and non-expansive maps is embedded as a full and concretely coreflective
category in PrAp. A premetric is a map measuring the distance between pairs of
points with only condition that it has to be zero on the diagonal. The formula to
embed such a space in PrAp is precisely the same as the one for metric spaces in
App, i.e. given the premetric space (X, d) this is embedded in PrAp as the space
(X, λd) where

λd(F )(x) := inf
F∈F

sup
y∈F

d(x, y).

5. Alternative lax-algebraic descriptions of App
What we have denoted as Alg(U, e, m) in the foregoing section, in Hofmann et al.

(2014) is denoted as (β , P+)-Catwhere β stands for the ultrafilter monad. However,
since wewere not dealing with other quantales than P and other extensions than PRel
we preserved the original notation.

The first isomorphic description of approach spaces as lax algebras using amonad
extension to Rel was given in Lowen and Vroegrijk (2008), based on the notion of
functional ideals.

In Colebunders et al. (2011) an alternative way to obtain App as a category of lax
algebras was described making use, for any set X , of certain functions from P

X
b to P.

Meanwhile, several other isomorphic descriptions of App were obtained
(Hofmann et al. 2014): first as (F, P+)-Cat where F is the filter monad (this is based
on Kleisli monoids and the fact that F is power-enriched (Hofmann et al. 2014)),
second as (J, 2)-Cat where J is a monad similar to what was used in Colebunders et
al. (2011).

In a forthcoming paper by Colebunders, Lowen and Van Opdenbosch (2014) a
power-enriched monad I is described and used to characterize App as (I, 2)-Cat
making extensive use of functional ideal convergence as given in the first chapter.

For a thorough study of lax algebraic theories and many more interesting results,
also concerning the theory of approach spaces, we refer to Hofmann et al. (2014).



Appendix A
Formulas

For easy reference, we recall the transition formulas as well as the various formulas
for initial and final structures which we proved throughout the text. Some formulas
here are given in a concise form, a more general form can be found in the text
(especially involving bases).

1. Transition formulas from a distance δ

λF (x) = sup
A∈sec(F )

δ (x, A).

αF (x) = sup
F∈F

δ (x, F).

A (x) = {ϕ ∈ P
X | ∀A ⊆ X : inf

y∈A
ϕ(y) ≤ δ (x, A)}.

G = {d ∈ qMet(X) | ∀A ⊆ X : inf
a∈A

d(·, a) ≤ δA}.
G = {d ∈ qMet(X) | δd ≤ δ }.
tε (A) = A(ε) = {x ∈ X | δ (x, A) ≤ ε}.
l(μ)(x) = sup

ω<∞
sup
ε>0

n(ω,ε)

inf
i=1

(mω,ε
i + δ (x, Mω,ε

i )) where, for each finite ω ,

(
n(ω,ε)

inf
i=1

(mω,ε
i + θMω,ε

i
))ε>0

is a development for μ ∧ ω .

2. Transition formulas from a limit operator λ

δ (x, A) = inf
U ∈U(A)

λU (x).

αF (x) = inf
U ∈U(F )

λU (x) .

A (x) = {ϕ ∈ P
X | ∀U ∈ U(X) : sup

U∈U
inf
y∈U

ϕ(y) ≤ λU (x)}.
G = {d ∈ qMet(X) | ∀U ∈ U(X) : sup

U∈U
inf
y∈U

d(·, y) ≤ λU }.
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G = {d ∈ qMet(X) | λd ≤ λ }.
tε (A) = {x ∈ X | ∃F ∈ F(A) : λF (x) ≤ ε}.
I � x if and only if for all α ∈ [c(I), ∞[: λ fαI(x) ≤ α .
U � x if and only if λ fU(x) ≤ c(U) in case U is prime.

3. Transition formulas from an approach system A

δ (x, A) = sup
ϕ∈A (x)

inf
y∈A

ϕ(y).

G = {d ∈ pqM∞(X)|∀x ∈ X : d(x, ·) ∈ A (x)}.
λF (x) = sup

ϕ∈A (x)

inf
F∈F

sup
y∈F

ϕ(y).

αF (x) = sup
ϕ∈A (x)

sup
F∈F

inf
y∈F

ϕ(y).

l(μ)(x) = sup
ϕ∈A (x)

inf
y∈X

(μ + ϕ)(y).

u(μ)(x) = inf
ϕ∈A (x)

sup
y∈X

(μ − ϕ)(y).

I � x if and only if Ab(x) ⊆ I.

4. Transition formulas from a gauge G

δ (x, A) = sup
d∈G

inf
y∈A

d(x, y) or δ = sup
d∈G

δd .

A (x) = {ϕ ∈ P
X | {d(x, ·) | d ∈ G } dominates ϕ}.

λF (x) = sup
d∈G

inf
F∈F

sup
y∈F

d(x, y) or λ = sup
d∈G

λd .

αF (x) = sup
d∈G

sup
F∈F

inf
y∈F

d(x, y) or α = sup
d∈G

αd .

l(μ)(x) = sup
d∈G

inf
y∈X

(μ(y) + d(x, y)) or l = sup
d∈G

ld .

u(μ)(x) = inf
d∈G

sup
y∈X

(μ(y) − d(x, y)) or u = inf
d∈G

ud .

5. Transition formulas from a lower regular function frame L

δ (x, A) = sup{ρ(x) | ρ ∈ L, ρ|A = 0}.
l(μ) = sup{ν ∈ L | ν ≤ μ}.
U =< {α � μ | μ ∈ L, sup μ < α < ∞} >.

6. Transition formulas from an upper regular function frame U

G = {d | ∀x ∈ X,∀ω < ∞ : d(x, ·) ∧ ω ∈ U}.
A (x) =< {μ ∈ U | μ(x) = 0} >.
u(μ) = inf{ν ∈ U | μ ≤ ν}.
L =< {α � μ | μ ∈ U, sup μ < α < ∞} >.

7. Transition formulas from a tower t

δ (x, A) = inf{ε ∈ R
+ | x ∈ tε (A)}.

λF (x) = sup
A∈sec(F )

inf{ε ∈ R
+ | x ∈ tε (A)}.
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αF (x) = sup
F∈F

inf{ε ∈ R
+ | x ∈ tε (F)}.

A (x) = {ϕ ∈ P
X | ∀A ⊆ X,∀ε > 0 : x ∈ tε (A) ⇒ inf

y∈A
ϕ(y) ≤ ε} (closure-

tower).
A (x) = {ϕ ∈ P

X | ∀ε ∈ R
+,∀γ > ε : {ϕ < γ} ∈ Vε (x)} (neighbourhood-

tower).
G = {d ∈ qMet(X) | ∀A ⊆ X : tε (A) ⊆ { inf

y∈A
d(·, y) ≤ ε}}.

G = {d ∈ qMet(X) | tε ≤ tdε }.
8. Transition formulas from a lower hull operator l

δ (x, A) = l(θA)(x).
A (x) = {ϕ ∈ P

X | ∀μ ∈ P
X : inf

y∈X
(μ + ϕ)(y) ≤ l(μ)(x)}.

G = {d ∈ qMet(X) | ∀μ ∈ P
X : inf

y∈X
(μ(y) + d(·, y)) ≤ l(μ)}.

G = {d ∈ qMet(X) | ld ≤ l}.
L = {μ ∈ P

X | l(μ) = μ}.
9. Transition formulas from an upper hull operator u

G := {d ∈ qMet(X) | ∀ω < ∞ ∀x ∈ X : u(d(x, ·) ∧ ω)(x) = 0}.
U = {μ ∈ P

X
b | u(μ) = μ}.

A (x) = {ϕ ∈ P
X | ∀ω < ∞ : u(ϕ ∧ ω)(x) = 0}.

10. Transition formulas from a functional ideal convergence �

λF (x) = inf{α | ω(F ) ⊕ α � x}.
Ab(x) = ⋂{J ∈ FX | J � x}.

11. Gauge bases

{dμ | μ ∈ U} where dμ (x, y) := μ(y) � μ(x).
{dμ | μ ∈ L} where dμ (x, y) := μ(x) � μ(y).

{dζ
Z | Z ⊆ X, ζ < ∞} where

dζ
Z (x, y) := (δ (x, Z) ∧ ζ ) � (δ (y, Z) ∧ ζ )

is not a gauge basis but does generate the associated distance.

12. Initial structures ( f j : X −→ X j ) j∈J

In App.

G =
{

sup
j∈K

d j ◦ ( f j × f j )|K ∈ 2(J ),∀ j ∈ K : d j ∈ H j

}̂

.

A (x) =
{

sup
j∈K

ξ j ◦ f j |K ∈ 2(J ),∀ j ∈ K : ξ j ∈ B j ( f j (x))

}̂

.
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δ (x, A) = sup
P∈P(A)

min
P∈P

sup
j∈J

δ j ( f j (x), f j (P))

(P(A) = the set of finite covers of A with subsets of A)
λF = sup

j∈J
λ j ( f j (F )) ◦ f j .

L := {
μ ◦ f j | j ∈ J, μ ∈ L j

}∧∨

.

U := {
μ ◦ f j | j ∈ J, μ ∈ U j

}∨∧

.
I � x ⇔ ∀ j ∈ J : f j (I) � f j (x).

In UG.

H :=
{

sup
j∈K

d j ◦ ( f j × f j )|K ∈ 2(J ),∀ j ∈ K : d j ∈ H j

}̃

.

13. Final structures ( f j : X j −→ X) j∈J

L := {μ ∈ P
X | ∀ j ∈ J : μ ◦ f j ∈ L j }.

U := {μ ∈ P
X
b | ∀ j ∈ J : μ ◦ f j ∈ U j }.
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Symbols

General

P [0, ∞] either as set or as space
PE P equipped with the Euclidean structure
P

X
b Set of all bounded functions in PX

F(X) Set of filters on X
U(X) Set of ultrafilters on X
F(F ) Set of filters finer thatF
U(F ) Set of ultrafilters finer than F
stackA All supersets of sets in A
secF Union of all ultrafilters finer than F
Σσ(F ) Diagonal filter of σ with respect toF
Â (local) saturation of A
θA Indicator of A
Ind(X) Set of all indicator functions on X
Fin(X) Set of functions in PX taking a finite number of values
a � b (a − b) ∨ 0
c(J) Characteristic value of the functional ideal J
fα (J) α-level filter associated with the functional ideal J
f(J) Filter associated with the functional ideal J
i(F ) Functional ideal associated with the filter F
J ⊕ α α-translation of the functional ideal J
Z Improper functional ideal
F(X) Set of functional ideals on X
P(X) Set of prime functional ideals on X
P(J) Set of prime functional ideals finer than J
Pm(J) Set of minimal prime functional ideals finer than J
Σs(I) Diagonal functional ideal of σ with respect to I

dζ
Z Quasi-metric (x, y) �→ (δ (x, Z) ∧ ζ ) � (δ (y, Z) ∧ ζ )

dμ Quasi-metric (x, y) �→ μ(x) � μ(y)

dμ Quasi-metric (x, y) �→ μ(y) � μ(x)
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dE Metric (x, y) �→ |x − y|
dP Quasi-metric (x, y) �→ x � y
cl Usual notation for various closure operators
d− Quasi-metric (x, y) �→ d(y, x)

d∗ Quasi-metric d ∨ d−
H s Symmetric saturation of H
K (X) R-valued contractions
K ∗(X) Bounded R-valued contractions
U (G ) Uniform structure generated by the gauge G
D̃ Uniform saturation of D
ωH (F ) H -width of F
diamd(A) d-diameter of A
lim(F ) Set of limit points of F
adh(F ) Set of adherence points of F
MF Smallest Cauchy filter coarser than F
C (X, Y ) Set of all C -morphisms between C -objects X and Y
[X, Y ] C -object on C (X, Y ) in a cartesian closed topological category
β ∗ X Approach Čech-Stone compactification of X
ΔD Proximity generated by D
σ(E, E ′) Weak topology on a normed space E
σ(E ′, E) Weak* topology on dual space E ′

Approach structures

δ Distance
A(ε) The ε-enlargement of A
λ Limit operator
(A (x))x∈X Approach system
(Ab(x))x∈X Bounded approach system
G Gauge or uniform gauge
Gb Bounded gauge or bounded uniform gauge
(tε )ε Tower
L Lower regular function frame
U Upper regular function frame
l Lower hull operator
u Upper hull operator
� Functional ideal convergence
α Adherence operator
δE The “Euclidean” distance on P
δP, λP, AP The intrinsic approach structures on P

λ(F , f ) Limit operator of filter approach space
δ(E,E ′) Weak distance on a normed space E
δ(E ′,E) Weak* distance on the dual space E ′
λ(E,E ′) Weak limit operator on a normed space E
λ(E ′,E) Weak* limit operator on the dual space E ′
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AN Approach system derived from a local pre-norm system
δw Weak distance on probability measures
λw Weak limit operator on probability measures
δp Distance of convergence in probability
λp Limit operator of convergence in probability
δc Distance of the continuity approach structure
λc Limit operator of the continuity approach structure
δWd Wijsman distance on hyperspaces
δprox(Δ,d) Proximity distance on hyperspaces
δprox(d) Proximal distance on hyperspaces
δbprox(d) Bounded proximal distance on hyperspaces
L∧ Iinf-Vietoris lower regular function frame on hyperspaces
L∨ Sup-Vietoris lower regular function frame on hyperspaces
Lv Vietoris lower regular function frame on hyperspaces

Indices

δ Distance = index of closure
λ Limit operator = index of convergence
α Adherence operator = index of adherence
χc Index of contractivity in case of functions
χc Index of compactness in case of spaces
χce Index of closed expansiveness
χoe Index of open expansiveness
χ p Index of properness
χrc Index of relative compactness
χsc Index of sequential compactness
χrsc Index of relative sequential compactness
χcc Index of countable compactness
χ l Lindelöf index
χ lc Index of local compactness
χcn Index of connectedness
χuc Index of uniform contractivity
χ pc Index of precompactness
χcy Cauchy index
χ lcy Local Cauchy index
χec Index of equicontractivity
χuec Index of uniform equicontractivity
χwt Weak index of tightness
χst Strong index of tightness
χ Lin Lindeberg index
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Categories

Alg(U, e, m) Lax algebras for the PRel-extension of ultrafilter monad
App Approach spaces and contractions
App0 T0 approach spaces
App1 T1 approach spaces
App2 T2 approach spaces
AppRg Regular approach spaces
AppWa Weakly adjoint approach spaces
AppΓ Γ -valued approach spaces
ApVec Approach vector spaces and linear contractions
Bor Bornological spaces and bounded maps
CAp Convergence-approach spaces and contractions
Conv Convergence spaces and continuous maps
CReg Completely regular topological spaces
cUAp2 Complete T2 uniform approach spaces
EpiAp Epi-approach spaces and contractions
Fin Finitely generated topological spaces
kUAp2 Compact T2 uniform approach spaces
lcApVec Locally convex approach spaces and linear contractions
lcTopVec Locally convex topological spaces and linear continuous maps
Met Metric spaces and non-expansive maps
MetVec Metric vector spaces and linear non-expansive maps
PRel Sets and numerical relations
PrAp Pre-approach spaces and contractions
PrTop Pretopological spaces and continuous maps
PsAp Pseudo-approach spaces and contractions
PsTop Pseudotopological spaces and continuous maps
qMet Quasi-metric spaces and non-expansive maps
qmTop Quasi-metrizable topological spaces
qsMet Quasi-semi-metric spaces and non-expansive maps
qUG Quasi-uniform gauge spaces and uniform contractions
qUnif Quasi-uniform spaces and uniformly continuous functions
Rel Sets and relations
Set Sets and functions
sNorm Seminormed spaces and linear non-expansive maps
Top Topological spaces and continuous maps
TopVec Topological vector spaces and linear continuous maps
UAp Uniform approach spaces
UG Uniform gauge spaces and uniform contractions
Unif Uniform spaces and uniformly continuous functions
Vec Vector spaces and linear maps
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sures and distances. In: Simon, P. (ed.) Proceedings of the Eighth Prague Topological Symposium,
pp. 270–279, August (1996)

Colebunders, E., Lowen, R., Nauwelaerts, M.: The Cartesian closed hull of the category of approach
spaces. Cah. Topol. Géom. Diff. Catég XLII, 242–260 (2001)

Colebunders, E., Lowen, R., Wuyts, P.: A Kuratowski-Mrówka theorem in approach theory. Topol.
Appl. 153, 756–766 (2005)

Di Maio, G., Lowen, R., Naimpally, S.A., Sioen, M.: Gap functionals, proximities and hyperspace
compactification. Topol. Appl. 153, 924–940 (2005)

Dimov, G.D.: On κ-metrizable Hausdorff compactifications of κ-metrizable spaces and a new class
of spaces, including all separable metrizable spaces. C. R. Acad. Bulg. Sci. 36, 1257–1260 (1983)

Dubuc, E.J., Porta, H.: Convenient categories of topological algebras and their duality theory. J.
Pure Appl. Algebra 1, 281–316 (1971)

Dubuc, E.J.: Concrete quasitopoi. Lect. Notes Math. 753, 239–254 (1979)
Dudley, R.M.: Distances of probability measures and random variables. Ann. Math. Stat. 39(5),
1563–1572 (1968)
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A
Absolutely convex module, 297
Absorb, 242
Absorbing, 286
Adherence operator, 65

compared to limit operator, 66, 210
in index of compactness, 161
in index of countable compactness, 180
in index of relative compactness, 177
in quasi-metric approach spaces, 98
in topological approach spaces, 92
of a sequence in quasi-metric approach
spaces, 100

of a total filter in a weakly adjoint space,
130

Adherent-convergent filter, 127
Adjoint

quasi-metric, 103
Admissible

hyperspace structure, 341, 355
levels for a functional ideal, 23

Algebraic domain, 364, 365, 370, 373
quantification of, 371

Annihilator, 89
App, 71

finally dense in CAp, 405
finally dense in EpiAp, 419
finally dense in PrAp, 408
finally dense in PsAp, 414
is the concretely reflective hull ofwqMet,
367

is the epireflective hull of wqMet, 367
is the epireflective hull of qMet, 106
stable subcategories of App, 390
the cartesian closed topological hull of
App, 415

the extensional topological hull of App,
406

the quasi-topos hull of App, 414
App0, 132

epireflective subcategory of App, 133
App1, 133

epireflective subcategory of App, 133
App2, 134

epireflective subcategory of App, 134
AppΓ , 392

concretely coreflective subcategory of
App, 392

concretely reflective subcategory ofApp,
392

stable subcategory of App, 392
AppWa , 130

concretely reflective subcategory ofApp,
132

AppRg , 135
concretely reflective subcategory ofApp,
136

Approach basis, 12, 13, 41, 62, 417
Approach frame, 89
Approach group, 286
Approach isomorphic, 154, 156, 158
Approach quasi-uniformity, 221
Approach space, 1, 61
Approach system, 12

and approach group, 286
and approach vector space, 289
and local countability, 140
and locally convex approach space, 293
basis for an, 13
discrete, 74
Euclidean on P, 63
from a distance, 53
from a gauge, 42
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from a lower hull operator, 53
from an upper hull operator, 55
from an upper regular function frame, 55
in index of compactness, 161
in index of countable compactness, 180
in index of relative compactness, 177
in Lindelöf index, 181
in quasi-metric approach spaces, 98
in the approach structure of convergence
in probability, 309

in the continuity approach structure, 323
in topological approach spaces, 92
indiscrete, 74
initial, 72
of P, 63

Approach uniformity, 220
Approach vector space, 289
Approximation theory, 87, 111, 195
ApVec, 289

topological over Vec, 290
Ascoli (theorem of), 259
Associated structure, 33

approach system with a distance, 53
approach system with a gauge, 42
approach system with a lower hull oper-
ator, 53

approach system with an upper hull op-
erator, 55

approach system with an upper regular
function frame, 55

distance with a gauge, 39
distance with a limit operator, 36
distance with a lower hull operator, 45
distance with a lower regular function
frame, 56

distance with a tower, 47
distance with an approach system, 53
gauge with a distance, 38
gauge with an approach system, 42
gauge with an upper regular function
frame, 50

limit operator with a distance, 34
limit operator with a gauge, 56
limit operator with a tower, 58
limit operator with an approach system,
56

lower hull operator with a distance, 45
lower hull operator with a gauge, 44
lower hull operator with a lower regular
function frame, 47

lower hull operatorwith an approach sys-
tem, 54

lower regular function frame from an up-
per regular function frame, 57

lower regular function frame with a
gauge, 57

lower regular function framewith a lower
hull operator, 48

pre-distance with a pre-limit operator,
406

pre-limit operator with a pre-distance,
407

tower with a distance, 46
tower with a gauge, 57
tower with an approach system, 57
upper hull operator with a gauge, 49
upper hull operator with an upper regular
function frame, 50

upper regular function frame from an ap-
proach system, 55

upper regular function frame from an
lower regular function frame, 57

upper regular function frame with an up-
per hull operator, 50

Asymptotic center, 87, 111, 194
Asymptotic radius, 87, 111, 209
Atsuji space, 262

B
Balanced, 286
Basis

bounded for a gauge, 15
bounded for a lower regular function
frame, 21

bounded for an approach system, 14
for a dcpo, 365
for a functional ideal, 23
for a gauge, 15
for a lower regular function frame, 21
for a quasi-uniform gauge, 215
for a uniform gauge, 198
for an approach system, 13
for an upper regular function frame, 22

Bicompletion, 247
Bor, 390
Bounded approach system, 14
Bounded gauge basis, 15
Bounded proximal distance, 348

C
c-closed expansive, 156
c-contractive, 153
C -isomorphic functions, 151
c-open expansive, 157



Index 457

c-proper, 159
c-uniformly contractive, 206
c.i.p. approach structure (convergence in

probability), 310
Cantor set, 193
Cantor-connected, 189, 196
CAp, 403

quasi-topos supercategory of App, 403
Cartesian closed, 401, 403, 409

EpiAp, 416
PsAp, 410
CAp, 403

Cartesian closed topological hull, 409
Cauchy filter

Cauchy index, 208
local, 144, 146, 209
local Cauchy index, 209
uniform, 208

Čech-Stone compactification, 239
of N, 262
of a Hausdorff uniform approach space,
239

Chained (collection of sets), 192
Characteristic value, 23
Closed expansion, 80

characterization with various structures,
80

in metric approach spaces, 104
in quasi-metric approach spaces, 104
in topological approach spaces, 98
index of closed expansiveness, 156

Closed map, 98
Closure-tower, 16
Cluster, 241
Compact, 196
Compact element (in a poset), 365
Compactification, 237

Čech-Stone, 239
Smirnov, 241
Wallman-Shanin, 247

Compactification (of X ), 238
Compactness

0-compact, 166, 167, 172, 174–176, 188
index of compactness, 161, 167–169,
172, 173, 175

Compatible (approach space with a dcpo),
368

Complete poset, 364
Completely regular, 119
Completely separated, 262
Completeness

in App, 144, 146
in UAp, 146

in UG, 232
Completion

in UAp, 224, 231
in UG, 232, 234
in metrically generated theories, 246

Complexity, 363
Concretely coreflective

AppΓ in App, 392
Conv in CAp, 406
EpiTop in EpiAp, 423
Met in App, 103
Met in UG, 203
PrTop in PrAp, 408
PsTop in PsAp, 414
qMet in App, 102
qMet in qUG, 218
qUnif in qUG, 218
subcategory of App, 390
Top in App, 96
Unif in UG, 202

Concretely isomorphic
stable subcategories of App, 395
stable subcategories of Met, 401
stable subcategories of qMet, 399

Concretely reflective
App in CAp, 405
App in EpiAp, 419
App in PrAp, 407
App in PsAp, 414
AppΓ in App, 392
AppRg in App, 136
AppWa in App, 132
Conv in CAp, 406
EpiAp in PsAp, 418
EpiTop in EpiAp, 423
PrTop in PrAp, 408
PsAp in CAp, 411
PsTop in PsAp, 414
qUnif in qUG, 217
subcategory of App, 390
Top in App, 95
UAp in App, 118
Unif in UG, 201

Connected, 196
Connectedness

Cantor-connected, 189
ε-connected, 189
index of connectedness, 189
measure of connectedness, 196
measure of disconnectedness, 196
uniformly connected, 190

Contraction, 67, 70–71, 403
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characterization with various structures,
68

index of contractivity, 154
on locally countable approach spaces,
141

Convergence
in a weakly adjoint approach space, 130
in probability, 309
in the Top-coreflection, 97
with functional ideals, 31
with limit operators, 6

Convergence in law, 317
Convergence-approach limit operator, 403
Convergence-approach space, 403
Convergence-tower, 17
Convergent (filter in an approach space), 144
Convex functional, 293
Coproduct of

metric approach spaces in App, 103
quasi-metric approach spaces in App,
102

topological approach spaces in App, 96
uniform spaces in UG, 202

Coreflection onto
Met (in App), 103
Met (in UG), 203
qMet (in App), 102
qMet (in qUG), 218
qUnif (in qUG), 218
Top (in App), 96
Unif (in UG), 202

Coreflective
App in qUG, 219
UAp in UG, 205

Countability
gauge, 142
local, 140
regular, 143

Countable compactness
index of countable compactness, 180

Covering uniformity, 148
CReg, 114

concretely coreflective in UAp, 119
concretely reflective in UAp, 119

cUAp2, 228
cUAp2

epireflective in UAp2, 229
cUG2, 234

D
Development, 19
Diagonal operation

for filters, 4
for functional ideals, 29

Diagonal uniformity, 122
Diagram

categorical position of App, 109
categorical position ofApp andUAp, 125
categorical position ofUG and qUG, 220
hulls of App, 423
transformation formulas, 33

Dini (theorem of), 260
Dirac measure, 313
Directed complete poset (dcpo), 363, 364
Discrete

approach system, 74
distance, 74
functional ideal convergence, 74
gauge, 74
limit operator, 74
lower hull operator, 74
lower regular function frame, 74
tower, 74
upper hull operator, 74
upper regular function frame, 74

Distance, 3
comparison of distances on random vari-
ables, 311

discrete, 74
Euclidean on P, 63
from a gauge, 39
from a limit operator, 36
from a lower hull operator, 45
from a lower regular function frame, 56
from a tower, 47
from an approach system, 53
in locally countable approach spaces,
141

in product of metric spaces, 114
in quasi-metric approach spaces, 98
in the Čech-Stone compactification of N,
264

in the Čech-Stone compactification of a
uniform approach space, 242

in the bounded proximal hyperspace ap-
proach structure, 348

in the continuity approach structure, 324
in the proximal hyperspace approach
structure, 346

in the Vietoris hyperspace approach
structure, 359, 360

in the Wijsman approach structure, 339
in topological approach spaces, 92
in weak approach structure on probabil-
ity measures, 304, 305
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in weakly adjoint approach spaces, 132
indiscrete, 74
initial, 78
of P, 63
of convergence in probability, 310
weak in normed spaces, 270
weak* in normed spaces, 280

Distance functional, 3, 70
Distorsion, 194
Domain, 363
Dominated

locally, 12
uniformly, 198, 215

Dominated (a function by a family of func-
tions), 12

Dominates, 12, 14

E
·#-extension, 403
Embedding

Top in App, 94
App in CAp, 405
App in EpiAp, 416
App in PrAp, 406
App in PsAp, 414
Met in App, 103
Met in UG, 201, 203
PrAp in PsAp, 412
qMet in App, 101, 102, 108
Unif in UG, 201
qMet in qUG, 218
qUnif in qUG, 217

Entourage, 122
EpiAp, 415

cartesian closed topological hull of App,
416

Epimorphism in UAp2, 228
Epimorphism in UG2, 234
Epireflection

onto cUAp2, 229
onto cUG2, 236
onto kUAp2, 240

Epireflective
App0 in App, 133
App1 in App, 133
App2 in App, 134
cUAp2 in UAp2, 229
cUG2 in UG2, 236
kUAp2 in UAp2, 240

Epireflective hull, 114
of Met in App, 114, 117
of Met in UG, 204

of qMet in App, 106
of qMet in qUG, 218

ε-connected, 189
ε-chain, 189
ε-enlargement, 3
ε-enlargement operator, 101
Equicontractive

index of equicontractivity, 250
Equivalent Cauchy filters, 224
Evaluation, 252
Expansion

closed, 80
open, 82

Extension of a monad, 424
Extension theorem in App, 138
Extensional, 401, 403, 406

CAp, 403
PrAp, 406
PsAp, 414

Extensional topological hull, 406
Extremal monomorphism in UAp2, 228
Extremal monomorphism in UG2, 234

F
Factorization structure, 84
Feller’s negligibility condition, 322
Filter

associated with a functional ideal, 23
associated with a functional ideal and an
admissible level, 23

Filter space, 64, 169
Final

lower regular function frame, 76
upper regular function frame, 77

Final structures in App, 434
Finally dense, 405

App in CAp, 405
App in EpiAp, 419
App in PrAp, 408
App in PsAp, 414

Fine functor, 123
Fine proximity, 262
Fine uniformity, 123, 124
Fine uniformity derived from the underlying

completely regular topology, 123
Finite quasi-metric, 2
Finitely generated topological space, 105,

109
Firm, 247
Forcing (weight), 365, 368
Function space, 249
Functional ideal, 23
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associated with a filter, 23
diagonal operation, 29
minimal prime, 26
prime, 25
proper, 23
translation over a value, 24

Functional ideal convergence, 22, 31
discrete, 74
in quasi-metric approach spaces, 98
in topological approach spaces, 92
indiscrete, 74

G
Gap functional, 344
Gauge, 15

derived from a uniform gauge, 204
discrete, 74
from a distance, 38
from an approach system, 42
from an upper regular function frame, 50
generated by a locally directed set, 15
in an approach group, 288
in an approach vector space, 290
in characterization of regularity, 137
in gauge-countability, 142
in index of compactness, 161
in index of countable compactness, 180
in index of relative compactness, 177
in product of metric spaces, 114
in quasi-metric approach spaces, 98
in subspace of product of metric spaces,
115

in topological approach spaces, 92
in uniform approach spaces, 115
in weakly adjoint approach spaces, 129
indiscrete, 74
initial, 74
of Tγ , 371
of P, 64
of a quantifying approach structure on a
domain, 376

of a subspace of a product of weightable
quasi-metric spaces, 367

of the completion in UAp, 226
of the proximal structure, 345
of the Vietoris approach structure, 360
of the weak approach structure on prob-
ability measures, 300, 307

of the Wijsman approach structure, 339,
341

proximity derived from, 240
symmetric, 115

uniform, 198
uniformity derived from, 201

Gauge-countable, 142
Generated

approach system by a gauge basis, 62
approach system by an approach basis,
13, 62

gauge by a gauge basis, 15
quasi-uniform gauge by a quasi-uniform
gauge basis), 215

topology by a distance, 108
uniform approach systemby a symmetric
gauge basis, 116

uniform gauge by a uniform gauge basis,
198

H
H -width, 209
Hausdorff excess functional, 344
Hausdorff measure of noncompactness, 161
Hausdorff metric, 338, 339
Hausdorff uniform approach space, 237
Hom-set, 403
Hyperspace, 338

bounded proximal, 348
proximal, 346
Vietoris, 353
Vietoris ∨, 353
Vietoris ∧, 353
Wijsman, 339

I
Ideal

in P
X , 11

in qMet(X), 15
Ideal basis, 12
Image measure, 312
Improper functional ideal, 23
Index

basis local compactness, 195
closed expansiveness, 156
compactness, 161, 167–169, 172, 173,
175

connectedness, 189
contractivity, 154
countable compactness, 180
equicontractivity, 250
Lindeberg, 328
Lindelöf, 181
local Cauchyness, 209
local compactness, 184
open expansiveness, 158
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precompactness, 207
properness, 159
relative compactness, 176
relative countable compactness, 195
relative sequential compactness, 179,
180

sequential compactness, 178
tightness (strong), 318
tightness (weak), 317
uniform Cauchyness, 208
uniform contractivity, 206
uniform equicontractivity, 250

Index analysis, 149
Index-true, 153
Indicator, 19
Indicator metric, 309
Indiscrete

approach system, 74
distance, 74
functional ideal convergence, 74
gauge, 74
limit operator, 74
lower hull operator, 74
lower regular function frame, 74
tower, 74
upper hull operator, 74
upper regular function frame, 74

∧-Vietoris approach structure, 353
Initial

approach structure, 72
distance, 77
functional ideal convergence, 78
lower regular function fame, 76
upper regular function frame, 77

Initial structures in App, 434
Initial structures in UG, 434
Initially dense

Met in UAp, 116
MetVec in ApVec, 291
qMet in App, 106
sNorm in lcApVec, 295

Initially dense object, 78, 106
(P, δd−

P

) in App, 106

(P, δdP ) in App, 106
P in App, 78
PΓ in AppΓ , 394

Isomorphic functions, 151

K
κ-metric, 3, 89
κ-metrizable, 89
Kernel (of a weight), 368

Kernel condition, 369
Kowalsky diagonal operation, 4
Kuratowski measure of noncompactness,

161
Kuratowski-Mrówka (theorem of), 176
Ky-Fan metric, 310

L
Lattice ordered semigroup, 391
Law of a random variable, 312
Lawson topology, 365
Lax algebra, 88, 424, 429

for the PRel-extension of the ultrafilter
monad, 426, 427

Lax monad, 424
Lax-functor, 424
Layered, 152
lcApVec, 294
Limit operator, 6–11

and completion in UAp, 224, 226, 227
and fixed points for contractive func-
tions, 379

as function of two variables, 416
characterization with ultrafilters, 9
compared to adherence operator, 66, 210
comparison between convergence in
probability andweak convergence, 316

discrete, 74
from a distance, 34
from a gauge, 56
from a tower, 58
from an approach system, 56
in convergence-approach spaces, 403
in filter approach spaces, 64
in function spaces, 252, 254, 259
in Hilbert spaces, 212
in index of compactness, 161
in index of local compactness, 184
in index of relative compactness, 177
in index of relative sequential compact-
ness, 179

in index of sequential compactness, 178
in lax algebraic characterization of App,
427

in quasi-metric approach spaces, 98
in regular approach spaces, 134, 136
in the approach structure of convergence
in probability, 310

in the continuity approach structure, 324
in the indexed CLT, 332
in the weak approach structure on
normed spaces, 273, 274
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in the weak approach structure on prob-
ability measures, 305

in the weak* approach structure on
normed spaces, 280

in topological approach spaces, 92
indiscrete, 74
initial, 74
of P, 64
of a sequence in quasi-metric approach
spaces, 100

of a total filter in a weakly adjoint space,
130

property in uniform approach spaces,
122

Lindeberg index, 328
Lindelöf

Lindelöf index, 181
Lipschitz, 276
Local compactness

index of basis local compactness, 195
index of local compactness, 184

Local distance, 11, 12
Local prenorm system, 290
Local saturation, 15
Local saturation operation, 15
Locally convex approach space, 285, 294
Locally countable, 140
Locally dominated (a quasi-metric by a fam-

ily of quasi-metrics), 14
Locally saturated, 14
Lower hull operator, 17

determined by restriction to bounded
functions, 18

determined by restriction to functions
with a finite range, 19

discrete, 74
from a distance, 45
from a gauge, 44
from a lower regular function frame, 47
from an approach system, 54
in quasi-metric approach spaces, 98
in topological approach spaces, 92
indiscrete, 74

Lower regular, 21
Lower regular function, 21
Lower regular function frame, 21

discrete, 74
from a gauge, 57
from a lower hull operator, 48
from an upper regular function frame, 57
in quasi-metric approach spaces, 98
in topological approach spaces, 92
indiscrete, 74

Lower semicontinuous regularization, 17
Lower topology, 365
Lower Vietoris topology, 353

M
Martin topology, 365
Mazur (theorem of), 276
Measure of connectedness, 196
Measure of disconnectedness, 196
Measure of noncompactness, 195

Hausdorff, 161
Kuratowski, 161

Met
concretely coreflective in App, 103
initially dense in UAp, 116

Metric, 2
Metric approach space, 98, 100

internal characterization, 100
Metric uniform gauge space, 203

internal characterization, 203
Metric vector space, 291
Metrically generated theory, 88, 246
MetVec, 291

initially dense in ApVec, 291
Minimal Cauchy filter, 225
Minimal prime functional ideal, 26
Minkowski system, 294
Mixed triangular inequality, 12
Monad, 424

ultrafilter, 424
Morphism-index, 151
Multiplication of monad, 424

N
Near-isometry, 194
Nearness space, 110
Nearness structure, 148
Neighbourhood-tower, 16
Neighbourhoods in the Top-coreflection, 97
Nonexpansive regularization, 17
Numerical relation, 425

O
Object-index, 150
ω-domain, 365
Open expansion, 82

characterization with various structures,
82

in metric approach spaces, 104
in quasi-metric approach spaces, 104
in topological approach spaces, 98
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index of open expansiveness, 158
Open map, 98
Opial’s condition, 194

P
P

initially dense object in App, 78
the approach space, 62
the set, 2

0-property, 153
p-cover, 345
Partial quasi-metric, 363
PE , 63
Point-separating, 132
Portmanteau theorem

for weak distance, 304
for weak limit operator, 306

Poset, 364
PrAp, 406

the cartesian closed topological hull of
PrAp, 409, 410

the extensional topological hull of App,
408

Pre-approach space, 406, 429
Pre-distance, 406

from a pre-limit operator, 406
Pre-limit operator, 406

from a pre-distance, 407
Pre-topological closure operator, 16
Pre-topological space, 16
Pre-topology, 16
Precompactness

index of precompactness, 207
PRel-extension of ultrafilter monad, 424
Premetric space, 429
Prenorm, 286
Preorder, 368
Pretopological closure, 95
Pretopological space, 95
Prime functional ideal, 25
Product

of metric approach spaces in App, 114,
115

of metric spaces in UG, 203
of quasi-metric approach spaces in App,
107

of quasi-metric spaces in qUG, 218
of topological approach spaces in App,
95

of uniform approach spaces in App, 119
of uniform spaces in UG, 201

Prokhorov metric, 302

Prokhorov theorem, 319
Proper

index of properness, 159
Proper contraction, 86
Proper functional ideal, 23
Proximal distance, 346
Proximal hit and miss topology, 345
Proximal topology, 345
Proximity generated by a symmetric gauge

basis, 241
PsAp, 410

the cartesian closed topological hull of
PrAp, 412

the quasi-topos hull of App, 414
Pseudo-approach space, 410
Pseudo-limit operator, 410
Pseudotopological space, 110

Q
qMet

concretely coreflective in App, 102
qMet-coreflection, 101
qMetΓ , 398

concretely coreflective subcategory of
qMet, 398

concretely reflective subcategory of
qMet, 398

stable subcategory of qMet, 398
Quantifiable, 252, 263, 270, 280, 304, 310,

324, 337, 339, 340, 346, 363, 369,
371, 376

Quantification, 279, 337
Quantification of

algebraic domain, 371
arbitrary domain, 376
βN, 263
Čech-Stone compactification of an At-
suji space, 263

dcpo’s, 369
proximal topology, 346
topology of convergence in probability
on random variables, 310

topology of uniform convergence on Σ-
sets, 252

weak topology in normed spaces, 270
weak topology on probability measures,
304, 324

weak* topology in normed spaces, 280
Wijsman topology, 339

Quantifying (approach space generating the
Scott topology), 368

Quantitative domain theory, 363
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Quasi-metric, 2
finite, 2
separated, 2

Quasi-metric approach space, 98, 100
internal characterization, 100

Quasi-metric quasi-uniform gauge space,
218

internal characterization, 218
Quasi-topos, 401, 403, 414

PsAp, 414
Quasi-topos hull

of App, 414
of PrAp, 414

Quasi-uniform qUG-space, 217
Quasi-uniform gauge, 215
Quasi-uniform gauge basis, 215
Quasi-uniform gauge space, 215
qUG, 216
Quotient of

metric approach space in App, 103
quasi-metric approach space inApp, 102
topological approach space in App, 96
uniform space in UG, 202

R
R0Top, 110
Random variable, 309
Reflection onto

qUnif (in qUG), 217
Top (in App), 95
Unif (in UG), 201

Reflexivity (lax monad condition), 424
Regular, 135
Regular-countable, 143
Regularity

characterization with gauge, 137
characterization with limit operator, 136

Regularly closed set, 89
Relative compactness

index of relative compactness, 176
Relative countable compactness

index of relative countable compactness,
195

Relative sequential compactness
index of relative sequential compactness,
179, 180

Restriction of
closed expansion, 82, 157
contraction, 155
open expansion, 84, 159
proper function, 160

S
Saturated, 12, 23

in a subset of PE , 290
uniformly, 198, 215

Saturation, 13
local, 12, 14
uniform, 198, 215

Saturation operation, 13
for functional ideals, 22
for gauges, 14
for local prenorm systems, 290
for quasi-uniform gauges, 215
for uniform gauges, 198

Scott topology, 363
sec, 4
Selection

of filters, 5
of functional ideals, 29

Selection of filters, 35
Semantic domain, 363
Semantics of programming languages, 363
Semigroup

commutative, 390
lattice-ordered, 390
suitable, 390

Separated quasi-metric, 2
Sequential compactness

index of sequential compactness, 178
Smirnov compactification, 241, 242
Space of random variables, 309
Stable, 389

AppΓ in App, 392
EpiTop in EpiAp, 423
Conv in CAp, 406
PrTop in PrAp, 408
PsTop in PsAp, 414
subcategory of App, 390

Stable subcategories of App
cardinality, 396
concretely isomorphic, 395

Stable subcategories of PrAp, 428
Stable subcategory, 94, 390
Stable under enlargements, 345
Stack, 4
Standard triangular array, 322
Strong index of tightness, 318
Sub-additive, 285, 390
Subdifferential calculus, 88
Subspace

of a metric approach space in App, 106
of a product of metric approach spaces in
App, 116

of a product of metric spaces in UG, 204
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of a product of quasi-metric spaces in
qUG, 218

of a uniform approach space in App, 119
of topological approach space inApp, 95
of uniform space in UG, 201

Suitable
(sub)semigroup, 390
subadditive function, 390

Suitable semigroup, 390
Suitable subadditive function, 390
∨-Vietoris approach structure, 353
Symmetric gauge, 115
Symmetric gauge basis, 115
Symmetric saturation, 115

T
T0, 132
T1, 133
T2, 134
Tight (set of probability measures), 317
Tightness

strong index of, 318
weak index of, 317

Tiling, 251
Top

concretely coreflective in App, 96
concretely reflective in App, 95

Top-coreflection, 108
Topological approach space, 91, 93

coproduct of in App, 96
internal characterization, 93
product of in App, 95
quotient of in App, 96
subspace of in App, 95

Topology
underlying an approach space, 108

TopVec
concretely coreflective in ApVec, 292
concretely reflective in ApVec, 292

Total filter, 127
Total variation metric, 301
Totally bounded, 196
Tower, 16

defined by closures, 16
defined by convergence, 17
defined by neighbourhoods, 16
discrete, 74
from a distance, 46
from a gauge, 57
from an approach system, 57
in quasi-metric approach spaces, 98
in the construction of the CCT hull of
App, 415

in topological approach spaces, 92
indiscrete, 74
of the completion in UG, 233

Transition formulas
from a distance, 431
from a functional ideal convergence, 433
from a gauge, 432
from a limit operator, 432
from a lower hull operator, 433
from a lower regular function frame, 432
from a tower, 433
from an approach system, 432
from an upper hull operator, 433

Transitivity (lax monad condition), 424
Translation of a functional ideal, 24
Truncated subtraction, 2
Tychonoff, 168

U
UAp

concretely reflective in App, 118
is the epireflective hull of Met, 116

UAp-reflection, 118
UAp2, 228
UC space, 262
UG, 199
UG2, 234
Unif

concretely coreflective in UG, 202
concretely reflective in UG, 201

Uniform UG-space, 201
Uniform approach space, 117
Uniform approach system, 116
Uniform contraction, 199, 216

index of uniform contractivity, 206
Uniform distance, 116
Uniform gauge, 122, 198

in function spaces, 251
of the UG-structure associated with the
Čech-Stone compactification, 246

of the completion in UG, 232
Uniform gauge basis, 198
Uniform gauge isomorphic, 206
Uniform gauge space, 197
Uniform gauge structure

of pointwise convergence, 251
of uniform convergence, 251
of uniform convergence on compact sets,
251

Uniform space
coproduct of in UG, 202
product of in UG, 201
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quotient of in UG, 202
subspace of in UG, 201

Uniform structure, 122
Uniformity derived from the largest symmet-

ric gauge basis, 123
Uniformly connected, 190
Uniformly equicontractive

index of uniform equicontractivity, 250
Unit of monad, 424
Universal, 133
Upper hull operator, 20

discrete, 74
from a gauge, 49
from an upper regular function frame, 50
in quasi-metric approach spaces, 98
in topological approach spaces, 92
indiscrete, 74

Upper regular, 22
Upper regular function, 22
Upper regular function frame, 21

discrete, 74
from an lower regular function frame, 57
from an upper hull operator, 50
in quasi-metric approach spaces, 98
in topological approach spaces, 92
indiscrete, 74

Upper regular function frame:from an ap-
proach system, 55

Upper Vietoris topology, 353

V
Vector metric, 290
Vietoris approach structure, 353
Vietoris topology, 353

W
Wallman-Shanin compactification, 247
Weak adjointness, 126
Weak approach structure (on probability

measures), 300
Weak distance

in normed spaces, 270
Weak index of tightness, 317
Weak topology (on a dcpo), 365
Weak topology (on probability measures),

300
Weakly adjoint

approach space, 130
metric space, 126

Weakly complete, 278
Weakly symmetric approach space, 247
Weight, 365
Weightable quasi-metric, 363
Wijsman (approach) structure, 339
Wijsman distance, 339
Wijsman topology, 338, 339
wqMet, 365

finally dense in qMet, 366
stability under initial morphisms, 365
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