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PREFACE

Metalloproteins comprise approximately 30% of all known proteins and are 
involved in a variety of biologically important processes, including oxygen trans-
port, biosynthesis, electron transfer, biodegradation, drug metabolism, proteolysis 
and hydrolysis of amides and esters, environmental sulfur and nitrogen cycles, and 
disease mechanisms. EPR spectroscopy has an important role in not only the geo-
metric structural characterization of the redox cofactors in metalloproteins but also 
their electronic structure, as this is crucial for their reactivity. The advent of X-ray 
crystallographic snapshots of the active site redox cofactors in metalloenzymes in 
conjunction with high-resolution EPR spectroscopy has provided detailed struc-
tural insights into their catalytic mechanisms.  

This volume forms the second part of a two-volume series on the application 
of high-resolution EPR to the structural (geometric and electronic) characterization 
of redox active cofactors in metalloproteins. We have been fortunate to enlist inter-
nationally recognized experts in this joint venture to provide the scientific commu-
nity with an overview of high-resolution EPR and its application to metals in biol-
ogy. Volume 28, entitled High-Resolution EPR: Applications to Metalloenzymes 
and Metals in Medicine, covered high-resolution EPR methods, iron proteins, 
nickel and copper enzymes, and metals in medicine. In this volume, Metals in Bi-
ology: Applications of High-Resolution EPR to Metalloenzymes, we further ex-
tend the periodic table into the application of high-resolution EPR to other families 
of metalloproteins. Specifically, areas covered include: iron–sulfur cluster-con-
taining proteins, molybdenum enzymes, manganese-containing enzymes and pho-
tosystem II, cobalt-substituted enzymes, and hyperfine and quadrupole interactions 
in vanadium proteins and model complexes. John Pilbrow in the Introduction, 
which follows, provides an eloquent synopsis of each chapter. 

Helmut Beinert was a pioneer in the application of EPR spectroscopy to the 
structural characterization of novel iron–sulfur cluster-containing metalloproteins. 
Sadly, he passed away during the preparation of this volume, and we are fortunate 
to have had him contribute a chapter on the involvement of iron–sulfur cluster pro-
teins in catalysis and gene regulation. His expertise and contributions to metal ions 
in biological systems will be dearly missed. 

It is an honor for the editors to facilitate the dissemination of these excellent 
contributions to the scientific community, and we would like to dedicate this vol-
ume to Graeme's wife Lyn and family (Jeffrey, Harry, Johanna, and Adrian), 



x

whose unending support allowed the production of this volume to be completed. 
Suggestions for future volumes are always appreciated. 

Graeme R. Hanson 
Brisbane, Australia 

Lawrence J. Berliner 
Denver, Colorado, USA 
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CHAPTER 1 

INTRODUCTION

John R. Pilbrow 
School of Physics, Monash University, 
Victoria, Australia 

I warmly commend this volume, which covers the characterization of iron–
sulfur proteins, molybdenum proteins, manganese-containing enzymes, cobalt-
substituted enzymes, and vanadyl-substituted proteins using electron paramagnetic 
resonance techniques. It complements the survey of high-resolution EPR methods, 
iron proteins, nickel and copper enzymes, and metals in medicine that formed the 
basis of the previous volume, Volume 28. Readers will find it helpful to have ac-
cess to both Volumes 28 and 29 in order to obtain a comprehensive overview of the 
contribution of EPR techniques to metal ions in biology. 

While discussion of interpretive difficulties may appear to be incidental in 
several of the chapters, the importance of recognizing the limitations of particular 
EPR techniques remains important. These include spectral overlap, particularly for 
iron–sulfur proteins, and the challenge of the small g-anisotropy for Mo[V] and 
VO[IV] when seeking to use CW-EPR alone to determine metal ion coordination. 
Manganese EPR is always challenging, even for isolated Mn[II] ions, but even 
more so for the coupled systems described in Chapters 8 and 9. High-spin co-
balt[II] in distorted “tetrahedral” sites involve spectra from one of the doublets 
formed from S = 3/2. This involves the S = ½ spin Hamiltonian, where the resulting 
“effective” g-factors are field, and thus frequency, dependent. The role and impor-
tance of pulsed methods, Davies and Mims ENDOR, ESEEM, and HYSCORE, 
and the underlying theoretical basis for the interpretation of the resulting data sets 
are explained as appropriate in context. 

An ongoing challenge is to work out key structural units in functioning pro-
teins and enzymes. While information from X-ray crystallography and EXAFS is 
of immeasurable benefit, it is not often that single crystals of proteins can be ob-
tained. Thus the spectroscopy most often has to be performed in the frozen state. 

Address all correspondence to John R. Pilbrow, School of Physics, Building 27, 
Monash University Victoria 3800, Australia, +61 3-9905-3630, +61 3-9905-3637 
(fax) <John.Pilbrow@sci.monash.edu.au>. 

1G. Hanson and L. Berliner (eds.), Metals in Biology: Applications of High-Resolution EPR
 to Metalloenzymes, Biological Magnetic Resonance 29, DOI 10.1007/978-1-4419-1139-1_1,
© Springer Science + Business Media, LLC 2010



2 JOHN R. PILBROW 

This necessitates what is called “orientation selection” spectroscopy, particularly 
relevant to the many pulsed techniques that are used and discussed in many of the 
following chapters. 

Chapters 2, 3, and 4 relate to iron–sulfur proteins. Chapters 5, 6, and 7 to mo-
lybdenum enzymes, while Chapters 8 and 9 concern manganese-containing en-
zymes. The last two chapters relate specifically to substitution of paramagnetic 
spins as probes of non-magnetic active sites in proteins. Chapter 10 reports on 
Co(II)-substituted zinc enzymes, while the final chapter, Chapter 11, introduces the 
vanadyl oxycation as a probe of metal ion sites in proteins. 

1.  IRON–SULFUR CLUSTER-CONTAINING PROTEINS 

Chapter 2 by Cammack and MacMillan focuses on iron–sulfur clusters, which 
are among the most abundant electron-transfer groups in biology, first detected and 
investigated using EPR spectroscopy. [2Fe–2S], [3Fe–4S], and [4Fe–4S] clusters, 
commonly found in large membrane-bound complexes essential for energy conver-
sion in living cells as essential constituents of the mitochondrial respiratory chain, 
are readily amenable to EPR investigation via various paramagnetic redox states. 
They have a wide range of functions, including electron transfer, enzyme catalysis, 
regulation, and maintenance of protein structure. Examples include photosynthetic 
plant-type ferredoxins, cytochrome P-450 monooxygenases, the [2Fe–2S] ferre-
doxins from nitrogen-fixing bacteria, and the Rieske proteins of respiratory and 
photosynthetic electron-transfer chains. Protein characterization increasingly in-
volves multifrequency EPR with ever higher magnetic fields and microwave fre-
quencies. Multidimensional pulsed correlation EPR spectroscopy, application of a 
second microwave frequency (PELDOR), or radio frequency (pulsed ENDOR) are 
described in the context of distance measurements. Samples include macromolecu-
lar complexes and membranes, as well as whole cells and tissues. Orientationally 
disordered spectra observed in the frozen state require orientation-selective 
ENDOR and ESEEM, high-field spectroscopy, and 14N ESEEM. A newer method, 
Relaxation Filtered Hyperfine Spectroscopy [REFINE], has been used to select 
spectra from individual centers having different relaxation rates, such as cluster N2 
from NADH:ubiquinone oxidoreductase. 

Chapter 3 by the late Helmut Beinert concerns the application of electron 
paramagnetic resonance (EPR) to analyzing regulatory proteins based on the ob-
servation of EPR signals from the various cluster types containing [2Fe–2S], [3Fe–
4S], or [4Fe–4S], and eventually superclusters, such as those occurring in nitrogen-
fixing systems. The signals are found for the one-electron reduced states with 
[2Fe–2S] and [4Fe–4S] clusters and for the oxidized form of the [3Fe–4S] cluster 
and high-potential Fe–S proteins. Beinert’s concern was rather to explore the inter-
face between proteins and molecular biology. A particular challenge arises because 
the active centers of enzymes that normally deal with energy transformation can 
also be multifunctional, e.g., directing messenger RNA (mRNA) use in the cyto-
plasm through the cytoplasmic iron-regulatory protein aconitase without the [4Fe–
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4S] cluster. The remaining iron regulatory protein [IRP1] converts to c-aconitase in 
the presence of iron; however, the cluster in c-aconitase disassembles when there is 
limited iron available and IRP1 then binds to ferritin and transferrin receptor RNA. 
Beinert also discusses the global microbial control system involving the fumarate 
nitrate reduction (FNR) protein. In the presence of oxygen, the FNR cluster decays 
from the [4Fe–4S] to the [2Fe–2S] state. Mössbauer spectroscopy is particularly 
helpful because the presence of 57Fe permits detection of all Fe species from FNR. 
Beinert’s chapter concludes with this comment: “… in the last two decades EPR 
has often been called upon as a decisive method for providing critical information 
on the role of Fe–S clusters in controlling the activity of regulatory proteins both in 
vitro and in whole cells.” 

Chapter 4 by Gambarelli, Mulliez, and Fontecave focuses attention on the ver-
satility of the coordination of iron–sulfur clusters in biology. Though cysteine resi-
due is the most favored ligand, providing sulfur coordination, oxygen-based and 
nitrogen-based residues are also found. The authors point out that low-molecular-
weight substrates (citrate for aconitase) and cofactors (S-adenosylmethionine, 
SAM, for “Radical-SAM” enzymes) are activated through binding to one of the 
iron sites in [4Fe–4S] clusters. Cluster–SAM complexes are found to be essential 
intermediates in a number of enzyme reactions for the “Radical-SAM” enzyme 
superfamily involved in the metabolism of all living organisms. Examples include 
pyruvate formate lyase and anaerobic ribonucleotide reductase. The background 
theory regarding hyperfine couplings for ESEEM and ENDOR in metalloproteins 
is presented. There is also discussion of the strengths and weaknesses of ENDOR 
and HYSCORE spectroscopy for characterizing metalloprotein coordination. 
“Blind spots” intrinsic to Mims ENDOR are overcome by obtaining data at a num-
ber of  values. 

2.  MOLYBDENUM ENZYMES 

In Chapter 5, Hille begins by reminding the reader that EPR and related meth-
ods have long been used to understand the structure and function of molybdenum-
containing enzymes. The author covers the pioneering contributions of R.C. Bray 
and coworkers, who characterized the different types of EPR signal manifested by 
the active sites of enzymes such as xanthine oxidoreductase. These are known as 
“very rapid,” “rapid type 1” (or just “type 1”), and “type 2.” He then summarizes 
more recent investigations utilizing a variety of more advanced methods that have 
contributed significantly to our understanding of the physical and electronic struc-
tures of the various EPR-active centers of the enzymes. He discusses comparison 
with model systems, the significance of EXAFS metal–ligand bond length deter-
minations, and the contribution of EPR spectroscopy, complemented by 17O and 
Mo isotope enrichment. Hille’s final example concerns magnetic interactions in 
xanthine oxidoreductase, which contains two 2Fe–2S centers that are very similar 
to those found in spinach ferredoxin, one of which, Fe–S/I, interacts with the Mo 
center 14.7 Å distant. A good deal is now known about reaction intermediates 
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formed during hydroxylation by xanthine oxidoreductase, and this has led to im-
proved understanding of the chemical pathways involved. 

Enemark, Astashkin and Raitsimring in Chapter 6 provide a comprehensive 
account of a class of molybdenum enzymes called sulfite oxidases. They review 
the history of the EPR of molybdenum enzymes as well as the role played by so-
phisticated pulsed EPR methods. This chapter sits nicely between the previous 
chapter by Hille and the following chapter by Hanson and Lane. Sulfite oxidases 
(SOs) are Mo-containing enzymes that catalyze the oxidation of sulfite to sulfate. 
They occur in humans, avians, plants, and bacteria. The two-electron oxidation of 
SO3

2– occurs at the Mo center. First, MoIV is produced, which is then reoxidized to 
MoVI by sequential one-electron transfers to the b5-type heme center. X-ray crystal-
lography reveals that the Mo center is approximately square pyramidal, with an 
oxo group occupying the apical position. The equatorial positions are occupied by 
a second oxygen and by three sulfurs, one of which is supplied by a cysteine 
sidechain. Mo(V) (d1) and its immediate environment are readily amenable to EPR 
techniques. With regard to pulsed EPR methods, the authors argue that it is best to 
begin with 1D techniques such as 2-pulse ESEEM, Mims or Davies ENDOR, and 
only to use 2D methods (HYSCORE, refocused primary echo, or RP ESEEM, 2D 
MIMS ENDOR) to resolve ambiguities. The theoretical background essential for 
understanding and interpreting spectral data from pulsed experiments is fully out-
lined. The authors draw attention to the difficulty of relating HFI and NQR pa-
rameters to structure because of incomplete knowledge regarding the relationship 
between the g- and molecular coordinate frames.

Hanson and Lane in Chapter 7 describe the application of continuous wave 
(CW) and pulsed EPR spectroscopy to the geometric and electronic characteriza-
tion of the Mo(V) active site within dimethylsulfoxide (DMSO) reductase, which 
belongs to a distinct family of molybdoenzymes. It contains two molydopterin 
ligands, in contrast to others that have only one. Studies of model molybdenum(V) 
complexes are also reported. The importance of X-ray structures, where available, 
elucidation of the low-symmetry Mo sites, the sensitivity of spin Hamiltonian pa-
rameters to small changes in the coordination sphere, the role of computer simula-
tions, and the importance of theoretical DFT calculations are all addressed. Molyb-
denum EPR investigations are assisted by the presence of the normal Mo isotopes, 
95Mo and 97Mo, each with nuclear spin I = 5/2 and the remaining 74.5% where I = 
0. Although results are reported for respiratory DMSO reductase, the main empha-
sis is on periplasmic DMSO reductase, where a rich range of spectra are observed. 
These are differentiated as low-g and high-g CW-EPR spectra, characterized by 
average g-factors of 1.96 and 1.98, respectively. Specifically, the electronic and 
geometric structure of the low-g and high-g EPR signals and their relevance to the 
catalytic cycle of the enzymes are described. CW- and pulsed EPR studies of a 
dithionite-reduced sample of DMSO reductase reveal the presence of a sulfur-
centered radical localized on the pterin molybdenum cofactor. Through redox po-
tentiometry, the high-g unsplit and split Mo(V) signals are shown to arise from 
Mo(V) species on the reductive and oxidative sides, respectively, of the catalytic 
cycle. The retention of a trigonal prismatic geometry around the molybdenum ion 
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in DMSO reductase upon reduction of the oxidized enzyme (Mo(VI)) through 
Mo(V) to Mo(IV) indicates that the active site is an example of an entatic state, 
poised for catalysis. 

3.  MANGANESE-CONTAINING ENZYMES 

In Chapter 8, Brynda and Britt explain that manganese has a variety of roles in 
enzymes such as arginase that catalyze the hydrolysis of arginine. Since MnII, MnIII,
and MnIV are all biologically accessible, clearly manganese must play a crucial role 
in important redox reactions in the Mn4Ca cluster of Photosystem II (PSII), a large 
transmembrane protein/cofactor complex that utilizes light energy to oxidize water 
to molecular oxygen. The authors discuss the requirement for Ca2+ and Cl– cofac-
tors and the role of X-ray crystal structures and X-ray absorption spectroscopy in 
shedding new light on the structure of the oxygen-evolving complex (OEC). The 
exact nature of the Mn cluster and its precise role in water oxidation remains unre-
solved. Synthetic models and quantum mechanical calculations, based on a broken 
symmetry density functional theory (DFT) approach, are used to evaluate the elec-
tronic structure of these Mn complexes so as to illuminate the structural and 
mechanistic aspects of catalytic water splitting in PSII. The physics of coupled 
systems is thoroughly outlined. In particular the authors explain how the coupling 
interaction is simplified by writing the Heisenberg Hamiltonian for polynuclear 
complexes as a sum of pairwise interaction terms. 

In Chapter 9, Smith, Hadler, Schenk, Hanson, and Miti  discuss selective ad-
vances in the study of the structure/function relationship of binuclear manganese-
dependent enzymes. In the previous volume in this series, Schenk, Miti , and Han-
son reviewed the biochemical, structural, and spectroscopic properties, in particular 
EPR-related properties, of many binuclear non-heme iron enzymes. Several of 
these also function in the presence of manganese, for example, ribonucleotide re-
ductase and a purple acid phosphatase from sweet potato. By way of contrast, some 
enzymes have evolved a specific requirement for manganese, including catalases 
and arginase. Using the same format as in their previous review on the binuclear 
non-heme systems, the biochemical and structural properties of the selected en-
zyme systems are described, followed by a summary of data from several spectro-
scopic techniques, focusing particularly on the contributions from EPR-related 
techniques. Where possible, a brief description regarding mechanistic implications 
is offered. While it is envisioned that this chapter may provide an entry point for 
the interested researcher, it is also anticipated that specialists may also find the 
discussion and references helpful for their own research. 

4.  NOVEL METALLOENZYMES AND METALLOPROTEINS 

In Chapter 10, Bennett explains that Co(II) has long been used as a spectro-
scopically active substitute for Zn(II) in enzymes. The Co(II) ground state is high-
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spin S = 3/2, what is expected for a near tetrahedral coordination. The analysis of 
EPR spectra in terms of spin Hamiltonian parameters is described, along with their 
interpretation in structural terms. There is a fairly full discussion regarding the “ef-
fective” g-factors that occur in these systems where the spectra actually arise from 
isolated doublets of the spin 3/2 system. The applicability of Co(II) as a structural 
and functional mimic of Zn(II) in enzymes is considered and a brief update of EPR 
studies in the literature presented. Some 37 cases are tabulated. Obtaining high-
quality EPR from high-spin Co(II) that can provide useful information is not trivial, 
so experimental issues are discussed in some detail. Complementary measurement 
techniques are very briefly discussed. One case study is provided to show how the 
EPR of Co(II) can provide mechanistic information on a zinc enzyme, unavailable 
by other techniques. 

Chapter 11 by Larsen and Chasteen concerns investigations using the oxyca-
tion VO2+ as an EPR spin probe of protein metal binding sites. Its importance has 
increased significantly because of the availability and now widespread use of high-
resolution pulsed EPR methods such as ENDOR, ESEEM, and HYSCORE. Thus 
isotropic and dipolar components of ligand hyperfine couplings unavailable from 
CW-EPR can now be measured. Experiments on model complexes supplemented 
by DFT calculations have led to new insights into how g-factors and ligand and 51V
nuclear hyperfine couplings depend on the electronic structure and coordination 
geometries of VO2+ chelates. These results are then used to enhance the under-
standing of similar data obtained from vanadyl-substituted proteins. A number of 
examples involving the application of high-resolution EPR of VO2+-containing 
proteins and tissues samples are reviewed in this chapter. 

5.  CONCLUSIONS 

The chapters in this volume are diverse in subject matter and emphasis, and in 
the matter of which EPR techniques are most important in each case. They differ in 
style and yet are unified in that they all relate to the application of EPR spectros-
copy to the structural characterization of metal ion active sites in metalloenzymes. 
The importance of pulsed methods to elucidate metal ligand coordination cannot be 
overemphasized, though it needs to be pointed out that there are very often  diffi-
culties regarding how to relate the g-frame of reference to the molecular frame. 

There are many target audiences. Those within the various fields represented 
here will find much to “get their teeth into.” Those considering work on one or 
more of the systems described will find starting points, valuable information, and 
useful references. Beginning graduate students will find this volume a useful intro-
duction to EPR applications to metal ions in biology and to the variety of ap-
proaches both experimental and theoretical that are the necessary armory for any-
one seriously considering entering the field. 

This volume complements the previous volume (Vol. 28) and helps to make 
the point that modern EPR methods are the method of choice when investigating 
the role of paramagnetic ions and clusters in biology. Of course, EPR data cannot 



INTRODUCTION 7

stand on their own and should be supplemented by information from many other 
methods such as X-ray crystallography, magnetic circular dichroism, and EXAFS, 
and electronic absorption, infrared, resonance Raman and Mössbauer spectroscopy. 
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CHAPTER 2 

ELECTRON MAGNETIC RESONANCE OF IRON–SULFUR 
PROTEINS IN ELECTRON-TRANSFER CHAINS:

RESOLVING COMPLEXITY

Richard Cammack1 and Fraser MacMillan2

1Pharmaceutical Science Research Division, Kings College, London 
2School of Chemical Sciences and Pharmacy, University of East Anglia, Norwich, UK 

Iron–sulfur clusters, some of the most abundant electron-transfer groups 
in biology, were first detected and investigated using EPR spectroscopy. 
They are commonly found in large, membrane-bound complexes that 
are essential for energy conversion in living cells. Here we describe the 
applications of multiple-frequency, pulsed and double-resonance elec-
tron magnetic resonance (EMR†) methods to investigate the structure 
and function of these iron–sulfur proteins. Such spectra can be observed 
from macromolecular complexes and membranes, as well as from whole 
cells and tissues. A careful choice of sample preparation and measure-
ment parameters is required to partially resolve overlapping spectra from 
multiple iron–sulfur clusters. Recently the REFINE technique has been 
presented, which can be used to select the spectra of individual centers 
having different relaxation rates, such as cluster N2 from NADH: 
ubiquinone oxidoreductase. Where proteins are difficult to crystallize, 
EMR methods can provide structural information; ESEEM and ENDOR 
especially can identify the types of clusters and the nature of their pro-
tein ligands. Pulsed EPR and PELDOR are able to provide information 
about distances between clusters and other paramagnets such as semi-
quinone radicals or other metals. When crystal structures are known, 
EMR provides additional information about electronic structures and the 
disposition of protons. Potentially, EMR techniques can show details of 
protein movements and the effects of transmembrane potentials. Future 
directions for research are discussed. 
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Figure 1. Diagram of the iron–sulfur clusters in complexes of the respiratory chain. Protein 
Databank structures 1FUG, 1NEK, and 1KYO were drawn with RasMol [132]. Please visit 
http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color version of 
this illustration. 

1.  INTRODUCTION 

Some of the first biological systems to which EPR spectroscopy was applied 
were electron-transfer (ET) proteins. A notable success was the establishment of 
iron–sulfur proteins as essential constituents of the mitochondrial respiratory chain 
(see Fig. 1), the photosynthetic electron-transfer chain [1,2], and other systems of 
membrane bioenergetics. Optical absorption spectroscopy had shown that several 
cytochromes acted as electron carriers in these systems, but when EPR spectros-
copy was applied, particularly at temperatures below 77 K, it revealed that iron–
sulfur (Fe–S) proteins were even more abundant [3–7]. An important advantage of 
continuous-wave (cw) EPR spectroscopy is that it can be applied to whole macro-
molecular protein complexes, organelles such as mitochondria and chloroplasts, 
and even whole tissues in the frozen state. The individual Fe–S clusters in these 
systems were identified and named on the basis of their EPR signatures, each clus-
ter giving a spectrum with a characteristic lineshape in either the oxidized or re-
duced state. As the complexes were isolated, it was found that often several iron–
sulfur clusters of different types occur in the same protein. The puzzling abundance 
of iron–sulfur clusters in the membrane-bound complexes of bioenergetics was 
later rationalized when it was learned that a sequence of clusters, separated by dis-
tances of 1.2–1.4 nm could act as an efficient conductor of electrons, for example, 
from one side of a membrane to the other [8,9]. 
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An indication of the importance of these proteins is that a number of heredi-
tary neurological diseases have been attributed to deficiencies in iron–sulfur pro-
teins of the mitochondrial respiratory chain [10]. Fe–S clusters have also been im-
plicated in the toxic effects of oxygen radicals and nitric oxide [11,12]. 

Cw-EPR is able to provide information about the structure and biological 
function of these Fe–S centers, including: 

 The type of Fe–S cluster ([2Fe–2S], [3Fe–4S], [4Fe–4S], etc.). 
The properties of the different types of cluster were determined 
by studies on small iron–sulfur ET proteins, the ferredoxins. 

 The electronic structures of the clusters, investigated by observa-
tion of hyperfine interactions with nuclei of introduced stable 
isotopes such as 57Fe, 33S, and 2H.

 The redox states of the clusters under different conditions, and 
the midpoint redox potentials, obtained by preparing samples 
treated with substrates, or poised at specific potentials using po-
tentiometry. 

 The proximity and orientation of the clusters, through the effects 
of spin–spin interactions on the EPR spectra, which are mani-
fested as increased spin relaxation rates, and/or splitting of EPR 
signals. 

 The location of the clusters in a membrane (inside or outside) 
from studies of the effects of paramagnetic relaxation agents 
[13,14]. 

Recently, advanced electron magnetic resonance (EMR†) techniques have been 
developed (see reviews [15–17]) that extend the scope of paramagnetic resonance 
in various ways, such as 

 refinement of nuclear hyperfine and quadrupolar couplings, 
 measurement of spin–lattice and spin–spin relaxation rates, 
 resolution of zero-field splittings, 
 more precise measurement of electron spin–spin interactions, for 

determination of longer distances and orientations. 

In this review we consider some of the interesting biochemical questions that 
have been and may be addressed by application of these advanced EMR methods. 

1.1.  Problems of Complex Electron-Transfer Systems 

Membrane-bound ET proteins indeed represent a considerable challenge to 
many of these new methods, some of which will clearly prove more useful than 
others. This is primarily due to one or more of the following factors: 

 the complexity of the spin systems (high-spin and spin-coupled 
species);
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 spectral overlap of EPR signals leading to difficulties in assign-
ments; 

 the low concentration of the paramagnets, which becomes a 
problem especially for some two dimensional methods where the 
resolution gained is accompanied by an inherent loss of sensitiv-
ity;

 the fact that most transition metal systems can only be studied in 
the frozen state, leading to disordered spectra; 

 distributions of parameters such as g-factors, hyperfine couplings, 
and electron spin–spin interactions, owing to the random distri-
bution of strain in protein conformation [18]. 

With the introduction of the first commercial pulsed EPR spectrometers 
around 1990, it was of great interest to see how these methods could extend the 
range of applications of EMR in biological systems. The dramatic improvement in 
sensitivity provided by Fourier-transform techniques in NMR have not yet been 
replicated in EMR, mainly due to the broad spectral linewidths involved and the 
very fast electron-spin relaxation rates and short coherence times. Nevertheless the 
new techniques have provided important information about these complex bio-
chemical systems that could not be obtained in other ways. 

The biological application of EMR techniques was developed by using se-
lected model systems that were optimized for signal amplitudes and minimal inter-
ferences, and these methods still rely on very careful sample preparation. In addi-
tion the interpretation of the results has greatly benefited from a combined ap-
proach with other molecular information such as protein sequence and structure, 
and especially from other spectroscopic techniques such as Mössbauer, magnetic 
circular dichroism (MCD) and EXAFS, and from DFT calculations. 

2.  IRON–SULFUR PROTEINS 

Fe–S proteins are metalloproteins, widely distributed in almost all organisms, 
which contain Fe–S clusters [19]. They have a wide range of functions, including 
enzyme catalysis, regulation, and maintenance of protein structure, but the most 
frequent activity is in biological ET. These Fe–S proteins of ET chains are large 
molecules, and often comprise a series of clusters. In view of their importance in 
systems for the conservation of energy, these proteins have been studied in great 
detail. 

The structures of clusters found in biological electron-transfer chains are illus-
trated in Figure 2. They comprise iron and sulfide atoms in a number of character-
istic structures, coordinated directly to amino-acid residues in the protein, usually 
cysteine but sometimes also histidine, aspartate, serine, or other residues. The most 
commonly occurring clusters are the [2Fe–2S], [3Fe–4S], and [4Fe–4S] types 
whose properties are summarized in Table 1. They were first characterized in 
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Figure 2. Structures of the most common forms of Fe–S clusters. Please visit 
http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color version of 
this illustration. 

smaller electron-transfer proteins, the ferredoxins [19–21]. In general each cluster 
is able to transfer one electron, so that it is EPR-detectable in at least one state, 
either oxidized or reduced. 

The majority of Fe–S clusters are paramagnetic (S = ½) in either their oxidized 
or reduced state. Higher spin states such as S = 3/2 or S = 2 are also common. Most 
of them are observable by cw-EPR spectroscopy, and they are potentially good 
subjects for advanced EMR techniques. Their EPR spectra are usually observed at 
cryogenic temperatures (T < 100 K) and typically have a rhombic or near-axial 
lineshape. 

The structures of the large ET protein complexes reveal that they often have a 
modular construction in which the cluster-binding domains are homologous to 
those found in the ferredoxins. The [4Fe–4S] clusters, for example, are often found 
in pairs, with a polypeptide sequence similar to that of the eight-iron ferredoxins. 
Therefore studies of the simpler proteins by advanced EMR techniques are very 
relevant to observations on the complex enzymes. 
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Table 1. Types of Fe–S Cluster 

 Diamagnetic EPR-detectable Typical 
  Designation oxidation states* oxidation states* g-factors 

      [2Fe–2S] Oxidized (2+) Reduced (1+) g = 1.94 
  [2Fe–2S]Rieske Oxidized (2+) Reduced (1+) g = 1.90 
      [3Fe–4S] Reduced (0) Oxidized (1+) g = 2.01 
      [4Fe–4S] Oxidized (2+) Reduced (1+) g = 1.94 
  [4Fe–4S]HiPIP Oxidized (3+) Reduced (2+) g = 2.01 

*The charges on the clusters are calculated from the sum of the charges on iron (3+ or 2+) and sulfide, 
ignoring the charges on the ligands. 
Notes: N1, N2 refer to two nitrogen ligands to the Rieske-type cluster; N1, N2 refer to clusters in Com-
plex I (NADH:ubiquinone reductase). 

2.1.  Types of Clusters 

The [2Fe–2S] proteins are the most intensively studied by advanced spectro-
scopic techniques. On the basis of amino-acid sequences, several major types of 
cluster-binding domains can be distinguished: 

 the structurally well-characterized proteins typified by ferredox-
ins from plant-type photosynthesis and cytochrome P-450 
monooxygenases; 

 a type of cluster found in molybdenum hydroxylases such as xan-
thine oxidase; 

 the [2Fe–2S] ferredoxins from nitrogen-fixing bacteria such as 
Clostridium pasteurianum;

 the Rieske proteins of respiratory and photosynthetic electron-
transfer chains, and similar clusters in nonheme iron-containing 
oxygenases. 

The original model for the structure of the [2Fe–2S] clusters [22,23] was con-
firmed by a combination of Mössbauer, EPR and ENDOR studies (reviewed by 
[24,25]). Earlier work on ENDOR and ESEEM of [2Fe–2S] clusters has been re-
viewed [26]. In the oxidized state both atoms are formally Fe(III), S = 5/2, anti-
ferromagnetically coupled so that the ground state has S = 0. It was first shown 
using Mössbauer and 57Fe-ENDOR spectroscopy that upon reduction one iron atom 
becomes reduced to Fe(II), so the resulting net spin is S = ½ and EPR spectra with 
gav < 2.0 are observed at temperatures below 100 K. 

The [4Fe–4S] clusters of most proteins have a ground state S = 0 in the oxi-
dized ([4Fe–4S]2+) state, and are reduced by one electron to a [4Fe–4S]+ state with 
S = ½. The less common high-potential-iron–sulfur proteins (HiPIPs) are also 
ferredoxins containing a similar [4Fe–4S]2+ cluster, but they undergo oxidation to a 
[4Fe–4S]3+ state, with S = ½. As their name implies, they have considerably higher 
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midpoint potentials than the [4Fe–4S]2+/1+ proteins, and they have completely dif-
ferent protein structures. 

[3Fe–4S] clusters were first observed as relatively narrow g = 2.01 EPR sig-
nals in oxidized [4Fe–4S] proteins, and were assigned as HiPIP-type clusters; they 
were then shown to have only three iron atoms [27]. Some of these were then 
shown to be products of oxidative damage to [4Fe–4S] clusters in proteins such as 
aconitase, a soluble mitochondrial enzyme that is not a component of a respiratory 
chain [28]. It later emerged that [3Fe–4S] clusters are not always the result of oxi-
dative damage, being natural constituents of various electron-transfer proteins, 
including mitochondrial complex II and nitrate reductase. In their stable reduced 
forms ([3Fe–4S]0) they have an S = 2 ground state and on oxidation to the [3Fe–
4S]+ state they have S = ½ [29]. 

In some cases, bioinformatics analysis of the amino-acid sequence, from the 
gene sequence, can provide an indication of the types of cluster present. Each type 
of cluster may be bound by one of a number of characteristic protein sequence mo-
tifs; it may, however, be difficult to assign the ligands to some clusters. A useful 
approach is to substitute cysteine ligands in the sequence by site-directed 
mutagenesis and to examine the resulting variant protein by EMR spectroscopy. 
This is not a completely reliable criterion, however, as in some cases a modifica-
tion of one part of a protein may prevent assembly of an Fe–S elsewhere in the 
protein; or removal of a cluster ligand may result in substitution of another amino-
acid residue as a direct ligand, with minimal changes to the spectroscopic proper-
ties. An instructive, though unusual, example of the latter was provided by variant 
studies of the [2Fe–2S] ferredoxin from Clostridium pasteurianum. EPR spectros-
copy revealed that even if two of the five potential cluster-binding cysteine ligands 
were substituted by alanine, a [2Fe–2S] cluster could still be formed, indicating 
that a different residue from the protein was being recruited to rescue the cluster. 
Even so, the ESEEM spectra of the reduced cluster were similar, showing cou-
plings to peptide 14N. The protein structure was finally solved by analogy with the 
crystal structure of a related protein from Aquifex aeolicus and variants of it [30]. 
Two of the cysteine ligands form a rigid core, which maintains the structure of the 
[2Fe–2S] cluster, while the other two are in a flexible loop, so that other residues 
can substitute for cysteine without disrupting the covalent structure of the cluster. 
Substitution by serine produced a high-spin state [31]. 

3.  INFORMATION FROM ADVANCED EMR 

The development and concomitant application to biological systems of ad-
vanced EMR techniques has expanded quite rapidly over the past two or three dec-
ades. On the one hand, the drive toward ever-higher magnetic fields and micro-
wave frequencies (e.g. [32]) has established the idea of multifrequency EMR, 
whereby there are different optimal fields and frequencies for different applications. 
On the other hand, the further development of pulsed EMR into several dimensions 
has introduced the phenomena of correlation spectroscopy to EPR as well as the 
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application of a second frequency be it a microwave (PELDOR) or a radio fre-
quency (pulsed ENDOR). Here we will briefly mention these methods in conjunc-
tion with the information they provide on Fe–S clusters 

3.1.  Relaxation Rates 

The electron spin-lattice relaxation rates T1 and T2 may be measured by pulsed 
EPR sequences, such as saturation-recovery or inversion-recovery. The relaxation 
rate of isolated Fe–S clusters increases in general in the order [2Fe–2S] < [3Fe–4S] 
< [4Fe–4S]3+ < ferredoxin-type [4Fe–4S]1+; hence the temperature dependence of 
their EPR signals can in principle be used as a guide as to the type of cluster. How-
ever, it should be noted that spin–spin interactions between clusters can lead to an 
enhanced relaxation. An example of this is the interaction between the [2Fe–2S] 
cluster 1 and [4Fe–4S] cluster 2 in succinate:quinone oxidoreductase and qui-
nol:fumarate reductase (see below). 

3.2.  Identification of Cluster Ligands 

An important contribution of ENDOR to cluster ligand identification was the 
classic observation of the imidazole N -nitrogens of histidine as direct ligands to 
the Fe–S clusters in the Rieske-type protein phthalate dioxygenase [33,34]. 
ESEEM and HYSCORE were used to demonstrate the presence of histidine nitro-
gen in the Rieske dioxygenases proteins of mitochondrial and photosynthetic elec-
tron-transfer chains [35] and dioxygenases [36–38]. Recently HYSCORE has been 
extended to different states of the Rieske cluster, including the fully deprotonated 
form [39]. Analysis of the 14N ESEEM and HYSCORE spectra of metal centers in 
proteins yields two useful parameters: the hyperfine coupling constant A and nu-
clear quadrupolar coupling (= |e2qQ /4h| ) [40, 41,132]. The first describes the 
coupling strength and can thus be used to estimate distances. The ESEEM effect 
arises principally from the dipolar interaction, so a nucleus that is observed does 
not necessarily have to be a direct ligand to the metal. The quadrupolar coupling is 
very characteristic of the type of 14N nucleus involved, e.g., there is a distinct dif-
ference between the  for peptide nitrogen and for nitrogen within the imidazole 
ring of histidine [107]. 

3.3.  Interactions with Protons and Paramagnets 

Although their presence may be inferred, protons are not observed in protein 
crystal structures. Protons near paramagnetic centers may be observed directly in 
ENDOR and ESEEM. These protons are important, because hydrogen bonds pro-
vide stabilization of particular oxidation states. Protonation also influences the 
electron-density distributions in the clusters. Cluster redox potentials, and the ki-
netics of oxidation–reduction reactions, are strongly dependent on compensation of 
electrostatic charge during oxidation–reduction, which can be provided by proton 
movements. Exchangeable protons or deuterons (hydrons) associated with Fe–S 
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clusters are of particular interest, and include peptide NH, cysteine –SH and serine 
–OH. Proton movements can be observed by EMR measurements of the protein at 
different pH values and in different oxidation states, in 1H2O and 2H2O. 14N cou-
plings to clusters in ESEEM and HYSCORE spectra provide evidence for NH–S 
hydrogen bonds to Fe–S clusters, as well as information about hydrogen-bonding 
networks, accessibility to solvent, and protein flexibility. Interactions of redox 
groups with protons are of particular interest in systems such as mitochondrial 
Complexes I and III, where ET between complexes is coupled to proton transloca-
tion across the membrane. 

Interactions of Fe–S clusters with other paramagnetic centers within electron-
transfer distances have also been observed using EMR techniques. In proteins of 
the xanthine oxidase family, interactions between the Fe–S cluster and the 
neighboring Mo(V) were observed [42,43], while in hydrogenase PELDOR spec-
troscopy was used to determine the individual spin-projection factors within n [Fe–
4S] cluster through the dipolar interaction with the neighboring nickel [44]. 

3.4.  Further Structural Information 

The ideal situation is when the protein of interest can be obtained as a single 
crystal, which allows a full analysis of the electronic structure and hyperfine inter-
actions, as for simple inorganic complexes. However, so far, only a few Fe–S pro-
teins have produced crystals large enough for single-crystal EMR studies [45]. 
Even if the crystals are not large enough for EMR spectroscopy, the structure of the 
protein, from either X-ray crystallography or NMR, greatly assists interpretation of 
the EMR of the clusters. 

For ET complexes in membranes, some degree of ordering in the EMR spectra 
can be provided by the use of oriented membrane bilayers. This is achieved by 
carefully drying down samples of membrane vesicles, or by magnetic ordering 
[46,47]. In this way, the organization of clusters relative to the membrane plane 
can be determined. For example, the alignment of the [4Fe–4S] clusters FA and FB
in Photosystem I was estimated from an EPR study of oriented thylakoid mem-
branes from the cyanobacterium Synechocystis [48]. This arrangement was later 
confirmed by X-ray crystallography [49]. 

3.5.  Orientation-Selective ENDOR and ESEEM 

The rhombic spectra of the Fe–S clusters allow the use of orientation selection 
to determine the orientation of the g-matrix relative to the protein molecular axes 
[34]. This has been determined in a few cases of [2Fe–2S] clusters, notably with 
the Rieske proteins [33]. Couplings of nonexchangeable -CH2 protons of the 
ligands to the [2Fe–2S] cluster were observed in 2D-ESEEM of [2Fe–2S] ferre-
doxin from Porfira umbilicalis, and assigned on the basis of the proton positions 
predicted from the crystal structure of a related ferredoxin [50]. The orientation-
selective 1H cw-ENDOR of the reduced [2Fe–2S] ferredoxin from the cyanobacte-
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rium Arthrospira platensis was analyzed with reference to the X-ray crystal struc-
ture [51]. ENDOR spectra recorded across an EPR spectrum with an anisotropic g-
tensor comprise all the information about the anisotropy of the hyperfine couplings. 
Generally, in order to resolve ambiguities in assignment of resonances, a complete 
determination of hyperfine couplings often requires some additional structural in-
formation, which may include selective chemical or isotopic substitution at particu-
lar residues [52], NMR, DFT calculations, or single-crystal EPR data [53,54]. For 
the analysis of A. platensis ferredoxin, a crucial piece of information was identifi-
cation of the iron atom that is Fe2+, from sequential NMR assignment [55]. The 
dipolar couplings to four protons around the cluster were assigned, from which it 
was possible to determine the orientation of the principal axes of the g-matrix in 
the molecular frame, as well as the spin density on the two iron atoms. 

For such studies, measurements of ENDOR frequencies are required across the 
full width of the rhombic EPR spectrum, especially at the upper and lower field 
limits. The latter spectra are the least intense and thus difficult to measure, but they 
are critical, as they represent almost single orientations of the B0 field relative to 
the axes of the g-matrix. Such information may be difficult to obtain from ET 
complexes where there are multiple overlapping spectra from paramagnets. 

The utility of orientation-selective 14N ESEEM and HYSCORE was demon-
strated by a study of the 14N quadrupole parameters for two hyperthermophilic Ri-
eske-type proteins [38]. This showed that the proteins have significant differences 
in the nuclear quadrupolar coupling parameters but small differences in hyperfine 
couplings. The differences were interpreted in terms of rotation of the imidazole 
planes of the histidines, which left the binding to the iron relatively intact. 

3.6.  Studies of Intact Membrane-Bound Complexes 

The ability of these protein complexes to perform their primary functions such 
as transmembrane proton pumping depends crucially on their intact structure. The 
behavior of the Fe–S clusters in membranes, when an electrochemical potential is 
operating, is different from that in isolated complexes. Therefore, although it is 
possible to learn much about composition and properties from studies of isolated 
components, a study of the intact complexes or even whole organelles or cells may 
be necessary for a complete understanding of their function. A recent study has 
examined the cw-EPR spectra of whole mitochondria from the yeast Saccharomy-
ces cerevisiae, in which the oxidation state of a number of Fe–S clusters was ob-
served while the mitochondria were actively respiring [56]. 

Interactions have also been observed between paramagnetic Fe–S clusters and 
radicals of flavin, quinones, and chlorophylls, which have been examined by ad-
vanced EMR. For example, an EPR signal that has only been observed in intact 
mitochondria has been attributed to a spin–spin interaction between two 
ubiquinone radicals, interacting with a fast-relaxing species suggested to be the 
[3Fe–4S] cluster S3, or possibly a heme, of Complex II. [57,58]. Another fast-
relaxing EPR signal of a protein-bound semiquinone anion radical SQNf is ob-
served in energized membranes, but disappears when the transmembrane potential 
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is collapsed by an uncoupler [59]. This radical is spin-coupled to cluster N2, as 
shown by its rapid relaxation rate, and splitting [60,61]. These signals are impor-
tant as indicators of the energized state of the membrane in mitochondrial Com-
plex I. 

Figure 3. X-band cw-EPR spectrum of isolated Complex I from yeast (Yarrowia lipolytica)
recorded at 12 K; microwave power of 0.1 mW (experiment). Prominent EPR signatures of 
individual clusters (N1–N4) are indicated. The simulation represents the result of addition of 
four individually simulated spectra of clusters N1–N4 in a 1:1 stoichiometry. The simulated 
spectrum of Complex I is the sum of four simulated spectra. Unpublished data kindly sup-
plied by Klaus Zwicker and Uli Brandt, J.W. Goethe University Frankfurt, Germany. Please 
visit http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color ver-
sion of this illustration. 

3.7.  Methods of Isolating Spectra of Individual Components 
As already noted, for membrane-bound ET proteins in mitochondrial or bacte-

rial respiratory chains, the presence of several paramagnetic iron–sulfur clusters is 
the norm. When applying field-modulated EPR spectroscopy these species may be 
distinguished by their derivative features, but in fact their EPR are overlapping 
(Fig. 3). Since the expansion of the application of modern pulsed EPR methods to 
study such complex biological systems in much greater detail, spectral overlap has 
to be considered carefully. One important prerequisite for the analysis and assign-
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ment of specific experimental observations in biological samples is the ability to 
study the contributions arising from specific species individually and directly. 

In principle, such paramagnetic species can be distinguished in several ways. 
First, one can try to render all species EPR-silent except the one of interest, by ad-
justment of the redox potential. This is possible where the signal is the only one 
observable in the oxidized state, such as the [3Fe–4S] cluster of Complex II [62] or 
fumarate reductase [63]; or where it is the first one to be reduced, for example, the 
Rieske protein of Complex III [64]. If more than one component participates in the 
spectrum, progressive reduction, either by adjusting the redox potential or by add-
ing specific substrates, can vary the relative amounts of each species [65]. The con-
tributions of each component may then be extracted, in favorable cases, by spectral 
deconvolution. 

Biological methods may produce a sample in which one paramagnet is the 
predominant species. The choice of mitochondria from thermogenic tissues of the 
lily Arum maculatum provided samples in which Complex II predominated over 
Complexes I and III [66]. This specialized tissue produces heat with a minimum 
production of ATP; Complex I is present at low levels, being substituted by an 
alternative NADH dehydrogenase that is devoid of Fe–S clusters [67]. It was then 
possible to apply ENDOR and ESEEM to measure the hyperfine and quadrupolar 
coupling parameters of the Fe–S clusters of Complex II in intact mitochondrial 
membranes. Although these methods are applied extensively, it may sometimes not 
be possible to remove certain contributions to the overall spectrum while maintain-
ing the correct redox state for the species to be investigated by EPR. More flexibil-
ity is provide by the respiratory chains of microorganisms, which often are the 
counterparts of mitochondrial systems, and which allow manipulations by genetic 
engineering. It is possible to have cells of E. coli, for example, in which Complex 
II or fumarate reductase is the principal membrane-bound iron–sulfur complex. 
Over-expression of the genes can produce preparations that are more concentrated 
[68]. Site-directed mutagenesis, as already mentioned, can modify or remove par-
ticular paramagnetic centers, or prevent assembly of the entire protein. 

One can also distinguish these species spectroscopically. If the paramagnetic 
species under study have different g-factors, multifrequency EPR experiments may 
separate them. High-Field EPR spectroscopy is now commonly used, since higher 
magnetic fields lead to a higher spectral resolution of the EPR spectrum, especially 
for organic radicals. If the overlapping species have different electronic spin quan-
tum numbers S and ms, they can be distinguished by their different Rabi oscillation 
(nutation) frequencies. The temperature dependence of the EPR spectra of the 
iron–sulfur clusters is strongly dependent on the population of multiple spin states 
of the spin-coupled systems. The cw-EPR spectra of Fe–S clusters are easily satu-
rated with microwave power at low temperatures,, but less so as the temperature is 
raised, and relaxation times (T1e) increase. Then the dominant relaxation process is 
the Orbach mechanism [22,69]. At higher temperatures, excited states of the spin-
coupled systems become increasingly populated, so that signals from the S = ½ 
ground states, particularly for the [4Fe–4S] clusters, disappear almost completely 
[70]. If the contribution of one component to the spectrum is different at different 
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temperatures, the properties of each may be determined by difference spectra. 
However, it should be borne in mind that the values of T1 and T2 may vary consid-
erably across the EPR envelope, particularly where there is an interaction between 
two paramagnets. 

Relaxation Filtered Hyperfine (REFINE) Spectroscopy is a technique that was 
recently introduced for the separation of different paramagnetic species by differ-
ences in their longitudinal relaxation times (T1e) [71,72]. A pulse sequence is used 
that includes an inversion-recovery pulse applied together with a standard Hahn-
echo detection sequence. The time between the inversion-recovery pulse and the 
detection sequence is varied and, depending on this so-called filter time (TF), it is 
possible to selectively suppress one of two overlapping EPR species and thus re-
cord the individual EPR spectrum of a second species. Not only is it possible to 
record individual EPR spectra, but once these filter times have been determined 
one can perform other EMR experiments such as ESEEM [71] or even ENDOR 
and HYSCORE [72] selectively on each of the individual species within an over-
lapping EPR spectrum. The method was used to characterize the important Fe–S 
cluster N2 in Complex I [71]. It was not possible to study this Fe–S center indi-
vidually in Complex I owing to spectral overlap, and so the advanced EMR tech-
nique was developed to address the question of the amino-acid coordination of this 
center in the protein. 

In addition to separating EMR spectra of overlapping Fe–S signals, experi-
ments such as REFINE and ESEEM can also be used for separating spectra from 
other classes of paramagnetic centers in proteins, e.g., from overlapping radical and 
Fe–S signals in Complex III (MacMillan, submitted, 2008). 

3.8.  Results from 14N ESEEM 
Three-pulse or stimulated-echo ESEEM of Fe–S clusters, at temperatures at or 

below 4.2 K, usually show interactions with 14N of the protein. Two parameters 
relating to the hyperfine interaction with 14N can be derived from the spectra: (a) 
hyperfine coupling, which is a measure of the strength of interaction and from 
which information may be derived about the distance between the nucleus and the 
unpaired spin; (b) quadrupolar coupling, which is indicative of the chemical state 
of the nitrogen atom and orientation. The contributions of nuclear hyperfine, quad-
rupolar, and nuclear Zeeman interactions can be distinguished by adjusting the 
microwave frequency and thus the resonant magnetic field. These parameters are 
usually interpreted by comparison with model compounds and/or other proteins, 
for example, NQR data for metal–peptide complexes. Software for analysis of such 
interactions is becoming increasingly powerful and accessible, such as EasySpin 
[73], but some insights into the interactions involved may be obtained by approxi-
mate treatments that apply in specific cases. 

A situation where an approximate treatment gives good results is that of nearly 
exact cancellation between the nuclear Zeeman frequency (HNZ) and the hyperfine 
frequency (HIS) in one manifold (Fig. 4a). In this case the ESEEM experiment 
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gives deep modulations in the time-domain spectra, and the frequencies observed 
are the quadrupolar frequencies +, –, and 0 in that manifold: 

0 2 ;   (3 );    (3 ),  (1) 

 (2) 2 2( / 4 )e qQ h 2 ,

where e2qQ/h is the quadrupolar coupling parameter,  the asymmetry parameter, 
and i  the nuclear Zeeman frequency. A fourth line corresponding to the so-called 
double-quantum ( MI = 2) frequency dq  for the other manifold can also be seen, 
but the other two frequencies are broadened due to anisotropy. 

For 14N coupled to the [2Fe–2S] ferredoxins at X-band frequency (9–10 GHz), 
the assumption of exact cancellation is a poor approximation (Fig. 4b), but at C-
band (7 GHz) it is closer to exact cancellation. At this frequency good resolution of 
two 14N was observed for the ferredoxin from P umbilicalis [74]. Spectra of this 
type commonly arise from interaction of Fe–S clusters with 14N nuclei of the pep-
tide backbone, consistent with a hydrogen bond to this peptide backbone N, as pre-
dicted by crystallography and NMR (see [55,75]). These hydrogen bonds are be-
lieved to have a role in the redox potentials of the clusters [76]. 

Another approximate method of analysis may be applied when the hyperfine 
coupling to the 14N ligands is considerably greater than the nuclear Zeeman fre-
quency (Fig. 5a,c), which often provides similar information to a full simulation 
[35,77–79]. In a sample of randomly oriented molecules, the distribution of 14N
quadrupolar couplings gives a sharp maximum for the MI = 2 transition. The 
double-quantum transitions lead to prominent features in the frequency-domain 
spectrum. The NQR frequencies are given by 

 (3) 2 2 2 1/ 2
12[( / 2) (3 )] .dq a

Hence if there are two 14N ligands, four lines are expected (see Fig. 5c). The value 
of  cannot be estimated without a full spectrum simulation, but values over the 
possible range (0–1) make only a minor uncertainty (about 15%) in the estimation 
of the coupling parameters. 

In summary, the parameters determined from ESEEM and HYSCORE ex-
periments on [2Fe–2S] clusters allow us to define two categories (see Fig. 6) de-
pending on the magnitude of the isotropic hyperfine coupling and the NQR pa-
rameters. Those centers bound to the protein through a ferredoxin-like motif, i.e., 
to a peptide nitrogen, are characterized by a smaller isotropic hyperfine coupling, 
whereas those bound through histidine, as are the Rieske class of centers, have a 
much larger isotropic hyperfine coupling. This classification may be used when 
studying systems where the Fe–S composition is unknown. 

Relevant to the study of the [4Fe–4S] clusters are the pioneering ENDOR 
studies by Lamotte, Mouesca, and coworkers on the oxidized ([4Fe–4S]3+) and 
reduced ([4Fe–4S]+) sites in single crystals of synthetic model compounds of the 
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 Figure 4. Energy levels for an electron–nitrogen system showing conditions for (a) exact 
cancellation between the nuclear hyperfine and Zeeman couplings and (b) weak hyperfine 
coupling. HEZ is the electron Zeeman term, HNZ is the nuclear Zeeman term, HSI is the hy-
perfine term, and HQ is the quadrupole term. Observable transitions are also indicated. 
Please visit http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color 
version of this illustration. 
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Figure 5. X-band ESEEM spectra of (a) the [3Fe–4S] cluster in fumarate reductase from E. 
coli [63]; (b) the [2Fe–2S] ferredoxin from A. platensis [66]; (c) the Rieske protein in bovine 
heart mitochondria [64]. 

type [N(C2H5)4]2–[Fe4S4(SCH2C6H5)4] [80,81]. From analysis of the proton 
ENDOR [82] it was possible to identify couplings to the eight -CH2 protons, plus 
three from nearest neighbors. The results were interpreted with the help of DFT 
calculations, in terms of two classes of center — one resembling the clusters in 
reduced [4Fe–4S] ferredoxins, the other a [4Fe–4S] cluster with a unique iron atom 
resembling those in hydratases such as aconitase [83,84]. The electron density dis-
tribution in the former case has been described as two ferrous irons and two mixed-
valence iron atoms, coupled to give a ground state with S = ½. High-resolution 57Fe
ENDOR at Q-band [85] combined with DFT calculations indicated that the two 
ferrous ions have distinctly different hyperfine interactions. 
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Figure 6. Plot of the couplings from different types of Fe–S clusters (e2qQ/h vs. Aiso) with 
values taken from the references in Table 2. Please visit http://www.springer.com/978-1-
4419-1138-4 to view a high-resolution full-color version of this illustration. Please visit 
http://www.springer.com/978-0-387-84855-6 to view a high-resolution full-color version of 
this illustration. 

4.  SELECTED EXAMPLES FROM ELECTRON-TRANSPORT CHAINS 

4.1.  Xanthine Dehydrogenase/Oxidase as a Model 

Xanthine dehydrogenase is a membrane-associated enzyme involved in purine 
metabolism. It is present abundantly in milk, and so can be isolated in large quanti-
ties, so it was one of the first complex Fe–S proteins to be studied. There are a 
number of enzymes with similar structure but different substrate specificity, which 
have similar EMR properties, and it is an example of a number of oxidoreductases 
that involve an internal electron-transfer chain of Fe–S clusters. Specifically, these 
are the molybdopterin cofactor, at which the oxidation of xanthine occurs, two 
[2Fe–2S] clusters that transfer electrons, and a flavin (FAD) at which NAD be-
comes reduced. Extensive investigations of the protein were carried out in pioneer-
ing studies by Bray and colleagues, particularly on the molybdenum center. These 
were among the first to use rapid freezing to trap the enzyme in different stages of 
the catalytic cycle [86]. Two different EPR signals are observed from the Fe–S 
clusters in this and related proteins. One has an unusually high rhombicity, but 
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Table 2. Hyperfine couplings to 14N determined by EMR 

                     Center Aiso, MHz E2qQ/h, MHz Reference 

Arthrospira ferredoxin [2Fe–2S] 1.0 3.5 [66] 
Porfira umbilicalis ferredoxin 1.16 3.24 [74] 
[2Fe–2S] 0.40 3.04 
Clostridium pasteurianum 0.61 3.29 [127] 
    [2Fe–2S] protein 
Fumarate reductase [2Fe–2S] 1.05 3.4 [68] 
  cluster 1 
   [3Fe–4S] cluster 3 0.6 3.36 [128] 
Arum maculatum succinate 
  dehydrogenase 
    [2Fe–2S] cluster 1 1.1 3.3 [66] 
    [3Fe–4S] cluster 3 0.82 3.24 
Xanthine oxidase reduced [2Fe–2S]  1.10 3.30 [87] 
  (both clusters similar) 
Rieske cluster in bovine heart 
  mitochondrial membranes 
    N1 3.55 2.25 [64] 
    N2 5.20 2.93 
Benzene dioxygenase Rieske- 
  type [2Fe–2S] from HYSCORE 
    N1 3.56 2.33 [36] 
    N2 4.78 2.46 
Benzene dioxygenase Rieske-type 
  [2Fe–2S] ferredoxin from HYSCORE 
    N1 5.45 2.36 [129] 
    N2 3.83 2.33 
Rieske cluster in cytochrome 
b6f complex (spinach) 

    N1 4.58 2.70 [35] 
    N2 3.75 2.70 
Burkholderia cepacia 2-halobenzoate  2.15 [130] 
    1,2-dioxygenase 3.85 
      N1 3.70 
      N2 4.70 
B. cepacia AC 1100 phthalate dioxy- 
  genase from ENDOR     N1 4.3 [33] 
                                         N2 5.5 
Rieske cluster in bovine heart mito- 
  chondrial membranes     N1 3.55 2.25 [64] 
                                          N2 5.20 2.93 
Rieske cluster in Rhodobacter capsu- 
 ulatus bc1 complex from ENDOR  N1 4.5  [112] 
                                                            N2 5.5 
Complex I cluster N1 0.9 3.1 [97] 

after examination of the crystal structure of the protein it has emerged that this 
cluster is bound to a type 1 protein structure. ESEEM of the clusters in xanthine 
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oxidase showed that they were similar to those in typical [2Fe–2S] ferredoxins [87]. 
It appears that the lineshape of the cw-EPR spectra of Fe–S clusters is not a reliable 
indicator of the protein fold around the cluster. 

4.2.  Mitochondria and Aerobic Bacteria 

An important achievement of the use of EPR in the study of mitochondria was 
the identification of a large number of Fe–S clusters [7,88,89]. The EPR signals 
were assigned by performing spectroscopy of isolated complexes. In many cases 
the overlapping spectra were only resolved by determining the temperature de-
pendence of the constituent signals, which of course relates to the individual elec-
tron-spin relaxation times. Further resolution was achieved by selective reduction 
techniques, which in addition allowed their midpoint potentials to be determined. 
Potentiometric sample preparation methods made it possible to determine the mid-
point redox potentials of the clusters [90]. 

4.3.  Complex I (NADH:Ubiquinone Reductase) 

Complex I is the least well understood of the major electron-transfer com-
plexes of the mitochondrial respiratory chain. Similar proteins are observed in 
aerobic bacteria, plants, and yeast. It takes reducing equivalents from NADH on 
the matrix side of the membrane, and transfers them as electrons to ubiquinone, 
which is embedded in the membrane (Fig. 1). In the process it generates a proton 
gradient that leads to formation of ATP (for a recent review of Complex I see [91]). 
Complex I is the largest electron-transfer complex in the respiratory chain, and it 
also contains the greatest number of Fe–S clusters [90]. Originally they were des-
ignated clusters 1–6, on the basis of the temperature dependence of their EPR sig-
nals [88]. Subsequently the clusters were further subdivided on the basis of their 
redox potentials, and it was shown that the N1 signals and N6 each represented two 
different species. The EPR signals of the clusters in reduced Complex I dominate 
the low-temperature spectra of mitochondria, and can be observed in samples of 
tissues such as heart and brain. 

The recent crystallographic structure of the membrane-extrinsic portion of the 
enzyme from Thermus thermophilus has revealed the precise location of nine Fe–S 
clusters — N1a, N1b, N2, N3, N4, N5, N6a, N6b, and N7; the latter, however, 
however is only present in enzymes from some aerobic bacteria [92] (Fig. 1). N1a 
and N1b are [2Fe–2S] clusters, located near to the FMN, to take electrons from 
NADH. The other clusters are [4Fe–4S] and form a chain leading to cluster N2, 
located at the membrane surface. The assignment of clusters N4 and N5 has re-
cently been disputed [93]. N2 is of particular interest because its redox potential is 
pH dependent, indicating that its reduction is linked to protonation and is probably 
related to proton translocation [94]. 

Figure 3 shows the cw-EPR spectrum of Complex I isolated from the yeast 
Yarrowia lypolytica at 12 K, revealing a complex overlapping pattern of at least 
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Fe–S clusters. Spectral simulation does allow a deconvolution of this spectrum to 
identify the g-tensors of each of the clusters; however, it is not possible to study 
individual clusters individually using advanced EMR. However, the recently intro-
duced technique of Relaxation Filtered Hyperfine (REFINE) spectroscopy has been 
applied to Complex I to determine the amino-acid coordination of the N2 cluster 
[71]. It had been suggested that N2 has three coordinating cysteines and one his-
tidine [95]. The experiments clearly excluded direct histidine coordination. Re-
cently the 3D structure of the peripheral arm of Complex I (which contains all the 
Fe–S centers) has been solved [92,96] and confirms the assignments made from 
REFINE. More recent ESEEM and HYSCORE [97] confirmed the typical [2Fe–
2S] ferredoxin-like structure, consistent with the crystal structure model [92]. Fu-
ture work should elucidate the possible conformational changes suggested to occur 
during energy conservation in Complex I [98]. 

4.4.  Complex II (Succinate:Quinone Reductase) and 
        Quinol:Fumarate Reductase 

Complex II, succinate:quinone reductase or succinate dehydrogenase, is an en-
zyme of the citric acid cycle, located in the mitochondrial membrane, which trans-
fers electrons from succinate to ubiquinone. Quinol:fumarate reductase is a similar 
enzyme from bacteria such as E. coli grown under anaerobic conditions, and it 
catalyzes a similar ET reaction in the opposite direction, i.e., from a quinol to fu-
marate [99]. It is required for growth of the bacteria with fumarate as terminal elec-
tron acceptor. Although there are differences between the two enzymes in the re-
dox potentials of their Fe–S clusters, they have many EPR characteristics in com-
mon. From EPR and MCD spectroscopy it was inferred that each enzyme com-
prises a [2Fe–2S], a [3Fe–4S] and a [4Fe–4S] cluster [100–102]. From the more 
recent crystal structures [103,104] it has emerged that the clusters are arranged in a 
chain from the flavin where succinate is oxidized, to the heme where quinones are 
reduced (Fig. 1). 

The [3Fe–4S] cluster, called S3 in succinate:quinone reductase, has an S = 1/2 
spin state when oxidized. Its signal dominates the EPR spectra of oxidized mem-
branes of mitochondria and E. coli. On reduction by succinate it is reduced to an S
= 2 state, so the narrow signal disappears. At a similar reduction potential, the 
[2Fe–2S] cluster S1 is reduced to an S = 1/2 state, which, together with the signal 
of Complex I cluster N1, gives rise to the origin of the “g = 1.94 signal” first ob-
served by Beinert and Sands [3]. 

3-pulse ESEEM spectra were obtained of the reduced [2Fe–2S] cluster 1 of 
succinate dehydrogenase from beef heart [105], from Arum maculatum mitochon-
dria [66], and Escherichia coli fumarate reductase [68]. In the latter case it was 
confirmed that this was due to interaction of the unpaired electron spin of the Fe–S 
cluster with a weakly coupled 14N nucleus by measurements at different microwave 
frequencies. A three-pulse ESEEM experiment at g = 1.94 and an EPR frequency 
of 8.8 GHz yielded modulation frequencies at 0.9, 2.1, 3.0, and 4.2 MHz; at 11.4 
GHz the components scaled with the magnetic field in a manner consistent with an 
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interaction with 14N [68]. The very weak hyperfine coupling (about 1 MHz) indi-
cated a coupling to a remote 14N [63]. 

ESEEM spectra of the oxidized [3Fe–4S] clusters in fumarate reductase (Fig. 
5a) were interpreted assuming that the two prominent lines are for the double-
quantum ( mS = 2) transitions; this was found to be a good approximation for a 
similar weak coupling to the [3Fe–4S] cluster in Thiocapsa roseopersicina hydro-
genase [106]. Simulation of the spectra of fumarate reductase using the density 
matrix formalism of Mims [99] indicated a nitrogen atom at a distance of 0.37 nm 
with e2qQ/h = 3.30 MHz, consistent with peptide nitrogen [107]. Similar results 
have been obtained with succinate:quinone reductase from Paracoccus denitrifi-
cans [108]. Examination of the structure of the succinate dehydrogenase and fu-
marate reductase indicates that there are three potential peptide nitrogens within 
0.4 nm of the [2Fe–2S] cluster. There is also the possibility of NH-S hydrogen 
bonds, as seen in the [2Fe–2S] ferredoxin [51]. The parameters are listed in Table 2. 

Cluster S2 is a [4Fe–4S] cluster and is paramagnetic in the reduced state. 
There is a spin–spin interaction between reduced clusters 1 and 2, which increases 
the spin relaxation rate of S1 when S2 becomes reduced. The existence of S2 was 
first indicated indirectly by the increase of the g = 1.94 signal of cluster S1, meas-
ured under saturating microwave power, when S2 became reduced. The enhance-
ment of the spin–spin relaxation rate of cluster S1 is readily detected by spin-echo 
EPR [63]. The signal of S2 itself is very broad, probably due to spin–spin interac-
tion with the S = 2 reduced state of cluster S3, so that in the first-derivative cw-
EPR spectra the signal is easily lost in the baseline. By using field-swept spin-
echo-detected EPR, the spectrum of center 2 in fumarate reductase was observed, 
and ESEEM spectra were recorded [63]. 

[3Fe–4S] clusters appear in the EMR spectra of a number of complex iron–
sulfur proteins such as succinate:quinone reductase, fumarate reductase, and nitrate 
reductase, in the oxidized state. Their EPR signals appear at temperatures below 
100 K, with g-factors in the range 2.00–2.05. Initially these were assigned to the 
“HiPIP-type” [4Fe–4S] 3+ clusters (see below), but after the discovery of [3Fe–4S] 
clusters that give EPR signals in the same region [27], it became necessary to dis-
tinguish between the two types of clusters. Their magnetic circular dichroism 
(MCD) spectra were found to be distinct [109], and in particular the MCD mag-
netization curves of the reduced clusters were shown to be characteristic of 
the S = 2 ground state. Another method, developed by Bill Mims, the pioneer of 
a number of useful pulsed EPR techniques [110], is the linear electric field ef-
fect (LEFE). In this experiment the amplitude of the spin echo from either a 2- or 
3-pulse spin-echo sequence is diminished by the application of a pulsed electro-
static field to the sample coincident with the second microwave pulse. The parame-
ter , the electrostatic field required to reduce the echo amplitude by 50%, is plot-
ted against applied magnetic field B (Fig. 7b). This method has been somewhat 
neglected in recent years, as it requires a pulsed electrostatic field source and a 
special cavity. However, it is quite rapid and diagnostic of noncentrosymmetric 
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Figure 7. (a) Cw-EPR and (b) LEFE spectra of the oxidized [3Fe–4S] cluster in E. coli fu-
marate reductase. After [68]. Please visit http://www.springer.com/978-1-4419-1138-4 to 
view a high-resolution full-color version of this illustration. 

paramagnetic centers. Thus it is an incisive way of distinguishing between the 
“HiPIP-type” [4Fe–4S]3+ clusters and the [3Fe–4S] clusters in their oxidized states. 
Peisach et al. demonstrated that the LEFE pattern is characteristic for the cluster 
type [111], and used it to demonstrate that center 3 in succinate dehydrogenase is a 
[3Fe–4S] cluster [62]. An application to Cluster 3 of fumarate reductase is illus-
trated in Figure 7, showing a pattern characteristic of the [3Fe–4S] type, an as-
signment that has subsequently been verified by X-ray crystallography [103]. 

4.5.  Complex III 

Ubiquinol:cytochrome-c reductase (Complex III or bc1 complex) comprises a 
Rieske [2Fe–2S] protein, three hemes, designated cytochromes b562, b566 and c1,
and two quinone/quinol binding sites. Both ENDOR and ESEEM were used to 
determine that the Rieske cluster has two histidine residues as ligands to one iron 
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atom, the other one being bound by cysteines [35,112]. The existence of histidine 
nitrogen ligands to Rieske clusters was first proposed on the basis of Mössbauer 
spectroscopy [113], and this was further elucidated by orientation-selective 14N
ENDOR spectroscopy [34]. The high redox potential of Rieske clusters means that 
they can be reduced to the paramagnetic state under conditions where other types 
of clusters are oxidized, hence the EPR signals can be observed selectively. Pulsed-
EPR and cw-ENDOR spectra were recorded of the Rieske cluster in bovine heart 
mitochondrial membranes, poised at a potential where the other clusters in the res-
piratory chain are oxidized [64]. Cluster S3 of Complex II was the only other clus-
ter that was paramagnetic under these conditions. The Rieske cluster could be se-
lected because of the wider range of g-factors, but the spectral overlap precluded a 
complete orientation-selection data set. Similar clusters are found in the “Rieske” 
dioxygenases [114], which use them as electron carriers to the nonheme iron active 
sites.

Movement of the Rieske cluster between two distinct sites in the complex is an 
important part of the Complex III Q-cycle mechanism by which the complex 
pumps protons across the membrane [115]. In one site, a histidine ligand is pro-
posed to be hydrogen-bonded to a ubiquinone/ubiquinol. Changes in the hydrogen 
bonding can be observed as changes in the g-factors of the reduced Rieske cluster. 
Two inhibitors, myxothiazol and stigmatellin, which mimic the binding of 
ubiquinone and ubiquinol to the complex, have been suggested to maintain the 
Rieske protein in these two different positions, as has been observed previously by 
crystallography. This was demonstrated in the bc1 complex of Rhodobacter 
sphaeroides using orientation-selective ESEEM [116]. Observed hyperfine and 
quadrupolar couplings suggested that when quinone is present in the site the inter-
action of the histidine atoms of the Rieske cluster is similar to that observed when 
stigmatellin is present, and is different from the configuration in the presence of 
myxothiazol [116]. This reorientation of the Rieske protein has been directly ob-
served as a change in the g-tensor orientation of the reduced Rieske cluster in the 
cytochrome bc1 complex from Rhodovolum sulfidophilum [117]. HYSCORE spec-
troscopy can be used to subtly probe the exact coordination and geometry of the 
coordinating histidines groups [38]. An example of the HYSCORE spectrum ob-
tained from isolated yeast Complex III (Saccharomyces cerevisiae) containing 
myxothiazol is shown in Figure 8, revealing clearly the double quantum transitions 
( 1N

dq  and 2N
dq ) at [–2.7, 6.7] and [–3.5, 7.5] MHz, respectively, for each of the 

two coordinating histidine nitrogen (N ) atoms. 

4.6.  Microbial Anaerobic Respiration 

4.6.1.  Nitrate Reductase 

Together with formate dehydrogenase, this molybdenum-containing Fe–S pro-
tein forms a system that pumps protons across the membrane of bacteria such as E. 
coli using a classic Mitchell loop mechanism [118]. The protein contains an Mo–
pyranopterin group and five [4Fe–4S] clusters; the cluster nearest to the Mo cofac-
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tor has one histidine ligand, and exists in an S = 3/2 state on reduction [119]. A 
stabilized semiquinone intermediate has been observed in E. coli nitrate reductase 
and studied by ENDOR [120]. 

Figure 8. HYSCORE spectrum of Complex III from yeast (Saccharomyces cerevisiae)
measured at gy = 1.91 with  = 132 ns, showing both the (+,–) and (+,+) quadrants. F. Mac-
Millan (UEA Norwich) and Carola Hunte (University of Leeds), unpublished data. Please 
visit http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color ver-
sion of this illustration. 

4.6.2.  Methanogenesis: Heterodisulfide Reductase 

Heterodisulfide reductase is an Fe–S protein that catalyzes the reversible two-
electron reduction of mixed disulfides to thiol coenzymes in a process termed di-
sulfide respiration. This enzyme uses a [4Fe–4S] cluster to mediate this disulfide 
reduction. From 57Fe and 33S labeling, together with both cw-EPR and variable-
temperature MCD spectroscopy [121], the mechanism was proposed to involve a 
novel substrate-bound [4Fe–4S]3+ cluster with two thiolate ligands at a unique Fe 
site. Recently compelling evidence for this structure was demonstrated by 57Fe 
pulsed ENDOR spectroscopy at 9 and 94 GHz [122]. One interesting aspect of this 
work was the assignment information obtained from highly polarized patterns in 
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the W-band ENDOR spectra, which permit the sign of the observed hyperfine cou-
pling to be determined. There had been prior evidence of pentacoordinated [4Fe–
4S]3+ clusters in ferredoxin:thioredoxin reductase, which also catalyzes disulfide 
cleavage [123]. A common C-terminal binding motif (designated CCG) has very 
recently been identified for this novel [4Fe–4S] cluster [124]. 

4.6.3.  Photosynthetic Electron-Transport Chains 

Fe–S clusters are electron acceptors in the photosynthetic ET chains of chloro-
plasts, cyanobacteria, and green photosynthetic bacteria. Their spectra have been 
observed by cw-EPR, but to date most studies using pulsed EPR have been di-
rected at flash-induced kinetics of ET from P700, the primary donor chlorophyll pair, 
through the secondary carrier chlorophyll A1, to the Fe–S clusters. If ET beyond A1
is blocked, a strong spin-polarized triplet is observed, due to the electron spin-
polarized pair P-700+/A1

– [125]. Electron-spin relaxation of the chlorophyll radi-
cals has been measured by pulsed EPR, and the rates were enhanced in the pres-
ence of the Fe–S clusters when in their paramagnetic reduced states [126]. 

5.  CONCLUSIONS 

The practical application of pulsed EPR methods has developed along parallel 
paths to those of pulsed NMR, but leading to different outcomes. Multifrequency 
techniques, double and triple resonance, high-field EPR, and a plethora of other 
methods have all provided extra information about paramagnetic systems that 
would be difficult to obtain in other ways. Advanced EPR techniques are more 
powerful in the context of structural data from X-ray crystallography. Indeed they 
are complementary, in that they can observe transient states that cannot be crystal-
lized, and observe interactions with protons, which are not detected in X-ray elec-
tron density maps. Many of the potential applications are tantalizingly close to the 
limits of detection for current instrumentation. In pilot studies, ESEEM and cw-
ENDOR have been applied to more biological targets such as whole microbial cells 
and mitochondrial preparations. There are many possibilities for development in 
the biological preparation techniques. The use of selective mutant proteins, selec-
tive isotope substitution, and ultimately the growth of single crystals will greatly 
enhance the power of advanced EMR techniques. Improvements would allow the 
use of EMR to examine more about the structural changes related to the function of 
electron-transfer complexes. In summary, a wealth of new information awaits fu-
ture exploration of multifrequency, multidimensional EMR techniques. 
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ABBREVIATIONS 

cw, continuous-wave 
DFT, density-functional theory 
EMR, electron magnetic resonance 
ENDOR, electron-nuclear double resonance 
EPR, electron paramagnetic resonance 
ESEEM, electron spin-echo envelope modulation 
ET, electron-transfer 
Fe–S, iron–sulfur 
HiPIP, high-potential iron–sulfur protein 
HYSCORE, hyperfine sublevel correlation spectroscopy 
MCD, magnetic circular dichroism 
NQR, nuclear quadrupole resonance 
PELDOR, pulsed electron-electron double resonance spectroscopy 
REFINE, relaxation filtered hyperfine spectroscopy 

NOTE

1. In this review we use the term EMR, electron magnetic resonance, to en-
compass all magnetic resonance techniques that examine paramagnetic systems, 
including multifrequency EPR, ENDOR, ELDOR, ESEEM, HYSCORE, etc. 
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CHAPTER 3 

CATALYSIS AND GENE REGULATION

Helmut Beinert†

Institute for Enzyme Research, University of Wisconsin — Madison 

This chapter deals with the border territory between protein and molecular biol-
ogy. Nature has found use for the “corpse” of an enzyme that normally deals 
with energy transformation, for directing mRNA use in the cytoplasm: the iron-
regulatory protein “IRP,” which simply is cytoplasmic aconitase without the 
main constituent of its active site, the [4Fe–4S] cluster. The remaining protein, 
now known as “IRP1,” shows affinity for up to ten mRNAs in animal cells. The 
first mRNA discovered to be targets for IRP1 binding were the two subunits of 
the iron storage protein ferritin and the mRNA encoding transferrin receptor 1 
(TfR1), required for iron uptake by most animal cells. When the supply of iron 
is adequate, IRP1 is converted to c-aconitase and any excess iron can be stored 
in ferritin while uptake of iron by TfR1 is diminished; when however, the iron 
supply declines, the cluster in c-aconitase is disassembled and IRP1 now binds 
to ferritin and TfR mRNA, which decreases iron storage and increases cellular 
iron uptake. In what follows, we will provide more of the background on which 
the described processes are made possible. We then proceed to illustrate related 
control systems, such as the global microbial control system, based on the FNR 
protein, in which again a sensitive Fe–S cluster is the active control device. The 
cluster of FNR decays from the [4Fe–4S] to the [2Fe–2S] state in the presence 
of oxygen, which provides the signal for microbes to switch from using oxygen 
as oxidant to compounds such as fumarate and nitrate as, albeit less effective, 
oxidizing agents. Related systems, based on the sensitivity of Fe–S clusters, are 
also mentioned. The use of EPR in analysis of these regulatory systems will be 
referred to when relevant. The application of electron paramagnetic resonance 
(EPR) to analyzing regulatory proteins is based on the observation of EPR sig-
nals from the various cluster types containing [2Fe–2S], [3Fe–4S], or [4Fe–4S] 
and eventually superclusters, such as those occurring in nitrogen-fixing systems. 
The signals are found for the one-electron reduced states with [2Fe–2S] and 
[4Fe–4S] clusters and for the oxidized form of the [3Fe–4S] cluster and of high-
potential Fe–S proteins. 
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In the field under consideration here, the application and usefulness of EPR in 
the field of biological gene control, what one could call the “Big Bang,” occurred 
in March 1991, when the almost simultaneous appearance of two notes, one in Cell
by Rouault et al. [1] and the other by Hentze and Argos [2] in Nucleic Acid Re-
search reported that “IRP,” the Iron Regulatory Protein, which they had character-
ized, had striking similarities in its amino-acid sequence with the enzyme aconitase 
from mammalian mitochondria. By that time it had been established that aconitase 
is an Fe–S protein with an unusual [4Fe–4S] cluster, in which one Fe site had an 
OH instead of a cysteine ligand. This Fe is able to bind isocitrate and constitutes 
the swivel-point about which the substrate must swing to assume the citrate con-
formation. In view of the involvement of an Fe–S cluster in this reaction, a variety 
of spectroscopic methods became applicable and among them EPR and electron 
nuclear double resonance (ENDOR) [3]. 

But what is the relationship of all this to IRP? IRP is a cytosolic protein, while 
aconitase, whose sequence and structure were known, is a mitochondrial protein. 
However, in liver there also exists a cytosolic aconitase, and it became clear that 
IRP is in fact the cytoplasmic aconitase from which the Fe–S cluster has been re-
moved. This applies to IRP1; there is also an IRP2 known, but this protein does not 
appear to be an Fe–S protein. 

Since our previous work on aconitase and its indirect participation in gene 
regulation had been referred to and discussed, human cytoplasmic aconitase has 
been crystallized and its structure has determined by Dupuy et al. [4]. All aconita-
ses thus far known are composed of four distinct domains that are combined in a 
similar sequence, and it was concluded from the crystal structure that when the 
protein part serves as IRP, i.e., has lost its Fe–S cluster, domain 4 moves distinctly 
away from the remaining domains, thus creating space for binding the RNA. 

Finally, it may be of interest to report an instance where EPR has played the 
decisive role in clarifying a foggy area that had arisen concerning the sensitivity of 
the enzyme aconitase toward nitric oxide [5]. Since mitochondrial aconitase activ-
ity had long been known to be diminished when cells were exposed to NO [6,7], 
two groups determined if c-aconitase was also a target. These studies demonstrated 
significant loss of c-aconitase activity and generation of IRP1 RNA binding activ-
ity in cells stimulated to generate NO [8,9]. However, controversy arose concern-
ing whether NO, or its metabolite peroxynitrite (ONOO–), were responsible for loss 
of the Fe–S cluster from c-aconitase. There appeared papers from two different 
laboratories that stated that mitochondrial aconitase is not inactivated by NO 
[10,11], whereas we found that both the mitochondrial as well as the cytoplasmic 
aconitase were inactivated by NO at an easily measurable rate, depending on con-
ditions [5]. We could show by EPR that both c- and m-aconitase readily formed the 
dinitrosyl iron complex, easily recognizable by its typical line at g = 2.04. We were 
even able to show that in the presence of histidine, a histidinyl dinitrosyl–iron–
dithiol complex was formed. Our work has subsequently been confirmed and ex-
tended by Drapier and associates, who have shown that NO promotes removal of 
all four iron atoms from c-aconitase and generates IRP1 RNA binding activity in 
vitro [12,13]. The role of ONOO– in inactivating c-aconitase is well accepted, but 
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the extent to which this agent can generate functional IRP1 RNA binding activity 
remains controversial [12–15]. 

At about the same time that aconitase was shown to be converted to IRP1, 
there was another regulatory Fe–S protein discovered in Escherichia coli, called 
SoxR, which is involved in monitoring the intracellular superoxide level [16]. This 
protein is simply a [2Fe–2S] protein that under low levels of superoxide is in the 
inactive reduced [2Fe–2S]+ state. When superoxide levels increase, the cluster be-
comes oxidized to the 2+ state, and SoxR triggers the production of defensive 
measures by upregulation of SoxS and its regulon, which includes enzymes attack-
ing the excessive oxidizing species. EPR played a critical role in establishing the 
oxidation states of SoxR in both whole cells and in in-vitro studies. Thus, in the 
case of IRP1 it is the lack of cluster that determines its action, while in the case of 
SoxR it is the oxidation state of the cluster. 

To date the most actively investigated example for the use of Fe–S clusters in 
the regulation of gene function is the FNR protein from E. coli. FNR stands for 
“fumarate and nitrate reduction,” as this factor triggers the production of enzymes 
that allow the organism to carry out oxidative metabolism with fumarate and ni-
trate as oxidants in the absence of oxygen. The FNR protein is a [4Fe–4S] protein 
that stimulates the production of a host of enzymes for this purpose [17–20]. 

When the [4Fe–4S] cluster is intact, it allows the protein to dimerize, which is 
necessary for its DNA binding function [21–23]. In the presence of oxygen, how-
ever, the [4Fe–4S]2+ cluster is readily converted to a [2Fe–2S]2+ cluster apparently 
via the intermediate formation of a [3Fe–4S] cluster [24–26]. Since both the [4Fe–
4S] and [2Fe–2S] clusters are in the 2+ oxidation state, they are not observable by 
EPR and the [4Fe–4S] cluster has too low a redox potential to readily form the 
reduced species that would be detectable by EPR. In addition, the [4Fe–4S]2+ clus-
ter is rebuilt from the [2Fe–2S]2+ cluster when anaerobic conditions are established 
and a suitable reductant is present. In our work on FNR we found Mössbauer spec-
troscopy superior because the necessity for having the 57Fe isotope in the com-
pound studied allowed detection of all Fe species of FNR. It was even possible to 
observe the destruction and reformation of the [4Fe–4S] cluster in whole cells of 
E. coli by collecting cells through high-speed centrifugation and rapidly freezing 
the paste obtained [27]. Studies on the mechanism of cluster decay were reported 
by Crack et al. [24] and Sutton et al. [28]. 

In recent years much effort has been expended to study the mechanism of bio-
synthesis of Fe–S clusters. Much of this work was done in bacteria and in mito-
chondria, which are the primary site of Fe–S cluster formation in mammals and 
yeast. There is now rather extensive literature available internationally on this sub-
ject [29,30]. In some bacteria, the Isc (an acronym for Iron–sulfur cluster) system 
of proteins starts with IscS, which carries a sulfane sulfur (extracted from free cys-
teine) ready to be used for the sulfide constituents of the cluster to be formed. In 
the second step, the IscU protein provides a scaffold on which a [2Fe–2S] cluster is 
preliminarily assembled. The next component, IscA, is proposed to function as an 
alternative scaffold and/or in providing the Fe to be used for cluster assembly. In 
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the ensuing steps chaperone proteins, ATP, and a reducing enzyme come into play 
whose functions are not entirely understood. In yeast mitochondria, there is an 
equivalent system that functions in Fe–S biogenesis; however, Fe delivery seems to 
be provided by frataxin [31], which was originally discovered because defects in 
the gene encoding frataxin are responsible for the human genetic disease Frie-
dreich’s ataxia. 

When the organization of the genes encoding the Isc biogenesis system was 
investigated in E. coli, it was observed that these genes were arranged in an operon 
with the first gene in the operon encoding an Fe–S protein, which turned out to 
repress expression of the Isc system [32]. Consequently it was named IscR as a 
“regulator” of the Isc biogenesis pathway. The observation that IscR was itself an 
Fe–S protein suggested a negative feedback mechanism by which the expression of 
the Isc pathway could be sensitive to the demands for cellular Fe–S biogenesis. If 
demand for cellular Fe–S biogenesis increases, then less of the Isc machinery 
would be available for formation of Fe–S–IscR, and, consequently, the levels of the 
active repressor would drop, increasing the production of the Isc proteins until the 
synthetic process could speed up and more Fe–S proteins — including the active 
repressor Fe–S IscR — would again be formed, which in turn would restore the isc
operon to its repressed state. At this time these ideas have still to be considered as 
interesting hypotheses and the last word has not been heard yet. Application of 
EPR demonstrated that when isolated, IscR has primarily a [2Fe–2S]1+ cluster that 
can be readily oxidized and reduced, although the role of oxidation states in con-
trolling IscR activity, if any, has not been established. 

There is a second, partially analogous system for Fe–S protein synthesis, 
which is thought to be called upon when oxidative stress arises. It is called the 
SUF system [33,34]. An interesting observation is that IscR controls expression 
of both of these operons; although IscR is a repressor of the isc operon, it is an ac-
tivator of the suf operon [35]. While the mechanism remains to be established, oxi-
dative stress increases expression of both isc and suf in part through changes 
in IscR function. 

One typical sign of inefficient synthesis of Fe–S proteins is the accumulation 
of ferric iron in mitochondria. This phenomenon can easily be tested by EPR after 
adding a suitable chelator of ferric iron, which will produce the well known g = 4.3 
signal [36]. 

A most interesting example of the direct involvement of an Fe–S cluster in 
DNA metabolism came out of the work of Sheila David on the excision glycosy-
lase MutY of E. coli [37]. This enzyme serves in preventing mutations by removal 
of adenine from an adduct of adenine to 7,8-dihydro-8-oxo-2 -deoxyguanosine, 
which would create a mismatch in duplex DNA. It had been suggested previously 
that the [4Fe–4S] cluster might serve to create a favorable position of the reactants 
in the interactions of the components of the described reacting system and had been 
catalogued in the reviewing literature as a “structural role” of an Fe–S cluster. It 
has, however, since been shown in elegant work in collaboration with the labora-
tory of Jacqueline Barton [37,38] that the Fe–S cluster actually is taking part in a 
redox process. 
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In summary, in the last two decades EPR has often been called upon as a deci-
sive method for providing critical information on the role of Fe–S clusters in con-
trolling the activity of regulatory proteins both in vitro and in whole cells. 
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There is increasing evidence for the versatility of the coordination of 
iron–sulfur clusters in biology. In addition to cysteine residues as 
the most favored ligand and providing sulfur coordination, oxygen-
based (aspartate, tyrosinate …) and nitrogen-based (histidine, arginine 
…) residues have also been observed as ligands to the clusters. Further-
more, low-molecular-weight substrates (citrate in the case of aconitase) 
and cofactors (S-adenosylmethionine, SAM, in the case of “Radical 
SAM” enzymes) have been shown to bind to one of the iron atoms of 
the [4Fe–4S] clusters where they are then activated. In this chapter we 
discuss the potential as well as the limitations of ENDOR and 
HYSCORE spectroscopy for characterizing metalloprotein coordination 
and, more specifically, the cluster–SAM complexes that are essential in-
termediates in pyruvate formate lyase-activating enzyme, lysine 2,3 
aminomutase, and ribonucleotide reductase activating enzyme. These 
three systems are prototypes for the “Radical SAM” enzyme super-
family, whose chemistry seems to be extensively utilized in the metabo-
lism of all living organisms. 

1.  INTRODUCTION 

Iron–sulfur clusters are among the most structurally and functionally versatile 
cofactors in biology [1]. The most prevalent associations of iron and sulfur atoms 
are those found in proteins in the form of [2Fe–2S] and [4Fe–4S] clusters. They 
mainly take part in electron-transfer systems in important biological functions such 
as photosynthesis and respiration. In addition, these clusters have been shown to 
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play essential roles in: (i) gene regulation, as they can be used to sense changes in 
levels of iron, oxygen, and superoxide (e.g., [2]); (ii) nonredox catalysis as they 
display strong Lewis acid properties utilized for polarization of substrate bonds [3]; 
(iii) redox catalysis, as exemplified by the enzymes of the “Radical SAM” super-
family extensively discussed in this chapter [4–6]. 

Obviously it is because these clusters can enjoy various redox states depending 
on their coordination environment, the electronic properties of the protein site 
where they are anchored, and their hydrogen bonding that they have been selected 
to participate in electron-transfer and redox reactions. An interesting property of 
the redox states is that they can be easily differentiated by spectroscopy. For exam-
ple, the oxidized [4Fe–4S]2+ state is S = 0, diamagnetic, and thus EPR-silent. In 
contrast, the corresponding reduced form [4Fe–4S]+ is S = 1/2 in its ground state, 
paramagnetic, and displays characteristic EPR properties. This is the same for the 
[2Fe–2S]2+/1+ redox couple. 

Another interesting feature of the [Fe–S] clusters is the broad diversity of 
ligands that the iron atoms can accommodate. In the class of protein ligands, cys-
teine, providing sulfur coordination, is the most common coordinating amino-acid 
residue. However, there are several examples of nitrogen coordination, with his-
tidine or arginine as the ligands [7–10], and oxygen coordination, with aspartate, 
glutamine, or tyrosine as the ligands [11–13]. There are also more and more exam-
ples of clusters coordinated by exogenous ligands, such as water, enzyme sub-
strates (such as citrate in the case of aconitase), or enzyme cofactors (as S-
adenosylmethionine in the case of  “Radical SAM” enzymes) [3–6,10,14]. 

Spectroscopic analysis of reduced paramagnetic forms of the clusters — in 
particular electron paramagnetic resonance (EPR), electron-nuclear double reso-
nance (ENDOR), and Hyperfine Sublevel Correlation spectroscopy (HYSCORE) 
— has been successfully used to identify the ligands to the iron atoms, thus provid-
ing important insights into the electronic and geometric properties of the clusters as 
well as into the mechanisms of a number of reactions catalyzed by those clusters. 
In this chapter we will discuss the case of the “Radical SAM” enzymes as a nice 
example illustrating the power of spectroscopy for elucidating the chemistry of 
[Fe–S] clusters. In fact it was EPR spectroscopy that first demonstrated the pres-
ence of [Fe–S] clusters in these enzymes, whereas it was ENDOR spectroscopy, 
which probes coupling between electronic and nuclear spins, which provided the 
first evidence for the coordination of SAM to the unique iron site of the [4Fe–4S] 
cluster [15]. This was further confirmed by x-ray crystallography [10,14,16,17]. 
HYSCORE has been more recently used in this context and has also proved very 
useful [18]. It is important to note that the vast majority of studies in this field were 
carried out by B.M. Hoffman and his group at Northwestern University. 

2.  “RADICAL SAM” IRON-SULFUR ENZYMES: AN EXAMPLE OF 
 A LOW-MOLECULAR-WEIGHT LIGAND TO A [4Fe–4S] CLUSTER 

There are few examples of biological catalytically relevant complexes between 
a protein-bound iron–sulfur ([Fe–S]) center and a low-molecular-weight compound 



Fe–S CLUSTERS IN “RADICAL SAM” ENZYMES 55

(a substrate or a cofactor). The first historically important example is that of the 
aconitase–citrate complex [19]. In the early 80s a new function for [Fe–S] clusters 
appeared with the discovery of aconitase, a central enzyme in the TCA cycle of 
cellular metabolism. This enzyme catalyzes the reversible conversion of citrate to 
isocitrate through aconitate using a special [4Fe–4S]2+ center coordinated by only 3 
cysteines of the polypeptide chain. Even though the reduced [4Fe–4S]+ state of the 
enzyme is not the physiologically relevant one, ENDOR spectroscopy applied to 
that paramagnetic state proved to be an invaluable tool in revealing the structural 
details of this center in the presence or absence of substrate. Using 17O, 1H, and 2H
ENDOR spectroscopy at X- and Q-band microwave frequencies, B. Hoffman et al. 
identified the ligand to the fourth iron of the cluster as a solvent hydroxo group 
[20–22]. Moreover, they found that in the presence of the citrate substrate this hy-
droxo becomes protonated and citrate binds to the subsite iron by its -
hydroxycarboxylato moiety, leading to a hexacoordinated iron, in agreement with 
Mössbauer studies and the 3D structure of the enzyme [19]. 

Almost 20 years later, a new chapter in the rich history of the [Fe–S] proteins 
began with the discovery of the “Radical SAM” (SAM = S-adenosylmethionine) 
superfamily of enzymes [4–6]. The “Radical SAM” superfamily was recognized in 
2001 by iterative profile searches of primary sequence databanks based on one 
unusual cysteine motif, CxxxCxxC, called the “cysteine triad” [23]. At that time 
the best-studied members of that enzyme family were lysine 2,3-aminomutase 
(LAM), pyruvate formate lyase activating enzyme (PFL-AE), and ribonucleotide 
reductase III activating enzyme (aRNR-AE) which are involved in completely dif-
ferent metabolic reactions [24–26] (Fig. 1). 

In spite of their differences, these three systems share several characteristics: 
they use the universal methylating agent S-adenosylmethionine (SAM) (Fig. 1) as a 
cofactor in a new role since, in these reactions, it is reductively cleaved into the 5 -
deoxyadenosyl radical and methionine; they proceed by radical chemistry; they 
contain a [4Fe–4S] center chelated by the three cysteines of the “cysteine triad,” 
and, finally, both PFL-AE and aRNR-AE use the same low-potential electron do-
nor system (NADPH:flavodoxin reductase:flavodoxin). 

The extensive spectroscopic characterization of these systems (see below) has 
led to a consensus picture in which the function of the [Fe–S] center is twofold: it 
binds the SAM molecule, and, from the induced proximity, it reduces the sulfo-
nium to yield the very reactive 5 -deoxyadenosyl radical (Ado°), leaving methion-
ine as a byproduct. Even though the highly energetic Ado° radical has not been 
directly spectroscopically observed, several indirect lines of evidence strongly sup-
port its involvement in reactions catalyzed by “Radical SAM” enzymes. First, in 
the case of LAM, a stable Ado° allylic radical analog, 3 ,4 -anhydro-5 -
deoxyadenosin-5 -yl radical, could be directly detected by EPR spectroscopy when 
the reaction was carried out in the presence of a functional SAM analog, 3 -4 -
anhydroadenosylmethionine [27]. Second, using 2H(glycine)-labeled PFL and 
aRNR preparations, 2H atom transfer to the Ado moiety coupled to glycyl radical 
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Figure 1. The reactions catalyzed by LAM, PFL, and aRNR. 

formation was observed, in agreement with H atom abstraction by Ado° [18,28]. 
Third, the same approach in the case of LAM using a 3H-labeled lysine substrate 
demonstrated 3H atom transfer to the Ado moiety [29]. 

The inference of two key reaction intermediates — namely the [4Fe–4S]–
SAM complex and the Ado° radical — allowed a general mechanism for the reac-
tions catalyzed by “Radical SAM” enzymes to be proposed (Fig. 2). 

The first step is common to all enzymes and consists in the reductolysis of 
SAM. This is achieved by: (i) binding of SAM to the reduced [4Fe–4S]+ cluster; 
(ii) electron transfer from the cluster to SAM; (iii) homolytic cleavage of the S–C 
(adenosyl) bond to generate methionine and Ado°. In the second step of the reac-
tion Ado° can be used in one of two ways. In one subclass of enzymes, Ado° is 
directly used to convert a nonprotein substrate into a substrate radical by H atom 
abstraction, and thus to activate it for conversion to the reaction product. This is the 
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residue of the 757-amino acid polypeptide [31]. Immediately downstream in the 

Figure 2. General mechanism proposed for the “Radical SAM” enzymes. 

case, for example, for LAM or SPL [24,30]. In this case SAM functions catalyti-
cally. In the second subclass of enzymes Ado° serves for the formation of a glycyl 
radical on a target protein. This type of enzyme system is thus made up of two in-
timately associated components: an activase, the “Radical SAM” enzyme proper, 
and its specific protein target. The latter absolutely requires a glycyl radical in its 
active site for enzyme activity and thus depends on the activating enzyme for in-
troduction of that radical. PFL-AE and aRNR-AE belong to this subclass [25,26]. 
In this case SAM is used stoichiometrically with regard to the target enzyme, 
which then acquires the ability to turn over. Even though the number of character-
ized “Radical SAM” enzymes has recently increased, PFL-AE, LAM, and aRNR-
AE remain the best-studied systems both for their biochemical and spectroscopic 
properties and are briefly described in the following paragraphs. 

2.1.  The Pyruvate Formate Lyase System 

In anaerobic microorganisms, part of the energy production occurs via glucose 
fermentation. The key reaction in this process, a thiolytic cleavage of pyruvate by 
CoA yielding acetyl-CoA and formate, is catalyzed by pyruvate formate lyase 
(PFL) (Fig. 1) [25]. PFL is a dimer (2  85 kDa) encoded by the gene pflB. The 
enzyme exists in two forms — inactive and active — and the latter was shown in 
1984 to exhibit a very O2-sensitive radical. By a series of labeling studies com-
bined with EPR analysis, the radical was later shown to be located on the Gly734 
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operon, a second gene named pflA encodes a 28-kDa polypeptide that is essential 
for the formation of the glycyl radical. The pflA protein, referred to as PFL-AE, 
contains a [4Fe–4S] cluster bound to the protein via the 3 cysteines of the cysteine 
triad [32]. The Fe–S center of PFL-AE may be reduced in the absence of SAM to 
give an axial EPR signal at g  = 2.029 and g  = 1.925. In the presence of SAM a 
new signal appears with g values at 2.009, 1.921, and 1.886, suggesting the forma-
tion of an SAM/PFL-AE complex [32]. It is only upon binding to PFL that this 
complex gives rise to the 5 -deoxyadenosyl radical, which selectively abstracts an 
H atom from the Gly734 residue of PFL [33]. Other reports have claimed that, as 
observed with LAM, the [Fe–S] center can be reduced only when SAM is present 
to give an almost axial signal with g values at 2.013, 1.889, and 1.878 [34]. More 
recently, however, Broderick et al. found that photoreduction in the absence of 
SAM leads to a rhombic signal with g values at 2.02, 1.94, and 1.88, which, in the 
presence of SAM, is converted into an axial species exhibiting the g values indi-
cated above [35]. Evidently, minor changes in sample preparation have a strong 
impact on EPR parameters. An article recently published provides the first 3D 
structure of PFL-AE [104]. 

2.2.  Lysine 2,3-Aminomutase 

 conversion of -lysine into -lysine (Fig. 1) [24]. 
It is

2.3.  Anaerobic Ribonucleotide Reductase 

put of deoxyribonucleotides (dNTPs) 
for t

LAM catalyzes the reversible
 a dimer enzyme arranged in a hexamer (287 kDa) using pyridoxal-phosphate 

(PLP) and SAM as cofactors. It contains two metal binding sites, one referred to as 
the cysteine triad, typical of “Radical SAM” enzymes, and a second cysteine-rich 
one that has recently been shown to accommodate a structural Zn atom [17]. The 
cysteine triad binds a labile [4Fe–4S] cluster whose reduction is strictly dependent 
on the presence of SAM or an SAM analog [36]. In this reduced state the 
LAM/SAM complex is stable and exhibits a rhombic X-band EPR spectrum with g 
values at 2.0, 1.9, and 1.85. Addition of the substrate triggers electron transfer from 
the reduced cluster to SAM, and the adenosyl radical resulting from the reductive 
cleavage of SAM converts the lysine substrate, engaged in a Schiff base with PLP, 
into a substrate radical. This primary radical is then converted to a product radical 
via a PLP aziridinyl intermediate [24]. Finally, the product radical is reduced by 5 -
deoxyadenosine, and the resulting adenosyl radical reverts to SAM. 

All living cells depend on a balanced in
heir genetic perenity. There is only one de novo biosynthetic pathway to 

dNTPs, and it proceeds by reduction of the corresponding ribonucleotides. This 
reaction is catalyzed by ribonucleotide reductases (Fig. 1) [37]. Three classes of 
these are known, of which only the class III (aRNR), found in strict or facultative 
anaerobes, is a “Radical SAM” enzyme [26]. Like PFL, aRNR (protein ) is a 
dimer (2  80 kDa) and a free radical enzyme. The active form of aRNR contains, 
in the C-terminal part of the 712-amino acid polypeptide, a glycyl radical located 
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lyze the cleavage of SAM in the 
abse

ral other members of the 
“Ra

 (LipA) catalyze a sulfur insertion 
into

on Gly681 and a structural Zn atom bound to four conserved cysteines and linked 
to the radical site (28 Å away) by a flexible loop [38]. aRNR-AE (protein ) is the 
“Radical SAM” part of the system and, although known to act catalytically in the 
introduction of the glycyl radical in aRNR, it does form a tight 2 2 complex with 
aRNR [39]. It is a small protein of 17.5 kDa containing five cysteines, of which 
three are arranged in the familiar CxxxCxxC motif of all “Radical SAM” proteins. 
A double-mutant carrying only these three cysteines was shown to be fully active 
(unpublished results). The reduced activase exhibits a rhombic EPR signal at 2.03, 
1.92, and 1.86 showing relaxation behavior typical of a [4Fe–4S]+ center. During 
incubation with SAM this signal is replaced by an axial one with g values at g  = 
1.99 and g  = 1.91, with little change in the relaxation behavior, again suggesting 
the formation of a complex with SAM [40]. 

aRNR-AE has the distinctive ability to cata
nce of its physiological partner, the reductase itself. However, the reaction of 

the reduced cluster of aRNR-AE with SAM is exceedingly slow. It was shown 
early on that the presence of thiols, and especially dithiothreitol (DTT), could dra-
matically increase the rate of the cleavage reaction (by more than 100-fold) [41]. 
Actually, DTT has a strong impact on the properties of the cluster. In the presence 
of DTT the rhombic signal of the reduced protein becomes axial (g  = 2.03 and g
= 1.92), and its relaxation is now characteristic of a [2Fe–2S]+ center (unpublished 
results). However, the temperature dependence of the signal closely follows that of 
typical [4Fe–4S]+ centers. Using square wave electrochemistry it was found that 
DTT decreases the redox potential from –450 to –500 mV [42]. Finally, a Möss-
bauer study showed that the Fe2+ pair of the reduced cluster was strongly affected 
by the presence of DTT [40]. All these data were first interpreted as the signatures 
of DTT coordination to the subsite iron of the cluster, but, as shown below, this 
was dismissed by ENDOR and HYSCORE experiments. 

Over the last five years, the characterization of seve
dical SAM” family has reinforced the idea that all of them proceed by the same 

radical chemistry. Table 1 gives a short overview of the currently recognized 
“Radical SAM” enzymes whose biochemical activity has been shown to depend on 
the presence of both a [Fe–S] center and SAM. 

Biotin synthase (BioB) and lipoate synthase
 nonactivated C–H bonds during the final step in the biosynthesis of biotin 

and lipoic acid, respectively [43,44]. MiaB is involved in the thiomethylation of a 
specific adenine in tRNA [45]. MoaA is used for a GTP rearrangement leading 
to the precursor Z intermediate during molybdopterin biosynthesis [16]. The an-
aerobic coproporphyrinogen III oxidase (HemN) decarboxylates the A and B heme 
propionate groups to yield protoporphyrinogen IX [14,46]. Benzyl succinate syn-
thase (BSS) catalyzes the coupling of toluene to fumarate in aromatic hydrocarbon 
anaerobic catabolism [47]. Anaerobic glycerol dehydratase (aGD) is involved in 
the metabolism of many anaerobic bacteria growing on glycerol to yield 3-
hydroxypropionaldehyde, which is further reduced to 1,3-propanediol [48]. The 
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Table 1. “Radical SAM” Enzymes Whose Biochemical Activity Depends on 
the Presence of Both an [Fe–S] center and SAM 

  Protein Accession X-ray 
     (a) no. (b) struct. Ref. Reaction type Field 

LAM AAD43134 Transposition catabolis + 24 
PFL (AE P0A9N4 C–C cleavage meta – 25 

Lysine m 
) Anaerobic bolism 

N

a )

aRNR (AE) P0A9N8 C–OH reduction ucleotide reduction – 26 
BioB P12996 Sulfur insertion Cofactor biosynthesis + 43,44 
LipA P60716 Sulfur insertion Cofactor biosynthesis – 43 
MiaB P77645 Sulfur insertion tRNA modification – 45 
MoaA P69848 Rearrangement Cofactor biosynthesis + 16 
HemN CP0977 Oxidative decarboxylation Cofactor biosynthesis + 14,46 
BSS (AE) CAA05050 C–C formation Catabolism of aromatics – 47 
aGD (AE) AAM54729 Dehydration Anaerobic metabolism – 48 
Hpd (AE) CAD65891 Decarboxylation Catabolism of aromatics – 49 
SPL P37956 C–C cleavage DNA repair – 50 
AtsB CAB40960 OH/SH oxidation Sulfatase activation – 51 
HydE/G AAS92601 ? [Fe–Fe] hydrogenase maturation – 52 

(a) In the case of AE proteins ( , the reaction type and field refer to the activated ctivating enzymes
protein.  
(b) NCBI protein accession number. 

decarboxylation of 4-hydroxyphenylacetate to p-cresol is catalyzed by 4-
hydroxyphenylacetate decarboxylase (Hpd), actively participating in the anaerobic 

ION OF HYPERFINE COUPLING INTERACTIONS 
IN METALLOPROTEINS 

mber, na-
ture, ding the paramagnetic metal center resides in 
the 

ystems in a disor-

catabolism of aromatic derivatives [49]. Spore photoproduct lyase (SPL) is an en-
zyme repairing a specific photolesion in bacterial spores [50]. AtsB activates pro-
caryotic sulfatases by oxidation of a particular serine or cysteine residues into 
a formyl derivative [51]. Both HydE and HydG are essential for the maturation 
of [Fe–Fe] hydrogenases but the nature of the enzymatic reactions is still un-
known [52]. 

3. DETECT

In EPR spectroscopy, one major source of structural information (nu
 and geometry of ligands) regar

hyperfine coupling interactions between the paramagnetic electron and nearby 
nuclei with non-null spin (1H, 2H, 13C, 14N, 15N, …). It is important to note that 
each hyperfine coupling interaction is independently observed, if we neglect nu-
cleus–nucleus interactions, and that its tensor values can be easily analyzed using 
relatively simple local models (see below). On the contrary, global properties, re-
flected in Hamiltonian parameters such as g- and Zero Field Splitting D-tensors, 
are notoriously difficult to compute for metalloproteins as they require the com-
plete electronic wave function to be taken into account [53–56]. 

In principle, hyperfine interactions can be seen directly in EPR spectra as they 
induce line splitting. In practice, when studying metalloprotein s
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dere

ible nature of proteins in 

Dur D elec-
tron spin developed to 
effic

2D ESEEM) the number of lines is roughly proportional to the 

seudomonocrystal 

d state in which a large number of hyperfine interactions exist, in the best cases 
one can only detect one or two of the most intense of these. In general the detect-
able interactions are produced between the nucleus and the electrons of the metal 
ion itself, as nicely illustrated by copper- and manganese-containing proteins 
[55,58–60]. There are three reasons for this phenomenon, summarized here: 

 There are many nuclei with nuclear spins in the vicinity of the 
paramagnetic center. Since the EPR transition energy depends on 
the spin state of all nearby nuclei, the expected number of lines 
in an EPR spectrum due to hyperfine splitting increases roughly 
exponentially with the number of nuclei involved. Therefore, it is 
impossible to individually observe all these lines. As a conse-
quence, the usual spectrum displays a broad inhomogeneous line. 
Hamiltonian parameters are in general anisotropic. In disordered 
state samples, a so-called “powder spectrum” is observed in 
which only very broad features subsist. 
There are other major sources of line broadening in these sys-
tems: structural disorder, due to the flex
solution, leads to variations of spectroscopic parameters (g-strain,
ZFS-strain, etc.) [61]. Inhomogeneity arising from these sources 
can be orders of magnitude greater than hyperfine splittings. 
ing the 1970s, several techniques — namely ENDOR and 1D and 2
 echo envelope modulation (ESEEM) spectroscopy — were 

iently measure hyperfine coupling in disordered systems. These techniques are,
to a large extent, insensitive to the three major drawbacks listed above. Indeed 
they: 

 can produce spectra in which (at least at first order for 1D and 

number of nuclei involved. This is because these techniques de-
tect NMR transitions. An NMR transition corresponding to a nu-
cleus is independent (if we neglect the very weak nuclei–nuclei 
interaction) of the state of neighboring nuclei. 
produce their spectra from a subset of the molecules which all 
have similar orientations, thus generating a p
spectrum. Due to their finite power, microwave pulses excite 
only a small fraction of molecules whose resonance field is 
within a narrow window around the applied field. Since in metal-
loproteins, the major source of anisotropy is the g-tensor anisot-
ropy, it is possible to select a subset of proteins with the same g 
value. The classical interrogation fields used are the turning 
points in a dominant g tensor powder spectrum. If the g-tensor is 
rhombic, fields corresponding to gmin and gmax select molecules 
with only one orientation each. If the g-tensor is orthorhombic, 
only the field corresponding to g|| correspond to a pseudo-
monocrystal selection. In all cases, this phenomenon greatly re-
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duces the set of orientations of molecules contributing to the 
spectrum. 
are more or less insensitive to g-strain since they rely on NMR 
transitions that lie in one electron manifold. 

 t re their 
poor sen chnical difficulty of their im-
plem

d to detect 
 of two electromagnetic 

radi

On he other hand, the common major drawbacks of these techniques a
sitivity compared to standard EPR and the te

entation. Since these spectroscopic methods are well suited for investigating 
coordination of ligands to metal centers, for example, coordination of low-
molecular-weight compounds to [4Fe–4S] clusters, the main topic of this chapter, it 
is worth briefly describing them in the following paragraphs. 

3.1.  ENDOR: Principles and General Considerations 

ENDOR (Electron Nuclear Double Resonance) spectroscopy is use
small hyperfine coupling constants by combining the effect

ations that induce electronic and nuclear transitions. It can be described as 
NMR spectroscopy detected by EPR and is extensively used for studying biologi-
cal systems [62–66]. It is implemented in two different ways: continuous wave 
(cw) ENDOR and pulse ENDOR. cw ENDOR is based on the partial desaturation 
of an EPR transition by a radiofrequency-driven nuclear transition. In solid-state 
samples, its major drawback is that the temperature range within which electron 
and nuclear relaxation times are favorable to the ENDOR phenomenon is some-
times narrow and difficult to determine. In pulsed ENDOR, the only limitation to 
the observation of an ENDOR effect is the relaxation time of the system during the 
pulse sequence. However, the choice between these techniques depends on the 
system studied [62]. Two main pulsed schemes are used: Davies and Mims se-
quences, based on a transfer of polarization between electron and nuclear transi-
tions with radiofrequency (rf) pulses [65,67,68]. The Davies sequence is based on 
selective microwave pulses and is best adapted to the detection of large hyperfine 
coupling constants [65,69,70]. The Mims sequence, which is better adapted to the 
detection of small hyperfine coupling constants, will be discussed here. This se-
quence is based on the stimulated echo sequence ( /2– – /2–T– /2), where a 
monochromatic radiofrequency  pulse is applied between the second and third 
microwave pulses (see Fig. 3). The change in echo intensity induced by the radiof-
requency pulse is characterized by the ENDOR efficiency F, defined as follows: 

off on off

1
2

�F V V V , (1)

here Voff is the echo amplitude without rf pulse and Von is the echo amplitude w
rf pulse. The echo intensity change induced by the rf pulse increases with F. An 
w ith 

echo inversion corresponds to F = 1, while F = 0 corresponds to an absence of 
ENDOR effect. 
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Figure 3. I = 1/2, S= 1/2 system for two different advanced EPR techniques. Upper panel: 
weak coupling case; lower panel: strong coupling case; left: energy level diagram; middle: 

The simplest case to investigate is an isotropic hyperfine interaction (aiso) be-
een an I = 1/2 nucleus and an S = 1/2 electronic spin (Fig. 3). There are two nu-

clea

or

as predicted from Eq. (2b). ENDOR effi-
cien

HYSCORE peak pattern; right: ENDOR spectrum. In all cases, black circles or lines repre-
sent one orientation while gray patterns represent disordered system spectra. 

tw
r transitions:  and . Thus, 

F = 0 if rf frequency is different from  or  (2a) 

F = (1 – cos2 aiso )/4 if the rf frequency equals  or  (2b) 

F each nucleus, a pair of lines is detected at and . |aiso|/2 <  ( being the 
nuclear Zeeman frequency) means that this doublet is centered on  and separated 
by |aiso|. This case is called “weak” coupling. “Strong” coupling is observed when 
|aiso|/2 >  and the doublet is centered on |aiso|/2 and separated by 2 . These rules 
stand true when an anisotropic hyperfine coupling is present. Under these condi-
tions, aiso is replaced by A, the hyperfine splitting for the actual molecular orienta-
tion. Spectra generated from I > 1/2 nuclei are more difficult to analyze due the 
presence of a quadrupolar tensor whose principal directions are, in general, nonco-
linear with those of the hyperfine tensor. 

From an experimental point of view, it must be noted that the Mims sequence 
suffers from a “blind spot” phenomenon, 

cy F is exactly 0 for A = n/ , and for these hyperfine coupling values no signal 
can be detected [71]. It is thus important to carry out experiments at different 
values in order to ensure that all signals are detected. Another possible reason for 
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the nonobservation of lines is due to the poor ENDOR sensitivity of low NMR 
frequencies. Nuclei with a small gyromagnetic ratio and hyperfine coupling are not 
detected and the low-frequency line of a pair is sometimes very small or invisible 
[68,72]. To counteract this effect, the usual strategy is to increase the frequency of 
the EPR apparatus (Q or W band), thus shifting the interrogation field to a higher 
value and increasing the nuclear Zeeman effect. This last limitation is also ob-
served for Davies ENDOR. 

In an ordered system (single crystal) an ENDOR spectrum consists of a set of 
narrow symmetrical lines [73–75], whereas in a disordered state sample (most 
com

on Spin Echo Envelope Modulation) methods can 
ine hyperfine coupling constants. They are based 

on e

anifolds 
are

monly found in biological samples) the lines are broader and acquire a com-
plex shape [76]. This is due to the fact that each broad line is the sum of numerous 
individual narrow lines from molecules with a set of differing orientations. It is 
only for pseudomonocrystal orientations (see above) that the ENDOR spectrum is 
simple. In general, a series of ENDOR spectra for different magnetic fields and 
simulation of the lineshape is essential to obtain the principal values for the hyper-
fine tensor. This phenomenon is particularly troublesome for I > 1/2 nuclei and 
could undermine the ability to obtain the principal hyperfine tensor values. If this 
situation arises with 14N nuclei, the simplest solution may be to isotopically label 
the protein with 15N, whose nucleus has an I = 1/2 nuclear spin. Since 14N and 15N
nuclei have a very small gyromagnetic ratio, it is necessary to operate at Q or W 
band. Another possibility is to use an ESEEM or HYSCORE sequence. 

3.2.  ESEEM and HYSCORE 
1D and 2D ESEEM (Electr

also be used to accurately determ
cho amplitude modulation when changing pulse delays [68]. Upon Fourier 

transformation, it produces the ESEEM spectrum in which each nuclear frequency 
appears. A 3-pulse ESEEM sequence ( /2– – /2–T– /2–echo) can be very easily 
used to measure hyperfine constants in metalloproteins and models [75,78–80]. 
One of the major drawbacks of this sequence is due to “dead time” effects. In prin-
ciple, it is possible to obtain an “ideal” spectrum if one acquires the whole echo 
intensity modulation as a function of time interval T between the second and third 
pulses. But the loss of the earliest points of this time evolution due to spectrometer 
“dead time” leads to signal distortion and disappearance of broad features. Signal 
processing may reduce this phenomenon without completely removing it. 

HYSCORE (Hyperfine Sublevel Correlation) is a two-dimensional version of 
3-pulse ESEEM in which hyperfine transitions in alpha and beta electron m

correlated. This is achieved by introducing, in the 3-pulse ESEEM sequence, a 
microwave  pulse that transfers nuclear coherence between the two electronic 
manifolds. Echo intensity modulation is recorded for various values of t1 and t2 free 
evolution times, and a 2D Fourier transform is subsequently applied (Fig. 3). In-
formation is displayed in four quadrants, called (+,+), (–,+), (+,–), and (–,–), with 
reference to the values of 1 and 2 frequency abscissa, either <0 or >0. It is sym-
metrical relative to 0; therefore, the traditional representation consists of only the 
two upper quadrants: (–,+) and (+,+). Originally developed by Höfer for the study 
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igure 4. I = 1, S = 1/2 system in strong coupling case. Left, energy level diagram showing 
ansitions in  and  manifolds. d and d represent double quanta transitions. Middle: 

s a consequence, a HYSCORE spectrum of an I = 1/2 nucleus is com-
posed of a pair of cross-peaks lying at ( , ), ( , ) in the weak coupling case 
and

of single crystals, this sequence has become the standard 2D ESEEM technique for 
hyperfine coupling measurement in disordered systems [81–85]. It is particularly 
well adapted for this purpose since it is less prone to dead-time problems. On the 
contrary, it is prone to blind-spot phenomena (depending on the   value), and 
therefore several HYSCORE spectra must be acquired with various   values in 
order to detect all relevant spectral features. HYSCORE spectra correlate each nu-
clear transition i in the alpha manifold with each nuclear transition i in the beta 
manifold. For each correlated couple ( i, i), a pair of cross-peaks is observed in 
the (+,+) quadrant in symmetry with respect to the diagonal and another pair in the 
(–,+) quadrant symmetric about the antidiagonal. In general these two pairs exhibit 
very different intensities and in most cases only one is visible: in the (+,+) quadrant 
for a weakly coupled nucleus and in the (–,+) quadrant for a strongly coupled nu-
cleus. Their relative intensities can be computed using the density matrix formal-
ism [68]. 

F
tr
HYSCORE peak pattern in the (–,+) quadrant for a single orientation, showing the nine cor-
relations peaks: one double quanta–double quanta peak (filled circle with halo), four double 
quanta–single quanta peaks (open circles), and four single quanta–single quanta peaks (filled 
circles). In addition to these nine peaks, nine other peaks symmetrical in the antidiagonal line 
are observed (shown in gray). Right: HYSCORE peak pattern in the (–,+) quadrant for a dis-
ordered system. Each peak appears as a more or less elongated ridge. If the hyperfine tensor 
is mainly isotropic, the double quanta–double quanta correlation ridge is very short and is 
the dominant HYSCORE feature. 

A

at (– , ) and (– , ) in the strong coupling case. If the sample is in a disor-
dered state, cross-peaks arising from differently oriented systems produce elon-
gated features, or “ridges.” With an I = 1 nucleus, the spectrum becomes much 
more complicated since we can observe up to nine spots of pairs in a single quad-
rant. This number is easily explained since there are now three hyperfine transi-
tions in each manifold: two of them are mI = 1 or single (nuclear) quantum transi-
tions, and the third is a mI = 2 or double (nuclear) quantum transition. Conse-
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quently, of these nine pairs, four correspond to single quantum–single quantum 
transition correlations, four correspond to single quantum–double quantum transi-
tion correlations, and one to a double quantum–double quantum transition correla-
tion. Their relative disposition in a quadrant is characteristic and greatly simplifies 
the interpretation of such a spectrum (see Fig. 4). In the disordered state one must 
now deal with up to 18 ridges in a somewhat overcrowded quadrant! In the major-
ity of cases, only a fraction of these 18 ridges is observed, but incompletely due to 
a poor signal-to-noise ratio. This is because the observation of a ridge is correlated 
not only with the intrinsic intensity of the cross-correlated pairs for each orienta-
tion but also with the ridge “frequency extension” in the ( 1, 2) space. Indeed if the 
position of a pair changes little with molecular orientation, the corresponding ridge 
will be very “short” and its “linear intensity” will be important. On the contrary, an 
extended ridge will have a very small “linear intensity” regardless of its true inten-
sity. This phenomenon is of prime importance in the case of a strongly coupled 14N
in close proximity with a paramagnetic center such that the hyperfine coupling is 
mainly isotropic. The double quantum–double quantum correlation peaks are, to 
the first order, insensitive to orientation and thus become the dominant and most 
easily attributed feature of the spectrum [83,86,87]. Their positions are given by 
the formula used to calculate hyperfine coupling constants and to roughly estimate 
quadrupolar coupling: 

2 2 2 1/ 2
dqdq N2[( / 2a ) (3 )]K . (3) 

 a small anisotropic hyperfine interacti
possible now to repeat it for each turning point of a powder spectrum where g ani-

4.  ANALYSIS OF LIGAND HYPERFINE COUPLING INTERACTIONS 

 of 
n 

is ch

If on exists, this analysis stands true. It is 

sotropy is dominant to obtain the hyperfine coupling values for the three principal
g-tensor directions. This rapid but crude analysis forms a good basis for a much 
more in-depth work involving numerical spectrum simulations based on a complete 
spin Hamiltonian with g-, A-, and Q-tensor values and relative orientations. The 
possibility to discriminate between hyperfine and quadrupolar coupling for I  > 1/2 
nuclei is a unique property of HYSCORE. It is especially useful in systems where 
several nuclei are present and display overlapping lines in ENDOR and 1D 
ESEEM spectra. 

Analysis of hyperfine coupling interactions can be made with several levels
refinement. A general statement is that an important hyperfine constant interactio

aracteristic of a strongly “involved” atom: the isotropic part of the hyperfine 
tensor is characteristic of an electronic delocalization via orbital overlap (contact 
term), while the anisotropic (dipolar) part is correlated with the distance between 
the nucleus and the paramagnetic center. This simple analysis nevertheless allows 
some firm conclusions, for example, regarding the presence or not of a given atom 
in close proximity to the paramagnetic center. It is tempting to use the information 
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and one nucleus): 

ence of electron spin density 

provided by the hyperfine coupling tensor to produce a description of the precise 
geometric/electronic properties of a system. However, it is necessary to understand 
that the robustness of the conclusions drawn from this analysis strongly depends on 
the accuracy of the hyperfine tensor determination (in contrast to the qualitative 
analysis, which requires only a rough estimate) and on the model/theoretical chem-
istry calculations used. 

The basis of all these models is that, for a simple system (one electron in a 
spatial wave function 0

i. the (contact) isotropic hyperfine constant aiso is directly propor-
tional to the probability of the pres
at the nucleus: 

2

iso 0(2a 0/ 3) (0)e B N Ng g ; (4) 

ii. the dipolar hyperfine interaction can
symmetric tensor A:

 be described by a traceless 

2 5
0 ( / 4 )ij eA g B 0 0(3 ) /N N i j jg r r r r , (5) 

 where ri stands for the ith coordinate of the r vector c
the electron and the nucleus. If the average distance R between 

For arry out 
for sever

1/2 state as a single paramagnetic electron. 

onnecting

the electron and nucleus is greater than electronic delocalization 
(<1/r3> = 1/R3), A becomes an axial tensor (–a,–a,2a), with a = 
( 0/4 ge BgN N/R3, and with the axial principal direction paral-
lel to the electron-nucleus direction. 

an [Fe–S] cluster system, a precise analysis is very difficult to c
al different reasons: 

 In exchange-coupled systems like an [Fe–S] cluster, it is impos-
sible to model an S =
On the contrary, each iron atom has a contribution whose general 
effect can be seen as a dipole only at very long distances. For 
shorter distances the individual contribution of each ion is not 
negligible and one must use a local spin description of the sys-
tem [88,89]. The contribution of the ith iron depends on the cou-
pling scheme and the magnetic state of the cluster and is charac-
terized by a “spin coupling coefficient,” Ki, which reflects the 
way the iron spin projects itself onto the total cluster spin. The 
four Ki values of a [4Fe–4S] cluster in the S = 1/2 state can be ei-
ther positive or negative, and their sum is equal to 1. This local 
spin model implies that the through-space (nonlocal) dipolar hy-
perfine tensor between a nucleus and the paramagnetic cluster is 
now 

i i iA K A , (6) 
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 where Ai stands
corresponding to the ith iron. 

ple law in 1/R3 for its principal val-

erfine tensor. 

elating the 

Since quantitative 
bonding atoms in der to obtain geometric/electronic prediction is very difficult, 
the

 for the through-space dipolar hyperfine tensor 

       This local spin model implies that this hyperfine tensor is 
now rhombic and that the sim
ues is no longer valid. The presence of Ki values of opposite 
signs can even lead to a “magic magnetic configuration” phe-
nomenon for which the different dipolar contributions cancel 
each other at a finite distance [89,90]. Therefore, in all cases, a 
quantitative distance determination must use the correct set of Ki
values. These values are, in general, difficult to obtain and show 
variation from one system to another depending on ligand nature, 
geometry and environment. Robust determinations of Ki in [4Fe–
4S] model systems have been obtained in rare cases by single-
crystal ENDOR studies and subsequent extensive analysis 
[75,91]. Hoffman et al. determined Ki values in the case of the 
substrate-bound [4Fe–4S] aconitase enzyme [69]. 
The experimental anisotropic dipolar hyperfine tensor is in gen-
eral not equal to the through-space dipolar hyp
There is another contribution due to the dipolar interaction be-
tween the nucleus and the paramagnetic electron that is delocal-
ized to some extent on orbitals centered on the nucleus itself. 
This last term is named the local dipolar contribution. 
The (contact) isotropic hyperfine constant is very difficult to 
evaluate. There is no obvious model capable of corr
spin density on a ligand nucleus to simple geometric properties 
(distance, angle, ...) between the cluster and this atom. Quantum 
chemistry computations, in general based on DFT programs, 
must be used. But these computations involve the polarization of 
s orbitals by all the other orbitals, a phenomenon difficult to effi-
ciently reproduce by such programs, especially when the atom 
hybridization is sp2 or sp [92,93]. Knowledge of Ki values for 
each iron, and more particularly for the atom closest to the nu-
cleus, is also necessary to correctly evaluate the isotropic cou-
pling constant. In addition, there is an orbital contribution for 
both isotropic and anisotropic hyperfine tensors of the order of 

g/R3 [94]. 

analysis of the isotropic hyperfine coupling constant for 
or

quantitative results are generally derived from the analysis of more distant at-
oms where dipolar contributions predominate, as illustrated below in the case of 
PFL-AE.
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5.  APPLICATIONS TO METALLOPROTEINS 

The general strategy to precisely understand the ligation in a [4Fe–4S] cluster 
system with three cysteine and a fourth exogenous ligand was developed by Hoff-
man et al. for the aconitase system in a series of seminal articles (see, e.g., [20–
22,95]. While not being based on a “Radical SAM” enzyme, we think that these 
studies must be briefly discussed here since the same methods were employed later 
for the “Radical SAM” proteins [15,35]. Aconitase catalyzes the stereospecific 
interconversion of citrate and isocitrate. The active site contains a [4Fe–4S] iron–
sulfur cluster with a labile iron. Water molecules, substrate (citrate, isocitrate, and 
cis-aconitate) and analogues (nitroisocitrate) can bind to this iron site. To study 
these ligations, the Hoffman group developed a method involving 17O isotopic la-
beling of the oxygen atoms of solvent, substrates, and inhibitors (carboxylic and 
hydroxyl group) in different experiments [20–22]. They subsequently showed that 
for some labeled positions a strong 17O hyperfine coupling interaction (9–15 MHz) 
was observed by using ENDOR, while for others no hyperfine coupling could be 
detected. An immediate and very robust interpretation of these results was that 
oxygen atoms for which a strong hyperfine coupling was observed were directly 
coordinated to the paramagnetic cluster. Further analysis showed that it was possi-
ble to distinguish between an oxygen hydroxyl coordination (with a nearly iso-
tropic tensor of 9 MHz) and an oxygen carboxylate coordination (with a strongly 
anisotropic tensor of 13–15 MHz). Additional results were obtained using 1H, 2H,
and 13C ENDOR spectroscopy [21,22]. This powerful method of selective isotopic 
labeling of labile ligands was used successfully with two “Radical SAM” proteins, 
namely, PFL-AE and LAM. 

5.1.  Pyruvate Formate Lyase-Activating Enzyme (PFL-AE) 

From initial spectroscopic and biochemical results, it was inferred that the 
SAM molecule was a labile fourth ligand of the reduced iron–sulfur cluster of PFL-
AE (see introduction). This hypothesis was proved correct by selective 17O and 13C
isotopic labeling of the SAM carboxylate group and Q-band pulsed ENDOR spec-
troscopic analysis of the reduced protein treated with labeled SAM [72]. Figure 5 
presents 35-GHz pulsed ENDOR spectra of the [4Fe–4S]+ SAM complex for sam-
ples in which the carboxyl group of the methionine moiety has been labeled with 
17O (top) and 13C (center) and in which the amino group has been labeled with 15N
(bottom) [72]. The authors of this study found one 17O hyperfine coupling constant 
of 12 MHz and a 13C hyperfine coupling of 0.71 MHz along g3 (= 1.87). These 
values are reminiscent of those found in the aconitase system for citrate/isocitrate 
directly bound via the carboxylate oxygen to the unique iron of the cluster. Another 
important result was the observation (Fig. 5, bottom) that a 14N hyperfine coupling 
pattern on the ENDOR spectrum observed in the presence of 14N SAM was re-
placed by a 15N signal on the spectrum when 15N-labeled SAM was used instead. 
This last isotopic labeling experiment result was important for two reasons. First of 
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Figure 5. 35-GHz pulsed ENDOR spectra of PFL-AE with 17O (a) and 13C (b) carboxylato-
labeled, and N-amino-labeled (c) AdoMet compared with data from an unlabeled sample, at 
g . Conditions: T = 2 K; MW = 34.9 GHz; rf pulse length = 60 s. (a) 17O-labeled, Davies 
ENDOR; MW pulse lengths = 80, 40, and 80 ns; number of averaged transients at each 
point: 17O = 288, unlabeled = 200. (b) 13C-labeled, Mims ENDOR; MW pulse lengths = 80 
ns;  = 552 ns, number of averaged transients: 13C-labeled = 144, unlabeled = 600. (c) 15N-
labeled, Davies ENDOR; MW pulse lengths = 80, 40, and 80 ns; number of averaged tran-
sients: 15N-labeled = 80, unlabeled = 624. Reprinted with permission from [72]. Copyright ©
2002, American Chemical Society. 

all, it proved that the amino group was somehow involved in the ligation of SAM 
to the cluster. Second, it facilitated the analysis of the ENDOR nitrogen spectrum 
and permitted a robust estimation of the nearly isotropic hyperfine coupling con-
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stant (5.8 and 6.4 MHz after refinement) [96]. This value is comparable to that of 
histidine nitrogen hyperfine coupling in Rieske protein as well as that of ACC 
(amino-cyclopropane carboxylate) nitrogen coupling to the mononuclear Fe of 
ACC oxidase [97,98]. Since x-ray crystallography demonstrated that, in the Rieske 
protein, the nitrogen atom was directly bound to Fe, this similarity implied that the 
amino group nitrogen of SAM is directly ligated to the unique iron of the PFL-AE 
cluster. It appears from these experiments that the iron–sulfur cluster anchors the 
SAM molecule by an oxygen/nitrogen bidentate coordination (Fig. 2). Even though 
no three-dimensional structure is available for PFL-AE as of yet, this mode of 
SAM binding was observed in 3D structures of all “Radical SAM” enzymes crys-
tallographically resolved to date. The Hoffman group performed other studies with 
the same methodology by labeling substituents of the sulfonium center of SAM 
[71]. They succeeded in observing a hyperfine coupling interaction between the 
paramagnetic cluster and 13C and 2H atoms of the SAM methyl group. The maxi-
mum value observed for 2H (1 MHz) corresponds to an equivalent 1H hyperfine 
coupling of 6–7 MHz and must be due to an atom in the near vicinity. The same 
conclusion could be obtained from the 13C hyperfine coupling constant. 

To quantitatively analyze their results, Hoffman et al. first obtained the 
best possible estimation of the 13C hyperfine tensor using the evolution of 
ENDOR spectra across the EPR spectrum to extract its principal values 
and principal directions. The 13CH3 tensor principal values were found to be equal 
to [–0.6 (1), +0.4 (1.5), –0.5(1)] MHz [71]. The authors subsequently analyzed this 
tensor as the sum of an isotropic contribution (–0.23 MHz) and of two purely ani-
sotropic orthogonal tensors of the form (–a,–a,+2a). The isotropic part is attributed 
to the presence of spin density on the 13C nucleus. This means that there is an or-
bital overlap between the cluster and the CH3 group. Hoffman et al. suggested that 
this delocalization is indirect, passing through the sulfur atom of the sulfonium 
group [71]. The two anisotropic tensors are attributed to the nonlocal through-
space dipolar interaction between the cluster and the 13C nucleus and to a local 
dipolar interaction, respectively. Assuming that only the nearest iron atom contrib-
utes to the nonlocal dipolar tensor and taking a |K| value range from 0.86 to 1.78 
(determined from the aconitase-bound cluster), the authors obtained a 13C–Fe dis-
tance of between 4.0 and 5.0 Å. 

The same analyses were performed on the carboxylate 13C ENDOR spectra 
[99] and the 2H ENDOR spectra of the deuterated methyl group [71]. The first 
analysis gives a distance between the anchoring iron and the carbon atom of 3.3 Å 
with a K value of 1.57, thus confirming the binding of carboxylate to the cluster. 
The second is trickier because (i) there are now three hyperfine tensors involved 
and (ii) the 2H nuclear spin is equal to 1, implying that a (small) quadrupolar con-
tribution is now present. Nevertheless, the authors managed to obtain distances 
between the closest 2H atom and the iron compatible with those found with the 
13CH3 experiment. Obviously, this methodology can be applied only to paramag-
netic states. In order to check whether SAM was also a ligand to the cluster in the 
native [4Fe–4S]2+, Hoffman et al. performed the same spectroscopic analysis on 
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cryoreduced frozen enzyme preparations of PFL-AE in the [4Fe–4S]2+ state. Re-
duction of the frozen oxidized protein allows its conversion to the EPR-observable 
paramagnetic 1+ state while, because of the low temperature, retaining the 2+ state 
coordination and geometry. ENDOR spectra were essentially the same as those 
obtained with the nonfrozen reduced PFL-AE, demonstrating that SAM was bound 
to the cluster through the same coordination mode in oxidized and reduced enzyme. 

The above analysis is based on a fundamental hypothesis: only the nearest iron 
atom of the cluster contributes to the hyperfine interaction and consequently it is 
possible to impose a (–a,–a,+2a) axial form on the nonlocal through-space dipolar 
tensor. However, strictly speaking, contributions of the three other iron ions are not 
negligible, since they account for approximately 10% of the experimental anisot-
ropic tensor. Therefore, it is impossible to decompose the experimental anisotropic 
tensor into local and nonlocal tensors as suggested by the authors. However, 
the breakdown of this hypothesis would not substantially change the distance cal-
culated. This is because the neglected corrective term due to the three other iron 
ions are one order of magnitude smaller than the term from the closest iron. Since 
the distance is proportional to the inverse of the cubic root of hyperfine tensor 
principal values, a 10% uncertainty in the value of the hyperfine tensor would re-
sult in a 3% uncertainty on the calculated distance! But it must be noted that the 
authors’ method, as presented here, is not necessarily better than a very crude dis-
tance estimation from the diagonalized unprocessed experimental anisotropic hy-
perfine tensor. 

5.2.  Lysine 2,3-Aminomutase (LAM) 

LAM was studied by the Hoffman group in the same way as PFL-AE [99]. 
They found essentially the same results with a SAM coordination via an oxygen 
atom of the carboxylate group and the nitrogen of the amino group and a close 
proximity between the SAM methyl group and the iron–sulfur cluster. Hyperfine 
coupling tensors were nonetheless distinctly different from those obtained in the 
PFL-AE system, in particular for the 15N amino group (9.1 MHz at g2 vs. 6.4 MHz 
for PFL-AE) and the 13CH3 methyl group (0.8 MHz at g2 vs. 0.6 MHz). These re-
sults showed that the precise geometry of the cluster SAM complex is somewhat 
different in PFL-AE and in LAM. In particular, the authors pointed out that despite 
a greater 13C hyperfine interaction with the cluster, there was a lack of spin density 
on this nucleus. This implies a closer proximity between the sulfonium group and 
the cluster without orbital overlap. The 17O and 15N hyperfine coupling differences 
were harder to analyze since the isotropic hyperfine contribution is dominant (see 
above). It is only when more proteins have been discovered that it will be possible 
to determine the meaning of these variations and to correlate them with other prop-
erties. So far, LAM is the only “Radical SAM system” for which both ENDOR 
analysis and three-dimensional structure determination have been performed. Spec-
tra obtained with cryoreduced or standard samples were indistinguishable, thus 
indicating the same geometry in the two redox states [99]. 
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5.3.  Anaerobic Ribonucleotide Reductase Activating Enzyme (aRNR-AE) 

To prove that SAM binds the iron–sulfur cluster of the aRNR activase, we de-
cided to use HYSCORE spectroscopy with unlabelled SAM [18]. Figure 6 shows 
the HYSCORE spectra of anaerobically reduced aRNR-AE either in the absence 
(6A) or in the presence (6B) of an excess of SAM. Upon addition of SAM, the 
HYSCORE spectrum was dramatically modified and a complex spot pattern ap-
peared, mainly in the (–,+) quadrant. By comparison with theoretical results 
[68,85] and HYSCORE spectra of Rieske proteins [86,100–102], it was possible to 
interpret this pattern as produced by a 14N atom experiencing strong coupling. One 
easily observed feature, and probably the most characteristic and interesting one, is 
constituted by two peaks lying in the (–,+) quadrant and slightly elongated along 
the antidiagonal up to (–9.16,+5.25) and (–5.25,+9.16) MHz. They were attributed 
to a double quantum–double quantum correlation. As explained above, they are 
easily observed since a double quantum transition frequency does not depend, to 
first order, on the quadrupolar interaction. It is possible to obtain a good estimation 
of the hyperfine constant from the position of the double quantum–double quantum 
peaks using Eq. (3). The value obtained, when scaled according to ( 15N/ 14N)
gives a mainly isotropic constant of 8.9 MHz on g  in the range of the values ob-
tained by 15N ENDOR spectroscopy for LAM and PFL-AE. Strictly speaking, this 
experiment does not demonstrate that SAM is bound to the cluster since the 14N
atom might belong to the polypeptide chain and become a ligand to the cluster due 
to a conformational change induced by the addition of SAM itself. However, be-
cause of the similarities between hyperfine coupling values obtained with PFL-AE 
and LAM, we concluded that, in aRNR-AE, the amino group of SAM was a ligand 
to the cluster. The same experiment was carried out with aRNR-AE complexed to 
the G681A mutant aRNR protein  and gave exactly the same results, showing that 
the binding of SAM to the subsite Fe of the [Fe–S] center is not affected by com-
plex formation of the activase to its target protein [18]. 

As mentioned in the introduction, DTT has a strong impact on the spectro-
scopic and biochemical properties of aRNR-AE. A possible explanation was that 
the changes seen upon DTT incubation were due to DTT binding to the [Fe–S] 
center. It is interesting to note that such a binding has been found in the crystal 
structure of the MoaA protein (a radical SAM protein carrying an additional [4Fe–
4S] center) [16]. Several attempts were made to demonstrate a ligation between the 
DTT molecule and the cluster by actually observing the hyperfine coupling be-
tween the paramagnetic center and the DTT nuclei. cw X-band ENDOR of reduced 
aRNR-AE incubated with DTT and (d4)-DTT were carefully compared. They 
showed no differences in the 1H region (apart from nearly distant protons) and ap-
pearance of a small broad featureless line in the 2H zone [103]. Since X-band 
ENDOR is not adapted to efficiently detect a signal in such a low-frequency range, 
an X-band HYSCORE experiment was performed. The (d4)-DTT HYSCORE 
spectrum showed a strong signal in the 2H frequency range mainly on the (+,+) 
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Figure 6. Low-frequency region of the X-band HYSCORE spectra of the activase (0.8 mM) 
reduced with sodium dithionite in the presence of DTT (5 mM) before (6A) and after (6B) 
addition of SAM (2 mM). In the (+,+) quadrant, spots due to distant 13C and 2H nuclei are 
indicated. In the (–,+) quadrant of Figure 6B, the peaks are characteristic of a strongly cou-
pled 14N nucleus, and those denoted dq are assigned to a pair of a double quanta correlation 
peak. The marked features (*) in Figure 6B are artefactual due to nonideal pulses. Re-
cording conditions: frequency (GHz): without SAM, 9.75; with SAM, 9.68. Recording 
fields (mT): without SAM, 362; with SAM, 359. Temperature: 12 K. Sequence: /2– – /2–
t1– –t2– /2. /2 = 16 ns,  = 132 ns, 4-step phase cycle. The experimental data set of 256 
256 points (increment of t1 and t2 = 24 ns) was acquired on a Bruker Elexsys E-580 X-band 
pulsed spectrometer. 

quadrant diagonal. Upon careful analysis, a small structure along the (+,+) quad-
rant diagonal could be detected and attributed to the 2H quadrupolar interaction. 
Another attempt was made with (77Se)-DTT. Upon addition to reduced aRNR-AE, 
this molecule caused changes to the EPR spectrum similar to those observed with 
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DTT (g tensor, relaxation properties). A careful analysis showed that no broaden-
ing due to a strong hyperfine coupling could be detected. Similarly, relaxation 
properties were found to be identical to the DTT system. Further analysis with 
HYSCORE experiments only showed a small signal occurring at 77Se along the 
(+,+) diagonal quadrant without any sizeable splitting characteristic of a hyperfine 
coupling constant [103]. The conclusions that could be drawn from these two ex-
periments were compatible: DTT was not a cluster ligand. 

6.  CONCLUSION 

Advanced EPR methods (ENDOR, HYSCORE) have demonstrated their great 
potential for providing detailed information on coordination of metal centers in 
metalloproteins. This is nicely illustrated by the studies on “Radical SAM” en-
zymes since, in this case, these EPR methods led to a model for the [4Fe–4S]–
SAM complex that was proved to be exact by subsequent x-ray crystallographic 
studies. Drastic changes of the EPR spectrum of a [4Fe–4S]+ cluster upon addition 
of a small molecule are not an unambiguous signature of complex formation, as 
generally assumed. ENDOR and HYSCORE spectroscopy studies on appropriately 
labeled compounds remain the best tool to firmly establish the existence of such 
complexes. 

There is still a need to accumulate more spectroscopic and crystallographic 
data on more examples as well as to develop theoretical models in order to estab-
lish correlations between structure and hyperfine coupling interactions. 
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MONONUCLEAR

MOLYBDENUM ENZYMES

Molybdenum was first discovered to be present in an enzyme in 1953, when 
Reichert et al. [1] reported that xanthine oxidase contained the metal. Molybde-
num-containing enzymes, commonly called molybdoenzymes, have since been 
found to be utilized by all types of microbial, plant and animal life (Table 1) and 
are involved in extremely important life processes that include the natural cycles 
and metabolism of carbon, nitrogen, and sulfur [2]. These enzymes can be divided 
into two major classes, with classification depending upon the identity of the char-
acteristic active center to which the molybdenum atom is bound (the iron–
molybdenum cofactor, or the molybdenum cofactor) and hence the type of reaction 
that the molybdenum center catalyzes (Fig. 1) [2-5]. 

Table 1. Properties of Selected Molybdenum-Containing Enzymes 

                                                                Mol. wt.                              Prosthetic groups 
   Enzyme                        Source            (Daltons)                               (per molecule) 

Nitrogenase Azotobacter 220,000 FeMoco protein: 2  [Mo–3Fe–3S] 
  molybdo-   vinelandii    and 4  [4Fe–4S] 
  ferredoxin   [6,7]  P-cluster (Fe protein): [8Fe–7S] 
Xanthine Chicken 300,000 2  Moco, 2  [2Fe–2S], 2  FAD 
  dehydrogenase   liver [8] 
Xanthine oxidase Bovine milk [4] 283,000 2  Moco, 4  [2Fe–2S], 2  FAD 
Sulfite oxidase Rat liver [9] 120,000 2  Moco, 2  haem (cytochrome b5)
Aldehyde oxidase Rabbit liver [9] 346,000 2  Moco, 2  [2Fe–2S], 2  FAD 
Carbon Pseudomonas 230,000 2  Moco, 2  [2Fe–2S], 2  FAD 
  monoxide   carboxydo-
  oxidase   vorans [10] 

Formate dehy- Escherichia 608,000 Moco, selenocysteine, [4Fe–4S] 
  drogenase H   coli [11] 
Assimilatory nitrate Neurospora 230,000 Moco, 2  cytochrome b557, 2 
  reductase   crassa [12]    cytochrome b5, FAD 
Dissimilatory Thiosphaera 880,000 Moco, [4Fe–4S], cytochrome c
  nitrate   pantotropha
  reductase   [13,14] 
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Figure 1. Classification of the molybdenum-containing enzymes. 

The first class of the molybdoenzymes is found in certain bacteria (which usu-
ally form nodules in plant roots) and assorted blue-green algae. This class consists 
only of the protein known as nitrogenase. The active site of nitrogenase, termed the 
iron–molybdenum cofactor (FeMoco), is made up of two components. The first 
component consists of an [8Fe–7S] cluster known as the P-cluster (Fig. 2a) and the 
second an [Mo–X–3Fe–3S] moiety (where X is an interstitial atom) (Fig. 2b) 
known as the molybdenum–iron protein, which is thought to be the site of substrate 
reduction [6,7,15]. The elucidation of the high-resolution (1.16 Å) crystal structure 
of the nitrogenase MoFe protein from Azobacter vinelandii [9] has revealed that an 
interstitial atom (X), presumably nitrogen [17,18], resides in the center of the 
FeMo protein. These clusters are both linked by three non-protein-based ligands 
[5]. Nitrogenase plays a fundamental role in the nitrogen cycle of the earth, as it 
catalyzes the fixation of molecular nitrogen to ammonia. The ammonia so pro-
duced is then used for the synthesis of amino acids, nucleic acids, and other nitro-
gen-containing compounds [19,20]. Nitrogenase is able to catalyze the above reac-
tion at ambient temperature and pressure; therefore. a fundamental understanding 
of the reaction mechanism would be of significant use to man, since ammonia and 
ammonia-based products remain one of the largest products of the chemical indus-
try due to their use as fertilizers [3]. Although much recent research has centered 
around the mechanism of nitrogenase [21–26], we still do not fully understand how 
the molybdenum center catalyzes nitrogen fixation. Man has therefore devised al-
ternative methods for the process. The Haber-Bosch process is an industrial 
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Figure 2. (a) Structure of the P-cluster of nitrogenase from Azotobacter vinelandii in oxi-
dized and reduced forms. Iron atoms are numbered and appear black in color, sulfur atoms 
appear gray. Reprinted with permission from [7]. Copyright © 1997, American Chemical 
Society. (b) Structure of the iron–molybdenum cofactor from the same protein. The iron at-
oms are numbered and the interstitial atom (proposed to be nitrogen) is colored blue [16]. 
Please visit http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color 
version of this illustration. 

method for nitrogen fixation which directly combines N2 and H2 over an iron cata-
lyst and requires temperatures of some 450 C, combined with a pressure of 270 
atmospheres [27]. The fact that man is forced to use such extreme reaction condi-
tions when nature can achieve the same result at ambient temperature and pressure 
provides an insight into the complexity of the mechanism that nature has evolved. 

The second class of molybdoenzymes, collectively termed mononuclear mo-
lybdenum enzymes [4], can be subdivided into oxotransferases and hydroxylases 
(Fig. 1, Table 2). The latter group comprises the xanthine oxidase family of en-
zymes, and the application of EPR spectroscopy to the structural characterization 
of their molybdenum active sites is described in Chapter 5. The oxotransferase 
family (Fig. 1) can be further subdivided into the sulfite oxidase (discussed in 
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Table 2: Summary of the Oxygen Transfer Reactions of Molybdenum-Containing Enzymes 

                Enzyme                                                              Reaction catalyzed 

          Xanthine oxidase Xanthine + H2O  uric acid + 2e– + 2H+

          Sulfite oxidase SO3
2– + H2O  SO4

2– + 2e– + 2H+

          Nitrate reductase NO3
– + 2e– + 2H+  NO2

– +H2O
          DMSO* reductase (CH3)2SO + 2e– + 2H+  (CH3)2S +H2O
          DMS* dehydrogenase (CH3)2S + H2O  (CH3)2SO + 2e– + 2H+

          Formate dehydrogenase HCOOH  CO2 + 2e– + 2H+

          CO* dehydrogenase CO + H2O CO2 + 2e– + 2H+

          TMAO* reductase (CH3)2NO + 2e– + 2H+  (CH3)2N + H2O

*DMSO: dimethylsulfoxide; DMS: dimethylsulfide; CO: carbon monoxide; TMAO: trimethylamine-N-
oxide. 

Chapter 6) and DMSO (dimethylsulfoxide) reductase (Chapter 7) families based 
upon the structure of their molybdenum cofactor and amino acid sequence ho-
mologies [28,29]. 

All mononuclear molybdenum enzymes contain a common molybdenum co-
factor (Moco) made up of a single molybdenum atom bound to an organic, substi-
tuted pterin moiety. Accordingly, the cofactor is frequently referred to as the mo-
lybdenum pterin cofactor (MPT) (Fig. 3) [30]. This group of proteins catalyze a 
number of physiologically important processes, and a summary of these is pre-
sented in Table 2. 
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CHAPTER 5 

EPR STUDIES OF XANTHINE OXIDOREDUCTASE AND 
OTHER MOLYBDENUM-CONTAINING HYDROXYLASES

Russ Hille 
Department of Biochemistry, 
University of California Riverside 

A summary is provided both of early work establishing the different 
types of EPR signals manifested by the molybdenum centers of enzymes 
such as xanthine oxidoreductase and of more recent studies, frequently 
employing more advanced EPR-related methods, which have contrib-
uted significantly to our understanding of the physical and electronic 
structures of the enzyme active site. Structures for the signal-giving spe-
cies, frequently supported by independent x-ray crystallographic studies, 
are placed in a catalytic context. 

1.  INTRODUCTION 

Electron paramagnetic resonance spectroscopy and related methods have been 
used to understand the structure and function of molybdenum-containing enzymes 
for many years (see [1] for a review of the early work). The present account consti-
tutes a summary of both early work establishing the different types of EPR signal 
manifested by the active site of such enzymes as xanthine oxidoreductase (known 
as the oxidase or dehydrogenase, depending on whether the preferred oxidizing 
substrate for the specific form of the enzyme is O2 or NAD+ [2]), as well as more 
recent studies utilizing a variety of more advanced methods that have contributed 
significantly to our understanding of the physical and electronic structures of the 
various EPR-active centers of the enzyme and the manner in which they interact. 

2.  HISTORICAL CONTEXT 

In 1966 Bray and Meriwether [3] published a study of bovine milk xanthine 
oxidoreductase with both the natural abundance of molybdenum isotopes and en-
zyme isolated from the milk of cows that had been injected with 95Mo-molybdate 
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(I = 5/2) to enrich in this isotope. Two types of EPR signal were examined in 
the course of the reaction of enzyme with xanthine: a first that appeared and disap-
peared rapidly in the course of the reaction, and a second that accumulated 
more slowly and persisted longer. The first of these had g values of 2.025, 
1.956, and 1.951 and showed no evidence of coupling to protons. The second had g
values of 1.994, 1.977, and 1.966 and exhibited the characteristic doublet-of-
doublets reflecting the presence of one more strongly and a second more weakly 
coupled proton. The spectral changes seen in this study as a result of the isotopic 
substitution demonstrated unambiguously not only that the observed EPR signals 
were in fact due to discrete Mo(V) species but that the molybdenum itself was an 
integral component of the enzyme active site that became reduced in the course of 
the reaction with xanthine. The work was a tour de force in the application of iso-
tope enrichment to study the reaction mechanism of an enzyme from a (very large) 
eukaryote. 

The two signals examined in this work had been discovered previously in a set 
of studies entailing one of the earliest applications of freeze-quench kinetics to a 
biological system [4,5]. The two signals, originally referred to as and , were 
subsequently designated “very rapid” and “rapid, type 1” on the basis of the kinet-
ics of their formation and decay in the course of the reaction of enzyme with xan-
thine [6]. The latter signal was termed “type 1” to distinguish it from a “type 2” 
signal that had similar g values but superhyperfine splitting due to two strongly 
coupled protons rather than one strongly and one weakly coupled one, affording a 
1:2:1 pattern rather than a doublet of doublets [6–8]. Using this nomenclature, the 
principal Mo(V) EPR signals manifested by the active site of xanthine oxidoreduc-
tase under various conditions are shown in Figure 1. 

Over the years, much advantage has been made of EPR to examine the kinetics 
and mechanism of the reaction of enzyme with the variety of aldehydes and hetero-
cyclic compounds that serve (with varying degrees of effectiveness) as reducing 
substrates. The two signals that are the most directly relevant to catalysis are those 
indicated above: the “very rapid” and “rapid type 1” signals. The first of these is 
seen with xanthine and certain other substrates [9], and accumulates maximally at 
high pH. The apparent rate constants for its formation and decay are approximately 
140 and 30 s–1 at pH 10 [5,10], which are each faster than turnover under the ex-
perimental conditions (~17 s–1). At maximal accumulation, approximately 15% of 
the enzyme is present in the signal-giving form. The “rapid type 1” signal appears 
on approximately the same timescale as the “very rapid” signal disappears (with an 
apparent rate constant of 30 s–1) and persists at the longest times examined at just 
under 5% of the total enzyme concentration. The structures of the various signal-
giving species, as well as their relationship to one another in the catalytic sequence, 
can be understood in the context of the considerable amount of information that is 
available for xanthine oxidoreductase and related enzymes from studies utilizing x-
ray absorption spectroscopy and protein crystallography, as discussed presently. 
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Figure 1. Representative Mo(V) EPR signals arising from different forms of xanthine oxi-
doreductase. From top to bottom, the “very rapid,” “rapid type 1,” “rapid type 2,” “slow,” 
“desulfo inhibited,” and “arsenite-inhibited” signals. 

3. THE ACTIVE SITE STRUCTURE OF XANTHINE 
 OXIDOREDUCTASE 

The 2.1-Å resolution structure of oxidized bovine xanthine oxidoreductase 
[11] and the 1.9-Å resolution structure of the reduced enzyme in complex with the 
tight-binding inhibitor designated FYX-051 [12] (see below) are known. It is evi-
dent that the molybdenum center of the (oxidized) enzyme is best represented as 
having an LMoOS(OH) structure with a distorted square-pyramidal coordination 
geometry, as shown in Figure 2. Such a geometry had been seen previously in the 
crystal structure of the aldehyde oxidoreductase from Desulfovibrio gigas, a related 
molybdenum hydroxylase [13,14], and is a highly conserved feature in this family 
of enzymes. Here, L represents a bidentate enedithiolate ligand to the metal con-
tributed by a pyranopterin cofactor having the structure shown in Figure 2, with the 
Mo=O group occupying the apical position of the coordination sphere; the enedi-
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thiolate, Mo=S, and Mo-OH ligands constitute the four equatorial ligands. In the 
earliest structures of the molybdenum hydroxylases, the Mo=S was assigned the 
apical position, but it is evident in the crystal structure of the FYX-051 complex 
that the sulfur occupies the equatorial and the Mo=O apical position. This assign-
ment is consistent with the observation of apical Mo=O groups in the active sites of 
two other molybdenum-containing enzymes bearing strong sequence and structural 
homologies to xanthine oxidoreductase: CO dehydrogenase from Oligotropha car-
boxidovorans [15,16] and quinoline-2-hyroxylase from Pseudomonas putida [17]. 
In both these cases, the assignment of an apical oxygen rather than sulfur is unam-
biguous. It is now generally recognized that this coordination geometry is likely 
shared by all members of the molybdenum hydroxylase family of enzymes. 

Figure 2. Schematic structures of the active site of xanthine oxidoreductase in its oxidized 
(left) and reduced (right) states. The structure of the pyranopterin cofactor that coordinates 
the metal via its dithiolene sidechain is shown at bottom.

Also shown in Figure 2 is a summary of the very precise metal–ligand dis-
tances obtained using x-ray absorption spectroscopy (XAS) from a number of labo-
ratories [18–23]. Importantly, it has recently been shown using XAS that at 1.98 Å 
the Mo–OH ligand is unambiguously in the singly protonated state and represents a 
metal-bound hydroxide rather than water, even at low pH [24]. At pH 10, however, 
the Mo–O distance shortens significantly to 1.75 Å, reflecting deprotonation to 
Mo–O–/Mo=O. This is a significant mechanistic point, since at neutral pH (where 
the enzyme is most active) a deprotonated Mo–OH (yielding Mo–O–) is expected 
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to be a considerably better nucleophile in initiating catalysis than a deprotonated 
Mo–OH2 (yielding a still-protonated Mo–OH) in initiating attack on substrate (see 
below). 

The structure of the molybdenum center of xanthine oxidoreductase at the out-
set of catalysis is thus well established. The structure of the reduced molybdenum 
center at the completion of the reaction is similarly well characterized, the most 
significant aspect being that reduction of the molybdenum from the (VI) to the (IV) 
oxidation state results in the protonation of the Mo=S group of the oxidized en-
zyme to an Mo–SH group in the reduced state (Fig. 2). This is reflected in an in-
creased Mo–S distance (from 2.15 to 2.39 Å) in the reduced enzyme, as established 
first by x-ray absorption spectroscopy [20,21] and subsequently verified crystal-
lographically [11,12]. The uptake of protons by ligands in the molybdenum coordi-
nation sphere is a common property of even the simplest molybdenum complexes 
[25,26], and in the context of the enzyme is expected on the basis of the principle 
of charge neutrality: that the protein environment of the metal center favors a par-
ticular net charge on the cluster — uptake of protons concomitant with reduction 
minimizes the overall change in net charge upon reduction of the center. 

The final structural aspect relevant to the catalytic mechanism is the structure 
of xanthine oxidoreductase in complex with the inhibitor FYX-051 alluded to pre-
viously [12]. FYX-051 is itself an aromatic heterocycle having the structure shown 
in Figure 3 and is in fact a very slow substrate for xanthine oxidoreductase [27], 
being hydroxylated at the position indicated in Figure 3. Like certain other sub-
strates for the enzyme (most notably the pterin lumazine [28,29]) the Ered·P com-
plex encountered in the course of the reaction (see below) exhibits long wavelength 
absorbance due to a low-energy metal–ligand charge-transfer transition. With both 
lumazine [28] and FYX-051 [27], kinetic studies have established that the long-
wavelength absorbing species is an authentic catalytic intermediate, and the stabil-
ity of the complex accounts for the observed inhibition. In the crystal structure of 
the Ered·(FYX-051) complex [12], product is coordinated to the molybdenum in the 
equatorial plane, facing into the solvent access channel with a bridging oxygen 
(representing the catalytically introduced hydroxyl group of product) occupying the 
position of the Mo–OH of the oxidized enzyme. The electron density associated 
with this bridging oxygen and the overall orientation of the heterocycle with re-
spect to the molybdenum center make it clear from the crystallographic evidence 
that product is complexed to the molybdenum in a simple end-on fashion: Mo–O–P, 
with a bond angle of approximately 135°. 

A variety of kinetic and mechanistic studies have led to a chemical reaction 
that proceeds as follows (as summarized in previous reviews [30–32]). An ac-
tive site glutamate residue, Glu 1261 in the bovine enzyme, is thought to abstract a 
proton from the Mo–OH group of oxidized enzyme, which then undertakes nu-
cleophilic attack on the carbon position to be hydroxylated. Such a role for this 
glutamate, which is universally conserved among the molybdenum hydroxylases, 
was first proposed by Huber et al. [14] on the basis of the crystal structure 
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Figure 3. The structure of the inhibitor FYX-051 complexed to xanthine oxidoreductase. 
Top: the structure of the complexed molybdenum center (as reported by Okamoto et al. [12]). 
The inhibitor binds between Phe 1009 and Phe 914, coordinated to the molybdenum via the 
catalytically introduced hydroxyl group. The molybdenum is rendered dark gray, carbon 
light gray, oxygen red, and nitrogen blue. Bottom: the chemical structure of FYX-051, with 
the position that is hydroxylated by the enzyme indicated in parentheses. Please visit 
http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color version of 
this illustration. 

of the D. gigas aldehyde oxidoreductase, and is consistent with the pH dependence 
of catalysis toward both heterocycles [33] and aldehydes [34]. Subsequently, using 
the xanthine dehydrogenase from Rhodobacter capsulatus (for which an efficient 
recombinant expression system exists [35]), it has been shown that mutation of this 
glutamate to an alanine reduces catalytic activity by a factor of at least 107 [36]. A 
reaction mechanism predicated on nucleophilic attack on substrate had earlier been 
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suggested by Skibo et al. [37] on the basis of the observation of a strong Hammett 
correlation between catalysis and susceptibility to nucleophilic attack in a homolo-
gous series of substituted quinazoline substrates for the enzyme. 

Concomitant with the proton abstraction from the Mo–OH group and nucleo-
philic attack on substrate at the carbon to become hydroxylated, hydride is trans-
ferred from the carbon to the Mo(VI)=S. This results in reduction of the molybde-
num to yield Ered·P, an Mo(IV)–SH species that has product complexed to the mo-
lybdenum via the catalytically introduced hydroxyl group. All this chemistry takes 
place in the equatorial plane of the molybdenum center, normal to the plane of the 
substrate, which is positioned between two phenylalanine residues in the substrate 
binding site. At the completion of this first step of the reaction, the molybdenum 
has become reduced, the C–H bond of substrate cleaved, and the C–O bond of 
product formed, with product coordinated to the molybdenum as seen in the crystal 
structure of the FYX-051 complex. The outcome is consistent with the long-
established observation that while the oxygen incorporated catalytically into prod-
uct in the course of the reaction is ultimately derived from water [38], in the course 
of a single turnover the proximal donor of the oxygen atom is a catalytically labile 
site in the molybdenum center, which is subsequently regenerated with solvent 
water at the completion of the catalytic cycle [39]. Further, it has been shown that 
it is the equatorial Mo–OH that is exchanged with solvent under single turnover 
conditions [34], a further indication that the Mo–OH represents the catalytically 
labile site. This chemistry occurs via two-electron chemistry to yield the Mo(IV)·P 
complex directly [40], without the formation of a discrete Mo(V) intermediate. 
Formation of the Mo(V)·P species giving rise to the “very rapid” EPR signal oc-
curs subsequently, and is an oxidative one-electron event [41], involving electron 
transfer to other redox-active centers in the enzyme. 

Hydride transfer from substrate with reduction of the molybdenum is consis-
tent with the observation that the C-8 proton of substrate is transiently transferred 
to the molybdenum center (prior to exchange with solvent) [42,43], and has been 
extensively corroborated by density functional calculations on models for the reac-
tion [44–47]. In this step of the reaction, the Mo=S group is essential since its loss 
by reaction with cyanide (which results in the Mo=S group being replaced by an 
Mo=O) inactivates the enzyme ([48], see below). Computational studies [46] have 
demonstrated that substitution of Mo=O for Mo=S results in a significant increase 
in the free energy of the transition state for the hydroxylation reaction, and that the 
transition state occurs much earlier along the reaction coordinate. The result is con-
sistent with the greater electronegativity of oxygen relative to sulfur, which is ex-
pected to render it less susceptible to hydride transfer, and the greater covalency of 
Mo–S relative to Mo–O bonds. 

Once the Ered·P complex is formed, it breaks down by electron transfer to the 
other redox-active centers of the enzyme to reoxidize the molybdenum, along with 
displacement of product by hydroxide from solvent to release product. It is only 
when one-electron oxidation of the molybdenum precede displacement of product 
from the molybdenum coordination sphere that an Mo(V)·P complex affording the 
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“very rapid” EPR signal is formed. The Mo–SH of reduced enzyme must deproto-
nate upon one-electron oxidation, since there is no proton superhyperfine splitting 
evident in the “very rapid” EPR signal. That product remains bound in the signal-
giving species is reflected in the long-noted demonstration that 13C coupling is seen 
in the “very rapid” signal when 8-13C-labeled substrate is used to generate the EPR 
signal [49]. 

The 13C hyperfine coupling seen when 8-13C-labeled substrate is used to gen-
erate the “very rapid” signal has been extensively analyzed with ENDOR spectros-
copy by both Howes et al. [50], using xanthine as substrate, and Manikandan et al. 
[51], using 2-hydroxy-6-methylpurine as substrate (which affords significantly 
improved signal-to-noise since the signal-giving species accumulates to considera-
bly greater degree [9,41]). The two ENDOR studies substantively agree as regards 
the basic experimental observation, with the anisotropic 13C hyperfine tensor hav-
ing A1,2,3 = 10.2, 7.0, and 6.5 MHz in the better-characterized signal generated with 
2-hydroxy-6-methylpurine (and 11.1, 7.6, and 7.6 MHz in the signal generated 
with xanthine), with the unique axis making an angle of 25° to g2 (reported as 65° 
relative to g1 in [51]). The interpretation of the data differ in the two studies, how-
ever, as to how the symmetric component of the tensor is used to arrive at an esti-
mate of the Mo–C distance in the signal-giving species. Howes et al. [50] assumed 
sp hybridization of the C-8 carbon and on the basis of the observed degree of ani-
sotropy in A estimated the Mo–C distance to be no longer than 2.4 Å, and likely 
considerably shorter. It was concluded that the signal-giving species possessed a 
direct Mo–C bond, with the C=O bond of product coordinated to molybdenum in a 
side-on 2 fashion. The assumption of sp hybridization was taken to represent a 
worst-case scenario that would overestimate the Mo–C distance, an assumption 
based in turn on the belief that sp-hybridized carbon was less symmetric than sp3-
hybridized carbon (since the three p orbitals sum to spherical symmetry, and the s 
orbital is symmetric). In fact, however, a given sp3-hybridized orbital is considera-
bly more directed in space than a given sp-hybridized orbital, and the more asym-
metric. The 2.4 Å distance obtained assuming sp hybridization thus represents a 
lower limit on the Mo–C distance, not an upper one. Using a more chemically real-
istic assumption of sp2-hybridization, Manikandan et al. arrived at a distance of 
2.8 Å, which is comparable to the distance seen crystallographically in the complex 
of enzyme with FYX-051 [12] and too long to reflect any significant direct Mo–C 
bond formation. Thus, from both the ENDOR and crystallographic work to date 
it is evident that product is bound to molybdenum in a simple end-on fashion, not 
in a side-on 2 manner, and that there is no significant Mo–C bond character to 
the complex (nor, by inference, in intermediates preceding it in the catalytic se-
quence) [31,32,52]. 

The “very rapid” species has also been examined by pulsed EPR [53], utilizing 
the electron spin echo envelope modulation (ESEEM) approach to probe for mag-
netic interactions with nitrogen, phosphorus, and hydrogen nuclei. Strong 14N
modulation is observed in the “very rapid” EPR signal formed with 2-hydroxy-6-
methylpurine substrate bound to molybdenum, interpreted as arising from nitro-
gens of the bound purine substrate. On the other hand, no modulation is observed 
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from nonexchangeable deuterons in experiments performed in D2O, indicating that 
each of the substrate methyl group deuterons is greater than 4.9 Å from the molyb-
denum. Moderately deep deuteron modulation arises from exchangeable sites, in-
cluding the N7 deuteron of substrate. On the basis of the strength of the modulation, 
this proton was estimated to be approximately 3.2 Å from the molybdenum, consis-
tent with a coordination geometry involving simple end-on binding of nascent 
product to the molybdenum. 

Finally, taking advantage of its paramagnetism, the “very rapid” species has 
also been examined by magnetic circular dichroism spectroscopy (MCD) [54]. The 
low-energy (<~30 000 cm–1) C-term MCD that is observed for this paramagnetic 
intermediate is remarkably similar to that of the model compound LMoO(bdt) (L = 
hydrotris(3,5-dimethyl-1-pyrazolyl)borate; bdt = 1,2-benzenedithiolate), and the 
MCD bands have been assigned as dithiolate in-plane Sp to Mo dxy and out-of-
plane Sp to Mo dxz,yz LMCT transitions. These transitions require a coordination 
geometry in which the Mo=O bond is oriented cis to the benzenedithiolate ligand, 
as seen in the crystal structure of the model complex. Covalent -bonding interac-
tions between the redox-active dxy orbital of the metal and the in-plane Sp orbitals 
of the benzenedithiolate are maximized when the oxo ligand is oriented cis to the 
dithiolate/molybdenum plane. The virtual identity of the MCD spectra seen with 
the model and the “very rapid” species strongly suggest that the two bear funda-
mentally similar structures and that the Mo=O group in the enzyme is also in the 
apical position (as borne out in subsequent crystallographic studies of the enzyme, 
as discussed above). The results underscore the importance of in-plane interactions 
between the ene-1,2-dithiolate portion of the pyranopterin with the molybdenum, 
which provide an efficient superexchange pathway for electron transfer out of the 
molybdenum center of the enzyme, once reduced by substrate. 

Closely related to the “very rapid” EPR signal is that observed when re-
duced enzyme in complex with the mechanism-based inhibitor alloxanthine is re-
oxidized under controlled conditions [55]. This inhibitor, with the structure shown 
in Figure 4, is the product of enzyme action on the therapeutic agent allopurinol 
[56], and once hydroxylated forms an extremely tight complex with the reduced 
enzyme. The EPR signal of the partially reoxidized complex, with molybdenum in 
the Mo(V) oxidation state, exhibits g values virtually identical to those of the “very 
rapid” signal seen with xanthine, with g1,2,3 = 2.0279, 1.9593, and 1.9442. Like the 
“very rapid” signal, that seen with the alloxanthine complex also shows no proton 
superhyperfine coupling, but does exhibit weak superhyperfine coupling to a nitro-
gen nucleus with A1,2,3 = 9.9, 9.6, and 8.7 MHz [55], presumably that occupying the 
apical position of the pyrazole ring of the inhibitor, analogous to the C-8 position 
of xanthine that becomes hydroxylated. On the basis of the coupling to nitrogen, a 
structure for the signal-giving species was proposed with alloxanthine coordinated 
directly to the molybdenum via the apical nitrogen, as shown in Figure 5. This 
structure has quite recently been substantiated crystallographically in a study of the 
alloxanthine complex of the reduced xanthine dehydrogenase from R. capsulatus
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Figure 4. The chemical structures for allopurinol and alloxanthine. The former is hydroxy-
lated to the latter by xanthine oxidoreductase, which forms a tight-binding inhibitor to the 
reduced form of the enzyme. 

Figure 5. Structures and EPR parameters for various forms of the functional molybdenum 
center of xanthine oxidoreductase. From left to right, the “very rapid,” “alloxanthine-
complexed,” “rapid type 1,” and “rapid type 2” species. Specific nuclei giving rise to the su-
perhyperfine coupling are indicated in boldface. In the “very rapid” species, the C-8 carbon 
that is labeled with 13C to give the observed superhyperfine coupling is indicated by the 
heavy dot. Numbers in brackets refer to references in the text from which the values were 
taken (in some cases originally reported as superhyperfine splitting (in mT) or coupling (in 
cm–1).
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[57], where it is found that the bound inhibitor coordinates to the metal (via its N2
nitrogen, as shown in Fig. 5) at the equatorial position otherwise occupied by the 
Mo–OH, facing into the solvent access channel to the active site. 

Together, the available structural data are consistent with the structure shown 
in Figure 5 for the “very rapid” species, with the molybdenum coordination sphere 
best represented as LMoOS(OR), with cis Mo=O (apical) and Mo=S (equatorial) 
groups, L the bidentate enedithiolate ligand contributed by the pterin cofactor, and 
OR the now-hydroxylated product coordinated to the molybdenum in a simple end-
on fashion as discussed above; both L and OR lie in the equatorial plane of the 
molybdenum coordination sphere. The structure shown is consistent with both the 
13C ENDOR and 1H ESEEM results discussed above. The structure of the signal-
giving species has recently been examined computationally [58], and the results 
substantively corroborate the structure shown (although a somewhat longer Mo–C 
distance of 3.18 Å is obtained, as compared to the 2.8–3.0 Å distance estimated 
from the 13C-ENDOR work). The very similar alloxanthine-complexed signal 
arises from a structure akin to this, but with the pyrazolopyrimidine of inhibitor 
coordinated to the molybdenum directly via the N2 nitrogen, as shown in Figure 5. 

Considering next the “rapid type 1” signal, the species giving rise to it is best 
formulated as LMoO(SH)(OH), with the enedithiolate, protonated Mo–SH and 
Mo–OH ligands in the equatorial plane and an apical Mo=O group. Significantly, 
with no evidence of coupling to 13C when labeled substrate is used, there is no evi-
dence that the purine nucleus is directly coordinated to the molybdenum in the sig-
nal-giving species. The more strongly coupled proton seen in the “rapid type 1” 
signal is attributed to that of the Mo–SH group, and the more weakly coupled pro-
ton to the Mo–OH group. 

The mechanistic relationship of the species giving rise to the “very rapid” and 
“rapid type 1” EPR signals deserves additional comment. It was initially thought 
that the former decayed directly to the latter on the basis of the similar kinetics of 
their decay and formation, respectively. More recently, however, it has been shown 
that this is not the case — instead, the species giving rise to the “rapid type 1” sig-
nal represents a nonproductive complex of substrate with partially reduced enzyme 
possessing Mo(V) [59]. The complex arises owing to the fact that, with a pair of 
[2Fe–2S] centers and flavin adenine dinucleotide (FAD) in addition to the molyb-
denum, it takes three equivalents of substrate to fully reduce the enzyme. The two- 
and four-electron reduced intermediates generated in the course of full reduction of 
enzyme by substrate all possess a certain fraction of Mo(V) based simply on the 
distribution of reducing equivalents in partially reduced enzyme [60], and the 
“rapid type 1” signal arises when substrate binds to enzyme possessing already 
partially reduced molybdenum. Although catalytically incompetent (the molybde-
num must be in the Mo(VI) oxidation state to accept a pair of reducing equivalents 
from substrate), the signal-giving species in fact represents a paramagnetic analog 
of the Eox·S Michaelis complex, and as such provides a unique opportunity to ex-
amine the electronic structure of this otherwise refractory (but critical) enzyme 
intermediate. On the basis of the observed kinetics, it was initially assumed that the 
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“rapid type 1” species lay downstream in the catalytic sequence from the “very 
rapid” species. It was clearly established by Tsopanakis et al. [61] that the “rapid” 
species could not be obtained simply by protonation of the “very rapid” species (or 
vice versa). Furthermore, although the “rapid” signal appears on a timescale com-
parable to that for the decay of the “very rapid” [5, 62], it has been shown that the 
species giving rise to it does not lie downstream from that yielding the “very rapid” 
signal. When, for example, fully oxidized enzyme is reacted with less than one 
equivalent of 2-hydroxy-6-methylpurine at high pH and 4°C, the “very rapid” sig-
nal accumulates slowly over the first ~30 sec of the reaction, with no subsequent 
generation of the “rapid type 1” signal appears as the “very rapid” signal disap-
pears [41]. When, on the other, enzyme is first partially reduced with sodium di-
thionite and reacted with an excess of the substrate, the “rapid type 1” signal ap-
pears essentially instantaneously upon mixing with substrate and increases in in-
tensity through the course of the reaction [59]. Since the “rapid type 1” signal is 
not seen in the breakdown of the “very rapid” signal under substoichiometric con-
ditions and appears only under those circumstances when substrate is able to en-
counter already partially reduced enzyme in the course of the reaction, it can only 
be concluded that it represents a complex of Mo(V) with substrate rather than a 
product lying downstream from the “very rapid” species, as discussed above. 

Although substrate is not thought to directly coordinate to the molybdenum in 
the species giving rise to the “rapid type 1” signal, it is well established that the 
signal does vary from one substrate to another, however, and that seen in the pres-
ence of substrate is distinct from the Mo(V) signal seen when enzyme is partially 
reduced by sodium dithionite in the absence of substrate. It is thus very likely that 
the “rapid type 1” species arises from a complex of substrate (not product) with 
partially reduced enzyme in which the molybdenum is partially reduced to the 
Mo(V) level (either by prior reduction with dithionite or during turnover by reac-
tion with a prior molecule of substrate). Variations in the chemical nature and/or 
orientation of substrate in its binding site presumably account for the small differ-
ences in g-values, etc. among different types of “rapid type 1” signal. 

By contrast, the difference between the “rapid type 1” and “type 2” families of 
signal (most importantly the number of strongly coupled protons in the signal-
giving species) is rather more difficult to rationalize simply on the basis of differ-
ences in orientation of substrate in the binding site. Assuming that the Mo–SH pro-
ton is always strongly coupled, however, it is possible that the principal factor de-
termining whether the Mo–OH proton is weakly (“type 1”) or strongly (“type 2”) 
coupled is the dihedral angle between the equatorial plane of the molybdenum co-
ordination sphere and the plane of the Mo–O–H bond. Such a situation has been 
proposed to account for differences in Mo–OH coupling in a recent ESEEM study 
of the related system sulfite oxidase: upon going from low pH to high, the active 
site Mo–OH proton is proposed to rotate out of the equatorial plane, significantly 
weakening its interaction with the unpaired electron in the dxy orbital [63]. The 
likely structures of the “rapid type 1” and “type 2” species are shown in Figure 5. 

In addition to the “rapid” and “very rapid” EPR signals referred to already, a 
variety of other signals attributable to Mo(V) are manifested by the enzyme under 
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various conditions and which, while not directly catalytically relevant, nevertheless 
provide important structural information regarding the molybdenum center. The 
first of these to be considered is the “slow” Mo(V) signal [64] that arises from a 
partially reduced form of nonfunctional enzyme in which the Mo=S group of the 
functional active site is replaced by a second Mo=O group. This species represents 
25–50% of the total enzyme in most preparations of the enzyme and forms sponta-
neously, if slowly, in aqueous solution [48]. Although originally thought that the 
labile sulfur identified from this work was the terminal sulfur of a persulfide, sub-
sequent work has unambiguously established that it is the Mo=S of the molybde-
num coordination sphere, as first proposed by Malthouse and Bray [65], and as 
discussed further below. Formation of the desulfo form of the enzyme can be ac-
celerated by treatment of the enzyme with cyanide, which releases the catalytically 
essential sulfur as thiocyanate after displacement from the molybdenum coordina-
tion sphere by solvent hydroxide. This so-called desulfo form of the enzyme is 
catalytically inert but does react (sluggishly) with nonphysiological reductants such 
as sodium dithionite. In rapid kinetic experiments, reduction of the nonfunctional 
desulfo enzyme and accumulation of the “slow” Mo(V) signal occurs via (slow) 
intermolecular electron transfer from individual molecules of the rapidly reduced 
functional form of the enzyme to nonfunctional molecules in the reaction mix [60]. 
The “slow” signal has g1,2,3 = 1.9719, 1.9671, and 1.9551 and exhibits strong cou-
pling to two inequivalent protons (A1,2,3 = 44.7, 44.4, and 42.6 MHz, and A1,2,3 = 
3.9, 4.5, and 6.3 MHz) [43, 67]. The structure of the signal-giving species is best 
represented as LMoO2(OH), as indicated in Figure 6. 

Figure 6. Structures and EPR parameters for various inactivated forms of xanthine oxidoreductase. 
From left to right, “slow,” “inhibited,” and “desulfo inhibited” enzyme. Specific nuclei giving rise to the 
superhyperfine coupling are indicated in boldface. In the “inhibited” species, the carbon that is labeled 
with 13C gives rise to the observed superhyperfine coupling, as indicated by the heavy dot. Numbers in 
brackets refer to references in the text from which the values were taken (in some cases originally re-
ported as superhyperfine splitting (in mT) or coupling (in cm–1).
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Treatment of functional xanthine oxidoreductase with methanol or formalde-
hyde generates an EPR signal termed “inhibited” [68]. The signal exhibits g1,2,3 = 
1.9911, 1.9772, and 1.9513 and exhibits coupling to one nonexchangeable proton 
(derived from the inhibitor itself) with a1,2,3 = 0.44, 0.39, and 0.56 mT (equivalent 
to A1,2,3 = 12.3, 10.8, and 15.3 MHz). When 13C-labeled formaldehyde is used to 
generate the signal, strong coupling is seen with A1,2,3 = 52.5, 40.6, and 40.6 MHz 
[50]. Although a short Mo–C distance was calculated from the degree of anisotropy 
evident in the 13C coupling, for the same reasons as discussed above in the case of 
the “very rapid” signal it is likely that the distance is in fact considerably greater 
than this. Given this consideration, the most likely structure for the signal-giving 
species is that proposed by Howes et al. [69], with the formaldehyde unit coordi-
nated in a bidentate fashion, as shown in Figure 6. A similar species, but lacking 
proton superhyperfine, is seen upon treatment of the inactive desulfo form of the 
enzyme with ethylene glycol [70]; this “desulfo inhibited” signal has g1,2,3 = 1.980, 
1.973, and 1.967 and is devoid of discernible coupling to protons. The signals have 
been interpreted as arising from a species designated LMoO(R), where R is a gem 
diol coordinated to the molybdenum, as indicated in Figure 6. It is unfortunate that 
ethylene glycol interacts with the molybdenum center of xanthine oxidoreductase, 
as it is a very commonly used low-temperature glassing agent for aqueous solu-
tions employed in a variety of transmission spectrophotometric methods (such as 
MCD, as referred to above). 

Another EPR signal arising from an inactivated form of xanthine oxidoreduc-
tase is that seen upon partial reduction of enzyme that has been treated with the 
thiol reagent p-chloromercuribenzoate (pCMB), which reacts with the Mo–SH 
group of the reduced, functional enzyme (the desulfo form of the molybdenum 
center does not react with pCMB) [71]. Reduction of enzyme by sodium dithionite 
in the presence of pCMB yields an Mo(V) EPR signal with g1,2,3 = 1.9687, 1.9581, 
and 1.9434; there is no proton superhyperfine evident in the signal. When pCMB
labeled with 199Hg (I = 1/2; 13.2% natural abundance) is used to generate the signal, 
strong and anisotropic coupling is seen with A1,2,3 = 443, 285, and 272 MHz, and 
Euler angles , ,  = 5, 7, and 8.6°. Strong and anisotropic coupling was found to 
both 17O (A1,2,3 = 4.1, 8.2, and 34 MHz) and 33S (A1,2,3 = 13.8, 7.4, and 8.7 MHz) 
when isotropically substituted enzyme was used [71]. When 201Hg-labeled pCMB
was used instead (I = 3/2 and Q = 0.39 b for 201Hg; 13.2% natural abundance), in 
addition to the superhyperfine coupling, evidence of strong quadrupolar coupling 
to the 201Hg nucleus was found, yielding P1,2,3 = 166, –91, and –75 MHz. The A
and P tensors were coincident. The proposed structure of the signal-giving species 
is shown in Figure 7, with the pCMB reacted with the Mo–SH of reduced enzyme 
as shown to give an MoV–S–Hg–p –Cl moiety. 

A final inhibited form of the enzyme that exhibits a most unique EPR signal is 
that formed on partial reduction of enzyme in the presence of arsenite [72,73]. Ar-
senite has long been known to be an inhibitor of xanthine oxidoreductase, but 
its effect on the EPR spectrum of the molybdenum center was not immediately 
recognized. The signal is exceptional for two reasons: (1) it exhibits not only 
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Figure 7. Structures and EPR parameters for the p-CMB- and arsenite-inhibited forms of xanthine 
oxidoreductase. Two alternate structures for the latter species are shown. Specific nuclei giving rise 
to the superhyperfine reported are indicated in boldface. Numbers in brackets refer to references in 
the text from which the values were taken (in some cases originally reported as superhyperfine 
splitting (in mT) or coupling (in cm–1).

strong superhyperfine due to the I = 3/2 75As nucleus, but also strong quadrupolar 
coupling as well; and (2) the signal is significantly perturbed on binding either xan-
thine or salicylate, indicating that while arsenite inhibits the enzyme the latter re-
mains able to bind substrates and substrate analogues. A reasonable fit over most 
of the observed spectrum for the signal seen in the absence of xanthine or salicylate 
was obtained using g1,2,3 = 1.9732, 1.9718, and 1.9258, with A1,2,3 = –40, 128, and –
90 MHz, and P1,2,3 = 27, –17, and –10 MHz. In both studies [72,73] it was con-
cluded that arsenite complexed to the molybdenum center via the Mo–SH of re-
duced enzyme, consistent with the known affinity of arsenite toward thiols. Subse-
quently, the EPR-active complex was analyzed by x-ray absorption spectroscopy 
[21] and, consistent with the proposed structure, an Mo–As distance of 3.02 Å was 
determined from the extended x-ray absorption fine structure (EXAFS) of both the 
Mo and As nuclei. The As EXAFS also showed 1–2 sulfurs at 2.41 Å (and possibly 
2–1 oxygens at 1.78 Å). Combining Mo–S, As–S, and Mo–As distances of 2.39, 
2.41, and 3.02 Å, a geometry for the complex with an Mo–S–As angle of 80° was 
obtained. It was also shown in this work that sulfur appeared in the As EXAFS 
only when enzyme was reduced to at least the Mo(V) state; in the complex of ar-
senite with oxidized enzyme, only oxygen was found within bonding distance to 
the arsenic atom. The signal-giving species was considered to have an Mo–S–
AsO2

= structure, as shown in Figure 7, with the caveats that an additional sulfur 
may be bound to the arsenite (unlikely in light of the subsequently elucidated crys-
tal structure) and that one of the As–O– groups might coordinate to the molybde-
num at the position otherwise occupied by the equatorial Mo–OH (see further be-
low). It is noteworthy that the geometry suggested by x-ray absorption spectros-
copy (XAS) places the arsenic atom so as to maximally overlap with the redox-
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active dxy orbital in the equatorial plane of the molybdenum, accounting for the 
strong magnetic interaction seen in the signal. 

The above interpretation regarding the structure of the signal-giving species 
has recently been called into question, however. Working with the aldehyde dehy-
drogenase from D. gigas, Boer et al. [74] observed an Mo(V) signal with arsenite-
treated enzyme resembling that seen in the presence of xanthine with bovine xan-
thine oxidoreductase. A high-quality fit was obtained using g1,2,3 = 1.979, 1.972, 
and 1.922, with A1,2,3 = 60, 136, and 120 MHz, and P1,2,3 = 19, –10, and –9 MHz. 
Significantly, the crystal structure of the arsenite complex was also determined, 
and it was found that the AsO3

= ion was complexed to the desulfo molybdenum 
center at the equatorial position facing into the solvent access channel, the position 
otherwise occupied by the catalytically labile Mo–OH group in native enzyme. 
Because the enzyme was in the inactive desulfo form, there was no possibility to 
form an As–S interaction, and yet the observed EPR signal resembled one of those 
seen with (presumably functional) xanthine oxidoreductase. It thus seems likely 
that at least one of the EPR signals seen with the arsenite-complexed bovine en-
zyme arises from the desulfo rather than functional form of the enzyme. Interest-
ingly, the structure of the arsenite complex of the D. gigas enzyme seen crystal-
lographically suggests that if an As–S bond does form with the functional enzyme 
(as strongly implicated by the As XAS of the bovine enzyme), then bidentate coor-
dination of arsenite to the molybdenum is possible, if not likely. 

4.  ISOTOPIC SUBSTITUTION STUDIES 
The above constitutes an introduction to the Mo(V) EPR signals exhibited by 

xanthine oxidoreductase, with the g-values and proton superhyperfine characteris-
tics summarized in Figures 4 and 5. Beginning in the late 1970s, R.C. Bray began a 
series of now-classic studies of 95,97Mo-, 17O-, and 33S-substituted xanthine oxi-
doreductase that has provided a wealth of information concerning the electronic 
structures of the several signal-giving species. This information has become even 
more significant as the physical structures of the signal-giving species have be-
come increasingly well understood, permitting in best cases a detailed picture of 
the electronic as well as physical structure of the signal-giving species. These stud-
ies relied in turn on the equally elegant studies of small inorganic complexes of 
molybdenum in the Mo(V) valence state containing 17O and 33S, subsequently ex-
amined by Wedd, Pilbrow, Enemark, and others (as reviewed in [75]). The results 
of this impressive body of work are now considered in detail. 

Carrying forward the work of Bray and Meriwether discussed above, George 
and Bray [76] have reexamined molybdenum hyperfine and quadrupolar coupling 
in the two most catalytically significant EPR-active states of xanthine oxidoreduc-
tase (those giving rise to the “very rapid” and “rapid type 1” signals), taking advan-
tage of computer simulation methodologies not initially available in the original 
study. This work (as well as that preceding it) was facilitated by the fortuitous cir-
cumstance that nature provides in significant natural abundance isotopes of molyb-
denum that have no nuclear spin (each of the even isotopes 92Mo, 94Mo, 96Mo,
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98Mo, and 100Mo, in natural abundances totaling 74.8%), a nucleus with I = 5/2 but 
no significant nuclear quadrupole (95Mo, 15.7% natural abundance), and an I = 5/2 
nucleus with a strong nuclear quadrupole (97Mo, 9.5% natural abundance). A com-
parison of the natural-abundance spectra (dominated by the I = 0 isotopes) with 
those seen with 95Mo- and 97Mo-enriched enzyme have provided a detailed picture 
of the magnitudes of the g-, A-, and P-tensors for the two signal-giving species, as 
well as the orientations of each of their principal axes with respect to one another. 
Data was obtained in this work at both X- and Q-band, resulting in a high level of 
confidence in the parameters obtained by fit. Beginning with the “very rapid” EPR 
signal, generated with the slow substrate 2-hydroxy-6-methylpurine (which affords 
much greater accumulation of the signal-giving species, and on a seconds rather 
than milliseconds timescale so that freeze-quench methods are not required), in 
addition to g1,2,3 of 2.0229, 1.9518, and 1.9446 (comparable to g1,2,3 of 2.0252, 
1.9550, and 1.9494 seen for this signal when generated with xanthine), A1,2,3 was 
found to be 141.6, 60.1, and 63.4 MHz with 95Mo-enriched enzyme [76]. Further-
more, simulation indicated that none of the principal axes for the g- and A-tensors 
were coincident, with Euler angles = 7, = 42°, and  = 0°. When enzyme sub-
stituted with 97Mo was used, in addition to the hyperfine A-tensor (obtained after 
correction for the ratio of the nuclear magnetons of the two isotopes), simulation 
gave P1,2,3 = 4.0, –5.5, and 1.5 MHz. The A- and P-tensors were coincident. Inter-
estingly, in the case of the signal from 97Mo-enriched enzyme, it proved possible 
by simulation to establish the specific contributions of the formally forbidden MI
= ±1, ±2, ±3, ±4, and ±5 transitions (made possible due to d-orbital mixing result-
ing from the nuclear quadrupole) to the EPR signal [76]. The highly anisotropic 
nature of P, with Pyy as the largest principal axis, was taken as most likely arising 
from an MoOS structure for the signal-giving species, with cis Mo=O and Mo=S 
bonds (although other possible structures were considered). As discussed above, 
this interpretation is fully consistent with our present understanding of the structure 
for this reaction intermediate. 

For the “rapid type 1” signal generated with formamide as substrate (so as 
to avoid complications due to generation of other types of Mo(V) signal) in addi-
tion to g1,2,3 = 1.9901, 1.9710, and 1.9666 — and A1,2,3 = 34.0, 34.8, and 36.3 MHz 
for the more strongly coupled proton and A1,2,3 = 12.8, 4.7, and 4.4 MHz for the 
more weakly coupled one — fits to the data gave A1,2,3 = 184, 74, and 77 MHz 
for 95Mo-enriched enzyme, and P1,2,3 = 4.0, –2.0, and –2.0 for 97Mo-enriched en-
zyme [76]. Again, the A- and P-tensors were colinear with Euler angles , , and 
 of 0, 18, and 0°, respectively, relative to the principal axis system for the g-tensor. 

Unlike the parameters yielding the best fit for the “very rapid” signal, those for 
the “rapid type 1” signal were similar to those seen subsequently for model com-
plexes possessing an MoO(SH) core [66,67], supporting the interpretation that the 
signal-giving species possessed a similar core, consistent with the structure shown 
in Figure 5. 

Considering 17O-enrichment of the enzyme, the first species to be examined 
was that giving rise to the “very rapid” EPR signal [77]. When the “very rapid” 
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signal was generated by reaction of enzyme with xanthine at pH 10.2 in 17O-
enriched water, there was clear evidence of strong coupling of 17O in the observed 
signal. Although quantitative analysis was complicated by the fact that the 17O-
labeled water was (and remains) available at enrichments no greater than ~50%, it 
proved possible using computer simulation of the signal to establish that the ob-
served spectral perturbation was due to the presence of a single 17O nucleus that 
was strongly and approximately isotropically coupled with a1,2,3 = 1.34, 1.40, and 
1.36 mT (reported as A1,2,3 = 38.0, 38.3, and 37.1 MHz, in George and Bray [76], 
subsequently refined by ENDOR [50] as A1,2,3 = 32.4, 34.7, and 35.4 MHz, with 
Euler angles , , and  of 30°, 0°, and 0°, respectively). It was also shown that 
incorporation of 17O into the molybdenum center of the enzyme occurred rapidly 
only under turnover conditions [77]. On the basis of the essentially isotropic nature 
of the hyperfine coupling, it was concluded that the signal-giving species most 
likely possessed a labeled Mo–17O–C unit rather than Mo=O (known to be present 
in the molybdenum coordination sphere from earlier x-ray absorption spectroscopic 
studies [18,19]). The carbon in this moiety again represents the hydroxylated C-8 
position of substrate (this on the basis of the observed 13C superhyperfine seen 
when 8-13C-labeled substrate was used to generate the signal, as discussed above). 
This work has subsequently been substantiated in an ENDOR study which demon-
strated that no second, more weakly coupled oxygen site in the enzyme (e.g., 
Mo=O) could be identified under the experimental conditions [50]. 

More recent work, again taking advantage of software advances that made it 
possible to more sensitively assess the effects of 17O substitution using difference 
techniques, has confirmed the above results with the “very rapid” signal and ex-
tended the approach to several of the other EPR signals exhibited by the molybde-
num center of xanthine oxidoreductase, notably the “inhibited,” “slow,” and both 
“rapid type 1” and “rapid type 2” signals [76,78]. For the ”rapid type 1” signal 
generated with purine as substrate, the results indicate a single strongly coupled 
17O nucleus, with aave = 1.4 mT (Aave = 39 MHz for gave = 1.979). A more compre-
hensive analysis of the “rapid type 1” signal seen with formamide has yielded A1,2,3
= 4.2, 8.3, and 44.0 MHz, with Euler angles , , and  of 35, 0, and 0°, respec-
tively [76]. Although the strong anisotropy of the 17O coupling was initially inter-
preted as reflecting the presence of an Mo=O group, subsequent model compound 
studies [79] have concluded (correctly) that the strong, anisotropic coupling arises 
from an Mo–OH group in a ligand field that includes a second Mo=O group pre-
sent in the enzyme that is not labeled under the experimental conditions. Green-
wood et al. [79] specifically suggested a reaction mechanism in which the strongly 
coupled Mo–OH represented the catalytically labile oxygen site that had previously 
been demonstrated [39]. As indicated above, this has subsequently been demon-
strated to be the case with the enzyme: when enzyme is reacted with substrate un-
der single-turnover conditions in 17O-labeled water, oxygen is incorporated into a 
site in the molybdenum center that is strongly and anisotropically coupled to the 
unpaired electron spin in the “rapid type 1” species that is generated at the end of 
the reaction [34], i.e., the equatorial Mo–OH. 
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Other signals for which the 17O coupling has been examined include the “rapid 
type 2” signal generated in the presence of borate, with an aave ~ 1.0 mT initially 
reported [78] subsequently refined to A1,2,3 = 5.4, 34.5, and 3.0 MHz [79], with 
g1,2,3 = 1.9911, 1.968, and 1.967 [67]; the “slow” signal with aave ~ 1 mT (or Aave ~ 
28 MHz) [78] and the “desulfo inhibited signal, with aave ~ 0.3 mT (or Aave ~ 5.5 
MHz) [78]. For each of these latter two signals it was concluded that two coupled 
oxygen nuclei were present in the signal-giving species. 

Turning now to work involving xanthine oxidoreductase labeled with 33S, we 
again consider the “very rapid” signal first. Malthouse and Bray [65] first demon-
strated that 33S coupling in this signal (from labeled enzyme prepared by treatment 
of the inactive, reduced, desulfo form of the enzyme with 33S–Na2S under con-
trolled conditions) was strong and anisotropic; later this same group [62] reported 
a1,2,3 = 0.3, 2.8, and 0.7 mT (or A1,2,3 = 8.5, 82.0, and 16.3 MHz, as subsequently 
reported by George and Bray [76], with Euler angles , , and  of 30, 0, and 10°, 
respectively). The strength and anisotropy of the coupling was interpreted as re-
flecting the presence of an Mo=S group in the signal-giving species. This conclu-
sion was also consistent with XAS studies of xanthine oxidoreductase that pro-
vided independent evidence in support of an Mo=S group in oxidized enzyme [19]. 
The magnitude of the 33S anisotropy in the “very rapid” signal has been used to 
estimate some 38% localization of the unpaired electron spin on the sulfur in the 
signal-giving species [76]. 

In the case of the “rapid type 1” signal generated using the substrate 1-
methylxanthine, the strong and anisotropic coupling seen in the “very rapid” signal 
collapsed to a smaller and more isotropic coupling, with a1,2,3 = 0.34, 0.36, and 
0.36 mT [62]; subsequently, A1,2,3 = 9.5, 9.9, and 9.9 MHz was reported for cou-
pling in the “rapid type 1” signal generated with formamide [76], in good agree-
ment with the results using 1-methylxanthine as substrate. The highly isotropic 
coupling reflects little unpaired spin delocalization on the Mo–SH in the signal-
giving species, a result that contrasts with the case of the “very rapid” species 
where there is significant spin delocalization onto the Mo=S group. This work was 
subsequently corroborated and extended by Wilson et al. [67] to the “rapid type 2” 
(generated in the presence of borate) and alloxanthine-complexed signals, finding 
A1,2,3 = 10.2, 6.0, and 9.6 MHz and A1,2,3 = 8.4, 85.2, and 19.2 MHz, respectively. 
The latter values compared favorably with those seen for 33S coupling in the “very 
rapid” EPR signal, given above. 

The relative energy levels for a d1 system in a distorted octahedral field are 
shown in Figure 8, along with the spin–orbit coupling operators that mix specific 
pairs of d orbitals when the externally applied magnetic field is oriented along the x,
y, or z axes of the coordinate system for g. From g-tensor theory, it can be shown 
that the three principal g values are given (to first-order) by [80] 

,1 1   8 /eg g

,2 2   2 /eg g

,3 3   2 /eg g
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Figure 8. Ligand field parameters relevant to xanthine oxidoreductase. Top: the relative en-
ergies of the several d orbitals for a metal ion in a distorted octahedral ligand field. Bottom:
the mixing of specific d orbitals that occurs as a result of spin–orbit coupling in an octahe-
dral ligand field, with the externally applied magnetic field oriented along each of the three 
principal axes of the g tensor for the system. 

with 1, 2 and 3 defined as indicated in Figure 8, and  being the spin–orbit cou-
pling constant for the system — 1030 cm–1 in the case of Mo(V). With these equa-
tions it is possible to calculate the energy separation of the various d orbitals from 
the g values for a given paramagnetic center, albeit with the significant caveat that 
spin delocalization onto sulfur (as much as 38% in the case of the “very rapid” 
species, on the basis of the anisotropy of the 33S A tensor [76]) renders the crystal 
field treatment less rigorous. More rigorous density functional approaches have 
been used to understand the g-values of certain molybdenum complexes [81], but 
as yet an analysis has not been extended to models including Mo=S groups such as 
are likely to exhibit extensive spin delocalization. These considerations notwith-
standing, the results of such calculations are qualitatively informative. Starting 
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5. MAGNETIC INTERACTIONS BETWEEN CENTERS IN 

e–2S] clusters of the spinach ferre-
dox

with the “rapid Type 1” signal seen with formamide, g1,2,3 = 1.9901, 1.9710, and 
1.9666 yield 1, 2, and 3 of 6.6  105 cm–1, 6.6  104 cm–1, and 5.8 104 cm–1,
respectively. It is evident that the octahedral distortion along the z axis is signifi-
cantly greater than in the xy plane, as expected given the structure of the signal-
giving species, with a strong-field apical Mo=O group. The situation is more com-
plicated in the case of the “very rapid” signal” since its lowest-field (largest) g 
value, 2.0229 for the signal seen with 2-hydroxy-6-methylpurine, is actually 
greater than that for the free electron as 2.0023 (undoubtedly the result of the sig-
nificant degree of spin delocalization onto sulfur, as referred to above). Neverthe-
less, the same qualitative conclusion can be drawn, namely that the distortion along 
the z axis is considerably greater than that in the xy  plane. For the “slow” signal, 
g1,2,3 = 1.9901, 1.9710, and 1.9666 yield 1, 2, and 3 of 2.6 105 cm–1, 5.6 104

cm–1, and 4.3 104 cm–1, respectively — while distortion along z is still the great-
est, the ligand field is no longer as dramatically asymmetric as in the case with the 
functional forms of the enzyme. Presumably the presence of an equatorial Mo=O in 
the signal-giving species weakens the apical Mo=O, a phenomenon related to the 
“spectator oxo” effect described by Rappé and Goddard [82]. Consistent with this, 
upon removal of the equatorial Mo=O in the desulfo enzyme upon formation of the 
“desulfo inhibited” species with g1,2,3 = 1.9901, 1.9710, and 1.9666 and 1,2,3 = 
3.4 105 cm–1, 6.5 104 cm–1, and 5.4 104 cm–1, the predominance of distortion 
along the z axis as defined by the Mo=O bond is at least partially restored. 

 XANTHINE OXIDOREDUCTASE 
Xanthine oxidoreductase possesses two [2F

in variety and one equivalent of FAD in addition to the molybdenum center, 
and electron transfer from the molybdenum to the flavin (which is the site of the 
oxidative half of the catalytic cycle in which O2 becomes reduced to peroxide or 
superoxide) is mediated by the intervening iron–sulfur centers and is an integral 
aspect of catalysis. A variety of studies have shown that electron transfer occurs 
rapidly compared to catalysis [83–86]. Although very similar to one another from a 
spectroscopic standpoint, in their reduced states the two iron–sulfur centers are 
S = 1/2 and can be distinguished by their EPR signals in the reduced state. The 
signal designated Fe/S I has g1,2,3 = 2.022, 1.932, and 1.894 [86, 87], and can be 
seen at even liquid nitrogen temperatures. In linewidth and temperature depend-
ence, this signal is very similar to that exhibited by spinach ferredoxin. The signal 
designated Fe/S II, on the other hand, is unusual. It has g1,2,3 = 2.110, 1.991, and 
1.902 [86,87], and is atypical of [2Fe–2S] clusters in having greater g anisotropy. 
In addition, it is seen only below 20 K and has unusually broad linewidths, both 
properties reflecting an unusually fast rate of spin-relaxation in the signal-giving 
species. With the determination of the x-ray crystal structure of first the aldehyde 
oxidoreductase from D. gigas (which also has two [2Fe–2S] clusters and exhibits 
similar Fe/S EPR signals [88]) and then xanthine oxidoreductase, the question 
arose as to the assignment of the two EPR signals to the two [2Fe–2S] centers in 
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the enzyme. With one of the iron–sulfur domains having a typical ferredoxin-like 
fold and the other unusual in having a fold that is principally -helical rather than 

-sheet, it would have seemed very likely that the “normal” EPR signal would 
have arisen from the [2Fe–2S] cluster in the “normal” fold, and that with the more 
unusual EPR features from the cluster in the domain with the unique fold. In fact, 
however, the evidence to date indicates clearly that the Fe/S I EPR signal arises 
from the cluster in the domain with the -helical fold, while the Fe/S II EPR signal 
arises from the cluster in the domain with the ferredoxin fold. In the rat enzyme, 
for example, when Cys 115 (a ligand to the [2Fe–2S] cluster in the helical domain) 
is mutated to a serine, it is the Fe/S I signal that is perturbed in the reduced enzyme. 
Conversely, when Cys 51 in the ferredoxin-like domain is mutated to serine, it is 
Fe/S II that is perturbed. The same conclusion has been drawn from detailed EPR 
analyses of mutants of the aldehyde oxidoreductases from D. gigas [88] and D. 
alaskensis [89], and CO dehydrogenase from O. carboxidovorans [90]. The spatial 
orientation of the molybdenum center and Fe/S I within the polypeptide is shown 
in Figure 9. The unusual features of the Fe/S II signal appear to be due to an un-
usually high degree of solvent accessibility, which increases the spin–lattice relaxa-
tion rate of the paramagnetic cluster. 

Figure 9. The spatial orientation of the molybdenum center and Fe/S I in xanthine oxidore-
ductase. The orientation at bottom is rotated 90° about the horizontal relative to that at the 
top. The metal ions are shown in dark gray, carbon light gray, oxygen red, nitrogen blue,
and sulfur yellow. The four cysteines coordinated the [2Fe–2S] iron–sulfur cluster are also 
shown. Please visit http://www.springer.com/978-1-4419-1138-4 to view a high-resolution 
full-color version of this illustration. 
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he initial report of a magnetic interaction between the molybdenum center of 
xant

he crystal structure of the bovine enzyme [11] indicates 
that

 of the interaction between the molyb-
denu

T
hine oxidoreductase and Fe/S I was by Lowe et al. [91]. These workers found 

that at ~40 K the molybdenum center in the normal “slow” and “rapid type 1” 
Mo(V) forms exhibited spin–spin coupling of 1.1 mT with the [2Fe–2S] cluster 
giving rise to the Fe/S I EPR signal and, as discussed above present in the nearer, 

-helical domain to the molybdenum center. Subsequent ELDOR studies [92] 
demonstrated unambiguously that the splitting of the “slow” Mo(V) signal was 
approximately isotropic and due to interaction with a single other paramagnetic 
center interconverting between two states (corresponding to its MS = ±1/2 states) at 
a rate (31 MHz) comparable to that for the spin–lattice relaxation rate of Fe/S I. In 
later work focusing on the extremely stable “glycol inhibited” Mo(V) signal, the 
coupling to Fe/S I was found to be even larger, ca. 2.4 mT, and again approxi-
mately isotropic [92]. The temperature dependence of the interaction demonstrated 
that the lower-field feature of the ELDOR doublet for each g value was enhanced 
at lower temperature (~4.2 K) to the degree expected for the increased ground-state 
population of the Fe/S I signal at the lower temperature, indicating that the cou-
pling was ferromagnetic and the same sign at all g values [91]. The magnitude of 
the coupling did vary with the type of Mo(V) EPR signal, ranging from 0.7 mT for 
the ”rapid” signals to 2.4 mT for the “glycol inhibited” signal. Comparable mag-
netic interactions are seen between Mo(V) and Fe/S I in avian and bacterial xan-
thine dehydrogenases [93] and in the D. gigas aldehyde oxidoreductase [94], as 
well as bacterial members of the molybdenum hydroxylase family such as quino-
line 2- oxidoreductase [95,96]. It is evident that the phenomenon is a general one in 
this family of enzymes. 

An examination of t
 the molybdenum atom is 14.7 Å from the nearer iron atom of Fe/S I, with the 

pterin ring of the cofactor intervening — the distal amino group of the pterin cofac-
tor is near the sulfur of Cys 150 (in the crystal structure of the D. gigas aldehyde 
oxidoreductase, it is considered to be hydrogen-bonded to the corresponding cys-
teine residue in this protein [13]). This distance is remarkably close to the distance 
of 14 Å calculated by Coffman and Buettner [97] on the basis of the small amount 
of dipolar (anisotropic) contribution to the spin–spin interaction between the two 
centers (particularly bearing in mind the fact that the cysteine sulfur itself is prop-
erly considered a part of the cluster, shortening the effective distance between the 
two centers). The approximately isotropic nature of the observed coupling notwith-
standing, these workers demonstrate convincingly that coupling is principally dipo-
lar rather than superexchange in nature. 

In addition to characterizing the nature
m and Fe/S I centers of xanthine oxidoreductase, EPR has been used to estab-

lish which of the two iron atoms in each of the two [2Fe–2S] clusters is redox-
active. Unlike [4Fe–4S] clusters, which are substantively valence-delocalized, 
[2Fe–2S] clusters are valence-localized and only one of the two participating iron 
atoms becomes formally reduced upon addition of one electron. Studies of a vari-
ety of ferredoxins and ferredoxin-like systems have consistently indicated that it is 
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the iron atom coordinated to the more N-terminal pair of cysteine residues in the 
protein fold that is redox-active, and this is also seen to be the case in the aldehyde 
oxidoreductase from D. gigas, a member of the xanthine oxidoreductase family of 
enzymes, on the basis of a detailed EPR analysis of the magnetic interactions be-
tween the redox-active centers [94]. This being the case, it is the iron coordinated 
to Cys 43 and 48 (rather than the one coordinated to Cys 51 and 73) in the bovine 
xanthine oxidoreductase that is redox-active. This is the iron that lies closer to Fe/S 
I (interestingly, the two irons of Fe/S II are approximately equidistant from the 
FAD of the enzyme). Consistent with this assignment of the redox-active iron in 
the N-terminal ferredoxin domain, mutation of Cys 51 to Ser in the rat xanthine 
dehydrogenase does not greatly alter either the EPR signal or its reduction potential 
of Fe/S II, whereas mutation of Cys 43 to Ser does [98]. 

For Fe/S I, in the -helical domain, one of the iron atoms in the bovine en-
zym

6.  CONCLUDING COMMENTS 

agnetic resonance and related spectroscopic 
tech

e is coordinated by Cys 113 and 150, and the other by Cys 116 and 148. Again 
in the case of the rat enzyme, mutation of Cys 115 (analogous to Cys 116 in the 
bovine sequence) results in only a very modest perturbation of the Fe/S I EPR sig-
nal, implying that it is the other iron, coordinated to Cys 113 and 150 in the bovine 
enzyme, that is the redox-active iron. This is the nearer iron to the molybdenum 
center, the one coordinated to Cys 150. Significantly, it is the homologous Cys 139 
in the D. gigas enzyme to which the distal amino group of the pterin cofactor is 
hydrogen-bonded. The orientation of the Fe/S I cluster in the polypeptide is such 
that one of the bridging sulfur atoms is nearest to the distal Fe/S II. Fully consistent 
with this interpretation, in the case of the D. gigas aldehyde oxidoreductase, fits to 
the observed spectra manifesting significant spin–spin interaction that included 
both exchange and dipolar terms in the Hamiltonian best reproduced the observed 
spectra when the iron coordinated to Cys 100 and 139 (equivalent to the bovine 
Cys 113 and 150) was the redox-active iron — that is, it is the iron lying closer to 
the molybdenum center that is redox-active [94]. 

The application of electron param
niques has provided a wealth of detailed information concerning the structures 

of reaction intermediates encountered in the course of substrate hydroxylation by 
xanthine oxidoreductase. In conjunction with comparable studies of model com-
pounds developed over the years that are increasingly faithful mimics of the active 
site structure, this work has contributed enormously to our understanding of the 
specific chemical pathway by which substrate hydroxylation occurs. Structural 
methods such as x-ray crystallography and x-ray absorption spectroscopy have 
provided a clear context in which to understand the spectroscopic properties of the 
various signal-giving species, and computational approaches have begun to shed 
light on the overall reaction coordinate for the reaction as well as the transition 
states that separate specific intermediates. Most recently, a better understanding of 
the manner in which the other centers in the enzyme interact magnetically, as 
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CHAPTER 6 

HIGH-RESOLUTION EPR SPECTROSCOPY 
OF MO ENZYMES. SULFITE OXIDASES:

STRUCTURAL AND FUNCTIONAL IMPLICATIONS

John H. Enemark, A.V. Astashkin, and A.M. Raitsimring 
Department of Chemistry,University of Arizona, Tucson 

Sulfite oxidases (SOs) are physiologically vital Mo-containing enzymes that occur 
in animals, plants, and bacteria and which catalyze the oxidation of sulfite to sul-
fate, the terminal reaction in the oxidative degradation of sulfur-containing com-
pounds. X-ray structure determinations of SOs from several species show nearly 
identical coordination structures of the molybdenum active center, and a common 
catalytic mechanism has been proposed that involves the generation of a transient 
paramagnetic Mo(V) state through a series of coupled electron–proton transfer 
steps. This chapter describes the use of pulsed electron-nuclear double resonance 
(ENDOR) and electron spin echo envelope modulation (ESEEM) spectroscopic 
techniques to obtain information about the structure of this Mo(V) species from 
the hyperfine interactions (hfi) and nuclear quadrupole interactions (nqi) of nearby 
magnetic nuclei. Variable frequency instrumentation is essential to optimize the 
experimental conditions for measuring the couplings of different types of nuclei 
(e.g., 1H, 2H, 31P, and 17O). The theoretical background necessary for understand-
ing the ESEEM and ENDOR spectra of the Mo(V) centers of SOs is outlined, and 
examples of the use of advanced pulsed EPR methods (RP-ESEEM, HYSCORE, 
integrated four-pulse ESEEM) for structure determination are presented. The 
analysis of variable-frequency pulsed EPR data from SOs is aided by parallel stud-
ies of model compounds that contain key functional groups or that are isotopically 
labeled and thus provide benchmark data for enzymes. Enormous progress has 
been made on the use of high-resolution variable-frequency pulsed EPR methods 
to investigate the structures and mechanisms of SOs during the past ~15 years, and 
the future is bright for the continued development and application of this technol-
ogy to SOs, other molybdenum enzymes, and other problems in metallobiochem-
istry. 
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1. INTRODUCTION AND STRUCTURES FROM 
 X-RAY CRYSTALLOGRAPHY 

Sulfite oxidases (SOs) are physiologically vital Mo-containing enzymes en-
countered in numerous organisms: humans, avians, plants and bacteria. These en-
zymes catalyze the oxidation of sulfite to sulfate, coupled, at least in vertebrates, 
with the subsequent reduction of two equivalents of ferricytochrome c (cyt c)ox to 
ferrocytochrome c (cyt c)red [1,2]: 

2 2 +
3 2 ox 4 redSO H O 2(cyt ) SO 2(cyt ) 2Hc c .

This is the terminal reaction in the oxidative degradation of sulfur-containing com-
pounds and is physiologically essential. 

The vertebrate SOs consist of two identical subunits [3–8], each with a mo-
lecular weight of ~51.5 kDa. Each subunit in turn has two functionally distinct do-
mains. The smaller N-terminal domain (~10 kDa) contains a b5-type heme center, 
with the heme Fe being in oxidation state III in the resting enzyme. The larger C-
terminal domain (~42 kDa) contains an Mo atom with a resting oxidation state of 
VI (see Fig. 1). 

Figure 1. X-ray structure of CSO from PDB 1sox [4]. Please visit http://www.springer.com/ 
978-1-4419-1138-4 to view a high-resolution full-color version of this illustration. 

The two-electron oxidation of 2
3SO occurs at the Mo center to give a formally 

MoIV state that is then reoxidized to MoVI by sequential one-electron transfers to 
the b5-type heme center. After each Mo  Fe one-electron-transfer step, the b5
center is reoxidized by exogenous (cyt c)ox, resulting in the catalytic turnover cycle 
shown in Scheme 1. While vertebrate SOs contain Mo and heme domains in each 
subunit, the dimeric SO found in plants (pl-SO) [9,10] contains only an Mo domain 
in each subunit and lacks an Fe domain. The Mo domain of pl-SO is highly ho-
mologous to that of a vertebrate SO, and the structure of pl-SO from Arabidopsis 
thaliana is presented in Figure 2.
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Scheme 1. Proposed catalytic cycle of sulfite oxidase of vertebrates. 

Figure 2. The crystal structure of plant sulfite oxidase. Reprinted with permission from [9]. 
Copyright © 2003, Elsevier. Please visit http://www.springer.com/978-1-4419-1138-4 to 
view a high-resolution full-color version of this illustration. 
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The SO found in bacteria (b-SO) differs from the SOs of vertebrates and plants 
[11–13]. Bacterial SO is a heterodimer consisting of a 40.6-kDa subunit containing 
an Mo cofactor and an 8.8-kDa subunit containing a single c-type heme. The two 
subunits of b-SO are tightly associated (Fig. 3), and the Fe···Mo distance (~16 Å) is 
much smaller than that seen in the crystal structure of chicken SO (CSO) . 

Figure 3. High-resolution structure of the heterodimeric complex of the catalytic molybdop-
terin subunit and the c-type cytochrome subunit from Starkeya novella from PDB 2blf [11]. 
Please visit http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color 
version of this illustration. 

The geometry of the Mo center (which is well conserved in all the SOs) 
[14,15], as revealed by x-ray crystallography and shown in Figure 4, is approxi-
mately square pyramidal, with an oxo group occupying the apical position. The 
equatorial positions are occupied by a second oxygen and by three sulfurs, one of 
which is supplied by a cysteine sidechain, while the other two come from the ene-
dithiolate group of the molybdopterin. For CSO the crystal structure reveals that 
the equatorial oxygen ligand is accessible to the solvent, whereas the apical one is 
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more shielded by the surrounding protein. During the proposed catalytic cycle 
(Scheme 1), the Mo center of SOs passes through the formal Mo(V) oxidation state. 
The immediate environment of this paramagnetic d1 electron configuration can be 
investigated by electron paramagnetic resonance (EPR) techniques. 

Figure 4. The detailed structure of the molybdenum active site of CSO [4]. Please visit 
http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color version of 
this illustration. 

2. EARLIER CW EPR INVESTIGATIONS 

Extensive continuous wave (cw) EPR investigations of CSO during the late 
1970s and early 1980s, carried out primarily by Cramer, Bray, and others (see, e.g., 
[16–20]), demonstrated that CSO has an EPR spectrum characterized by a general 
rhombic g-factor anisotropy (Fig. 5). Three distinct forms having different sets of 
principal g-values were observed depending upon pH and anions in the medium. In 
high-pH buffers (pH 9–9.5) containing low anion concentrations one form was 
obtained exclusively, whereas the other two were observed in buffers of ~pH 7 
containing high concentrations of anions such as Cl– or phosphate. At intermediate 
pH values a mixture of the species was observed. The particular form observed at 
low pH depended upon whether phosphate was present in the buffer, and so these 
two forms have become known as the low-pH (lpH) form and the phosphate inhib-
ited (Pi) form. Similarly, the species observable at high pH has become known as 
the high-pH (hpH) form. 

The EPR spectrum of the lpH form clearly shows well-resolved doublet split-
tings at the gz and gx positions (Fig. 5), which disappear in D2O buffer. This finding 
allowed Bray and coworkers to conclude that the observed splitting is caused by a 
hyperfine interaction (hfi) of Mo(V) with a single exchangeable proton, most 
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probably belonging to an Mo–OH group [7]. From numerical simulations of the 
cw-EPR spectrum Bray and coworkers obtained the hfi tensor associated with this 
proton [7]. However, the intrinsically low resolution of the cw-EPR experiments 
precluded obtaining such important structural information as the orientation of the 
OH ligand with respect to the rest of the Mo complex. 

Figure 5. Left panel: cw X-band EPR spectra of low- (a) and high-pH (b) forms of CSO in 
D2O buffer. This panel demonstrates the variation of g-values with pH. Right panel: cw-EPR 
spectra of lpH form of CSO in D2O (a) and H2O (b) buffers. In the latter the proton-related 
splittings are clearly visible. 

No proton splittings were observed in the EPR spectra of either the Pi or hpH 
forms of the enzyme. In the case of the Pi form, cw-EPR experiments using 17O-
substituted PO4

3– [17] provided early evidence that a phosphate group coordinates 
to the Mo(V) center, displacing OH. For the hpH form, the lack of observation of 
an exchangeable proton in the cw spectra was initially believed to reflect deproto-
nation of the putative Mo–OH group of the lpH form. Later, however, George pro-
posed that an Mo–OH moiety was also present at high pH [21]. This suggestion 
was supported by earlier 17O studies which showed that, unlike the Pi form, both 
the hpH and lpH forms have a water-exchangeable oxygen-containing ligand [17]. 
An OH moiety would be a likely candidate for this ligand, and George suggested a 
possible mechanism involving pH-dependent coordination changes that might ex-
plain the transition from the lpH to the hpH form without invoking the loss of Mo–
OH [21]. 

Generally, the features of the EPR spectra of vertebrate SOs are independent 
of whether the Mo center is reduced by sulfite (a common practice), photochemi-
cally, or by titanium(III) citrate. However, when reduction of CSO was carried out 
in 4-morpholine-ethanesulfonic acid (Mes) buffer (pH 6.0), cw-EPR difference 
spectra gave evidence for a form of SO with principal g-values similar to those of 
lpH SO, but lacking the characteristic splittings from an exchangeable proton. This 
atypical form of SO was tentatively attributed to excess sulfite binding to the 
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Mo(V) center, thereby blocking water access [19]. No additional studies of this 
atypical form of SO have been described. 

When the investigations were expanded from vertebrate SO to plant, bacterial, 
and mutant SOs, it became evident that the classification derived from the initial 
EPR investigation of vertebrate SOs is far from complete. For instance, for pl-SO
the EPR spectrum of the form obtained by sulfite reduction at low pH does not 
show any proton-related splittings, and is similar to the atypical low-pH spectrum 
previously observed for vertebrates [19]. However, reduction of pl-SO by sulfite at 
high pH results in EPR spectra that are indistinguishable from those for wild-type 
chicken and human SO. For b-SO the EPR spectrum was found to be independent 
of pH and the presence of anions in solution, and resembled the EPR spectrum of 
the hpH form of vertebrates under all conditions. 

The increasingly diverse cw-EPR results for SO proteins emphasized the need 
for the application of high-resolution pulsed EPR techniques that could provide 
intimate structural details for the Mo(V) centers of different organisms under vari-
ous conditions. Such studies have been a primary focus of our research during the 
last decade. The structural information in these investigations was derived from hfi
and nuclear quadrupole interactions (nqi) evaluated from pulsed electron-nuclear 
double resonance (ENDOR) or electron spin echo (ESE) envelope modulation 
(ESEEM) spectra. The spectra obtained by these pulsed EPR techniques contain 
the lines at fundamental nuclear transition frequencies. In addition, some of the 
ESEEM techniques display lines at frequencies that are linear combinations (usu-
ally, simple sums and differences) of the fundamental ones. 

The appearance of the ESEEM spectra strongly depends on the specific tech-
nique, operational microwave (mw) frequency, and the hfi and nqi parameters of 
the studied nuclei. As a result, in order to determine the nuclear hfi and nqi parame-
ters, one often needs to perform several experiments employing different pulsed 
EPR techniques at different mw frequencies. In the following section we briefly 
describe the relationship between the spectral line positions and magnetic reso-
nance parameters, and discuss the optimal conditions for detection and interpreta-
tion of ESEEM and pulsed ENDOR spectra. 

3. FREQUENCIES OBSERVED IN PULSED EPR FOR A SYSTEM 
 OF ELECTRON SPIN S = 1/2 AND ARBITRARY NUCLEAR SPIN 
 IN WEAK INTERACTION LIMIT 

Most of the practical EPR studies of biological systems, including SOs, are 
performed on frozen solutions in which protein molecules do not have any prefer-
ential orientations. Depending on the magnetic properties of these paramagnetic 
centers, two spectroscopically different situations may arise. The first is where the 
anisotropy of the electron spin interactions (e.g., g-factor anisotropy) is not very 
strong and the anisotropic broadening is much smaller than the effective width of 
the mw excitation. In this case the paramagnetic centers contributing to the EPR or 
ESE signal form an ensemble of complete orientational disorder. The ESEEM or 
ENDOR spectra in such a nonselective situation provide information about the 
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magnitudes of the nuclear hyperfine and quadrupole interactions and about the 
relative orientations of the hfi and nqi tensors. 

The second situation arises when the anisotropic broadening dominates the 
EPR spectrum and is much greater than the mw excitation width. In this case the 
EPR or ESE signal is contributed by paramagnetic centers that have a limited set of 
orientations with respect to the magnetic field vector, B0. Depending on the meas-
urement position within the EPR spectrum (which, for a given mw frequency, mw,
is selected by choosing the strength of the resonance magnetic field, B0), different 
sets of orientations can be made to contribute to the ENDOR or ESEEM spectra. 
Tracing the dependence of these spectra on the EPR position allows one to obtain 
information about the magnitudes of hfi and nqi and about the orientations of the 
hfi and nqi tensors with respect to the major magnetic tensor (e.g., the g-tensor) 
that determines the EPR anisotropy. 

The ENDOR and ESEEM results obtained for both orientation-selective and 
nonselective situations can ultimately be interpreted in terms of the orientations of 
the nuclear interaction tensors with respect to the molecular coordinate frame. 
Whether this last step in the interpretation can only be done using rigorous quan-
tum chemical computations, or simple qualitative considerations will suffice, de-
pends on the complexity of the situation (primarily, on the symmetry). 

Below we will outline the theoretical background necessary for understanding 
the ESEEM and ENDOR spectra of an Mo(V) center of SO. In this specific case 
we will be dealing with orientation-selective experiments. The orientation selection 
will be determined by the g-factor anisotropy that is not very large (the principal g-
values are within the range from about 2.0 to 1.95), but sufficient to broaden the 
EPR spectrum to tens of Gauss even in C-band ( mw ~ 5 GHz), significantly greater 
than the mw excitation width, ~10 G. The nuclear spin Hamiltonian appropriate for 
a system consisting of an electron spin S = 1/2 and a nuclear spin I  0 in strong 
magnetic field is 

2 2 2
iso ' ' '( ) (3 ( ))I Z ZZ Z Z ZX Z X ZY Z Y Z X YH I a T S I T S I T S I k I I I . (1) 

where I = gn nB0 is the nuclear Zeeman frequency (gn is the nuclear g-factor and 
n is the nuclear magneton), aiso is the isotropic hfi constant, and TZj (j = X, Y, Z)

are the components of the anisotropic hfi tensor. The parameter k is related to the 
quadrupole coupling constant, e2Qq, as k = e2Qq/4I(2I – 1)h (Q is the quadrupole 
moment, q is the largest component of the electric field gradient tensor on the nu-
cleus, h is Planck’s constant), while  is the asymmetry parameter of the electric 
field gradient tensor. X, Y, and Z are the axes of the laboratory coordinate frame, 
with B0 // Z. X , Y , and Z’ are the principal axes of the nqi. The electronic g-factor
is assumed to be not very anisotropic, so that the electron spin quantization axis is 
reasonably aligned with B0 // Z, and the electron spin projection on B0, mS (mS
SZ ), assumes the values –1/2 and 1/2. The strong magnetic field condition men-

tioned above implies that the electron Zeeman interaction is much stronger than 
any of the interactions accounted for by Eq. (1). 
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Let us consider first the simplest case of I = 1/2, when the quadrupole interac-
tion is absent. In this situation the nuclear transition frequencies (so called funda-
mental frequencies) are: 

2 2 2
iso

, 2 4
ZZ ZX ZY

I

a T T T  (2a) 

      
2 2

iso

iso

( )
2 8 4( )

ZZ ZX ZY
I

I ZZ

a T T T
a T

 (2b) 

      iso( )
2

ZZ
I

a T
, (2c) 

where subscripts  and  denote, respectively, the electron spin projections mS = 
1/2 and –1/2. Equation (2a) represents the exact solution for the spin Hamiltonian 
Eq. (1), while Eqs. (2b) and (2c) are approximations for 

2 2
iso| ( ) / 2 | ( ) / 4I ZZ ZX ZYa T T T . The simplest Eq. (2c) is usually sufficient 

to understand the positions and shapes of the fundamental lines. 
A typical purpose of the ENDOR/ESEEM spectroscopic investigation is to ob-

tain separate estimates of the isotropic and anisotropic hfi parameters. In a system 
where the orientation selective experiments are possible (like SO) these estimates 
can in principle be obtained from the dependence of the shapes and positions of the 
fundamental lines on the EPR position. This approach, however, may sometimes 
become difficult to use because of possible overlaps of spectral lines from several 
different nuclei, or when broad statistical distributions of the hfi parameters ob-
scure the lineshape details. In spite of these limitations, this is the only approach 
available in ENDOR experiments. In ESEEM, however, there are additional possi-
bilities related to the fact that the ESEEM spectra may contain combination lines 
[22]. The most useful of these combination lines is the sum-combination  =  + 

. From Eq. (2b) it follows that in the limit of weak hfi, I >> |aiso + TZZ|/2, the 
sum-combination frequency is 

2 2

2
4

ZX ZY
I

I

T T . (3) 

One can see that the sum-combination line is upshifted from 2 I, to higher frequen-
cies by the value  proportional to the square of the anisotropic hfi constant. In a 
specific situation of complete orientational disorder and an axially symmetric ani-
sotropic hfi tensor a good practical estimate of the sum-combination line shift is 
[22] 

29
16 I

T , (4) 

where T  is the perpendicular component of the anisotropic hfi tensor. Conversely, 
from the position of the sum-combination line, using Eq. (4), it is easy to estimate 
the anisotropic hfi constant. Then one can use this estimate and obtain from the 
fundamental line positions the isotropic hfi constant aiso.
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Of course, in practice the weak hfi condition I >> |aiso + TZZ|/2 may not be 
rigorously satisfied, the anisotropic hfi tensor may be (and often is) rhombic rather 
than axial, and, in addition, in orientation-selective experiments the set of orienta-
tions contributing to the ESEEM spectrum may be restricted. Still, Eq. (4) is used 
even in these situations to obtain an estimate of the anisotropic hfi that can be then 
used as a starting approximation in rigorous numerical simulations of the ESEEM 
spectra. All in all, using the sum-combination line shift to separately estimate the 
anisotropic hfi represents an extremely powerful approach that has been success-
fully used in numerous ESEEM studies of SO and other systems described below. 

Let us now consider nuclei with I > 1/2. The examples of such nuclei that we 
were dealing with in our investigations of SO are 2H (deuteron, I = 1) and 17O (I = 
5/2). For both of these nuclei an ESEEM or ENDOR experiment can be set up (by 
choosing the appropriate B0 and mw) to provide the situation of weak nqi, I ± (aiso
+ TZZ)/2 >> k, which permits the most easy observation and interpretation of the 
nqi effects in the ESEEM and ENDOR spectra. When this condition of weak nqi is 
satisfied, the condition of weak hfi, I > |aiso + TZZ|/2, is obviously also fulfilled. 
Under these weak interaction conditions the approximate expressions for the nu-
clear transition frequencies can be obtained from the simplified spin-Hamiltonian 

2
iso( )I Z S ZZ Z ZH I m a T I QI , (5) 

where 2 2 2
' ' '

3 [3 1 ( )]
2 Z Z X Z Y ZQ k b b b , and bX’Z, bY’Z, and bZ’Z are the direction 

cosines of the Z axis in the X Y Z  frame. 
For I = 1/2 there is only one nuclear transition within each electron spin mani-

fold. For I > 1/2, however, we have to consider the total of I(2I + 1) transitions 
within each of the electron spin manifolds. We will denote the transition frequen-
cies between the nuclear spin projections mI and mI + mI (mI IZ ) within the 

and  electron spin manifolds as Im
I(m )  and Im

I(m ) . It is easy to see from 
Eq. (5) that these frequencies are given by [23] 

Im
, I iso I I I(m ) [ ( ) / 2 (2m m )] mI ZZa T Q . (6) 

In particular, for the mI = 1 transition one obtains: 
1
, I iso I(m ) ( ) / 2 (2m 1)I ZZa T Q . (7) 

In the case of weak nqi, obviously, Im 1
, I I , I(m )  m (m ) .

From Eq. (6) one can see that each of the fundamental frequencies Im  and 
Im  splits into 2I + 1 – mI different frequencies that depend on the specific mI

values involved in the nuclear transition. The splitting between the spectral lines 
Im

, I(m )  corresponding to the nuclear transitions mI  mI + mI and the lines 
Im

, I(m 1)  corresponding to mI + 1  mI + 1 + mI, as obtained from Eq. (7), is 
equal to 

I I Im m m
, , I , I I(m 1) (m ) 2 mQ . (8) 
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Figure 6. Schematic representation of the ESEEM spectra for a system with S = 1/2 and I = 
5/2 in a disordered situation having weak hfi and nqi. The quadrupole-related splittings are 
not resolved in fundamental lines (  and ) but are resolved in the sum-combination line, 

. The figure shows only the “generic” sum-combination line for I = 5/2 (see text). 

One can see that under the weak interaction conditions the splitting is purely due to 
the nqi. In most cases, however, Eq. (8) cannot be used to determine the nqi pa-
rameters from the one-dimensional (1D) experimental ENDOR or ESEEM spectra 
because the hfi distribution, whether purely statistical or because of the hfi anisot-
ropy, will broaden the individual Im

, I(m )  lines to the extent that small quadrupo-
lar splittings cannot be resolved. This situation is schematically shown in Figure 6. 
The two-dimensional (2D) spectra (e.g., 2D Mims ENDOR [24], hyperfine-
correlated ENDOR (HYEND) [25] or hyperfine sublevel correlation spectroscopy 
(HYSCORE) [26]) can resolve the quadrupole splitting, but often only at the ex-
pense of unacceptably long data acquisition times needed to achieve sufficient 
spectral resolution. 

We have seen that for I = 1/2 the sum-combination line is not affected by the 
hfi to first order (see Eq. (3)). For I > 1/2 the situation is similar if one considers 
the sum of  and  that correspond to the same mI. Such sum-combination fre-
quency Im  does not contain contributions linear in hfi but retains the contribu-
tions linear in nqi. This provides for a possibility to determine the nqi parameters 
from 1D ESEEM spectra. In the following we will be mostly interested in the sum-
combination line 1  that corresponds to mI = 1 because this line is broadened by 
the nqi (and the second-order hfi effects) to the least extent, has the largest ampli-
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tude of all of the sum-combination lines, and is therefore most easily detectable in 
the experimental spectra. The explicit expression for 1  is 

1 1 1
I I I I(m ) (m ) (m ) 2 2 (2m 1)I Q . (9) 

As follows from Eq. (9), the generic sum-combination harmonic 1  splits into 2I
subharmonics corresponding to different transitions mI  mI + 1. The splitting 
between the frequencies of these subharmonics, 

1 1 1
I I(m 1) (m ) 4 Q , (10) 

is twice as large as that between the fundamental subharmonics (see Eq. (8)). 
Taken together with the lack of the first order of hfi broadening, this substantially 
increases chances for observation of the quadrupole splittings in a 1D ESEEM ex-
periment, and indeed this technique was successfully used to determine the 2H and 
17O nqi of SO, as described in section 7. 

The key phrase of the above theoretical discussion was “weak interaction,” 
meaning the hfi and nqi being weak compared to the nuclear Zeeman interaction. 
While the former two interactions represent a function of the composition and 
structure of the paramagnetic center, the Zeeman interaction is proportional to the 
magnetic field, B0, and is completely under the control of the experimentalist. Thus, 
in order to organize the weak interaction conditions, one simply has to select B0
that would provide I > |aiso + TZZ|/2 and I ± (aiso + TZZ)/2 >> k. This selection of 
B0 has to be accompanied by the corresponding selection of the mw frequency that 
would satisfy the resonance conditions for the electron spin (e.g., mw = g B0/h). 
Since at present pulsed EPR spectrometers are available that operate at mw from 
~2 GHz (S-band) to 130 GHz (D-band), the weak interaction conditions can be 
achieved for an extremely broad range of hfi and nqi parameters. 

It might seem that the higher the B0 used in an experiment, the better. While 
this is certainly true from the point of view of the ease of interpretation of the spec-
tra, some words have to be said about their detection. It is commonly recognized 
that (pulsed) ENDOR usually gains in sensitivity with increasing B0 and mw (at 
least, for paramagnetic centers with S = 1/2). In ESEEM, however, the situation is 
different. As we will see in the next section, the ESEEM amplitude in the weak 
interaction case decreases as I increases, and if the observed B0 is too high, the 
ESEEM may simply become unobservable. In addition, the shift of the sum-
combination line is inversely proportional to I (see Eqs. (3) and (4)), and at very 
strong B0 the  line becomes useless as far as the anisotropic hfi measurements are 
concerned. Therefore, in ESEEM experiments there always exists a range of B0
(and mw) values that provide a compromise between the best conditions for the 
observation of the ESEEM spectra and the best conditions for their interpretation. 
The optimal B0 and mw values depend on the hfi and nqi parameters of the studied 
nuclei and, to some extent, on the specific pulsed sequence used in experiment. In 
the following sections we will demonstrate the application of the theoretical results 
and considerations presented here to obtain the hfi and nqi parameters of different 
nuclei that belong to the ligands of the Mo(V) center of SO.
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4.  PULSED EPR TECHNIQUES USED IN THIS WORK 

4.1.  ENDOR 

The ENDOR spectra contain only fundamental lines. As we mentioned before, 
for a nucleus with I > 1/2 the fundamental lines may overlap to a considerable de-
gree, which makes ENDOR difficult to use for measurement of weak nqi, unless a 
good orientational selectivity is available or the characteristic width of the statisti-
cal distribution of hfi parameters is much smaller than the nqi splittings. However, 
as a frequency domain technique, ENDOR is suitable for detection of broad fun-
damental lines that are hard to detect by ESEEM due to fast damping of the modu-
lation (see below). Of course, in order to detect very broad lines, the baseline dis-
tortions in the ENDOR spectra usually should be suppressed by randomizing the 
radiofrequency (RF) sweeps [27]. 

In this work we mainly used 1D pulsed ENDOR techniques such as Mims 
ENDOR [26], Davies ENDOR [29], and refocused Mims ENDOR [30]. The rea-
sons for using this or that technique in each particular spectroscopic situation are 
well known [25], and we will not reiterate them here. Instead, we provide some 
details on a more exotic 2D Mims ENDOR technique [24] that we used to assess 
the full range of the 1H fundamental lines in complex and overlapping ENDOR 
spectra.

2D Mims ENDOR is a combination of time domain and frequency domain 
techniques. It consists in measuring the Mims ENDOR spectrum as a function of 
the time interval  between the first two mw pulses of the three-pulse (stimulated) 
ESE pulse sequence used in this technique. The refocused Mims ENDOR pulse 
sequence (consisting of four mw pulses) can be used with equal success in such 
measurements. The RF pulse in both techniques is applied during the time interval 
T between the second and third mw pulses. The Mims ENDOR response (which is 
the difference between the stimulated ESE amplitudes with and without the RF 
pulse) is an oscillating function of :

RF RF RF( , ) [1 cos(2 )] [ ( ) ( )]V , (11) 

where RF is the radiofrequency,  and  are the fundamental frequencies, and 
= |  – |. The Fourier transformation (FT) of the -dependence results in a 2D 
Mims ENDOR spectrum: 

RF RF RF( , ) ( )] [ ( ) ( )]V , (12) 

where  is the frequency corresponding to time interval . Thus, in a 2D spectrum 
of an oriented system the nuclear transitions will appear as peaks located at ( , )
and ( , ). In a disordered situation, the spectrum of a nucleus with I = 1/2 con-
sists of ridges that are spread as far as max(aiso + TZZ) in the  direction and I
max(aiso + TZZ)/2 in the RF direction (see Fig. 7). An example of the application of 
this technique will be shown in section 7.1.1. 
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Figure 7. Example of 1H 2D Mims ENDOR spectrum of b-SO in H2O. Spectrum collected at 
mw = 9.4196 GHz and B0 = 3423 G (at gY), which corresponds to the most nonselective field 

position. The vertical arrow shows that the spread of ridges in the  direction is A  max(aiso

+ TZZ). In the RF (horizontal) direction this spread is I A/2 . Therefore, the maximum hfi
constant, A, evaluated from the spread is 7.5–8 MHz. 

4.2.  ESEEM Techniques
As we already mentioned, the sum-combination lines in the ESEEM spectra 

can provide useful information about the anisotropic hfi and nqi tensors. In order 
to observe these lines one usually employs two-pulse or four-pulse techniques. 
For example, the two-pulse ESEEM for a system with S = 1/2 and I = 1/2 is de-
scribed by 

1/ 2

1 1( ) 1 (1 cos 2 cos 2 cos 2 cos 2 )
2 2 2
mk

V , (13) 

where the modulation amplitude factor km is 
2 2 2

2 2

( )I ZX ZY
m

T Tk . (14) 

The fundamental and combination lines are readily recognizable in the cosine FT 
spectrum of this ESEEM by the sign of their amplitude: positive for the former and 
negative for the latter. 

For a higher nuclear spin the expressions describing the ESEEM become more 
complicated. For example, the two-pulse ESEEM for I = 5/2, assuming zero nqi,
is [22]
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5 3
5 / 2 1/ 2 1/ 2 1/ 2

1( ) 16 ( ) 16 ( ) 3 ( )
3

V V V V , (15) 

and its spectrum contains a total of 2I(2I + 1) = 30 fundamental lines, as well as 
numerous combination lines. From Eq. (15) it follows that the fundamental har-
monics Im

,  (in the case of zero nqi Im 1
, I ,m ; see above) will have relative 

amplitudes Im( )mk . In the weak hfi limit ( I >> |aiso+TZZ|/2) km is approximately
2 2

2

( )ZX ZY
m

I

T Tk , (16) 

and the amplitude of the ESEEM harmonics rapidly decreases with increasing mI.
The fundamental and combination lines of mI = 1 transitions in such ESEEM 
spectra will have the largest amplitude compared to all other lines. It is also seen 
from Eq. (16) that the ESEEM amplitude decreases in proportion with 2

0B  and be-
comes unobservable if the magnetic field is sufficiently strong. 

Since the ESEEM techniques work in the time domain, they have two intrinsic 
problems that result in distortion of the observed spectra. One such problem is 
mostly related to the fact that the mw pulses used in ESEEM experiments are usu-
ally very powerful, and the power dissipation in the mw resonator down to the lev-
els safe for the receiver typically takes from several tens up to ~200 nanoseconds. 
Therefore, one cannot detect the ESEEM at time intervals between the mw pulses 
shorter than a certain minimal interval td called the dead time. This may cause dif-
ficulties in detecting broad (usually fundamental) lines for which the modulation 
decays within the dead time. To deal with this problem, one can use an approach 
where the ESE signal generated within the dead time and unobservable directly is 
refocused by an additional 180  mw pulse that is positioned in such a way as to 
make the refocused signal observable. One such technique, refocused primary (RP) 
ESEEM [31], was used by us to detect a broad and featureless sum-combination 
line from an OH(2) ligand proton in hpH SO (see §7.1.1). 

The second problem is related to the finite time duration, t, of the recorded 
ESEEM that results in line broadening (~1/ t) and loss of resolution in FT spectra. 
The time interval t is usually limited either by the electron spin relaxation time, or 
by the total time one wants to spend on data acquisition. The first situation is rather 
typical for the two-pulse (primary) and RP ESEEM techniques, where ESE signal 
decay is governed by phase relaxation with a characteristic time T2 (typically, <2–4 

s in frozen solutions). The second situation typically arises in HYSCORE. 
Here the ESE signal decay is governed by the longitudinal relaxation that has a 
characteristic time T1 >> T2, which creates a potential for achieving the spectral 
resolution on the order of 1/T1. However, since HYSCORE is a 2D technique, it is 
rather time consuming, and therefore one usually deliberately limits the detection 
intervals in both time dimensions so as to provide an acceptable overall data acqui-
sition time. 

In section 3 we discussed the use of sum-combination lines to determine the 
anisotropic hfi and nqi parameters. The simplest technique where the sum-
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combination line is observed is two-pulse (primary) ESEEM. As we just mentioned, 
this technique suffers from both a relatively long dead time (td ~ 100 ns) and a 
short detection interval ( t ~ T2). In order to increase t while still being able to 
generate the  line, one can employ the four-pulse ESEEM sequence [32]. The 
ESE signal in this technique decays with a characteristic time T1 (usually >>T2) as 
a function of the time interval between the second and third mw pulses, T. This 
allows one to increase t to tens of microseconds and obtain a frequency resolution 
better than 0.1 MHz. However, because the ESEEM amplitudes and phases in the 
four-pulse sequence depend on the time interval  between the first and second 
pulses, it is advantageous to perform the four-pulse measurements in a 2D format, 
T vs. . The 1D FTs along the high-resolution T coordinate spectrum, correspond-
ing to different values, are then simply added together. As a result, one obtains a 
high-resolution 1D spectrum of what is called integrated (over ) four-pulse 
ESEEM that has a virtually zero dead time (because the minimal time interval T in 
this technique is only determined by the finite duration of the mw pulses) and can 
therefore be easily phased to provide the fundamental lines of positive amplitude 
and combination lines of negative amplitude. 

The 2D spectra of fundamental lines obtained by HYSCORE can also provide 
the spectral resolution necessary for detecting quadrupole interactions, although, as 
we mentioned, at the expense of a relatively long data acquisition time. In 
HYSCORE spectra the line splittings and shifts caused by hfi and nqi occur in mu-
tually perpendicular directions (see Fig. 8), which makes the observation of nqi
splittings possible even if the fundamental lines are broadened by the anisotropy 
and statistical distribution of the hfi. Employing HYSCORE one can also disentan-
gle the nqi splittings due to distant matrix nuclei from those related to ligand nuclei 
that have an appreciable hfi, as is shown in Figure 8. 

In the simplest cases of two- or three-pulse ESEEM and I  = 1/2 the ampli-
tudes of fundamental and combination lines are simply proportional to km (see, e.g., 
Eq. (13)). In more complex techniques the amplitudes of some or all of the ESEEM 
harmonics may depend on km in nonlinear fashion. For example, in integrated (over 
the time interval T between the primary ESE signal and the refocusing (third) 
pulse) RP ESEEM spectra of a system with I = 1/2 and weak hfi, the amplitude of 
the sum combination line  is proportional to [31] 

( ) (1 1 )m mA k k . (17) 

From Eqs. (14) and (17) one can see that if km << 1, which corresponds to very 
weak anisotropic hfi (e.g., for matrix nuclei), then A( )  (km)2. On the other hand, 
if the Zeeman and anisotropic hfi become comparable, and especially if |aiso + TZZ|
approaches 2 I at least for some of the orientations, then km ~ 1 and A( ) km.
These properties allow the integrated RP ESEEM to be used for suppressing the 
sum-combination line from distant matrix nuclei in order to facilitate the detection 
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Figure 8. Examples of hfi/nqi resolution by HYSCORE spectroscopy. Left panel: spectrum 
of pl-SO, lpH form reduced by Ti citrate in D2O buffer, collected at mw = 17.283 GHz and 
B0 = 6252 G, which corresponds to the most nonselective field position near gY. In this par-
ticular case the isotropic hfi for the deuteron of the directly ligated (–OD) group is rather 
large and the fundamental lines in the spectrum are well separated from each other as well as 
from the distant “matrix” deuterons. The fundamental lines also show well-resolved quadru-
pole splittings. Right panel: spectrum of b-SO in D2O buffer, collected at mw = 11.320 GHz 
and B0 = 4120 G, which corresponds to the most nonselective field position near gY. In this 
particular case the isotropic hfi for the deuteron of the directly ligated (–OD) group is close 
to zero, but due to rather large anisotropic hfi, the lines of the latter and lines of matrix deu-
terons are still well disentangled. In both situations the observed quadrupole splittings are 
typical for a hydroxyl deuteron. Reprinted from [43]. 

of the sum-combination lines from more strongly magnetically coupled nuclei. In 
contrast, in the spectrum of integrated four-pulse ESEEM of I = 1/2 under the weak 
hfi conditions [32]: 

( ) (1 1 )m mA k k , (18) 

which, being expanded into a power series, always contains the term linear in km,
irrespective of the strength of the anisotropic hfi.

The above review of various pulsed EPR techniques suggests a suitable strat-
egy for determining the hfi and nqi parameters under weak interaction conditions. 
Since the measurements have to be performed at several B0 values corresponding 
to different positions in the g-anisotropic EPR spectrum of Mo(V), the entire ex-
periment becomes quite time consuming, even if only 1D techniques are em-
ployed. Using 2D techniques increases the necessary experimental time dramati-
cally. Therefore, our usual approach in such investigations is to start with 1D tech-
niques (two-pulse ESEEM, Mims or Davies ENDOR), and utilize 2D methods 
(HYSCORE, RP ESEEM, 2D Mims ENDOR) mainly to resolve ambiguous situa-
tions.
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5. GENERAL PROBLEMS IN EXTRACTION OF STRUCTURAL 
 PARAMETERS FROM MAGNETIC RESONANCE PARAMETERS 

As mentioned, the orientation-selective pulsed EPR measurements allow one 
to determine the orientation of the hfi and nqi tensors of the studied magnetic nu-
clei with respect to the g-tensor coordinate frame (g-frame). However, these pa-
rameters almost never represent a final product of the investigation, and one is usu-
ally interested in extracting from them some information about the geometrical 
structure, i.e., distances and directions to nearby nuclei from Mo(V). Solving this 
problem may encounter two difficulties. 

The first difficulty is related to the fact that, while the electron spin is mainly 
situated on the Mo(V) ion, it is also distributed to some degree (~20%) over the 
ligand atoms. Whether this distribution is to be taken into account when interpret-
ing the anisotropic tensor hfi of a given nucleus depends on how far this nucleus is 
located from the Mo ion. The contribution of the Mo(V) electron spin population, 

Mo, to the anisotropic hfi is with good accuracy axial, with the principal compo-
nents (T , T , –2T ), and the anisotropic hfi constant T  is given by 

n n
Mo3

g gT
hR

, (19) 

where R is the distance between the Mo and the nucleus. While the spin population 
Mo in SOs is actually about 0.8, for very distant nuclei (R >> 2 Å) one can for-

mally take Mo = 1 to calculate the total anisotropic hfi constant, which will include 
the spin population transferred to the ligands. 

For nearby nuclei the anisotropic hfi tensor also includes intrinsic contribu-
tions from the spin population transferred to the ligand orbitals that are comparable 
with the “through-space” interaction with Mo. For example, for an Mo–OH moiety, 
the oxygen spin population of ~5% will result in comparable characteristic values 
of the proton anisotropic hfi tensor components for Mo···H and O···H dipolar inter-
actions [33]. Deconvolution of the experimental hfi tensor into the various contri-
butions is complicated and, at present, often ambiguous. Therefore, accurate geo-
metrical predictions based on the hfi data for nearby nuclei will generally require 
an extensive use of quantum chemical calculations. As we will show below, how-
ever, for some important qualitative comparative conclusions on the enzyme struc-
tures such a deconvolution may not be required. 

The structural interpretation of the nqi may sometimes be more straightfor-
ward than that of the hfi. For example, the nqi tensor of the deuteron of a hydroxyl 
ligand is practically axial, with the main axis coinciding with the direction of the 
OD bond. Therefore, the direction of the main nqi axis of the deuteron established 
in an ESEEM or ENDOR experiment immediately gives one the direction of the 
OD bond with respect to the g-frame. Similarly, the main axis of the 17O nqi tensor 
of a terminal 17O oxo group is usually directed along the Mo-17O bond. 

The second difficulty in structural interpretation of the hfi and nqi parameters 
is created by rather limited knowledge about the relationship between the g- and 
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molecular coordinate frames. Of course, we have a qualitative idea about the direc-
tions of the g-tensor axes, but the departures of the complex structure from the 
ideal square pyramid result in uncertainties in the direction of g-axes on the order 
of tens of degrees [34]. Therefore, establishing the direction of an Mo-nucleus ra-
dius vector with respect to the g-frame does not automatically establish its direc-
tion with respect to the molecular frame. 

Experimentally, this problem can be solved if the system has some nucleus 
whose position within the molecular frame is known with good accuracy and 
whose hfi and/or nqi tensor axes have a well-established direction with respect to 
the local structural elements. Studying such a marker nucleus by pulsed EPR, one 
can determine the orientation of the g-frame relative to the molecular frame. This 
orientation can then be used to transform the g-frame coordinates of all other nuclei 
back into the molecular frame. 

Using a single marker nucleus may not result in complete and sufficiently ac-
curate knowledge of the relative orientations of the g- and molecular coordinate 
systems, and therefore increasing the number of studied markers improves the ac-
curacy of structural predictions. Two of the markers used in our investigations 
were the deuteron of the equatorial OD ligand and the 17O oxo group mentioned 
above. To some degree, the proton of the equatorial OH ligand whose isotropic hfi
constant is sensitive to the dihedral angle between the MoOH plane and the plane 
of the dxy orbital, and the C  proton of the cysteine ligand that we identified in the 
ENDOR spectra and which has the largest possible anisotropic hfi among the non-
exchangeable protons, could also serve as a markers. 

6.  SAMPLE PREPARATION AND INSTRUMENTATION 

The results presented below were obtained for a variety of SOs. The pl-SO 
was recombinant wild-type Arabidopsis thaliana sulfite oxidase that was expressed 
and purified as described [35]. For sulfite-reduced pl-SO, the protein was reduced 
with a 30-fold excess of sodium sulfite and then reoxidized by about 1/2 equivalent 
of ferricyanide (per enzyme) to maximize the Mo(V) signal. Reduction of pl-SO by 
a stoichiometric amount of Ti(III) citrate [36] produced the Mo(V) form of pl-SO 
directly. The b-SO, which is sulfite dehydrogenase from Starkeya novella, was 
expressed and purified as described [37]. The protein was reduced with a 20-fold 
excess of sodium sulfite. His-tagged recombinant human SO was purified from 
TP1000 cells containing pTG718 [38]. The protein was reduced with a 20-fold ex-
cess of sodium sulfite. Highly purified CSO was prepared as described [39]. As we 
discussed in the theoretical sections, different types of pulsed EPR experiments and 
different hfi/nqi parameters of the studied nuclei require different optimal magnetic 
fields and mw frequencies. This consideration does not only refer to the Mo en-
zymes, but to any paramagnetic centers. Therefore, we took effort to construct over 
the years a series of broadband pulsed EPR spectrometers continuously covering 
the range of mw frequencies from 2 to 18 GHz (corresponding to S, C, X and Ku
bands) and from 26.5 to 42 GHz (Ka band) [40–42]. The flexible hard- and soft-



140 JOHN H. ENEMARK, A.V. ASTASHKIN, AND A.M. RAITSIMRING 

ware design of these spectrometers allows one to run virtually any kind of ESEEM 
or pulsed ENDOR experiment. The success of many of our investigations of SOs 
can be attributed to the possibility of mw frequency optimization provided by this 
equipment. The typical measurement temperature was 20 K. 

7. HIGH-RESOLUTION PULSED EPR SPECTRA, MAGNETIC 
 RESONANCE PARAMETERS, AND STRUCTURAL 
 IMPLICATIONS FOR VARIOUS FORMS OF SO 

7.1. Exchangeable Protons: Similarities and Differences in SOs 
 from Different Organisms 

7.1.1. High-pH Forms 

The x-ray structures of the various forms of SO show that the equatorial oxy-
gen ligand in all forms has access to water (see Fig. 4). Therefore, it was expected 
that they would have exchangeable water or –OH ligands. For the lpH form of 
CSO, human SO and pl-SO (Ti(III) reduction), the presence of such a group was 
confirmed in cw-EPR investigations where hfi for an exchangeable proton coupled 
to Mo(V) was directly observed. (The cw-EPR spectrum of b-SO, as already men-
tioned in §2, does not depend on pH and resembles the hpH form of vertebrates.) 
The situation was more complicated for hpH forms (pH ~ 9). The cw-EPR spectra 
of wild-type SOs from all organisms are similar in H2O buffer and do not show any 
features that can be attributed to nearby exchangeable protons. Furthermore, 
changing the buffer from H2O to D2O does not alter the cw-EPR spectrum. The 
only indication of the possible presence of an exchangeable H2O related group was 
the observation of an Mo–17O hfi in H2

17O-enriched solution [20]. These earlier 
cw-EPR findings resulted in a number of tentative proposals about the nature of the 
exchangeable ligand(s) in the hpH form [21]. To finally prove the presence of OH 
or H2O ligand, a direct observation of the ligand proton was still necessary, and we 
therefore undertook ESEEM investigations of hpH  SO from various organisms. 

Our reasoning, which defined the strategy for the ESEEM experiments, was as 
follows. With an Mo–O distance of about 2.25 Å [4], the distance to the OH proton 
should be about 2.7 Å (if an sp3 hybridization of oxygen orbitals is assumed). The 
contribution of Mo ~ 0.8 to the proton anisotropic hfi (Eq. (19)) can be estimated 
as |T | ~ 3.2 MHz. In addition to this, however, a significant contribution is also to 
be expected from the spin population transferred to the hydroxyl oxygen. However, 
taking 3.2 MHz as a minimum possible characteristic anisotropic hfi constant, we 
can estimate, using Eq. (4), the minimal expected shift of the 1H sum-combination 
line from the 2 I position. For an X-band experiment this shift amounts to  ~ 
0.4 MHz and should be easily resolvable, at least in a four-pulse ESEEM experi-
ment. 

The primary ESEEM spectra of b-SO in the H2O buffer [43] immediately re-
vealed the shifted sum-combination feature (see Fig. 9). To additionally confirm 
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Figure 9. Top panel: Primary ESEEM spectra forms of b-SO. Solid and dashed traces 1, in 
H2O and D2O buffers, respectively, at pH 7; mw = 9.4196 GHz; B0 = 3423 G (at gY); T = 20 
K. Solid and dashed traces 2: in H2O buffer at pH 7 and 9.5, respectively; mw = 17.334 GHz; 
B0 = 6297 G (at gY); T = 20 K. Bottom panel: Primary ESEEM spectra of the hpH form of 
CSO in H2O buffer; mw = 8.702 GHz; B0 = 3170 G (at gY). The expected position and ampli-
tude of the sum-combination line (rescaled from top panel) of the nearby proton is shown by 
a dashed line. Reprinted from [43]. 

this assignment, experiments were performed in a D2O solution, where the shifted 
 line disappeared (see Fig. 9, top panel). In addition, the measurements at a 

higher mw frequency resulted in a decrease of the shift, as predicted by Eq. (4). 
The assignment thus confirmed that one can estimate the anisotropic hfi constant as 
T  ~ –8 MHz. This T  is substantially larger than that estimated above for the 
“through-space” interaction with Mo. This discrepancy, as we mentioned, is caused 
by the dipole interaction of the hydroxyl proton with the electron spin population, 
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O, delocalized to the hydroxyl oxygen atom. The contribution of O to the proton 
anisotropic hfi depends on the way that O is distributed over the oxygen orbitals. 
Therefore, the proton anisotropic hfi tensor, even though accurately determined (in 
the g-frame), is essentially useless for quantitative structural predictions until inde-
pendent investigation of the distribution of O over the oxygen orbitals is per-
formed and the contribution of O to the total anisotropic hfi tensor can be evalu-
ated. Nonetheless, the studies of hpH SO are important because they allow one to 
directly observe the exchangeable protons of the equatorial ligand that could not be 
detected by cw EPR. This information is essential for developing reasonable hy-
potheses for the catalytic cycle of the SO enzymes. 

Figure 10. Solid trace: sum of integrated four-pulse ESEEM spectra of b-SO in D2O at pH 7 
obtained at B0 = 4072 G (near gz), 4120 G (near gy), and 4140 G (near gx). Experimental con-
ditions: microwave frequency, 11.320 GHz; pulse sequence, 20 ns (90°)– –20 ns (90°)–T–15 
ns (180°)–T–20 ns (90°)– –echo; temperature, 20 K. Dashed trace: a simulation for a nonse-
lective excitation of the entire EPR spectrum. Simulation parameters: nucleus, 2H; aiso = 0.2 
MHz; T  is uniformly distributed from –1.1 to –1.5 MHz; nuclear quadrupole coupling con-
stant, e2Qq/h = 0.23 MHz. Reprinted from [43]. 

The large magnitude of the anisotropic hfi explains the absence of the funda-
mental lines in the ESEEM spectra presented in Fig. 9 because the time domain 
oscillations corresponding to such broad lines decay within the dead time. To re-
cover the fundamental lines and determine the isotropic hfi one can use some zero 
dead time ESEEM techniques (e.g., RP ESEEM) or ENDOR. Another approach is 
to perform experiments in D2O solution. Exchange of 1H by 2H decreases the hfi by 
a factor of about 6.51. The anisotropic hfi will thus decrease from ~8 to ~1.3 MHz, 
which is substantially smaller than the inverse dead time. The ESEEM spectrum 
shown in Fig. 10 immediately revealed the fundamental lines, as well as the sum-
combination line. As can be seen from Fig. 10, the fundamental lines arising from 
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the  and  electron spin manifolds overlap and form a single feature centered at 
the 2H Zeeman frequency, which indicates that aiso is small and does not exceed T .

Knowing the anisotropic hfi it is possible to estimate aiso from numerical simu-
lations of the fundamental lines in the ESEEM spectra. These simulations, however, 
should also include the 2H nqi, which somewhat complicates the problem because 
the hydroxyl/water 2H quadrupole coupling constant may vary somewhat as a re-
sult of hydrogen bonding. In addition, the direction of the nqi tensor axis with re-
spect to the g-frame is not known in advance. 

We discussed above that the information about nqi can in principle be obtained 
from the sum-combination line splittings in the (integrated) four-pulse ESEEM 
spectra or from the splittings of fundamental lines in 2D HYSCORE spectra. Fig-
ure 10 shows that for this particular case in the experimental integrated four-pulse 
ESEEM spectra the quadrupole splittings are not well resolved because the spectra 
of the nearby and distant (protein backbone, matrix water) deuterons are overlap-
ping. In HYSCORE spectra, on the other hand, the spectral lines of distant and 
nearby deuteron(s) were separated (see Fig. 8) and e2Qq/h  0.23 MHz could easily 
be determined. This quadrupole coupling constant is typical for a 2H that belongs 
to a hydroxyl or a water molecule. 

Using this quadrupole coupling constant we have performed numerical simula-
tions of the integrated four-pulse ESEEM spectra for various trial values of aiso and 
angles between the main axes of hfi and nqi. These simulations resulted in aiso
0.2 MHz (~ 1.3 MHz as recalculated for 1H; see the simulated spectrum in Fig. 10). 
In spite of the concerns stated above, the aiso estimate was not sensitive to the de-
tails of nqi because a distribution of hfi had to be introduced in order to reproduce 
the smooth experimental lineshapes. 

Additional experiments aimed at estimating aiso included pulsed ENDOR per-
formed in protonated and deuterated buffers (see Fig. 11) and 2D Mims ENDOR 
(see Fig. 7). All the measurements confirmed that aiso for 1H does not exceed 2 
MHz. From the literature on the d1 systems (to which Mo(V) belongs) it is well 
known that the isotropic hfi constant for the equatorial OH ligand proton strongly 
depends on the dihedral angle between the plane of the SOMO (dxy) and the Mo–
OH plane (see [33] and the references therein). The maximal isotropic constant 
observed in model compounds for a dihedral angle of ~0° is ~45 MHz. Therefore, 
the experimental aiso < 2 MHz serves as a clear indication that the O–H bond is 
substantially out of the equatorial plane of the complex. The qualitative reconstruc-
tion of the Mo–OH(n) coordination geometry in b-SO based on the described hfi
and nqi data is shown as Structure 1. 

Unlike b-SO, the hpH form of CSO did not show any clear lines attributable to 
nearby exchangeable protons (see Fig. 9) in similar primary ESEEM experiments. 
The reason for this was understood after the RP ESEEM technique [31] was ap-
plied at mw ~ 5.4 MHz. At this mw frequency the ESEEM amplitude factor km ~ 1 
for the nearby protons was achieved and their observation conditions were thus 
optimized. The ESEEM amplitude for the distant protons, however, was still rea-
sonably small. 
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Figure 11. ENDOR spectra of b-SO: mw = 9.4196 GHz; B0 = 3385 G (at gZ). Left panel: 1H
Davies ENDOR in H2O (solid line) and D2O (dashed line) buffers. Comparison of these two 
spectra shows that the external shoulders belong to exchangeable protons with hfi up to 7 
MHz. Right panel: 2H Mims ENDOR in D2O buffer. The spectrum presents only exchange-
able deuterons. The maximal hfi (rescaled to protons) is ~7–7.5 MHz, in agreement with the 
spectra shown in the left panel. 

Structure 1. Qualitative structures for different forms of SOs based on pulsed EPR results. 

In the integrated RP ESEEM spectrum (Fig. 12) the  line of the nearby pro-
tons is readily observable. This line is quite broad (~5 MHz), suggesting that the hfi 
parameters are distributed over wide limits, and thus explaining the absence of the 
clear  line in the primary ESEEM spectra by the damping of the corresponding 
oscillations within the dead time. Numerical simulations of the RP ESEEM spectra 
(Fig. 12) revealed that the anisotropic hfi constant was indeed distributed over very 
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broad limits, from T  –4.1 MHz to T  –7.3 MHz. Depending on the model of 
hfi distribution, the ligand may contain either one or two protons. Experiments per-
formed in 2H buffer allowed estimation of the isotropic hfi (0–2 MHz), which is in 
the same range as for b-SO. 

Figure 12. Trace 1, cosine FT of integrated RP ESEEM of hpH form of CSO in H2O de-
tected at mw = 5.404 GHz, B0 = 1970 G (near gY). Trace 2, simulated for two nearby protons 
with aiso = 0 and distributed anisotropic hfi: T  = –4.1 – 3.2 cos2 , where  is defined as the 
angle between the plane of the Mo(V) dxy orbital and the Mo–O–H plane. A planar Mo–OH2

unit was assumed with the second proton being situated at a dihedral angle of + 180°. 

Thus, the hpH form of CSO is generally similar to b-SO. Both forms have a 
directly coordinated –OH(n) group in the equatorial position, and the proton(s) of 
this group are substantially out of the dxy plane (based on the small magnitude of 
the isotropic hfi). However, the distribution of anisotropic interactions in CSO is 
apparently broader than that in b-SO (which follows from observation of the 
line in the primary ESEEM spectra of b-SO). This anisotropic hfi distribution pro-
vides a clear indication that the geometry of the Mo–OH(n) in CSO is distributed 
over more broad limits than in b-SO. These structural variations can change the 
oxygen position relative to the equatorial plane of the complex, which may affect 
the distribution of O over the oxygen orbitals and modulate the O–H part of the 
dipolar interaction. In addition, some variation of Mo–H distances cannot be ex-
cluded. Therefore, as in the case of b-SO, we cannot quantitatively use the hfi to 
directly predict the structures of the Mo–OH(n) fragment, and such a situation will 
persist until a complete picture of the spin density transfer to oxygen can be inves-
tigated. Nevertheless, the qualitative outcome and implications for the SO active 
sites are quite clear. 

Two more hpH forms of SO, human and plant [35,45], were investigated by 
pulsed EPR. It was found that the Mo(V) centers in these SOs certainly contain an 
equatorial OH(n) ligand. The spectroscopic, and thus structural, situation for this 
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ligand was found to be more similar to that of CSO than of b-SO in that it shows a 
pronounced distribution of the anisotropic hfi constants. At present the factors that 
cause the structural differences between b-SO and hpH SOs from other organisms 
are not exactly clear, although plausible speculations are presented in section 8. 

7.1.2.  The lpH forms of CSO, HSO, and Ti(III) Citrate-Reduced pl-SO 

The cw-EPR spectra of lpH forms of CSO, human SO, and Ti(III) citrate-
reduced pl-SO show EPR splittings attributable to a neighboring exchangeable 
proton, and the approximate hfi parameters for this proton have been obtained from 
EPR simulations. More accurate estimates of the hfi parameters were later obtained 
from pulsed EPR experiments that included two- and integrated four-pulse ESEEM 
for samples in a buffered D2O solution, and pulsed ENDOR for H2O and D2O solu-
tions. Some examples of pulsed EPR spectra are shown in Figures 8 and 13. 

Figure 13. Example of detection of magnetically strongly coupled proton in the lpH form of 
pl-SO from titanium(III) citrate reduction. Left panel: Pulsed Davies ENDOR spectra in H2O
buffer; mw = 9.4315 GHz. Right panel: ReMims ENDOR; D2O buffer; mw = 17.283 GHz. 
For both panels spectra were collected at three field positions that correspond to gx, gy, and gz.
Only one of the two fundamental lines (high-frequency lines) is shown in each spectrum. 

The proton aiso in these lpH samples was found to be within the range 25–36 
MHz (see Table 1), depending on the source organism, which is close to the high-
est aiso ~ 45 MHz ever observed for equatorial OH ligands in Mo complexes [45a]. 
This provided an indication that the OH ligand in lpH SO is oriented in such a way 
that the Mo–OH plane is close to the plane of the Mo(V) dxy orbital and the equato-
rial plane of the complex. 
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Table 1. Parameters of hfi and 2H nqi Tensors, Found from Pulsed EPR 
Experiments for Exchangeable Ligands in lpH Forms 

(orientations of hfi and nqi tensors are relative to g-frames)

                                             1H                                        2H

 Anisotropic  
 principal Euler angles e2Qq/h, Euler angles 
Aiso MHz values, MHz h h h MHz q, q Organism Ref. 

      26 10.4, –5.2, –5.2 79 , 45 , NA 0.225 90–95 , 24– 26 CSO [39] 

     26.5 16.2, –7, –9.2 80 , 0 , 40–120 CSO [44] 

     26.2  14.6, –6.7, –7.9 80 , 0 , 40–120 human SO [45] 

 35.5 4 10, –5, –5 70 , 20 pl-SO [35] 
10, –4, –6 70 , 20 , 30 85 , 38

For instance, according to numerical simulations of the ENDOR spectra of pl-
SO, the isotropic hfi constant is distributed around the central value of 35.5 MHz, 
with the distribution width between the maximal slope points of aiso ~ 4 MHz. 
Assuming the dependence of aiso on the dihedral angle MoOH between the MoOH 
plane and the plane of the dxy orbital to be aiso ~ (45 MHz)  cos2

MoOH [33], one 
can estimate a variation of MoOH with a width of about 10º, which gives an idea 
about the structural freedom for the Mo–OH fragment. Similar ranges of dihedral 
angle variations can be obtained for CSO and human SOs . 

The anisotropic hfi was described by a rhombic hfi tensor (for details see Table 
1) whose largest component was in the range 10–15 MHz. As in the case of hpH
SO, the experimentally found anisotropic hfi tensor has contributions from spin 
populations on molybdenum and oxygen. The latter contribution is clearly evident 
from the fact that the angle between the main axes of the nqi and hfi tensors, hq,
(as estimated from data shown in Table 1) is found to be about 20°, which is sig-
nificantly smaller than the ~50° expected for the normal geometry of an Mo–O–H 
fragment. 

Semiquantitatively, the experimental hq can be reproduced if one assumes the 
oxygen spin population O ~ 0.035 localized in the center of the oxygen atom. 
While this picture certainly serves qualitative purposes, it is overly simplistic in 
that it does not take into account the distribution of O over the oxygen orbitals. 
Therefore, it is difficult to use the proton anisotropic hfi data for quantitative struc-
tural conclusions without performing rigorous quantum chemical calculations. 

Investigation of the orientation dependence of the nqi of 2H was more promis-
ing. Such experiments were performed for CSO and Ti(III) citrate-reduced pl-SO, 
and nqi was determined from the splitting of the sum-combination line in four-
pulse ESEEM spectra and from the splitting of the fundamental lines in 
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HYSCORE spectra. The dependence of nqi-related splitting on the EPR position 
for CSO is presented in Figure 14. It is clear from this illustration that the direction 
of the O–D bond is close to the X-axis of the g-frame because the quadrupole split-
ting approximately doubles when the measurement position varies from gZ to gX.
This conclusion confirms that the OH(D) bond is about parallel to the equatorial 
plane of the Mo complex [39]. 

Figure 14. Experimental (bars) and simulated (circles) dependence of the quadrupole split-
ting of the sum-combination line of lpH CSO (in D2O) on the magnetic field. The simula-
tions lead to a nuclear quadrupole coupling constant of 0.225 MHz and direction of the main 
axis of quadrupole tensor Zq in the g-frame as {0.903, –0.42, –0.08 which corresponds to 
Euler angles  = 950 and | | = 250 . 

Numerical simulations showed that the polar ( q) and azimuthal ( q) angles of 
the nqi tensor axis relative to the g-frame were about 90 and 25°, respectively. 
Similar angles, about 95 and 38 , were found for pl-SO. The absolute value of 
e2Qq/h  0.23 MHz found from these simulations represents a typical quadrupole 
coupling constant for a hydroxyl deuteron. Thus, these data unambiguously iden-
tify a hydroxyl group as a ligand coordinated to Mo(V) in the lpH forms of SO and 
show that the Mo–OH plane is close to the XY-plane of the g-frame, as shown in 
Structure 1. 

7.2.  Groups Blocking Water Access to Mo(V) 

7.2.1.  Pi-Form of CSO [46] 

The direct ligation of –PO4 to Mo(V) in CSO was inferred from the observa-
tion of Mo(V)–17O hfi in the cw-EPR spectrum in 17O-enriched phosphate buffer
[17]. However, the hfi of Mo(V) with 31P itself was never directly detected in the 
cw-EPR spectra. The absence of an observable Mo···P hfi in the cw-EPR spectra 
was not quite understandable since the isotropic constant for 31P is about an order 
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of magnitude greater than that of a proton and hfi related splittings for the latter (as 
was discussed above) were readily observable. In pulsed EPR spectra (primary  
ESEEM) the presence of a P-containing ligand was observed immediately. The 
spectrum of Figure 15 shows only the line related to 31P; no fundamental lines 
related to a 31P interaction were observed. Such a situation resembled that observed 
for the proton of an –OH group in b-SO at hpH (see above). However, the meas-
urements for the Pi form of CSO, performed over a wide range of operational fre-
quencies (~9 to ~15.5 GHz) and corresponding magnetic fields, demonstrated that 
this P  line was always located near 2 I of 31P and, depending on operational fre-
quency, was either upshifted or appeared to be downshifted from 2 I, indicating the 
presence of “strong” hfi at some mw’s. In addition, the normalized intensity of the 

P  line was small (if one assumed that the hfi was only due to the Mo···P dipolar 
interaction) and only slightly varied with mw, in disagreement with Eq. (13). All 
these features indicated that the P  line originates from a 31P nucleus that has an 
appreciable and predominantly isotropic hfi with the Mo(V) center that is distrib-
uted over a broad range of magnitudes. 

Figure 15. Cosine Fourier transform of the primary ESEEM of Pi CSO in phosphate buffer 
in D2O, recorded at mw = 11.001 GHz, B0 = 4000 G (near gX  = 1.965). The labels near the 
spectral lines indicate their assignment to fundamental ( H, D) or sum-combination ( H , D ,

P ) lines of 1H, D, and 31P. Reprinted from [46]. 

Numerical simulations of the experimental ESEEM spectra confirmed this 
conclusion and resulted in the estimated range of aiso distribution from ~0 to ~20 
MHz. hfi constants that large can only be expected for 31P that belongs to the equa-
torial ligand, and thus this investigation has unequivocally confirmed the PO4

3–

coordination to the Mo center in SO. The range of aiso variation estimated for the Pi
form of CSO is close to that observed in a similar d1 system having a dxy ground 
state, a vanadyl complex coordinated by PO4

3– groups [47–49]. 
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The observed distribution of aiso signifies that the orientation of the PO4
3–

ligand relative to the plane of the Mo(V) dxy orbital is not well defined but is dis-
tributed within certain limits (see Structure 1). This leads to a variation of the -
overlap between the dxy orbital and the orbital of the O–P bond, and to the changes 
in spin delocalization to the O–P bond orbital, as was discussed for the phosphate 
ligand in a vanadyl complex (see comment to [47]). 

Figure 16. Trace 1, 2H Mims ENDOR spectrum of pl-SO (pH 9.5) in D2O recorded at B0 =
5320 G (near gY). Experimental conditions: mw = 14.800 GHz; mw pulses, 3  10 ns; inter-
val  between the first and second mw pulses, 400 ns; interval between the second and third 
mw pulses, 100 s; RF pulse duration, 60 s; temperature, ~20 K. Trace 2, 2H Mims 
ENDOR spectrum of pl-SO (pH 6) in D2O recorded at B0 = 3410 G (near gY). mw = 9.410 
GHz. Other experimental conditions are the same as for trace 1. Reprinted from [35]. 

7.2.2.  pl-SO, Tentative Observation of –SO4
2– Ligation to Mo(V) [35] 

As mentioned in section 2, the features of the EPR spectra of vertebrate SOs 
are apparently independent of the method of reduction. For pl-SO, unlike SO of 
vertebrates, however, we found that reduction of the Mo center by sulfite at low pH
produces an Mo(V) EPR signal distinctly different from that generated by reduc-
tion using titanium(III) citrate at low pH. The cw-EPR spectrum of sulfite-reduced 
pl-SO at low pH does not show any proton splittings and is similar to the atypical 
low-pH spectrum observed for CSO in Mes buffer [19]. The lack of some features 
in the cw-EPR spectra does not, however, prove that certain ligands are absent 
from the Mo(V) coordination, as we already observed in a case of the hpH form of 
SO. Numerous pulsed EPR techniques were applied to this pl-SO reduced by sul-
fite, and none showed any evidence of a proton-containing group directly ligated to 
Mo(V) [35]. As an example, trace 2 in Figure 16 shows the 2H ENDOR spectrum 
of pl-SO recorded at gY. This spectrum is considerably narrower than that of hpH 
pl-SO (trace 1 in the same figure), which tells us that in the sulfite-reduced pl-SO 
at low pH the OH ligand is most likely missing from the Mo(V) coordination 
sphere. This conclusion is supported by a detailed analysis of the ENDOR and 
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ESEEM data. The minimum Mo···H distance evaluated from these data is about 
3.3–3.4 Å, much larger than the 2.8 Å expected for protons of Mo–OH2 or Mo–OH 
groups (Structure 1). The most reasonable explanation for the absence of a proton-
containing ligand is to assume that the equatorial ligand is sulfate that is trapped by 
the “closed” structure of pl-SO at high pH [35]. This explanation is similar to that 
suggested earlier for the atypical CSO spectrum [19]. We regard this explanation as 
highly likely, although a final conclusion will only be possible when an experiment 
with 33S-enriched sulfite is performed. The biological implications of these find-
ings are discussed in section 8. 

7.3.  Nonexchangeable Protons [50] 

The nearby nonexchangeable protons in the Mo site of SO belong to several 
neighboring amino-acid residues. For example, in CSO the C and C  protons of 
Cys185, C  proton of Arg138 and C  proton of Tyr322, depending on possible con-
formations of these residues, could be within 3.5 Å from Mo(V), as follows from 
the x-ray structure reported in [4]. Most of these protons belong to amino-acid 
residues other than the cysteine residue coordinated to the Mo ion, and therefore 
their isotropic hfi constants are completely negligible. Also, the C and C  protons 
of the cysteine ligand are far from the sulfur atom that is directly bonded to Mo(V), 
and rather far from Mo(V) itself. It is therefore unlikely for these protons to have 
any appreciable isotropic hfi. Since the hfi of these “second sphere” protons are 
rather small, they are not resolved in cw-EPR spectra. In pulsed EPR experiments 
these protons are certainly detectable, but the overlapping spectra of several of 
them usually make the assignment of spectral features to specific protons very dif-
ficult or completely impossible even in the orientation-selective experiments. One 
can still use the pulsed EPR spectra to make comparisons between samples of dif-
ferent origin and/or preparation (e.g., differing in pH). Without assigning at least 
some of the spectral features to individual protons, however, these comparisons 
will invariably result in vague conclusions that the spectra, and thus the overall 
proton surroundings, are similar, or that they are different. In the latter case it is 
rather difficult to tell what structural rearrangements brought about the observed 
spectral change. 

The only situation that can potentially result in positive assignments is when 
the pulsed EPR (e.g., ENDOR) spectrum has features that stand out from the over-
lapped spectral region, and there is an x-ray map of the site that allows one to as-
sign these features with small degree of uncertainty. To illustrate such a situation 
we present examples of the Davies ENDOR spectra of nonexchangeable protons of 
lpH and hpH SO (Fig. 17). In both cases the spectra consist of multiple overlapping 
lines, and their appearance depends on the observation magnetic field. The spectral 
shapes and overall spectral widths for the lpH and hpH SO are different, irrespec-
tive of which EPR positions are compared. Apart from this general observation, 
one feature is immediately obvious: in the ENDOR spectra of lpH SO the largest 
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Figure 17. Davies 1H ENDOR spectra of lpH CSO (top) and hpH CSO (bottom) in D2O
buffer recorded at the EPR turning points. Experimental conditions: mw = 9.449 GHz; mw 
pulse durations, 120, 60, and 120 ns. 

observed splitting is about 6 MHz, while in the spectrum of hpH SO it is only 
about 4.4 MHz. These observations can be interpreted as pH-induced conformation 
changes that result in a change of distance between Mo and the closest nonex-
changeable proton of the protein surroundings [50]. 

In addition to the general conclusion made above, we can discuss the 6-MHz 
splitting in the lpH SO spectrum in some detail. Since this is the largest splitting in 
the set of ENDOR spectra taken at various EPR positions, it has to be assigned to 
the largest hfi tensor component. As we discussed above, for the second sphere 
protons it is a good approximation to assume the hfi tensor to be axial, with aiso  0 
MHz and T|| = –2T  6 MHz. Although from the ENDOR data it was impossible 
to tell just how small aiso really is, the measurement of the  line shift in the four-
pulse ESEEM spectra performed at the mw frequency of 4.75 GHz resulted in T  = 
–3.2 MHz. Combining this with the maximum ENDOR splitting of about 6 MHz, 
we immediately find that |aiso| does not exceed 0.5 MHz. 

Now we can estimate the distance to the proton responsible for the 6 MHz fea-
ture, and the direction to this proton relative to the g-frame. In doing so we will 
reasonably assume that the anisotropic hfi is largely determined by the “through-
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space” Mo–H dipole interaction given by Eq. (19). The Mo–H distance estimated 
this way is about 2.8 Å [50]. To assign this distance to a specific nearby proton, we 
used the x-ray crystal structure for CSO. The best candidate for the evaluated dis-
tance was the C -proton of the coordinated cysteine residue. 

Figure 18. Composite structure of lpH forms of SOs based on pulsed EPR results obtained 
for the OH ligand proton, cysteine C -proton, and 17O-exchanged oxo ligand (see data be-
low). 1, 2, and 3 denote the g-frame axes. Reprinted from [64]. Please visit http://www. 
springer.com/978-1-4419-1138-4 to view a high-resolution full-color version of this illustra-
tion. 

The decrease of the maximal splitting in the ENDOR spectra of hpH SO was 
then attributed to the slight variations of the conformation of the cysteine residue 
with pH, which consisted of two consecutive 15  rotations around the C C  and 
C –S  bonds. (Figure 18, which depicts the composite structure of SO obtained 
from all pulsed EPR experiments, gives an idea about the mentioned rotations.) 
This conformational change might reflect the overall change of the protein geome-
try with pH. To get more definitive information on the geometry of the coordinated 
cysteine residue will require preparation of SO enzyme in which the cysteine pro-
tons are selectively substituted by deuterons.
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7.4.  Exchangeable Oxygen Ligands 

7.4.1.  Equatorial Oxygen Ligand 

The importance of detailed knowledge of spin delocalization on the equatorial 
oxygen ligand has been repeatedly emphasized in this chapter because it is a key 
element in reconstructing the Mo–H anisotropic hfi tensor for the hydroxyl proton. 
It has long been known from cw-EPR that the –OH(n) moiety in SO is easily ex-
changeable in H2

17O buffer, and that the equatorial 17O hfi is strong (~25–30 MHz), 
and readily detectable [16,17,20]. A similar situation was observed in related en-
zymes and model compounds [51–54]. However, the cw EPR only gives general 
information on the magnitude of the hfi, from which it is impossible to extract the 
details of spin density distribution and the parameters of the quadrupole interaction. 
Investigation of equatorial oxygen ligands by pulsed EPR is potentially able to 
provide much more detailed information, but it is quite difficult because of the 
combination of strong hfi (tens of MHz) and the low magnetic moment of the 17O
nucleus. As a result, the strong hfi condition ( I < |aiso + TZZ|/2) is satisfied for the 
equatorial 17O up to B0 ~ 20 kG, which corresponds to mw ~ 60 GHz. In Ka-band 
(~ 30 GHz), the highest mw band currently available for our ESEEM measure-
ments, the 17O ESEEM was only observable for lpH SO, which has somewhat 
weaker 17O hfi (~25 MHz), while the hpH SO did not show any 17O ESEEM in Ka
band. The situation with such measurements is expected to improve when the con-
struction of a high-power (1 W) W-band ESEEM spectrometer (which is in pro-
gress [55]) is completed. However, even in that case the spectra will only be possi-
ble to detect under the conditions close to Zeeman-hfi cancellation, I ~ |aiso +
TZZ|/2, which may complicate their interpretation because of nqi. At present we can 
only show the results of initial Ka-band experiments (see Fig. 19) that have helped 
to understand the experimental conditions necessary to optimize the ESEEM 
measurements for equatorial 17O in SO. 

7.4.2.  Axial Oxygen Ligand (oxo group) 

Even though the situation with observing the equatorial 17O still remains com-
plicated, it is at present completely resolved for the axial oxygen ligand that has 
been detected in both high- and low-pH forms of SO from various organisms [56]. 
To facilitate understanding of the spectral features for the axial oxygen ligand in 
the ESEEM spectra of SO, we will first describe the data obtained for a well-
characterized model system, [Mo17O(SPh)4]– [57–61]. This compound has a well-
defined geometry and is highly symmetrical (C4), with the symmetry axis coincid-
ing with the Mo O bond. Accordingly, its EPR spectrum is characterized by axial
g-anisotropy, with the principal g-values g|| and g  corresponding, respectively, to 
parallel and perpendicular orientations of the main g-tensor axis, Z, with respect to 
B0. The Z axis for this symmetric compound obviously coincides with the direction 
of the Mo O bond. The pulsed EPR measurements performed at an EPR position 
characterized by some g-value between g|| and g  select the complexes whose Z
axis is oriented at a certain angle with respect to B0. This angle, , is defined by 



HIGH-RESOLUTION EPR SPECTROSCOPY OF MO ENZYMES 155

2 2
2

2 2
||

cos
g g
g g

. (20) 

The orientational selectivity in an axial spectrum is quite high and limited by either 
the intrinsic linewidth of the EPR spectrum or the spectral width of the mw pulses 
(whichever is larger). 

Figure 19. (–,+) quadrant of the HYSCORE spectrum of Mo(V) center in the lpH form of 
CSO in H2

17O buffer. The observed correlation lines are due to the strongly magnetically 
coupled equatorial 17OH ligand. They are located at A/2 O, where A is the hfi constant and 

O is the Zeeman frequency of 17O. Experimental conditions: mw = 32.02 GHz; B0 = 1.1599
T (near gY); mw pulses, 10, 10, 11( ), and 10 ns; time interval between the first and second 
mw pulses,  = 200 ns; temperature, 20 K. Reprinted from [42]. 

Investigations using cw EPR of this compound in liquid solution allowed one 
to estimate the axial 17O aiso ~ 6.5 MHz [52,53]. To improve the accuracy of aiso, as 
well as to measure the anisotropic hfi and nqi tensors, ESEEM measurements in a 
frozen solution were performed. From the cw-EPR aiso estimate we calculated that 
the weak hfi condition for this system can be reached at mw  20 GHz. Thus, our 
ESEEM measurements were performed at mw  29 GHz, which is one of the fre-
quencies we routinely use in our Ka-band experiments. After some experimenting 
we found that all the information we were interested in could most conveniently be 
obtained from basic two-pulse and integrated four-pulse ESEEM spectra. Due to 
high orientational selectivity, good mw excitation conditions and weak hfi condi-
tions provided by our choice of the mw frequency, the primary ESEEM spectra 
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were, as seen from an example presented in Figure 20, textbook illustrations of Eq. 
(12). The spectra of Figure 20 show the four generic lines (two fundamental and 
two combination) that would be observed in a system with I = 1/2, and their nu-
merous combinations that are recognizable by their amplitude, phase, and position. 

Figure 20. Solid traces A, B, and C, cosine Fourier transforms (low-frequency part) of the 
primary ESEEM of [Mo17O(SPh)4]– obtained at various positions of the EPR spectrum: (A) 
B0 = 1040 mT, g ; (C) B0 = 1058.3 mT, g||; and intermediate position (B) B0 = 1053.5 mT. 
Experimental conditions: mw frequency, 29.372 GHz, T = 20 K. Dashed traces show the cor-
responding simulated primary (2-pulse) ESEEM spectra. The simulation parameters were as 
follows: nucleus, 17O; isotropic hfi constant, aiso = 6.5 MHz; axial anisotropic hfi tensor with 
T = 1.6 MHz; axial nqi tensor with the quadrupole coupling constant (e2Qq/h) = 1.45 MHz. 
The axes of the hfi, nqi, and g-tensors were coincident. The assignments of the clearly visible 
lines are indicated. Reprinted from [57]. 

The  line in the two-pulse ESEEM spectra does not clearly show the 17O nqi-
related splittings, but in the integrated four-pulse ESEEM these splittings are well 
resolved (see Fig. 21). The dependence of the nqi splitting on angle  (see Eq. (20)) 
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Figure 21. Cosine FT of integrated four-pulse ESEEM. Upper trace: [Mo17O(SPh)4]–, B0 = 
10400 G, (g||), mw = 29.372 GHz. Low trace: hpH CSO; B0 =10550 G (gZ), mw = 29.34 GHz. 
In both experiments: mw pulses, 14, 14, 17, and 14 ns; dead time, Td = 20 ns. T = 20 K. Re-
printed from [64]. 

was measured by performing the ESEEM experiments at several EPR positions. 
This dependence is presented in Figure 22a, and it shows that the nqi tensor is axial 
and its main axis with good accuracy coincides with the Z axis of the g-frame and 
thus with the Mo O bond direction. The quadrupole coupling constant calculated 
from this dependence is e2Qq/h  1.45 MHz. The hfi tensor was also measured in 
the same experiments. As one can see from Figure 22b, the hfi tensor is also axial 
and its main axis is also parallel to the g-tensor axis Z. From the hfi orientation 
dependence, aiso  6.5 MHz and T  1.6 MHz were determined, the isotropic part 
being close to that found earlier from cw-EPR measurements [56]. As for the oxo-
17O nqi, this, to our knowledge, was the first such measurement for an oxo group in 
a metal complex. It is important that e2Qq/h of the oxo–17O is about four times 
smaller than that of 17O in water. Such a dramatic difference certainly allows one to 
unambiguously distinguish between O and –OHn types of ligands. The well-
defined geometry of this model compound allowed reliable DFT calculations to be 
performed that gave information about the electronic and spin populations of the 
oxygen orbitals. From these calculations it was instructional to learn that the s-
character in the –oxo bond is nearly zero, and all three oxygen p-orbitals carry 
similar spin populations of about –0.017 per orbital. As a consequence, the total 
contribution of these spin populations to the anisotropic hfi is close to zero, and the 
experimental anisotropic hfi is thus mostly determined by the Mo–O dipolar inter-
action. Therefore, the model system investigations yielded detailed characterization 
of the hfi and nqi parameters of an oxo group. 

In CSO and b-SO prepared in H2
17O-enriched buffer, very similar 17O hfi and 

nqi parameters were observed indicating that the oxo group of these compounds is 
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Figure 22. The dependences of the quadrupole (top panel) and dipolar (bottom panel) split-
tings on (1 – 3 cos2 , where  is the angle between the g|| axis (direction to the oxo group) 
and B0. The quadrupole splitting was determined as the separation between the adjacent 
component lines of the quintet, and hfi as a frequency difference between fundamental 
lines, as shown in Fig. 21. Reprinted from [57]. 

exchangeable. As an example, Figure 23 presents the HYSCORE spectrum of the 
hpH form of CSO, which clearly demonstrates a 17O-related spectrum with an hfi
constant of about 4–6 MHz, substantially less than that observed for an equatorial 
17O. The HYSCORE spectra did not show resolved quadrupole splittings, indicat-
ing that quadrupole splittings are small. To resolve the quadrupole splittings, we 
have obtained the integrated four-pulse ESEEM spectra, in which these splittings 
were nicely resolved (see Fig. 21). It is obvious from Figure 21 that the quadrupole 
splittings in the model complex and in SO are similar. Numerical simulations of 
the spectra resulted in e2Qq/h  1.5 MHz, aiso  6.3 MHz, and |T /2|  1.7 MHz (see 
Table 2). The similarity in all parameters between the model system and SO unam-
biguously confirmed that the oxygen of the oxo ligand of CSO and b-SO is ex-
changeable. Some possible mechanisms of oxo group exchange are discussed in 
section 8. 
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Figure 23. (+,+) quadrant of the 17O HYSCORE spectrum of hpH CSO in H2
17O obtained at 

the gY position of the EPR spectrum. Experimental conditions: mw frequency, 29.252 GHz; 
Bo = 1063.2 mT; mw pulses, 4  15 ns; time interval between the first and second mw 
pulses, 200 ns; measurement temperature, 20 K; The value of the 17O Zeeman frequency O

is indicated by an arrow. Reprinted from [56]. 

Table 2. hfi and nqi Parameters of 17O in [Mo17O(SPh)4]–

and the Mo(V) Center of hpH CSO in H2
17O (orientations 

of hfi and nqi tensors relative to g-frames)

           System [Mo17O(SPh)4]– hpH CSO 

          aiso (MHz) 6.5 6.3 
(T11, T22, T33) (MHz) (1.6, 1.6, –3.2) (2.4, 1, –3.4) 
         ( h, h, h) (0 , NA, NA) (20 , 55 , –10 )
      e2Qq/h (MHz) 1.45 1.5 

        ( q, q, q) (0 , NA, NA) (20 , 55 , 0 )

8.  BIOLOGICAL IMPLICATIONS. 

X-ray structure determinations of CSO, pl-SO, and b-SO show nearly identical 
coordination about the molybdenum atom. A common chemical mechanism has 
been proposed for SOs involving the Mo(VI/V/IV) oxidation states, as shown in 
Scheme 1. A key feature of the catalytic mechanism is the generation of a transient 
paramagnetic Mo(V) state through a series of coupled electron–proton transfer 
steps. Consequently, detailed knowledge of the nearby proton environment of the 
Mo(V) states is essential for evaluating Scheme 1. Particularly important are the 
effects of changes in pH, anions in the medium, and mutations on the reactivities of 
SOs. X-ray crystallography cannot detect the hydrogen atoms in these complex, but 
similar, structures; however, pulsed EPR methods provide an extremely sensitive 
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probe of protons that are close to the paramagnetic Mo(V) center. Addition of D2O
enables exchangeable and nonexchangeable protons to be distinguished from one 
another. The above sections have reviewed the experimental procedures for inves-
tigation of the Mo(V) active site structures of SOs by high-resolution variable fre-
quency pulsed EPR. These EPR studies show substantial structural diversity of the 
Mo(V) sites, particularly the arrangement of nearby exchangeable protons, even 
though the coordinates of the non-hydrogen atoms, as determined from x-ray crys-
tallography, are very similar for all SOs. 

Two examples illustrate the structural diversity of the Mo(V) sites of SOs that 
is beginning to be recognized. The dimeric pl-SO contains no prosthetic groups 
other than the molybdenum cofactor. The EPR spectra of this pl-SO depend upon 
the mode of reduction as well as pH. The signal resulting from reduction by sulfite 
at low pH shows no coupling to nearby exchangeable protons, even with careful 
pulsed experiments. However, reduction at low pH by Ti(III) citrate shows clear 
splitting from a single nearby exchangeable proton that is in the equatorial plane of 
the Mo(V) center and hydrogen bonded to the sulfur atom of the coordinated cys-
teine residue. Reduction of pl-SO by sulfite at high pH results in pulsed EPR spec-
tra with couplings to nearby exchangeable protons, similar to the spectra of other 
SOs at high pH. Scheme 2 shows the postulated active site species that are consis-
tent with these results. These unusual EPR properties of pl-SO are proposed to be 
directly related to the “open” and “closed” forms of the active site modulated by 
conformations of the active site arginine (Arg374) in combination with a more re-
stricted substrate and water access to the active site of the plant enzyme than that 
found in vertebrate Sos [35]. 

A second example illustrates the sensitivity of the Mo(V) site to perturbations 
of the hydrogen bonding environment through mutations of hydrogen bonding 
groups near the active site. All SOs have a conserved active site tyrosine that is 
hydrogen bonded to the equatorial oxygen ligand. In b-SO, mutation of this residue 
to phenylalanine (Tyr236Phe) substantially changes the EPR spectrum even though 
x-ray crystallography shows that the overall structure of the residues near the Mo 
active site is little changed [62]. In the wild-type b-SO enzyme the EPR spectrum 
is independent of pH [13,43], and pulsed EPR shows a nearby exchangeable proton 
(Figs. 9–11). However, for the Tyr236Phe mutant the EPR spectrum shows a 
strong pH dependence that closely resembles wild-type vertebrate enzymes, indi-
cating that the hydrogen bonding network near the active site has been altered. This 
mutant also has reduced catalytic activity and does not undergo intramolecular 
electron transfer from Fe(II) to Mo(VI) [62]. At this point it is clear that high-
resolution pulsed EPR methods can provide a detailed view of changes in the pro-
ton environment of the active site arising from mutations of nearby residues, espe-
cially those that disrupt the hydrogen bonding network that involves the 
oxo/hydroxo/aquo ligands of the Mo active site. However, direct information about 
the oxygen atoms of these coordinated oxo/hydroxo/aquo ligands of the Mo(V) 
center is essential for critically assessing the generally accepted mechanism pro-
posed in Scheme 1. 
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Scheme 2. Proposed reactions for formation of the Mo(V) forms of pl-SO observed by EPR. 
(1) pl-SO species formed by sulfite reduction at low pH that shows no exchangeable protons; 
(2) hpH species formed in both pl-SO and vertebrate SO; (3) lpH species formed in both pl-
SO and vertebrate SO by direct reduction of the Mo(VI) center. 

SOs and other molybdenum enzymes use water as the source or sink of the 
oxygen atoms in the redox reactions of substrates. The mechanism for SOs shown 
in Scheme 1 involves hydrolysis of the Mo(IV)–SO4 complex by water (or OH–)
followed by one-electron oxidation to give species that contain the MoVO(OHn)
fragment. In the proposed mechanism of Scheme 1, the equatorial oxo ligand that 
is in a solvent exposed pocket exchanges with H2

17O to become an equatorial Mo–
OHn unit. Support for this view comes from the large 17O hyperfine interactions 
originally observed for the hpH and lpH forms of CSO in H2

17O enriched solution. 
However, our high-resolution pulsed EPR studies of several SOs at Ka band (~30 
GHz) have clearly shown that the axial Mo=O group of SOs also exchanges with 
H2

17O, from the unambiguous hfi and nqi interactions for an axial MoV O moiety. 
This result raises the intriguing possibility that the axial oxo group plays a more 
active role in the catalytic cycle of these enzymes than previously thought. Addi-
tional studies in H2

17O enriched systems, especially of mutant proteins and other 
molybdenum enzymes, will be needed to assess alternatives to the general mecha-
nism for SOs of Scheme 1. 
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9.  CONCLUSION 

The technique of cw-EPR spectroscopy has been used to characterize SOs 
since 1971 [63]. This chapter demonstrates that structures of the transient Mo(V) 
states of SOs can be investigated by high-resolution pulsed EPR studies of the hfi
and nqi of magnetic nuclei, such as 1H, 2H, 31P, and 17O. However, variable fre-
quency instrumentation is essential to obtain the optimum experimental conditions 
for measuring the couplings of each type of nucleus; moreover, the optimum fre-
quency may also depend upon the chemical nature of the ligand, e.g., Mo O, Mo–
OH or Mo–OH2. Thus, ESEEM measurements at Ka band (~30 GHz) have enabled 
the first determination of the 17O hfi and nqi parameters for a terminal oxo ligand 
(Mo O), and the nqi parameters have clearly demonstrated that Mo O, Mo–OH, 
and Mo–OH2 can be distinguished from one another by their nqi signatures. The 
analysis of variable-frequency pulsed EPR data from SOs is aided by parallel stud-
ies of model compounds that contain key functional groups or which are isotopi-
cally labeled and thus provide benchmark data for enzymes, e.g., [Mo17O(SPh)4]–.
These well-characterized Mo(V) centers are also amenable to high-level theoretical 
calculations of the spin density of the individual magnetic nuclei for direct com-
parison with experiment. Investigation of 17O-labeled systems has also required the 
development of simulation software and protocols for pulsed EPR spectra of mag-
netic nuclei with I > ½. An additional complication for analyzing the spectra of 
many types of ligands, e.g., –OH, –OH2, and –OPO3

3– results from their distributed 
orientations. Nonetheless, enormous progress has been made on the use of high-
resolution variable frequency pulsed EPR methods to investigate the structures (Fig. 
18 and Structure 1) and mechanisms (Schemes 1 and 2) of SOs during the past ~15 
years [64], and the future is bright for the continued development and application 
of this technology to SOs, other molybdenum enzymes, and other problems in met-
allobiochemistry. 

For Sos, some specific immediate challenges are: (1) synthesize model com-
pounds with an Mo–17OH ligand to obtain reliable hfi and nqi parameters for this 
group; (2) synthesize model compounds labeled with 33S to obtain hfi and nqi pa-
rameters and spin densities for various types of S-containing ligands; (3) expand 
the library of mutants with compromised function and relate function to the hydro-
gen bonding structure of the active site; and (4) use pulsed electron–electron dou-
ble resonance (ELDOR) to determine the Mo···Fe distance in CSO and b-SO. 

NOTE ADDED IN PROOF 

Several important developments have occurred since this chapter was submit-
ted for publication. (i) The proposal that reduction of pl-SO with sulfite at low pH 
results in an equatorial sulfate ligand that blocks the active site [35] (see §7.22) has 
been proved by direct ESEEM detection of 33S (I = 3/2) with nonzero isotropic hfi,
following reduction of pl-SO with 33S-labeled sulfite [65]. A similar blocked form 
has also been detected for the Y343F mutant of HSO [66], where the active site 
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tyrosine is replaced by phenylalanine (similar to the Y236F mutation in b-SO [62]). 
Somewhat different blocked forms were detected for the fatal R160Q mutant of 
human SO [67] and for the analogous R55Q mutant of sulfite dehydrogenase (b-
SO) [68]. Since the blocked form represents a catalytic dead end, its formation in 
R160Q human SO at physiological pH might be a contributing factor in the lethal-
ity of this mutation. (ii) Variable-frequency pulsed EPR studies of the lpH form of 
SO in the presence of 35Cl– and 37Cl– (both I = 3/2) yielded a Cl hfi constant that 
indicates that the Cl– ion is close to the Mo(V) center. Extensive density functional 
calculations strongly favor a structure in which the Cl– is hydrogen-bonded to the 
equatorial Mo–OH unit, rather than directly coordinated to the Mo(V) [69]. It was 
suggested that the physiological role of Cl– is to adjust the local pH [70]. (iii) The 
17O quadrupole coupling constant for the axial oxo ligand in the blocked form of 
R160Q HSO is substantially larger than that found for other sulfite-oxidizing en-
zymes. The stronger nqi is proposed to result from coordination of an oxygen from 
glutamine (Q160) to the (sixth) axial position of the Mo center, trans to the oxo 
ligand [67,71]. If correct, then the 17O nqi of oxo ligands will provide an easy ex-
perimental way to distinguish between five- and six-coordinate Mo(V) centers in 
enzymes. (iv) Finally, the construction of the high-power (ESEEM-enabled) W-
band instrument mentioned in section 7.4.1 has been completed [72], and the equa-
torial 17O ligand was observed in preliminary experiments. The hfi and nqi of the 
equatorial 17O ligands obtained from the W-band ESEEM measurements will pro-
vide additional useful markers for determination of the structures of Mo(V) en-
zyme sites. 
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NOTE: The reader should kindly note that all the figures and tables for this 
chapter do not appear in the text; however, they can be viewed in PDF format 
at <http://www.springer.com/978-1-4419-1138-4>. 

Herein we describe the application of continuous wave (CW) and pulsed 
EPR spectroscopy to the structural (geometric and electronic) charac-
terization of the Mo(V) active site within dimethylsulfoxide (DMSO) 
reductase and where appropriate, model molybdenum(V) complexes. 
Specifically, the electronic and geometric structure of the Low-g and 
High-g EPR signals and their relevance to the enzymes’ catalytic cycle 
are described. CW and pulsed EPR studies of a dithionite-reduced sam-
ple of DMSO reductase reveal the presence of a sulfur-centered radical 
localized on the molybdenum cofactor. 

1.  INTRODUCTION 

Molybdenum enzymes (other than nitrogenase) form a diverse but coherent 
family known as the molybdenum oxotransferases and hydroxylases [1–6]. Most of 
these enzymes catalyze an oxygen atom transfer to or from a substrate in a reaction 
that is linked to a two-electron redox reaction involving molybdenum cycling be-
tween the oxidation states of +6 to +4 or vice versa. 
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Three distinct families of mononuclear molybdoenzymes (xanthine oxidase, 
sulfite oxidase/nitrate reductase, and dimethylsulfoxide (DMSO) reductase) have 
been identified on the basis of their sequence homology and structure of the active 
site molybdenum cofactor [1–6]. The molybdenum cofactor in all of these enzymes 
contains an organic component known as molybdopterin (MPT), which is a modi-
fied pterin providing an ene-dithiolene sidechain responsible for ligating the Mo 
[1,2,7–10]. The xanthine oxidase family of enzymes (Chapter 5) contains an active 
site molybdenum ion coordinated by a single MPT moiety, an oxo, a sulfido, and 
either an aqua or hydroxide ligand [11–13], whilst the sulfite oxidase/nitrate reduc-
tase family of enzymes (Chapter 6) contain a single MPT ligated to the molybde-
num atom, with one or two oxo groups and a cysteinyl sulfur ligand completing the 
coordination sphere [14]. In contrast, the DMSO reductase family of enzymes con-
tain two MPT ligands linked to a dinucleotide (in DMSO reductase this dinucleo-
tide is guanidine and the MPT is referred to as MGD), a single oxo group, and an 
amino acid ligand such as Ser, Thr, Cys, or SeCys [1,6,15]. A phylogenetic study 
[16] has further subdivided the DMSO reductase family of enzymes into three 
clades (Types I, II, and III) based upon whether (I and II) or not (III) they contain 
an N-terminus cysteine-rich region and, second, whether (I) or not (II) a [4Fe–4S] 
cluster is present. 

Type I:  assimilatory nitrate reductase (NasA), periplasmic ni-
trate reductase (NapA), formate dehydrogenase (Fdh), 
thiosulfate reductase/polysulfide reductase (PhsA/PsrA) 

Type II:  dimethylsulfoxide reductase (periplasmic) (DmsA), di-
methylsulfide dehydrogenase (Ddha), selenate reductase 
(SerA), ethylbenzene dehydrogenase(Ebda), nitrate re-
ductase (NarGHI) 

Type III:  trimethylamine-N-oxide reductase (TorA), dimethylsul-
foxide reductase (membrane bound) (DorA), biotin sul-
foxide reductase (BisC) 

The active site of dissimilatory nitrate reductase (NAP) is representative of 
this group of enzymes. In the structure of oxidized NAP from Desulfovibrio desul-
furicans [17] (Fig. 1a), the molybdenum atom is ligated by four sulfur atoms of 
two asymmetrically bound molybdopterin guanine dinucleotide (MGD) forms of 
Moco, a single hydroxo/water group, and the oxygen atom of a cysteine sidechain 
(Fig. 1b). Unlike DMSO reductase, NAP also contains a [4Fe–4S] cluster as part of 
its electron-transfer pathway. In this chapter, we have limited the discussion con-
cerning the role of EPR spectroscopy in characterizing the Mo(V) active sites in 
these enzymes, to a single example, namely, DMSO reductase. However, the in-
formation concerning this enzyme’s active site and catalytic mechanism may well 
be relevant to other members of the DMSO reductase family [1,2]. 

Dimethylsulfoxide (DMSO) reductase purified from the photosynthetic anaer-
obe Rhodobacter capsulatus catalyzes the conversion of DMSO to DMS with an 
accompanying two-electron and proton transfer and has proved to be invaluable in 
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probing the catalytic pathway of the DMSO reductase family of mononuclear mo-
lybdenum enzymes. This is due to the fact that the molybdenum cofactor (Moco) is 
the only redox center that occurs within this enzyme. In the absence of additional 
redox chromophores, the molybdenum center can be freely observed by spectro-
scopic techniques without interference from centers such as hemes, iron–sulfur 
clusters, and flavins that tend to be strongly absorbing and can hence mask those 
signals from the weaker molybdenum chromophore [1,2,19–22]. 

The elucidation of the high-resolution (1.3 Å) crystal structure of DMSO re-
ductase from R. sphaeroides in the resting Mo(VI) state [23] and that of the struc-
ture of DMSO reductase from R. capsulatus bound to substrate in the Mo(IV) oxi-
dation state [24] have provided us with two crucial points of reference within the 
catalytic cycle of this enzyme. However, to fully determine the catalytic mecha-
nism of this enzyme, we must also determine the paramagnetic Mo(V) intermedi-
ates generated transiently during the single-electron reductions/oxidations that are 
proposed to make up the enzyme's redox cycle [1,25]. Electron paramagnetic reso-
nance (EPR) has proven to be a powerful tool for the structural characterization of 
Mo(V) centers in molybdoenzymes [1,26–32]. This is a consequence of the spin 
Hamiltonian parameters determined by EPR spectroscopy being extremely sensi-
tive to minute changes in the coordination sphere of the paramagnetic Mo(V) spe-
cies under study. A brief introduction to Mo(V) EPR spectroscopy is given as 
background material in order for the reader to appreciate the subsequent discussion 
of the EPR spectra from DMSO reductase [33,34]. 

2.  EPR STUDIES OF MO(V) SPECIES 

EPR spectra of mononuclear molybdenum complexes or metalloenzymes can 
be interpreted with the aid of a spin Hamiltonian [33–36]: 

nH B g S S A I I P I B I , (1) 

where terms (interactions) from left to right correspond to the electron Zeeman, 
Hyperfine, Quadrupole, and nuclear Zeeman interactions, and S and I are the elec-
tron and nuclear spin operators, respectively, g and A are the electron Zeeman and 
hyperfine coupling matrices, respectively, P the quadrupole tensor, n the nuclear 
gyromagnetic ratio,  the Bohr magneton, and B the applied magnetic field. Addi-
tional Hyperfine and Quadrupole terms will be required when the magnetic mo-
ment of the unpaired electron interacts with the magnetic moment of ligand nuclei 
possessing a nonzero nuclear spin, such as 1H, 2H, 17O, and 33S. For further infor-
mation, the reader is referred to Chapters 4 and 5 in Volume 28 of this series 
[35,36]. 

Naturally abundant molybdenum occurs as seven isotopes: 92, 94, 95, 96, 97, 98, 

100Mo [37]. The 95Mo and 97Mo isotopes account for 25.5% of the mass of naturally 
abundant Mo (Table 1) and possess a nuclear spin of 5/2. The other five isotopes 
have no nuclear spin. When Mo is present in molecules in a paramagnetic state (i.e., 
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Mo(III) or Mo(V)), the room temperature EPR spectrum1 will consist of a major 
resonance with an intensity representing 74.53% of the Mo atoms containing no 
nuclear spin that is in the center of, and flanked by, six minor resonances with in-
tensities (4.245%), representing the 25.47% of Mo atoms with a nuclear spin of 5/2 
[38,39]. These six minor resonances arise though hyperfine coupling of the nuclear 
spin of the Mo atom with the unpaired electron spin. This type of spectrum (Fig. 2)
is indicative of a solution of an axially coordinated complex at ambient tempera-
ture, where the molecules are able to tumble freely, averaging out any g- or A-
anisotropy present in the system. However, EPR spectra of Mo(V) species exhibit-
ing low symmetries and measured at low temperature produce complicated spectral 
line shapes (Fig. 2) as a consequence of the coordination geometry and symmetry 
of the metal ion, the ligands coordinating to the metal ion, and the extent of delo-
calization of the unpaired electron onto the ligands [38–42]. Interpretation of these 
spectra is thus nontrivial as a consequence of overlapping resonances, and there-
fore one or more of the following approaches is required for a complete analysis of 
the spectra. These approaches involve: 

   • Multifrequency EPR, which exploits g-value resolution, state 
mixing, and distributions of parameters to improve spectral 
resolution [38,39], 

   • High-resolution CW and pulsed techniques such as electron nu-
clear double resonance (ENDOR), electron spin echo envelope 
modulation (ESEEM), and hyperfine sublevel correlation spec-
troscopy (HYSCORE) for identifying coupled nuclei in the first 
and second coordination spheres of metal ions [43–50], 

   • Isotope enrichment [1,28,31,32,44,48–50], 
   • Computer simulation to extract spin Hamiltonian parameters 

[35,51], and 
   • Manipulation of experimental spectra using computational tech-

niques such as deconvolution of lineshapes and difference spec-
tra [3]. 

Each approach has been utilized in the analysis of EPR spectra of Mo(V) spe-
cies.

3.  EPR STUDIES OF DMSO REDUCTASE 

The following sections not only describe the early biochemical studies of 
DMSO reductase incorporating Mo(V) EPR spectroscopy [19,21,22,52], but also 
present new insights into the electronic structure of the molybdenum(V) catalytic 
intermediates. The terminology of Bennett et al. [22] used to identify Mo(V) spe-
cies of DMSO reductase by way of their giso values will be used throughout this 
chapter. High-g species are those with giso values that approximate 1.98, while 
Low-g species are those with giso values that approximate 1.96. Within this nomen-
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clature scheme, the High-g and Low-g signals are further categorized as Type 1 or 
2 depending on their appearance. Additionally, the terms “split” and “unsplit” refer 
to the presence or absence of superhyperfine coupling to one or more protons in the 
continuous wave EPR spectra. Readers interested in the EPR spectroscopic charac-
terization of the catalytically active tungsten-containing DMSO reductase are re-
ferred to the reviews on bioinorganic chemistry of tungsten [53,54]. 

3.1.  Respiratory DMSO Reductase 

DMSO reductase extracted from E. coli (termed DmsABC) is a membrane-
bound enzyme and is made up of three subunits comprising a catalytic molybde-
num center in the form of bis(MGD)Mo (DmsA), a subunit containing four [4Fe–
4S] clusters (DmsB), and a hydrophobic polypeptide membrane anchor unit 
(DmsC) that secures DmsB to the membrane [55,56]. Respiratory DMSO reductase 
is a terminal reductase able to reduce DMSO as well as a number of S- and N-
oxides and pyridine N-oxide substrates, while menaquinol is oxidized to 
menaquinone, causing a proton gradient across the inner bacterial membrane 
[1,57,58]. An Mo(V)-centered EPR signal [g1 = 1.987, g2 = 1.976, g3 = 1.960 (gav = 
1.974)] similar to the High-pH form exhibited by E. coli nitrate reductase was pro-
duced by fully oxidized resting membranes isolated from DMSO reductase en-
riched cells [56]. This signal, present in preparations from pH 5.0 to 9.0, slowly 
disappeared upon reduction to ~100 mV and did not reappear when the enzyme 
was reoxidized at this stage. If the enzyme was further reduced, however, the sig-
nal intensity increased once again, reaching a maximum at around –55 to –75 mV 
before disappearing completely. The process was found to be reversible in this 
range of potentials. The maximum Mo(V) signal intensity was found to occur at 
the potential corresponding to the average of the Mo(VI)/Mo(V) and Mo(V)/ 
Mo(IV) couples for this enzyme [56]. 

By mutating the molybdenum ligand Ser-176 in E. coli DMSO reductase with 
a number of different amino acids, a variety of new EPR signals were obtained, 
indicating the involvement of Ser-176 as a ligand in the molybdenum ions’ coordi-
nation sphere of E. coli DMSO reductase [59]. 

3.2.  Periplasmic DMSO Reductase 

DMSO reductase extracted from the periplasm of R. capsulatus and R. sphaer-
oides contains no prosthetic group other than the active site molybdenum cofactor, 
making it an ideal model enzyme system to study the catalytic mechanism. In addi-
tion to being able to utilize DMSO as substrate, this enzyme can also catalyze the 
reduction of a number of S-oxide, N-oxide, and pyridine N-oxide substrates with an 
accompanying two-electron transfer [1,2]. 

Three independent X-ray crystal structures (Table 2) of native (resting, 
Mo(VI)) DMSO reductase purified from R. sphaeroides [60] and R. capsulatus
[61,62] were published by the end of 1997. However, there was no consensus re-
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garding the number and identity of the ligands coordinated to the molybdenum ion 
within these structures. One major discrepancy between all three structures was the 
Mo–S distances of the Q-MGD moiety. Although the structure of McAlpine et al. 
[62] showed that both the P- and Q-MGD moieties were bound to the molybdenum 
atom, the structure of the R. sphaeroides enzyme displayed a Q-MGD Mo–S2 dis-
tance of 3.1 Å [60], while the structures of Schneider et al. [61] and McAlpine et al. 
[62] revealed that the dithiolene sulfurs of Q-MGD were not coordinated to the 
molybdenum ion. The Mo–S distances of the dithiolene Q-MGD sulfurs were in 
this case determined to be 3.5 and 3.9 Å to S1 and S2, respectively. Additionally, 
the dithiolene sulfur atoms of the displaced Q-MGD moiety were found to interact, 
with a reported S1–S2 distance of 2.5 Å [61]. In contrast, the dithiolene sulfurs of 
the P-MGD moiety were found to be well within the coordination sphere of the 
molybdenum ion in all three structures, with Mo–S distances ranging between 2.3 
and 2.5 Å [60-62]. 

There has also been considerable debate regarding the nature of the remaining 
ligands coordinated to molybdenum in the oxidized crystal structures of DMSO 
reductase. While it is accepted that the molybdenum atom is bound to the O of Ser-
ine-147 in all three structures, the X-ray structures of the enzyme originating from 
R. capsulatus (McAlpine et al. [62] and Schneider et al. [61]) indicated the pres-
ence of two oxo groups, while that of the R. sphaeroides enzyme (Schindelin et al. 
[60]) indicated only a single oxo group. Supporting spectroscopic evidence for 
these structural differences came from EXAFS [63,64], while resonance Raman 
spectroscopy of DMSO reductase purified from R. sphaeroides supported the view 
that a single oxo group is present in the resting enzyme [65,66]. 

The debate regarding the structure of the molybdenum active site of DMSO 
reductase was finally resolved when a high-resolution (1.3 Å) crystal structure of 
oxidized DMSO reductase from R. sphaeroides was published [23]. This revealed 
that the molybdenum ion's coordination sphere in the structure of DMSO reductase 
was discretely disordered, occurring as hexa- and pentacoordinate sites (Table 2, 
Fig. 3b,c) [23]. The hexacoordinate molybdenum structure (Fig. 3b) shows the Mo 
ion is ligated by the four sulfur atoms of the P- and Q-MGD moieties, with an av-
erage Mo–S bond length of 2.43 Å. The remaining ligands consist of a single oxo 
group at 1.76 Å and the oxygen atom from a Serine-147 sidechain at 1.84 Å. The 
pentacoordinate molybdenum structure (Fig. 3c) has only the P-MGD moiety 
within the coordination sphere of the molybdenum atom, with Mo–S bond lengths 
of 2.50 and 2.45 Å to S1 and S2, respectively. The Q-MGD Mo–S bond lengths of 
3.62 and 4.53 Å for S1 and S2, respectively, mean that the Q-MGD is no longer 
considered a ligand of Mo. The other ligands of Mo in this structure were deter-
mined to be two oxo groups at 1.75 and 1.71 Å for O1 and O2, respectively (O1 is 
common between the hexa- and pentacoordinate forms) and the oxygen atom of 
Serine-147 at 1.92 Å. The major difference between these two structures was found 
to be the displacement of the molybdenum atom by 1.6 Å [23], and it was proposed 
that this discrete disorder was responsible for the different crystal structures origi-
nally elucidated for DMSO reductase [23]. 
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3.2.1.  Mo(V) EPR Signals from Periplasmic DMSO Reductase 

Molybdenum(V) EPR signals from dimethylsulfoxide reductase extracted 
from the bacterial sources R. capsulatus and R. sphaeroides have been previously 
reported [19,22,52]. These have revealed a remarkable flexibility about the molyb-
denum center of the enzyme, with Bennett et al. reporting four major signal types 
from the R. capsulatus-derived protein [22]. The Mo(V) EPR signals from these 
two bacterial types display similar lineshapes and parameters under similar condi-
tions. The signals have been shown to change only slightly with changes in pH and 
buffer related anions [19,22]. 

3.2.1.1.  Low-g Mo(V) EPR active species 

Dithionite reduction of DMSO reductase in Bicine (N,N-bis(2-hydroxyethyl) 
glycine) buffer, pH 8.2, produces Mo(V) EPR signals with gav values of approxi-
mately 1.96 (Fig. 4a) [22,69,95]. Computer simulation [51] of this spectrum with 
an orthorhombic spin Hamiltonian (Eq. (1)) and the parameters in Table 3 revealed 
that the majority of resonances are attributable to an Mo(V)-centered signal (Fig. 
4b) previously described and designated the Low-g Type-1 signal [22]. Since the 
magnitude of g ( g = gi – 2.00232; i = x,y,z) decreases as the number of sulfur 
atoms coordinated to the molybdenum ion increases [39,41,42], a consequence of 
spin–orbit coupling from sulfur, the Low-g Mo(V) species are expected to have a 
reduced number of sulfur atoms ligated to the Mo(V) center. A comparison of the 
spin Hamiltonian parameters for the Mo(V) Low-g Type-1 signal seen in the di-
thionite-reduced DMSO reductase with other Mo(V) enzyme-based EPR signals 
indicates that it is very similar to that of the Slow (nitrate) signal from desulfo xan-
thine oxidase (XO) (Table 3) [13,22,67,68]. The similarity between the g-matrices 
for the two signals implies that the species responsible for both signals must pos-
sess similar Mo coordination spheres [22,69,95], as these parameters are highly 
sensitive to changes in geometry and ligation. Since the xanthine oxidase family of 
enzymes contains only one molecule of MPT (Fig. 3a) [1–3,11,12], it is highly 
likely that the DMSO reductase Low-g Type-1 species has one molecule of MGD 
coordinated (through the dithiolene S atoms) to the molybdenum ion. As discussed 
above, X-ray crystallographic data for the five-coordinate structure of DMSO re-
ductase reveals that the dithiolene sulfurs from the P-MGD remain coordinated to 
the molybdenum ion while the dithiolene sulfurs of the Q-MGD are outside the 
molybdenum coordination sphere [61]. 

The presence of an anion in the coordination sphere of the species responsible 
for the Slow (nitrate) signal of desulfo XO was suggested by EPR [67,68]. Bennett 
et al. [22] proposed that an anionic ligand is also present in the DMSO reductase 
Low-g Type-1 signal-giving species. This anion must presumably originate from 
the buffer solution, as the Low-g Type-1 signal was only observed using DMSO 
reductase samples that had been dialyzed into Bicine pH 8.0 buffer prior to anaero-
bic reduction with dithionite. Hepes (4-(2-hydroxyethyl)-1-piperazineethanesul-
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fonic acid) has been shown crystallographically to bind at the active site of DMSO 
reductase [61]. 

95Mo enrichment of DMSO reductase has enabled the determination of the 
ground-state molecular orbital and allowed a comparison of the 95Mo hyperfine 
matrix for the enzyme with model Mo(V) complexes and other molybdoenzymes, 
in order to gain insights into the structure of the Low-g Type-1 center [69,95]. Re-
duction of 95Mo-enriched DMSO reductase with sodium dithionite produced the 
spectrum shown in Figure 5a, attributable to the Low-g Type-1 Mo(V) species. The 
three resonances at B = 330.7, 336.7, and 340.0 mT (labeled with vertical lines) 
correspond to a sulfur-centered radical (§3.2.1.2). Computer simulation [51] of the 
spectrum with an orthorhombic spin Hamiltonian (Eq. (1)) failed to reproduce the 
resonant field positions and the spectral lineshape. However, lowering the symme-
try to triclinic and employing the spin Hamiltonian parameters listed in Table 3 
produced the spectrum shown in Figure 5b. The orientation of the principal 95Mo
hyperfine components (Euler angles , , and ) with respect to the g-matrix [51], 
whose components are assumed to lie along the x, y, and z axes, are shown in Fig-
ure 5c. A comparison of the 95Mo hyperfine matrices (Table 3) for the Low-g 
Type-1 and desulfo xanthine oxidase Mo(V) center reveals very similar principal 
95Mo hyperfine components, though the largest value (66.3  10–4 cm–1) is associ-
ated with a different g-value, and the orientation (Euler angles) of the components 
is different (Table 3). While the symmetry for the Slow Mo(V) center in desulfo 
xanthine oxidase approximates monoclinic (Cs), with a vertical plane of symmetry 
bisecting the Mo–S and Mo–O bonds (Fig. 3a) [12], the symmetry for the Low-g 
Type-1 Mo(V) species in DMSO reductase is lower and triclinic (C1), a conse-
quence of the five-coordinate distorted geometry (Fig. 3c) [23]. In the Low-g 
Type-1 Mo(V) species, there is an approximate vertical plane of symmetry that 
runs through the Mo=O bond to the oxygen atom of the ethoxy group of the Bicine 
molecule positioned near, or coordinated to, the molybdenum atom. This plane 
bisects the dithiolene moiety and the angle formed by the Mo–OH and Mo–O (Ser) 
bonds (Fig. 3c). Assuming a Cs symmetric site with the x and y axes placed be-
tween the metal–ligand bonds, the molecular orbitals can be written as [39,70] 

2 2 2 2 2
*

1 1 1[ d  d d ],a
XZX Y X Y Z

a b c

2 2 2
*

2 2 2[ d  d d ],a
XZ XZ X Y Z

a b c

2 2 2 2
*

3 3 3[ d  d d ],a
XZZ Z X Y

a b c
*

4 4[ d  d ],a
XY XY YZa b

*
5 5[ d  d ],a

YZ YZ XYa b

where, by definition, aq > bq ,cq (q = 1,2,...). Here covalency appears only implicitly 
through the metal-centered orbital coefficients , ..., . Since the molecular X and Y
axes are placed between the metal–ligand bonds (Fig. 6), the ground-state wave-
function is 2 2

*a

X Y
 (SOMO = singly occupied molecular orbital). The ground-state 
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molecular orbital 2 2X Y
 involves an admixture of the 2 2d

X Y
 orbital with the dxz

and 2d
Z

 orbitals and for the Slow Mo(V) center in desulfo xanthine oxidase, a1 > 

b1 and c1 ~ 0, i.e.. the admixture of the dxz into 2 2d
X Y

 results in a rotation of the 

2 2d
X Y

orbital about the y axis [39,42]. 

A multifrequency EPR study (Fig. 6) of the Mo(V) Cs symmetric complexes 
Tp MoS(cat) and Tp MoO(cat) (Tp  = hydrotris(3,5-dimethylpyrazol-1-yl)borate, 
cat = catechol) also reveals that gzz < gyy < gxx < ge and z z x x y yA A A , and a 
non-coincidence angle of  = 33  (Table 3) [39]. Multifrequency EPR, especially 
at S-band, was found to be particularly valuable in the unambiguous assignment of 
the spin Hamiltonian parameters in these low-symmetry complexes. The weaker -
donor terminal sulfido ligand yields a smaller SOMO–LUMO gap, and reduced g-
values for the thiomolybdenyl complexes compared with molybdenyl analogues 
supports existing crystallographic and EPR data for an equatorially coordinated 
oxo group in the active site of xanthine oxidase. In a subsequent paper [42], Drew 
and Hanson employed density functional theory (ORCA) [36] to calculate the prin-
cipal components of the g and 95Mo (A) matrices and their relative orientations and 
found that the ground state singly occupied molecular orbital was indeed 2 2d

X Y
based and the orientation of the A matrix is directly related to the orientation of this 
orbital (rotated about the y axis through mixing of the dxz as predicted from simple 
crystal field theory). The largest single contribution to the orientation of the g-
matrix arises from spin–orbit coupling of the dYZ-based lowest-unoccupied molecu-
lar orbital into the ground state. A number of smaller, cumulative charge transfer 
contributions augment the d–d contributions. Employing Tp MoO(bdt) as a model 
system, Drew and Hanson also showed that the a non-coincidence angle was
directly related to the dithiolene fold angle and that a twisting of the dithiolene unit 
could lead to triclinic symmetry, as is observed for Low-g Type-1 species and 
found crystallographically in the pentacoordinate oxidized enzyme structure [71]. 

3.2.1.2.  Observation of a novel sulfur-centered radical signal 

In addition to the Low-g Type-1 Mo(V) EPR spectrum produced upon reduc-
tion of DMSO reductase with dithionite, a spectrum consisting of three resonances 
with principal g-values all greater than or equal to 2.000 (Table 3) was observed 
(Fig. 4a) [69,95]. A similar spectrum (Fig. 5a) was observed when the molybde-
num ion in DMSO reductase was enriched with 95Mo, indicating that the unpaired 
electron is not located on the molybdenum ion. Computer simulation [51] of this 
spectrum with an orthorhombic spin Hamiltonian (Eq. (1)) and the parameters gx = 
1.9999, gy = 2.0182, gz = 2.0545, and A2(95Mo) = 5.0  10–4 cm–1 yields the spec-
trum shown in Figure 4c. A computer simulation of the experimental spectrum (Fig. 
4a) is obtained by adding Figures 4b and 4c (multiplied by 0.938) to obtain the 
spectrum in Figure 4d. The large g-anisotropy, long T1, and very small 95Mo hyper-
fine coupling indicate that the unpaired electron is centered on a dithiolene sulfur 
atom. A comparison of the g-matrices for this radical with those from an Ni(II) 
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dithiolene radical complex [72], a transient perthiyl (R–S–S·–) radical of ribonu-
cleoside-diphosphate reductase [73], and low-temperature EPR studies of protein 
thiyl radicals [74,75] (Table 3) also indicate that the orthorhombic EPR spectrum 
can be attributed to a sulfur-centered dithiolene radical and not to a carbon-, nitro-
gen-, or oxygen-centered radical. Mössbauer studies of [Au(II)(bpy)(L1)] and its 
one-electron oxidized complex ([Au(III)(bpy)(L1·)]) demonstrated that the addi-
tional electron was ligand- (sulfur-) rather than metal-centered [79]. A comparison 
of the g-matrices of the sulfur-centered radical with the series of dithiolene com-
plexes ([Co(III)(L3·)], [Pd(II)(bpy)(L1·)], and [Au(III)(bpy)(L1·)]) reveals that they 
are very similar, and thus the unpaired electron must be located on a dithiolene 
sulfur. The g- and A-anisotropy (Table 3) are also inconsistent with an SO2

– radical 
[76]. A comparison of the experimental (Fig. 4a) and simulated (Fig. 4d) spectra 
reveals that there are at least two resonances (labeled  in Fig. 4a) that do not arise 
from either the Low-g Type-1 Mo(V) species or the sulfur radical. A comparison 
of the EPR spectra from naturally abundant molybdenum (Fig. 4a) and 95Mo-
enriched (Fig. 5a) Low-g Type-1 Mo(V) species indicates that these resonances do 
not arise from molybdenum hyperfine coupling. However, it is possible that these 
resonances arise from a dipole–dipole coupled (S = 1) center involving both the 
Low-g Type-1 Mo(V) center and the sulfur-centered radical [69,95]. 

3-pulse electron spin echo envelope modulation (ESEEM) [80,81] spectra of 
95Mo-enriched samples of dithionite-reduced DMSO reductase in 50 mM Bicine, 
pH 8.0, were measured at three different magnetic fields (B = 337.0, 341.4, and 
345.0 mT, corresponding to the g-values (gz = 2.0545, gy = 2.0182, and gx = 
1.9999) for the sulfur-centered radical), and revealed several overlapping peaks 
between 1 and 6 MHz and a peak corresponding to the proton Larmor frequency 
between 14 and 15 MHz. The latter peak at the three different orientations exhibits 
slight broadening, indicating weak coupling (<1 MHz) to one or more protons. The 
peaks between 1 and 6 MHz arise from 14N hyperfine coupling but cannot be easily 
assigned. HYSCORE [80–82], a two-dimensional technique, correlates the transi-
tions from the MS = –1/2 manifold, with those from the MS = +1/2 manifold, sim-
plifying the analysis [80–82]. The HYSCORE spectra measured at the three orien-
tations (Fig. 7a, 342.2 mT; Fig. 7b, 337.1 mT, and Fig. 7c, 345.0 mT) reveal strong 
ridges in the (–+) and (+–) quadrants and a number of cross peaks (2–5 MHz, 2–5 
MHz) in the (++) quadrant that arise from 14N hyperfine coupling. The weak pro-
ton coupling was also evident in the HYSCORE spectra. The notation of Dikanov 
et al. [83] was employed to identify the features in the HYSCORE spectrum. For 
example, the ridges centered at ( 5.0, ±9.2) MHz refer to ridges centered at (–5.0, 
+9.2) MHz and (–9.2, +5.0) MHz. 

Of the features in the HYSCORE spectra that are attributable to 14N hyperfine 
coupling, only the well-resolved pair of ridges at ( 5.5, ±9.2) MHz can be defini-
tively assigned. These peaks arise from correlations between the double quantum 
transitions in the two-electron spin manifolds. These peaks are typically well re-
solved in powder HYSCORE spectra, as the frequencies of these transitions are 
only weakly dependent on the anisotropic terms in the spin Hamiltonian. The other 
peaks in the HYSCORE spectra are attributed to correlations between single quan-
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tum transitions but cannot be easily assigned without more knowledge of the field 
dependence of the frequencies. 

The double quantum peaks in the HYSCORE spectra at the three orientation-
selective field positions can be used to estimate the diagonal elements of the nitro-
gen hyperfine matrix in the g-matrix coordinate system [84]. Using Eq. (5.1) given 
by Dikanov et al. [84] and the center of the ridges at the three field positions, we 
obtain the values (Ax = 6.33, Ay = 6.36, and Az = 6.08 MHz). It is likely that the 
principal axes of the g- and nitrogen hyperfine matrices are not colinear. The ani-
sotropic contribution to the nitrogen hyperfine interaction will therefore be slightly 
larger. This is supported by the elongation of the double quantum ridges at each of 
these field positions. 

The frequencies of the double quantum cross peaks (compare Figs. 7a–c with 
Fig. 7d) were reproduced with the following spin Hamiltonian [33–35]: 

, ,

( )i i i i iN iN
i x y z

H B g S S A I

          2 2 21
3, , ,( ( 1)) ( )N z N N N x N y N N NP I I I I I B I ,  (4) 

and the spin Hamiltonian parameters PN = –1 MHz,  = 0, Aiso = 6.7 MHz, Ax = 7.5 
MHz, Ay = 6.5 MHz, and Az = 6.08 MHz. Although the anisotropy in the hyperfine 
interaction cannot be accurately defined from these experiments, its magnitude is 
relatively small (A i = 0.8, –0.2, –0.7 MHz, where A i = Ai – Aiso, i = x,y,z). This set 
of parameters can also explain the origin of the other peaks in the (–+) and (++) 
quadrants (Fig. 7). 

These results are consistent with the X-ray structures determined by Schinde-
lin et al. [60], Schneider et al. [61], and Li et al. [22], where the longer Mo–S2 (Q-
MGD) distance of 3.1 Å in the structure of Schindelin et al. indicates a species in 
which the molybdenum ion is in the process of moving away from the Q-MGD, 
while the pentacoordinate structures [22,61] describe a species where the Q-MGD 
is fully removed from the coordination sphere of the molybdenum atom. With 
these observations in mind, the dithiolene S of the Q-MGD moiety is an excellent 
candidate for the sulfur-centered radical. 

3.2.1.3. Mechanism of formation of the low-g type-1 species and 
  the sulfur-centered radical 

A plausible mechanism for the reduction of Mo(VI) to Mo(IV) involving pro-
ton-coupled electron transfer has been established from extensive studies of oxo-
molybdenum enzymes, especially the xanthine oxidase family of enzymes and their 
synthetic analogues [1–3,30–32,38–41]. By analogy with the desulfo form of xan-
thine oxidase, a mechanism involving successive proton-coupled electron transfer 
for the reduction of the five-coordinate dioxo Mo(VI) form of DMSO reductase 
has been proposed (Fig. 8a). The Mo(V) species (Species 2) corresponds to the 
Low-g Type-1, which has an unpaired electron in the ground-state molecular or-
bital 1 = a[a1 2 2d

X Y
+ b1 dXZ + c1 2d

Z
] and strongly interacts with a proton, as-
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sumed to arise from the protonation of the equatorial oxo group. A similar mecha-
nism can be derived for the six-coordinate Mo center (Fig. 8b), in which successive 
one-electron reduction of the native (Mo(VI)) enzyme (Species 4) to the hexacoor-
dinate Mo(V) species (Species 5) and then to the pentacoordinate Mo(IV) species 
(Species 6) occur. However, Species 5 corresponds to the High-g Split Mo(V) spe-
cies observed by Bennett et. al. and not the Low-g Type-1 species [22]. 

An alternative reductive pathway (Fig. 8b) involves intramolecular electron 
transfer of the (native, Mo(VI)) enzyme (Species 4) to give Species 5, which can 
subsequently undergo protonation of the oxo group to give Species 10. Interest-
ingly, the reduction of Species 4 to Species 10 also involves coupled proton–
electron transfer. One electron reduction of Species 10 can yield the Mo(IV)–
sulfur-centered radical (Species 11) or the Low-g Type-1 Mo(V) species (Species 
12), in which one of the dithiolene moieties is no longer coordinated to the molyb-
denum ion. The sulfur-centered radical (Species 11) may also be formed via in-
tramolecular electron transfer of the High-g Split Mo(V) species (Species 5). 

Resonance delocalization of the unpaired electron on the sulfur atom (Species 
11) onto the pyranopterin ring system (Fig. 9) would undoubtedly enhance the sta-
bility of this species. Importantly, this resonance delocalization predicts hyperfine 
coupling to a single nitrogen atom (N8), which was found experimentally from the 
HYSCORE spectra. The magnitude of Aiso (14N), 6.7 MHz, indicates that the high-
est occupied molecular orbital has 0.4% s-character and, assuming Aaniso= 1 MHz, 
1.8% p-character. This is inconsistent with dipole–dipole coupling to the nitro-
gen(s) of His-643, Trp-116, and N(5), which are between 3.4 and 5.9 Å away from 
the sulfur atom containing the unpaired electron and would only be expected to 
contribute less than 0.14 MHz to the anisotropy of the 14N hyperfine matrix. 

Both Species 8 and 10 formerly contained two unpaired electrons (one on each 
of the molybdenum and sulfur atoms), and it would be expected they would be 
either exchange or dipole–dipole coupled. The resonances identified by an asterisk 
in Figure 4a may indeed arise from dipole–dipole coupling of these two unpaired 
electrons. 

The formation of the sulfur-centered radical in the native (resting, Mo(VI)) en-
zyme may occur through oxidation of Species 10 to yield Species 9, or alterna-
tively, through a one-electron oxidation of Species 7 and subsequent protonation, 
to yield Species 9. The lack of resonances attributable to a dipole–dipole coupled 
center (compare Figs. 4a and 5a) indicates that the oxidation state of the molybde-
num ion is either +4 or +6, with the latter more likely, as proposed by Species 9. 
Resonance stabilization of Species 12 is also likely to increase the lifetime of the 
sulfur-centered radical. The presence of a small proportion of Species 9 in the na-
tive enzyme suggests that the two species (4 and 9) are in equilibrium, and perhaps 
the dissociation of the dithiolene sulfurs represents the first step in the reductive 
half of the reaction cycle. 

X-ray crystallographic data of oxidized DMSO reductase shows that the pyran 
ring deviates from the plane of the pyrazine ring by 30  in the P-MGD and 50  in 
the Q-MGD moiety, suggesting that they are not identical [1]. In support of this, a 
study of the oxidation state of the modified pterin in the extracted cofactor of 
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DMSO reductase from R. capsulatus revealed that it is possible that each of the 
two MGD moieties are in different redox states [85]. This was achieved by com-
paring the absorption spectrum of the extracted cofactor with pterin standards of 
known redox state and measuring the extent of reduction of 2,6-dichloro-
phenolindophenol (DCPIP) by the pterins. The absorption spectrum of the ex-
tracted cofactor is also consistent with the presence of both dihydro- and fully re-
duced tetrahydo-pterin species. The results of treatment with DCPIP indicated the 
presence of an MGD moiety containing a pyrazine ring at the oxidation level of a 
dihydropterin and an MGD species containing a pyrazine ring at the oxidation level 
of a fully aromatic pteridine. From the above results, the P-MGD was presumed to 
be in the unreactive, fully oxidized state whilst the Q-MGD was proposed to be in 
the saturated, reactive dihydro state, as reflected in the labile nature of the Mo–S 
bonds in the Q-MGD determined by X-ray crystallography [60,61]. 

A study by Luykx et al. [86] reported a molybdopterin-based S = ½ radical sig-
nal appearing in the EPR spectra of oxidized aldehyde dehydrogenases from Co-
mamonas testosteroni and Amycolatopis methanolica. Hyperfine coupling con-
stants (Table 3) were consistent with the presence of an Mo(VI)–trihydropyrano-
pterin radical, with the N5 atom (pterin nomenclature) of the pterin moiety hydro-
gen bonding to two locations in the protein structure. It was proposed in this study 
that the molybdopterin cofactor could behave as a dinuclear redox center, due to 
the electron spin density being present at the molybdenum atom and/or around the 
N5 atom of the pterin. The role in electron transfer of the pterin ring system in 
these enzymes is proposed to be that of a one-electron carrier, capable of transfer-
ring electrons to a nearby [2Fe–2S]2+/1+ cluster as it cycles between trihydropyran-
opterin and tetrahydropyranopterin redox states. The presence of a pterin-based 
radical in aldehyde dehydrogenases and a sulfur-centered radical in DMSO reduc-
tase strongly support the involvement of the pterin moiety in electron transfer be-
tween the native electron donor of each enzyme (DorC in the case of DMSO reduc-
tase) [87,88] and the molybdenum active site. 

Another study [89] that utilized gas-phase photoelectron spectroscopy (PES) 
probed the covalency of Mo–S dithiolene interactions through the use of model 
Mo(VI) complexes in which a dithiolene group is ligated to the molybdenum ion. 
The stabilizing nature of the Mo–S interaction was proposed to be the principal 
function of the dithiolene moiety and was termed the “electronic buffer” effect, 
since it would dampen the effects of change in metal ion oxidation state and oxy-
gen atom transfer during the catalytic cycle of molybdoenzymes. These findings 
seem to indicate that, even if the pterin moiety is not directly involved in formal 
electron transfer that takes place during the catalytic cycle of these enzymes, it is 
most likely involved in dissipating charge after electronic changes around the metal 
center, such as the loss or gain of an axial ligand (e.g., an oxo group in DMSO re-
ductase). Indeed, in a review of protein-based radicals in metalloproteins, it was 
suggested that the primary function of these radicals was to neutralize the charge 
on the accompanying metal centers [90], which could be important in stabilizing 
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reaction intermediates following coordination of DMSO to the molybdenum center 
during catalysis. 

The crystal structure of aldehyde oxidoreductase (Mop) from Desulfovibrio 
gigas [1,91] exhibits attributes that imply that DMSO reductase is not the only mo-
lybdoenzyme to possess facile dithiolene binding. The structure of oxidized 
Mop contains a dithiolene S–S distance of 3.0 Å, compared with 3.5 Å in the struc-
ture of the reduced species. The presence of a partial disulfide bond in the oxidized 
enzyme, which is broken upon formation of the reduced species, is proposed 
to represent evidence pointing to the pterin moiety having been incorporated into 
the structure of molybdoenzymes to modulate the redox potential of the molybde-
num atom. 

3.2.1.4.  The borohydride signal 

The Borohydride Signal is produced by treating DMSO reductase with benzyl 
viologen (BV·+) in the presence of sodium borohydride (NaBH4), but is unable 
to be generated using any other reductant [22]. Formation of this species results in 
an approximately 40% loss of enzyme activity. The species responsible for the 
signal has been shown to contain anywhere from 2 to 30% Mo(V) and is resistant 
to oxidation; however, it is abolished upon prolonged dialysis. Treatment of the 
sample displaying the borohydride signal with dithionite results in replacement of 
this signal with transient Mo(V) signals that have not been well studied; however, 
reoxidation of these samples with oxygen has been shown to regenerate the boro-
hydride signal. 

3.2.1.5.  High-g unsplit type-1 and type-2 

Room-temperature EPR potentiometry was used to directly monitor the ap-
pearance and disappearance of the paramagnetic (S = 1/2) Mo(V) species during 
reduction of the Mo(VI) species to Mo(IV) and its reoxidation [19,56,92–94]. EPR 
spectra observed in a typical titration in the reductive direction are shown in Figure 
10 [94,95]. A plot of the integrated intensity or the relative amplitude of the gz
resonance was plotted against the applied potential (Fig. 11a) [92,94]. This was 
fitted with the Nernst equation and a biphasic reduction to produce the results listed 
in Table 4. A comparison of the Mo(VI/V) midpoint potentials at pH 6.0 and 8.0 
(Table 4) indicates that the Mo(VI/V) redox couple is pH dependent, involving a 
single proton. Interestingly, whilst this redox couple involves protonation, the con-
tinuous wave EPR spectrum of the Mo(V) species (High-g Unsplit Type-2, Fig. 10) 
does not show any hyperfine coupling from strongly coupled protons. Following 
reduction of the enzyme to Mo(IV), an oxidative titration was performed and Fig-
ure 11b shows that the redox-integrated signal intensity of Mo(V) at a given redox 
potential species was similar to that of the Mo(V) species during reductive titration 
[92,94]. However, a notable difference was that, upon reoxidation, the Mo(V) spe-
cies generated was the High-g Split form of DMSO reductase (Fig. 11c). The hy-
perfine coupling in this signal-giving species has been demonstrated to arise from a 
strongly coupled proton [22,96]. In order to characterize the High-g Unsplit species 
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further, 95Mo isotope enrichment was undertaken in conjunction with CW-EPR 
spectroscopy of the Mo(V) species and also undertook high-resolution pulsed EPR 
studies of the native enzyme [94,95]. 

Reduction of DMSO reductase by dimethylsulfide (DMS) has been shown 
crystallographically and spectroscopically to produce a “pink” form of the enzyme 
in which the Mo ion is in the +4 oxidation state [24]. Furthermore, DMS coordi-
nates through the terminal oxo ligand in the oxidized enzyme to yield a coordinated 
DMSO molecule. Anaerobic oxidation of this “pink” form of the enzyme with half 
an equivalent of the oxidant DCPIP yields the spectrum shown in Figure 12a 
[94,95]. Solvent exchange into 2H2O yields the spectrum shown in Figure 12b. 
Whilst the greater spectral resolution (narrower linewidths) in Figures 12b versus 
that of 12a (1H2O) may at first glance suggest the presence of proton hyperfine 
coupling, the correct interpretation is that the lineshape differences and the appear-
ance of additional resonances (at high field) result from different proportions of the 
High-g Unsplit Type-1 and Type-2 species in these samples [94,95]. Addition of 
phenazine ethosulfate (PES) in conjunction with 2,6-dichlorophenolindophenol 
(DCPIP) produces an EPR spectrum (Fig. 12c) arising from a single species, the 
High-g Unsplit Type-2 species [94,95]. Clearly, PES facilitates electron transfer to 
the Mo center, pushing the equilibrium involving the High-g Unsplit Type-1 and -2 
Mo(V) species to the High-g Unsplit Type-2 species, and this is consistent with the 
requirement for PES for rapid turnover of the enzyme when DMS is used as a re-
ductant [97]. Computer simulation [51] of the High-g Unsplit Type-1 and Type-2 
species (Mo (I = 0) resonances) using an orthorhombic spin Hamiltonian (Eq. (1)) 
and the spin Hamiltonian parameters in Table 5 produced spectra for the High-g 
Unsplit Type-1 (Fig. 12d) and Type-2 species (Fig. 12e) [94,95]. 

Isotopic enrichment with 95Mo (I = 5/2) to 96.8% increases the intensity of the 
hyperfine resonances and, in conjunction with computer simulation, allows deter-
mination of the A(95Mo) hyperfine matrix and the identity of the ground-state mo-
lecular orbital containing the unpaired electron. An X-band EPR spectrum of 95Mo-
enriched DMSO reductase reduced anaerobically with DMS and subsequently oxi-
dized with DCPIP, but without PES, is shown in Figure 13c [94,95]. A comparison 
of Figures 13a and 13c reveals that the predominant species giving rise to the EPR 
spectrum in Figure 13c is the High-g Unsplit Type-2 species, though there is a sig-
nificant amount of the High-g Unsplit Type-1 species present. Computer simula-
tion of the spectrum arising from the High-g Unsplit Type-2 species (Fig. 13c) em-
ployed an orthorhombic spin Hamiltonian (Eq. (1)) and the spin Hamiltonian pa-
rameters listed in Table 5 [51,94,95]. Whilst the resonant field positions for the 
simulated spectrum (Fig. 13d) are accurate, the intensities in the low-field region 
do not accurately reproduce those observed experimentally, a consequence of the 
presence of the High-g Unsplit Type-1 species. 

While the redox potentiometric titrations [92] indicated that the Mo(VI/V) 
couple was pH dependent, in agreement with that obtained from cyclic voltam-
metry [93], the continuous wave EPR spectrum of the High-g Unsplit Type-2 spe-
cies did not resolve any strongly coupled proton hyperfine coupling [94,95]. High-
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resolution pulsed EPR spectroscopy was employed to probe the origin of the pH 
dependence of the Mo(VI/V) redox couple. A pulsed field-swept EPR spectrum 
(Fig. 14a) of the High-g Unsplit Type-2 species was generated by reducing DMSO 
reductase with DMS and subsequently oxidizing the enzyme with DCPIP in the 
presence of PES [94,95]. HYSCORE spectra (Figs. 14b,c) were measured along 
the perpendicular (B = 349.2 mT) and parallel (B|| = 352.2 mT) directions of g,
respectively. The positive quadrant of the HYSCORE spectrum along the perpen-
dicular region reveals cross peaks at 12.7, 17.3 and 17.3, 12.7 MHz attributable to 
1H hyperfine coupling and a peak along the diagonal at 2.99 MHz corresponding to 
the Larmor frequency for 14N at 349.2 mT. The signal-to-noise is not sufficient 
(after scanning for 100 scans (30 shots per loop)) to accurately determine the 14N
hyperfine coupling at this magnetic field. The tau values were optimized to elimi-
nate the blind spots for the nitrogen hyperfine couplings, which produces nodes in 
the proton cross peaks (Fig. 14b) [94,95]. 

Reduction of DMSO reductase with sodium dithionite and then poising the po-
tential at +56 mV with potassium ferricyanide yields an EPR spectrum consisting 
of the High-g Unsplit Type-2 and High-g Split Mo(V) species (Fig. 15a). Subse-
quent addition of DMSO to the sample results in an EPR spectrum of the High-g 
Unsplit Type-2 Mo(V) species (Fig. 15b). The signal lost upon addition of DMSO 
(utilizing difference spectra) was the pure High-g Split signal (Fig. 15c). This indi-
cates that the High-g Split Mo(V) species is involved in the oxidative half reaction 
[92,94]. 

In agreement with previous observations, the High-g Unsplit Type-2 signal-
producing species is formed either upon reductive treatment of DMSO reductase 
[19,59,97] or following incubation of the DMS-reduced form of DMSO reductase 
with PES/DCPIP [94,95,98]. The High-g Unsplit Type-2 Mo(V) species was 
named because there was no evidence from the CW X-band EPR spectrum for hy-
perfine coupling associated with an exchangeable proton close to the molybdenum. 
However, 3-pulse ESEEM and HYSCORE studies revealed weak 14N and 1H hy-
perfine coupling whose origin will be described below [94,95]. 

The spin Hamiltonian parameters determined for the High-g Unsplit Type-2 
species (Table 5) show that g > g||, which is unusual for oxomolybdenum(V) 
complexes that normally have an unpaired electron in a 2 2d

X Y
 ground-state 

molecular orbital (x and y principal axes lie between the metal ligand bonds), 
leading to g|| being greater than g [38–40]. However, for non-oxo molyb-
denum(V) complexes such as [Mo(abt)3]– [30,38] (abtH2 = o-aminobenzenethiol) 
and [Mo(S2C2H2)3]– [99,100], which have a trigonal prismatic geometry (D3h
symmetry), the unpaired electron is located in a 4a1  molecular orbital (see Fig. 2 
in [32]), which involves the overlap of the Mo 2d

Z
 atomic orbital with a set of 

ligand pZ atomic orbitals [100]. The net result from an EPR perspective is that g is
greater than g||, as observed experimentally for [Mo(abt)3]– (Table 5) [30,38]. g is
also greater than g|| for the molybdenum(V) analogue of amavadin [101,102] and 
the molybdenum (V) complexes [39,42] Tp MoO(cat) and Tp MoS(cat) (Table 3). 
However, the catecholate complexes exhibit monoclinic Cs symmetry, producing a 
ground-state molecular orbital that involves an admixture of the 2 2d

X Y
 orbital with 
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the dXZ orbital. This results in a rotation of the 2 2d
X Y

-based orbital about the Y axis 
and the presence of a noncoincident angle, between the gZ, AZ and gX, AX
principal axes [42]. Computer simulation of the High-g Unsplit Type-2 spectrum 
(Table 5) did not require inclusion of a noncoincident angle, indicating that the 
unpaired electron is in a 2Z

d -based molecular orbital [94,95]. 
Further insights into the structure of the High-g Unsplit Type-2 Mo(V) species 

can be obtained from the high-resolution X-ray crystal structure of DMSO reduc-
tase. The magnitude of the g- and A-values and the observed g-anisotropy (Table 5) 
[41,42] indicate that both the P-MGD and Q-MGD dithiolenes are coordinated to 
the molybdenum atom and that the geometrical arrangement of the ligating atoms 
is trigonal prismatic [23]. In addition, the lack of strong proton hyperfine coupling 
indicates that the oxo group is not protonated. Consequently, the six-coordinate 
geometry of the Mo(VI) species (Fig. 3a) is retained upon reduction of the resting 
enzyme to Mo(V) and the desoxo Mo(IV) species. Closer examination of the X-ray 
crystal structure [23] reveals that the indole nitrogen of Trp-116 is hydrogen 
bonded to the oxo group (Fig. 1a), which may explain the origin of the 14N and 1H
hyperfine coupling observed in the ESEEM and HYSCORE spectra since the un-
paired electron is in a 2Z

d -based ground state with the z axis lying along the Mo=O 
triple bond. 

Small quantities of the High-g Unsplit Type-1 Mo(V) species were also ob-
served in the resting form of DMSO reductase and as a minor Mo(V) species 
formed during DMS reduction of DMSO reductase and subsequent reoxidation of 
the enzyme with DCPIP [94,95]. In comparison with EPR signals generated by 
other oxomolybdenum enzyme species (Table 5), the High-g Unsplit Type-1 signal 
shows most similarity to the High-pH signal from E. coli nitrate reductase 
[22,103,104]. However, the species responsible for the High-pH signal shows weak 
superhyperfine coupling to a single exchangeable proton [103]. Since the g- and 
95Mo hyperfine matrices for the High-g Unsplit Type-1 and Type-2 species are 
similar, they are expected to be structurally similar. It has been previously ob-
served that the buffer solution used to measure the EPR spectra of different Mo(V) 
signals from DMSO reductase affects the lineshape (g-values) of the High-g 
Unsplit Type-1 spectrum. It was proposed that the binding of a buffer anion to the 
molybdenum atom was the cause of these observations [22]. Binding of a buffer 
ion to the trigonally prismatic molybdenum atom in the High-g Unsplit Type-1 
Mo(V) species is therefore proposed to cause the difference seen between this sig-
nal and that generated by the High-g Unsplit Type-2 species. Hepes has been found 
to bind close to the Mo atom in the five-coordinate structure of DMSO reductase. 

Since the High-g Unsplit Type-1 signal is not generated during EPR potenti-
ometric titrations, this species is expected to be kinetically unfavorable, intercon-
verting to the catalytically competent High-g Unsplit Type-2 species by loss of a 
buffer ion. This proposal is supported by the observation that treatment of the 
DMS-reduced form of DMSOR with DCPIP in the presence of PES forms only the 
High-g Unsplit Type-2 species. Clearly, PES facilitates electron transfer to the Mo 
center, pushing the equilibrium set up between the two High-g Unsplit species to-
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ward formation of the High-g Unsplit Type-2 species. These data are consistent 
with the conclusion that the High-g Unsplit Type-1, present in small quantities in 
the oxidized resting enzyme, represents a dead-end form of the enzyme that is re-
calcitrant toward oxidative treatment with oxygen or DMSO but can be “redox 
cycled” using the one-electron carrier PES [97]. 

In the catalytic cycle of DMSO reductase, the conversion of DMSO reductase 
from an Mo(VI) to an Mo(IV) species is considered to proceed via an Mo(V) form. 
It has been assumed that this Mo(V) species was defined spectroscopically as giv-
ing the High-g Split EPR signal. This species exhibits proton superhyperfine cou-
pling due to the presence of a hydroxyl ligand formed by protonation of an Mo-oxo 
group upon reduction of the enzyme [19,22,98]. However, we note that there is no 
direct kinetic evidence for the formation of this species during the reaction cycle, 
since there is no rapid freeze data for the observation of the Mo(V) species formed 
using the native biological electron donor cytochrome-DorC [87,88]. We note that 
the High-g Split EPR signal is easily generated by reduction of the Mo center in 
DMSO reductase to its Mo(IV) state followed by partial oxidation by oxygen or 
ferrocyanide during the oxidative half of a redox titration. In contrast, the High-g 
Unsplit Type-2 species is generated during a reductive redox titration (Fig. 10), 
although upon oxidation it forms the High-g Split species. 

Although the conversion of an Mo(VI)-oxo species to an Mo(IV)-desoxo spe-
cies without the formation of an Mo(V)-hydroxo form is not intuitively the most 
obvious catalytic route, there are reasons why such a route might be beneficial dur-
ing catalysis. It is interesting to note that the more distantly related DMSO reduc-
tase from E. coli (DmsABC) exhibits a High-g Unsplit Type-2 EPR signal that 
does not undergo a pH-dependent conversion to a High-g Split form across a pH 
range of 5–9 [56]. In this case, there is no evidence that formation of an Mo(V)-OH 
species has any role in catalysis. More recent protein film voltammetry studies 
of DmsABC [105] have shown that there is a striking correlation between the re-
gion of optimal catalytic activity and the redox potential for maximal formation 
of the Mo(V) species as measured using EPR spectroscopy. This observation, 
as well as the pH dependence of catalytic turnover (as measured using cyclic volt-
ammetry), indicates that the optimal reaction pathway involves conversion of 
Mo(VI) to an Mo(IV)-H+ state. If electron transfer is too rapid relative to proton 
transfer, this results in formation of an Mo(IV) state that is catalytically incompe-
tent. The conclusion of Armstrong et al. [105] is that crucial steps in the reaction 
mechanism are directed through the Mo(V) state, where rearrangement of the ac-
tive site can occur. 

Since the High-g Unsplit Type-2, the High-g Split, and the Mo(IV) species are 
in equilibrium (Figs. 15 and 16), removal of the Mo(IV) will readjust the equilib-
rium according to Le Chatelier’s principle. Since k4 is greater than k3 (Fig. 16), the 
High-g Split species is lost from the equilibrium (Fig. 16; Mo(V)-OH, bolded). 
This is consistent with the observation that the High-g Split EPR signal is observed 
upon oxidation (air, Fe(CN)6, NO2

–) of reduced Mo(IV) DMSO reductase and is 
clearly not involved in the reductive side of the catalytic mechanism [94,95]. 
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Recent density functional theory calculations [106] have shown that the oxy-
gen atom transfer reaction of DMSO reductase with dimethylsulfoxide more than 
likely occurs by way of an associative mechanism, with the oxygen atom of DMSO 
forming a bond with the molybdenum atom of DMSO reductase. This form is then 
converted to a transition state, which transfers the oxygen atom of DMSO to the 
molybdenum atom, while severing the S–O bond. Importantly, the calculations 
suggested that, unlike molybdenum model complexes that have octahedral geome-
try about the molybdenum center, the active site of DMSO reductase maintains a 
trigonal prismatic geometry upon reduction of the Mo(VI) enzyme to Mo(V) and 
then to Mo(IV). The rigidity of the active site structure imposed by the dithiolene 
ligands causes the enzyme to remain in a transition-like state throughout the reac-
tion cycle, predisposing the reaction. In this way, the active site of DMSO reduc-
tase is truly an example of the entatic state [107,108]. The continuous wave and 
pulsed EPR results described above provide experimental evidence supporting this, 
in that the High-g Unsplit Type-2 species maintains a trigonal prismatic geometry 
with the unpaired electron present in a 2Z

d -based ground-state molecular orbital 
[94,95]. In addition, the weak 1H and 14N coupling in the HYSCORE spectrum 
reflects delocalization of the unpaired electron spin onto the N–H moiety in Trp-
116, where the proton is hydrogen bonded to the oxo group. 

Webster and Hall [106] suggested that the role of the bis-MGD ligands was to 
maintain the coordination geometry around the molybdenum ion during the cata-
lytic cycle. The poor -donor abilities of the dithiolene ligand may also help adjust 
the potential at the active site to perform different catalytic reactions [1,54]. The 
observation of sulfur-centered radicals upon reduction of the Mo(VI) enzyme 
[69,95] and upon the addition of DMSO to the reduced enzyme suggests that the 
pterin ligand (Q-MGD) may not be innocent and may play an important role in 
electron transfer. 

3.2.1.4.  The high-g split signal 

The High-g Split Mo(V) EPR signal has previously been suggested to be the 
catalytically relevant Mo(V) species on the reductive side of the catalytic cycle and 
consequently has been extensively studied [19,22,96]. The High-g Split species 
displays a rhombic EPR spectrum with strong hyperfine coupling to a single sol-
vent exchangeable proton, as shown by exchange with 2H2O buffer (Fig. 11c, Table 
5) [19,22]. Pulsed EPR (ESEEM and HYSCORE) techniques found that the proton 
hyperfine coupling constant is variable, and dependent upon the orientation of the 
O–H bond, which can vary over a 30  wide distribution about the Mo–O bond [96]. 

The High-g Split signal (Table 5) can be generated under a number of different 
conditions, including partial reduction of DMSO reductase with electrochemically 
reduced benzyl viologen (BV·+), dithionite, and by over-reduction of DMSO reduc-
tase, followed by partial reoxidation with pure oxygen or air [22,95]. The EPR pa-
rameters of this signal are slightly altered in different buffer solutions, indicating 
that a buffer molecule or anion either coordinates to the Mo(V) ion or is present in 
the second coordination sphere [22,95]. This is consistent with the X-ray structure 
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of the oxidized pentacoordinate DMSO reductase (Fig. 3c), which shows a Hepes 
molecule close to the molybdenum ion [23]. The relevance of this binding site to 
the physiological form of the enzyme in vivo remains unclear. 

Potentiometric titrations of DMSO reductase (§3.2.1.5) showed that the High-
g Split signal was not generated during the reductive half reaction [Mo(VI) 
Mo(V)  Mo(IV)] of DMSO reductase as previously thought, but that it is gener-
ated during the oxidative half reaction [Mo(IV)  Mo(V)  Mo(VI)] of the redox 
cycle. While the g- and proton hyperfine coupling matrices have been accurately 
determined through computer simulation of the High-g Split signal (Table 5), there 
is no information on the 95Mo hyperfine matrix and hence the ground-state molecu-
lar orbital remains unknown. The proposed structure of this species involves a six-
coordinate molybdenum center in which the four sulfur atoms of the bis(MGD) and 
the Ser ligand coordinate to the molybdenum centre. The strong proton superhyper-
fine coupling is thought to arise from a hydroxide ligand perpendicular to the Mo–
O–Ser bond [94,95]. 

3.3.  Catalytic Mechanism 

As discussed in earlier sections of this chapter, there was much debate in the 
literature concerning the number and identity of molybdenum ligands in the active 
site of DMSO reductase [23,60–62]. However, even though we are now armed 
with high-resolution structures of a large number of molybdopterin-containing en-
zymes, the exact chemical nature of the catalytic pathway by which these enzymes 
function is not yet fully understood, as the structures of intermediates generated 
during the reactions of these enzymes are as yet only postulated. Additionally, the 
question of whether or not the cofactor, especially the dithiolene moiety, plays any 
part in facilitating electron transfer during these reactions remains unanswered. The 
research described herein is an effort to bridge this important gap in molybdoen-
zyme chemistry by way of characterizing the Mo(V) transient species that lie be-
tween the now well-established structures of the oxidized and reduced molybde-
num species in the catalytic pathway. The structural similarities between the active 
sites of molybdopterin-containing enzymes are such that a fundamental under-
standing of the reaction mechanism of catalysis for DMSO reductase will provide a 
basis for understanding the catalytic mechanism for all the molybdopterin enzymes 
in the DMSO reductase family. 

A recent publication by Armstrong et al. described the electrochemistry of the 
catalytic cycle of DMSO reductase from E. coli using results of protein film volt-
ammetry [105]. These workers presented a possible catalytic pathway for DMSO 
reductase (Fig. 16, sections in black and blue print), incorporating the notion of 
“switches” (single-electron oxidations or reductions proposed to occur from groups 
within the protein during catalysis), which reflect the catalytic mechanism. This 
switch was reported to disappear as pH was decreased. It was suggested that the 
catalytic mechanism of E. coli DMSO reductase occurred over only a narrow po-
tential range, within which these reactions were optimized. At the borders of this 
potential range were one-electron processes. Interestingly, by employing EPR, it 
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was determined that this potential range encompasses a region in which the Mo(V) 
oxidation state is stabilized. Accordingly, the authors concluded that the DMSO 
reductase reaction pathway is mediated through the Mo(V) state and that all crucial 
steps of catalysis are performed in this oxidation state. 

Figure 16 reveals a modification of the principal features of the aforemen-
tioned catalytic mechanism (sections in red print), based on results presented 
within section 3.2.1 of this chapter and incorporating experimental results pre-
sented below. These species and their redox interconversions are shown in Figure 
17. The hexacoordinate Mo(VI) species (Fig. 16: Mo(VI) form; Figure 17: Species 
7, in red), with ligands of molybdenum consisting of four sulfurs from two MGD 
moieties, a single oxo group, and the oxygen of a Serine-147 sidechain, is now 
ubiquitously acknowledged as that of the catalytically relevant oxidized species of 
DMSO reductase and is at the starting point for an explanation of the mechanism 
of catalysis. 

Reductive potentiometric titration of the oxidized Mo(VI) form of DMSO re-
ductase (§§3.2.1.5 and 3.2.1.6) has revealed that the High-g Unsplit Type-2 species 
(Fig. 16: Mo(V)-H+; Figure 17: Species 8, in green) is formed during the one-
electron Mo(VI) reduction to the Mo(V) state [92]. Electrochemistry has shown 
that this reductive step is pH dependent [93,105]. HYSCORE spectroscopy data 
presented in section 3.2.1.6 reveals the molybdenum atom is weakly coupled to 
both a proton and a nitrogen nucleus in the High-g Unsplit Type-2 species. CW-
EPR spectroscopy in conjunction with 95Mo isotope enrichment and computer 
simulation enabled determination of the spin Hamiltonian parameters, which 
showed that the unpaired electron was in a 2d

Z
-based molecular orbital. Exami-

nation of the 1.3 Å hexacoordinate crystal structure [23] reveals the origin of the 
14N and 1H coupling as the nitrogen of Trp-116 hydrogen bonded to the oxo group 
of the molybdenum active site. A further one-electron reduction of the High-g 
Unsplit Type-2 species leads to the removal of water to form a des oxo Mo(IV) 
form (Fig. 16: Mo(IV)-H+; Fig. 17: Species 3, in pink). This is the form of the en-
zyme in which substrate binds and then undergoes oxygen atom transfer to produce 
the resting Mo(VI) enzyme and DMS. 

A recent density functional calculation study has shown that the oxygen atom 
transfer reaction of DMSO reductase with dimethylsulfoxide more than likely oc-
curs by way of an associative mechanism, with the oxygen molecule of DMSO 
forming a bond with the molybdenum atom of DMSO reductase [106]. This form 
is then converted to a transition state that transfers the oxygen atom of DMSO to 
the molybdenum atom, while severing the S–O bond. Importantly, the calculations 
suggested that, unlike molybdenum model complexes that have octahedral geome-
try about the molybdenum center, the active site of DMSO reductase maintains a 
trigonal prismatic geometry upon reduction of the Mo(VI) enzyme to Mo(V) and 
then to Mo(IV). The rigidity of the active site structure imposed by the dithiolene 
ligands causes the enzyme to remain in a transition-like state throughout the reac-
tion cycle, predisposing the reaction. In this way, the active site of DMSO reduc-
tase is truly an example of the entatic state [107,108]. The continuous wave and 
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pulsed EPR results presented in section 3.2.1.5 provide experimental evidence sup-
porting this, i.e., the High-g Unsplit Type-2 species contains an electron in the 

2Z
d  ground state and shows weak 1H and 14N coupling to the nitrogen in Trp-116 

and the proton involved in hydrogen bonding between the N–H of Trp-116 and the 
Mo=O moiety. 

Webster and Hall [106] suggested that the role of the bis-MGD ligands was to 
maintain the coordination geometry around the molybdenum ion during the cata-
lytic cycle. The poor -donor abilities of the dithiolene ligand may also help adjust 
the potential at the active site to perform different catalytic reactions [1,54]. The 
observation of sulfur-centered radicals upon reduction of the Mo(VI) enzyme and 
upon the addition of DMSO to the reduced enzyme suggests that the pterin ligand 
(Q-MGD) may not be innocent and may play an important role in electron transfer. 
Whilst the sulfur-centered radicals probably result from dead-end complexes, they 
nevertheless demonstrate that they can be involved in electron transfer. Definitive 
evidence for their involvement awaits studies involving DMSO reductase and the 
native electron donor DorC.

Benson [92,94] demonstrated that both the High-g Unsplit Type-2 and High-g 
Split (Fig. 17: Species 5, in blue) signals could be formed by reducing DMSO re-
ductase with sodium dithionite and then poising the potential at +56 mV using po-
tassium ferricyanide (Fig. 15a). DMSO was subsequently added to the sample, and 
the resultant EPR signal generated was purely that of the High-g Unsplit Type-2 
species (Fig. 15b). The signal lost upon addition of DMSO (utilizing difference 
spectra) was the pure High-g Split signal. Since the High-g Unsplit Type-2, the 
High-g Split, and the Mo(IV) species are in equilibrium, removal of the Mo(IV) 
will readjust the equilibrium according to Le Chatelier’s principle. Since k4 is 
greater than k3, the High-g Split species is lost from the equilibrium (Fig. 16: 
Mo(V)-OH, in red). This is consistent with the observation that the High-g Split 
EPR signal is observed upon oxidation (air, Fe(CN)6, NO2

–) of reduced Mo(IV) 
DMSO reductase and is clearly not involved in the reductive side of the catalytic 
mechanism. 

In the absence of redox buffering, addition of DMSO to dithionite-reduced 
DMSO reductase produces an EPR spectrum shown in Figure 18. The EPR spec-
trum (Fig. 18a) consists of the Mo(V) High-g Split and Low-g Type-1 species and 
an orthorhombic EPR signal to lower field that can be attributed to a sulfur-
centered radical (see Fig. 18d). Upon oxidation of the sample, the EPR spectrum 
(Fig. 18b,c) reveals that the Low-g Type-1 signal is lost. As can be seen in Figure 4, 
the sulfur-centered radical (Species 15, in blue) can be formed by intramolecular 
electron transfer of the High-g Split species. 

The High-g Unsplit Type-1 Mo(V) signal-giving species (not shown in the 
catalytic pathway) is proposed to be formed by addition of a buffer ion to the anion 
binding site of the molybdenum atom in the High-g Unsplit Type-2 Mo(V) species. 
This explains why only a relatively small percentage of Mo(V) EPR signal is due 
to the Type-1 species in samples of resting enzyme and DMS/DCPIP-treated 
DMSO reductase. The High-g Unsplit Type-1 species is expected to share essen-
tially the same structure as the High-g Unsplit Type-2 species in all other respects 
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and retains the 2Z
d  ground state. The presence of an anion similar to a buffer 

species is not expected to be present in vivo; therefore, the High-g Unsplit Type-1 
species is proposed to be catalytically irrelevant. 

Whilst the High-g Split and High-g Unsplit EPR signals generated by DMSO 
reductase have been found to be similar to those of bacterial dissimilatory nitrate 
reductases, the Low-g Type-1 signal of DMSO reductase was noted to be similar to 
that of the “Slow” (nitrate) signal generated by the reduction of desulfo xanthine 
oxidase in the presence of nitrate [22]. 

Formation of the Low-g Type-1 species involves intramolecular electron trans-
fer of the (native, Mo(VI)) enzyme (Fig. 17: Species 7 in red) to give Species 11, 
which can subsequently undergo protonation of the oxo group to give Species 14. 
Interestingly, the reduction of Species 7 to Species 14 also involves coupled pro-
ton–electron transfer. One electron reduction of Species 14 can yield the Mo(IV)–
sulfur-centered radical (Fig. 17: Species 15 in blue) or the Low-g Type-1 Mo(V) 
species (Fig. 17: Species 17) in which one of the dithiolene moieties is no longer 
coordinated to the molybdenum ion. The sulfur-centered radical (Fig. 17: Species 
15) may also be formed via intramolecular electron transfer of the High-g Split 
Mo(V) species (Fig. 17: Species 5). X-ray crystallography has also shown the pres-
ence of an anion binding site (Mes; 2-(N-morpholino)ethanesulfonic acid) at the 
molybdenum center. 

Interestingly, the hexacoordinate Mo(VI) center (Fig. 17: Species 7 in red) 
may be converted to the pentacoordinate dioxo Mo(IV) species (Fig. 8: Species 3)
by deprotonating Species 18 (Fig. 17). X-ray crystallography has also shown that 
the sulfonic acid group of a buffer molecule in which the enzyme is immersed may 
bind at the molybdenum active site of DMSO reductase and enable the conversion 
of the hexacoordinate form to the pentacoordinate form [23]. 

The considerable debate in the literature [23,60–62] regarding the number and 
identity of molybdenum ligands in the active site of DMSO reductase complex is 
not surprising given the complex interconversions of the Mo(VI), Mo(V), and 
Mo(IV) species (Fig. 17). Whilst it is recognized that the hexacoordinate site is the 
active species and the pentacoordinate dioxo site is inactive in converting DMSO 
to DMS, the ability to interconvert between these species may present an auto-
regulatory mechanism in vivo. 

Presently, in consideration of all available evidence collected on DMSO re-
ductase, the catalytically relevant Mo(V) species of DMSO reductase is the High-g 
Unsplit Type-2 formed by reduction of the oxidized hexacoordinate Mo(VI) form 
of DMSO reductase. A further one-electron reduction of the High-g Unsplit Type-2 
species leads to the removal of water to form a desoxo Mo(IV) form (Fig. 16: 
Mo(IV)-H+; Fig. 17: Species 3, in pink). This is the form of the enzyme in which 
substrate binds and then undergoes oxygen atom transfer to produce the resting 
Mo(VI) enzyme and DMS. 
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4.  CONCLUSIONS 

Combining the results of CW and pulsed EPR studies of naturally abundant 
and 95Mo-enriched molybdenum-containing DMSO reductase with those from X-
ray crystallography has enabled the structures of the various transient Mo(V) spe-
cies generated during the catalytic cycle of this enzyme to be determined. 

EPR studies of naturally abundant and 95Mo-enriched DMSO reductase re-
duced with sodium dithionite revealed the presence of the Low-g Type-1 species 
and a sulfur-centered radical in which the unpaired electron was located on one of 
the sulfur atoms of the Q-MGD dithiolene ligand that was no longer coordinated to 
the molybdenum ion. Computer simulation of the Low-g Type-1 EPR spectrum 
revealed that the ground-state molecular orbital was 2 2d

X Y
, with the x and y axes 

placed between the metal–ligand bonds. A mechanism involving intramolecular 
electron transfer was proposed to account for the formation of both species. 

Upon reduction (potentiometric titrations) of Mo(VI) to Mo(V), the High-g 
Unsplit Type-2 species is formed in which the oxo group is still present and hydro-
gen bonded to the indole nitrogen of Trp-116, accounting for the pH dependence of 
the redox process and the nitrogen hyperfine coupling in the ESEEM and HY-
SCORE spectra. Further reduction produces Mo(IV), substrate binds, and oxygen 
atom transfer occurs, producing the native enzyme and DMS. Importantly, the 
trigonal prismatic geometry of the molybdenum center is retained for the Mo(VI), 
Mo(V) (unpaired electron located in the 2d

Z
 orbital), and Mo(IV) species in the 

reductive half of the catalytic cycle. These results provide experimental evidence 
that the active site in DMSO reductase is an example of an entatic state. The 
Mo(V) High-g Split species was shown to be involved in the oxidative half of the 
catalytic cycle. 

NOTE

1. Some complexes of molybdenum, specifically Mo(III) complexes, are un-
able to be studied at room temperature as the spin lattice relaxation time, T1, is too 
short.
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CHAPTER 8 

THE MANGANESE-CALCIUM CLUSTER OF THE
OXYGEN-EVOLVING SYSTEM: SYNTHETIC

MODELS, EPR STUDIES, AND ELECTRONIC
STRUCTURE CALCULATIONS

Marcin Brynda and R. David Britt 
Department of Chemistry, University of California Davis 

1.  INTRODUCTION 

Manganese plays a variety of roles in enzymes [1], such as for example argi-
nase, which catalyzes the hydrolysis of arginine, forming urea and ornithine as 
products [2–4]. Given the biological accessibility of at least three oxidation states 
— MnII, MnIII, and MnIV — it is not surprising that manganese is also involved in 
important redox reactions [5]. Beside the well-known manganese superoxide dis-
mutase and manganese catalase enzymes where Mn plays a role that can also be 
served by Fe or other metals, manganese exclusively acts as an oxidizer of water in 
the pentanuclear Mn4Ca cluster of Photosystem II. This cluster carries out the four-
electron oxidation of two H2O molecules to O2, providing nearly all of the free 
molecular oxygen in our atmosphere. 

Photosystem II is a large transmembrane protein/cofactor complex with ap-
proximate C2 symmetry that utilizes light energy to oxidize water to molecular 
oxygen and to reduce membrane diffusible plastoquinone. Two tyrosines called YD
and YZ are sidechains of two polypeptides D1 and D2, positioned on both sides of 
the symmetry axis. Four successive photons are absorbed by the chlorophyll (Chl) 
pigment P680; pheophytin (Ph) and two plastoquinones, QA and QB, participate in 
the electron transfer, while the pentanuclear Mn4Ca moiety is used to build charges 
necessary for a subsequent electron transfer. 
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Figure 1. Kok cycle explaining the 4-step mechanism in which the OEC center accumulates 
four positive charges, then produces O2 and returns to the ground state. 

The near C2 symmetry is completely broken at the level of the Mn cluster, 
which is located well off-axis near the YZ tyrosine and forms the catalytic water 
splitting assembly that is most often termed the oxygen-evolving complex (OEC). 
Along with the tetranuclear Mn moiety, there are required Ca2+ and Cl  cofactors 
[6–8], which form the inorganic core of the OEC, and several ligands including the 
tyrosine YZ. The Mn cluster acts as a central element of the OEC in storing inter-
mediate oxidation equivalents, and presumably it also acts to correctly position and 
catalytically activate the substrate water molecules to facilitate the formation of the 
O2 double bond in the final oxidation step. Specifically, after a total of four oxida-
tion equivalents are sequentially extracted from the OEC by way of the P680-
centered, single-electron photochemistry, O2 is released, and the OEC resets to its 
most reduced state [9,10]. Details of this oxygen evolving cycle were first accu-
rately described by Kok et al. [11], with a cycle involving five so-called S-state 
intermediates (displayed in Fig. 1), alternately termed the Kok or S-state cycle. The 
oxidations of YZ by P+

680, shown on the periphery of the cycle, occur on the 50–
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250 ns timescale, with the faster transfers associated with the more reduced states 
of the OEC [12]. The S-state transitions are coupled to the subsequent re-
reductions of the YZ

• radical, and these occur on the 30–1000 s timescale, as 
shown in the figure. Oxygen formation from the transient S4 state occurs with the 
same 1000- s time constant as the final YZ

• re-reduction. 
Recent X-ray crystal structures [13–17] and X-ray spectroscopy studies [18] 

shed new light on the architecture of OEC. But even with these structural high-
lights and despite numerous spectroscopic efforts, the exact topology of the Mn 
cluster, the nature of the terminal amino-acid ligands involved in the coordination 
of the Mn cations [19], and its exact role in water oxidation remain unknown. 
However, since its early discovery, constant efforts were devoted to understand the 
catalytic role of this multinuclear Mn moiety, using various spectroscopic tech-
niques and synthetic models of increasing complexity. Recently, advanced mag-
netic resonance results pertaining to the OEC as well as modern water oxidation 
mechanistic proposals were reviewed in depth in two contributions from our group 
[20,21]. To complement these reviews, in this chapter we present the related syn-
thetic models and theoretical electronic structure calculations. In the following 
sections, we focus on the milestones provided by synthetic chemists that helped in 
the elucidation of the structural and mechanistic aspects of the OEC, via a panoply 
of synthetic manganese complexes. These important compounds are presented with 
emphasis on their EPR spectral signatures, discussed in the context of the EPR 
spectroscopy of OEC. We also briefly present the theoretical basis for the quantum 
mechanical calculations that helped to evaluate the electronic structure of these Mn 
complexes and present the latest theoretical advances on the computational front 
that target the structural and mechanistic aspects of the catalytic water splitting in 
PSII.

2. THEORETICAL BACKGROUND FOR THE POLYNUCLEAR 
 MANGANESE CLUSTERS 

2.1. Introduction to the Spin Physics of Exchange-Coupled 
 Manganese Complexes 

The first EPR spectrum of laser-flash illuminated PSII containing spinach 
chloroplasts was similar to the spectral patterns of binuclear mixed-valence Mn 
complexes (Fig. 2). This result pointed toward Mn as being an integral part of the 
OEC [22]. The finding from several, subsequent EPR and other spectroscopic stud-
ies [23–28], suggested that the catalytic center consists of four manganese atoms, 
which are, most probably, oxygen bridged and couple magnetically to give a net 
electronic spin of S = 1/2 for the S0 state, S = 1 for the S1 state, and S = 1/2 for the 
S2 state. 

Polynuclear metal clusters, such as the [Fe4S4] cubane cofactors employed by 
numerous enzymes and electron transfer proteins [29–32], can be homogenous 
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Figure 2. EPR signal obtained with a synthetic mixed valence dinuclear MnIIIMnIV complex 
[(bipy)2MnIIIO2MnIV(bipy)2]3+ (A) compared to the EPR multiline signal of the PSII chloro-
plasts (B). Simulated spectrum of [(bipy)2MnIIIO2MnIV(bipy)2]3+ is shown in (C). Adapted 
from [23]. 

with respect to the identity of the metal centers or can contain mixed-metal cores 
such as the CuZn dimer found in superoxide dismutase [33], the nickel–iron dimer 
in NiFe-hydrogenase [34], or the pentanuclear Mn4Ca cluster of Photosystem II 
[13]. Furthermore, multinuclear metal clusters within proteins are typically redox-
active. Changes in oxidation states directly influence their functionality and, im-
portantly, in the context of this chapter, their magnetic properties. They can modu-
late their ground spin state using both antiferromagnetic and ferromagnetic ex-
change coupling mechanisms, that induce unpaired electrons localized on individ-
ual nuclei to align either parallel or antiparallel to neighboring spins, yielding a 
higher or lower total electronic spin, respectively. The magnitude of the coupling 
between metal centers is characterized by the exchange coupling constant J, which 
is usually given in units of cm–1. According to the most common convention, the 
magnitude of J is defined by the phenomenological Heisenberg-Dirac-van Vleck 
(HDvV) Hamiltonian, which in its isotropic form reads:1

HDvV
,

ˆ ˆˆ 2 ij i j
i j

H J S S  (1) 

Antiferromagnetic coupling is characterized by negative J values, while positive J
values signify a ferromagnetic coupling. J can be estimated by fitting variable-
temperature magnetic susceptibility data using a modified van Vleck equation [35]. 
The derivation of this equation requires construction of a spin energy level diagram 
that takes into account the proper spin coupling scheme, as well as zero-field split-
ting (ZFS) and g anisotropy. The magnitude of the coupling will depend on the 
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distance, the local geometry, and the nature of the bridging ligand between the 
metal centers. Short distances or direct metal–metal bonding will lead to a very 
strong coupling, while more distant centers will exhibit moderate to weak coupling. 

The simplest examples of EPR active exchange-coupled systems are homonu-
clear metallic dimers, in which the metal centers possess different oxidation states. 
Such compounds are termed mixed-valence species. The mixed-valence species 
were classified by Day and Robins into three distinct classes [36]. Class I consists 
of valence localized systems, in which the metal centers act independently one of 
another. Class III dimers are the opposite in that the odd electron is completely 
delocalized over both metal centers, yielding spectroscopically and crystal-
lographically identical atoms. Examples of multinuclear manganese compounds 
belonging to either class I or III are rare. Most of the known mixed-valence man-
ganese dimers possess crystallographically distinguishable metal centers yet also 
exhibit some valence delocalization. These characteristics define class II mixed-
valence dimers. 

As an example, let us consider the mixed-valence case of a manganese dimer 
with two different oxidation states for two distinct metal centers, MnII (d5, SA = 
5/2) and MnIII (d4, SB = 2). In such a dimeric unit with an MnIIMnIII core, the “par-
allel” combination of the electronic spins leads to a ground spin state S = 9/2 high-
spin configuration, while “antiparallel” pairing leads to a ground spin state S = 1/2 
low-spin species. This latter case is achieved when the sign of J is negative. The 
parallel and antiparallel combinations of spins can be extended to higher nuclearity 
clusters such as trimers or tetramers; the corresponding magnetic properties of such 
clusters differ from those of the mononuclear constituents. The extent of the devia-
tion from the characteristics typical for the mononuclear form (such as hyperfine 
constants, A or g-tensors) provides useful information toward the elucidation of the 
coupling mechanism. Most mononuclear Mn complexes are high-spin species, with 
the exception of those with a very strong ligand field [37] such as [MnII(CN)6]4– or 
[MnIII(CN)5NO3]3–. The configuration of the d-electrons is in this context an impor-
tant factor, which will differ for each oxidation state; therefore, different oxidation 
states will have certain preferences for specific coordination geometry. For exam-
ple, MnII (d5) adopts tetrahedral or octahedral complexes to minimize the ligand–
ligand repulsions. In contrast, MnIV (d3) compounds are stabilized by six-
coordinate octahedral or pseudo-octahedral species. Complexes containing MnIII

(d4) are the least selective due to the single unpaired electron in doubly degenerate 
antibonding orbitals in octahedral symmetry. As noticed by Pecoraro, a conse-
quence of this lack of geometrical preference for MnIII usually results in major 
structural changes, when sequential oxidation of the manganese compound from 
MnII to MnIV via MnIII occurs [38]. 

The sign and magnitude of J are determined by a combination of several 
(sometimes competing) effects. Therefore understanding the nature of J is impor-
tant to obtain insight into the geometric and chemical environment of the metal 
centers, the electronic structure of the complex, and for the elucidation of the 
mechanism of electron transfer [38,40]. In exchange-coupled clusters containing 
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metal centers, several, different exchange mechanisms have been identified and 
defined as follows: 

 Direct exchange is a ferromagnetic exchange interaction between two (or 
more) sites with no possible charge transfer, characterized by the lowest en-
ergy of the parallel spins in orthogonal orbitals. For non-orthogonal orbitals, or 
equivalently with configuration mixing (when two or more electronic configu-
rations are contributing significantly to the ground state), direct exchange is 
one term in a sum of Heisenberg-type2 terms (and other higher-order terms in 
spin coupling) [41,42]. 

 Superexchange is a Heisenberg-type antiferromagnetic interaction that acts 
through the overlap of the molecular orbitals of the metal centers containing 
the opposite spins. The superexchange mechanism explains, for example, why 
two metals connected by an oxo bridge should have oppositely aligned spins. 
The shape of the oxygen p-orbital consists of two lobes. When this orbital is 
occupied by two electrons, then the electron spin on opposite sides of the oxy-
gen must be anti parallel. The orientation of these spins forces the orientation 
of the partially occupied d-orbitals in the metal atom to be aligned in an anti-
parallel manner. The efficiency of the superexchange mechanism will depend 
on the metal–oxygen–metal angle, and will decrease with deviation of this an-
gle from 180  [43,44]. 

A crossed superexchange mechanism is a ferromagnetic analogue of the su-
perexchange interaction and was observed in high oxidation state dinuclear 
and polynuclear Mn complexes. It consists of a ferromagnetic, Heisenberg-
type interaction between a filled d-orbital on one high-spin metal site with an 
empty metal d-orbital on another site [45,46]. 

The double exchange mechanism is characteristic of mixed-valence species, 
and it is related to the conduction phenomenon with the electron “jumping” 
between two metal centers. If the bridging atoms are oxygens (as in majority 
of the mixed-valence Mn species), their p-orbitals are doubly occupied. Since 
the oxygen atom can not end up with a lack of electrons, there must be a si-
multaneous jump of both electrons: one jumping from the metal center to oxy-
gen, and the other leaving oxygen to jump on the other metal center. In order 
to perform such a “double” jump, both electrons have to be in parallel spin 
configuration. The requirement of two parallel spins for the jumping electrons 
will force the metal center spins to also adopt the parallel alignment of spins 
[47–50]. This interaction that can be also seen as a form of “resonance delocal-
ization” is the dominant mechanism for class II Robin and Day compounds 
[36]. 

In addition to these exchange mechanisms, the interaction with ligands and 
subsequent spin polarization (which can be ferromagnetic or antiferromagnetic) 
can be an important contribution to the observed net magnetic effect that in turn 
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Figure 3. Schematic representation of the superexchange (A) and double-exchange (B) 
mechanisms resulting in, respectively, antiferromagnetic or ferromagnetic alignment of spins 
on metals centers. Note that for the double-exchange mechanism bigger and smaller circles 
schematically indicate the differences in ionic radius of the metal centers with different oxi-
dation states. Adapted from [51]. 

dictates the final ground state [52,53]. For the dinuclear Mn mixed-valence com-
pounds, the most important exchange mechanisms are the double-exchange and the 
superexchange ones (Fig. 3), this latter dictating the antiferromagnetic nature of 
these species. However, in manganese clusters of higher nuclearity, the resultant 
ground state is influenced by competition between superexchange, crossed-
superexchange, and the ligand spin polarization. 

Manganese atoms found in common oxidation states typical for the inorganic 
Mn complexes (MnII, MnIII and MnIV) usually do not exhibit direct metal–metal 
bonding. For these molecules, a more effective mechanism for magnetic interaction 
is the superexchange pathway. The magnitude of the superexchange contribution to 
the total J value depends primarily on the metal and ligand type, which in turn dic-
tate the bonding distances and geometry of the metal core. A sufficient overlap 
between the metal and bridging ligand atomic orbitals is necessary in order to as-
sure an efficient delocalization of the spin over the metal center, through the result-
ing molecular metal–ligand orbital [38]. 

2.2.  EPR Theory for Exchange Coupled Systems. 

Interactions of interest for EPR spectroscopy are contained in the general, 
phenomenological spin Hamiltonian based on the concept developed by Pryce and 
Abragam [54,55]. For the exchange-coupled systems with n metal centers, this 
Hamiltonian in the most common form reads 

B n n,
, 1 1 1

1 1 1

ˆ ˆ ˆ ˆ ˆˆ ˆ2 g

ˆ ˆ ˆ ˆ .

N N N n

i ij j i i i i i k k
i j i i k

N n n
i

i k k k k k
i k k

H S J S B S S D S g B I

S A I I P I

 (2) 
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The terms in the Hamiltonian have the following meaning: 

,

ˆ ˆ2
N

i ij j
i j

S J S — exchange interaction between electrons; 

B
1

ˆg
N

i i
i

B S  — electronic Zeeman interaction, represents the interaction 

between the magnetic moment of the effective electron spin and the magnetic 
field ( B = Bohr magneton, B = magnetic field, gi = electronic g-tensor, iŜ  = 
electron spin angular momentum operator) 

n n,
1

ˆ
n

k k
k

g B I  — nuclear Zeeman interaction, represents the interaction be-

tween the magnetic moment of the nuclear spin and the magnetic field ( N = 
nuclear magneton, gn,k = nuclear g-factor, k̂I  = nuclear spin angular momen-
tum operator); 

1 1

ˆ ˆ
N n

i
i k k

i k

S A I  — represents the hyperfine interaction, the interaction be-

tween the magnetic moment of the nuclear spin and the magnetic moment of 
the electron spin ( i

lA  = hyperfine tensor); 

1

ˆ ˆ
n

k k k
k

I P I  — nuclear quadrupolar interaction, results from the interaction 

between the quadrupolar electric moment of the nucleus with the electric field 
gradient created by the surrounding electrons and nuclei (Pk = quadrupole ten-
sor);

1

ˆ ˆ
N

i i i
i

S D S  — Zero-Field Splitting term, results from spin–orbit and mag-

netic dipole–dipole interactions, resulting in a term similar to that for the nu-
clear quadrupolar interaction. It is only applicable for S > ½ (Di = ZFS matrix). 

The energy levels of the system are obtained by diagonalization of the Hamil-
tonian matrix, whose elements are calculated starting from the Hamiltonian de-
scribed above, and of the associated wavefunctions of the electronic and nuclear 
spins. 

The simulation and interpretation of EPR spectra arising from magnetically 
coupled metal clusters requires a theoretical model accounting for the exchange-
coupling scheme between the different metal centers. Due to the complexity of 
such systems (e.g., multiple overlapping hyperfine transitions), an in-depth discus-
sion of the theory for EPR spectra of multinuclear systems (e.g., more than two 
metal centers) lies well beyond the scope of this short chapter.3 However, the inter-
ested reader is directed to the seminal text on exchange-coupled systems by Ben-
cini and Gatteschi [57]. We choose, instead, to focus on the analysis of the spectral 
properties of mixed-valence MnIIIMnIV model complexes relevant to the Mn cluster 
in the OEC. The EPR spectra of such dimers arise from a combination of the spec-
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tral patterns obtained for the individual ions, and will be governed by the coupling 
between the two mononuclear metal centers. It is worth noting that, in contrast to 
such a “coupled” spectral pattern, the EPR spectrum obtained for a class I Day and 
Robin dimer will be (at first approximation) simply the sum of the individual spec-
tra for each noninteracting spin site perturbed only by the dipolar interaction with 
the adjacent metal ion. 

2.2.1.  Dimeric Species 
The quantum mechanical description of the EPR spectra of the exchange-

coupled species is based on the phenomenological spin Hamiltonian given in Eq. 
(2). Although the exchange is a purely quantum mechanical effect, it is useful to 
employ a classical description of the spins to represent this concept, and a pictorial 
representation of the interacting mononuclear spin systems is given in Figure 4. 

Figure 4. Pictorial representation of the classical description of two interacting metallic cen-
ters, M1 and M2, bearing the corresponding mononuclear spins: M1 (MnIV) with S1 = 3/2 and 
M2 (MnIII) with S2 = 2. The total spin S will precess at high frequency around the total spin 
vector S = 1/2. Adapted [58]. 
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The possible spin states (S) of this dimer are defined by addition of the individual 
site spin vectors (S1 and S2) abiding the angular momentum addition rules: 

1 2 1 2S S S S S  (3) 

For an MnIIIMnIV dimer, S can take all the values from 1/2 to 7/2 in increments of 
one: 1/2, 3/2, 5/2 and 7/2. In the external magnetic field the specific spins of the 
two metal centers M1 (MnIV) with S1 = 3/2 and M2 (MnIII) with S2 = 2, will precess 
at high frequency around the total spin vector S = 1/2. As can be seen from Figure 
4, the direction of the projection of S1 on S is opposite to that of S. This results in 
the change of the sign of the effective hyperfine field at the M1 MnIV site, while the 
projection of S2 is in the same direction as S and will remain positive. 

For most of the manganese dimeric complexes the exchange interactions are 
important. We can thus make the assumption that we are in the strong exchange 
limit, so that the electronic Zeeman, hyperfine, and quadrupolar interactions are 
much smaller than the exchange interaction. In such a system, the interaction be-
tween two spins can be simply described by the Heisenberg-Dirac-van Vleck 
(HDvV) Hamiltonian (1) (sometimes called, for short, the Heisenberg or Exchange 
Hamiltonian) introduced earlier. However, this form is merely an approximation, 
and the dominant interaction between two spins S1 and S2 is generally described as 

1 12 2
ˆ ˆĤ S J S , (4) 

with J12 defining an effective exchange tensor possessing an isotropic and an ani-
sotropic part. Moreover, we can make one more simplification assuming that for 
most of the systems presented here only the isotropic part of the exchange term of 
the Hamiltonian is to be considered and J remains a scalar value.4

Let us now have a closer look at the phenomenological spin Hamiltonian for 
two magnetically coupled centers. For any exchange-coupled dimer, the general 
spin Hamiltonian (2) can be rewritten for two spin centers (N = n = 2) in the un-
coupled basis5 (where the subscript “ub” relates to the uncoupled basis representa-
tion) using the isotropic exchange term: 

2 2 2

ub 12 1 2 B n n,k
1 1 1

2 2 2

1 1 1

ˆ ˆ ˆ ˆ ˆˆ ˆ2 g

ˆ ˆ ˆ ˆ  P .

i i i i i k
i i k

i
i k k k k k

i k k

H J S S S D S S g I

S A I I I

B B  (5) 

Since BBJ g  and J D , such strongly coupled systems dimers can be 
regarded as a ladder of well-separated spin manifolds (Fig. 5) with the separation 
between the ground-spin and the higher-spin manifolds much larger than the EPR 
microwave energies at classical EPR frequencies (X- and Q-band). 

In such a case, each spin manifold can be treated independently. The interact-
ing mononuclear spins can be coupled by the addition of the individual site spin 
vectors following the angular momentum addition rules, yielding an effective spin 
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Figure 5. Schematic representation of spin energy levels for a typical mixed-valence 
MnIIIMnIV complex. Adapted from [59]. 

for the coupled system in the individual spin manifold. The EPR spin Hamiltonian 
(5) in an uncoupled basis can then be expressed in terms of this effective spin in 
the so-called coupled basis. The transformation of the uncoupled basis to the cou-
pled basis is done using the Wigner-Eckardt theorem. The new Hamiltonian in 
the coupled basis becomes (where the subscript “cb” relates to the coupled basis 
representation): 

2 2 2
eff eff

cb B n n,
1 1 1

2

1

ˆ ˆ ˆ ˆˆ ˆ ˆA

ˆ ˆ .

i
k k i k k

k i k

k k k
k

H S D S g S g I S I

I P I

B B
 (6) 

The ZFS term Di, the hyperfine term Ai and the g-tensor gi are now defined as Deff,
Aeff, and geff, respectively in the coupled basis representation. 

Keeping the usual notation S for the total spin of coupled S1 and S2 spins, one 
can, in principle, apply the spin projection technique, which relies on the so-called 
Kambe vector model of coupling spins [60], when the spin vectors are treated in a 
classical way and can be projected following simple vector algebra rules. Using the 
spin projected factors for two coupled metal centers: 
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1 1 2 2
1

( 1) ( 1) ( 1)
2 ( 1)

S S S S S Sc
S S

, (7) 

2 2 1 1
2

( 1) ( 1) ( 1)
2 ( 1)

S S S S S Sc
S S

. (8) 

The effective g-tensor (geff) for the coupled metallic dimer with two metal centers 
M1 and M2 is defined as: 

eff
1 1 2 2g c g c g . (9) 

The analogous formulation can be used to express the effective hyperfine coupling 
observed for sites M1 and M2:

eff
1 1 1A c A  (10) 

eff
2 2 2A c A  (11) 

Equations (11) and (12) can also be applied to the ligand hyperfine couplings, al-
lowing to analyze the effective ligand hyperfine eff

ligandA , and in this way to deter-
mine the oxidation state of the coordinating metal center. In the case of the 
MnIIIMnIV dimers, c1 = 2 (for MnIII) and c2 = –1 (for MnIV).

The above-presented formulation assumes that the contribution of the mixed 
metal site ZFS terms D is neglected. This is indeed true for the strongly coupled 
dimeric species. Nevertheless, for the more weakly coupled dimers, one needs to 
account for this interaction. In this case the formulation for geff can be derived 
based on Eq. (9) yielding [61]: 

ef f 1 2 1 2 1 1 2 2
1 1 2 2

( )( )
5

c c g g b D b Dg c g c g
J

, (12) 

where 1 13 1b c  and 2 23 1b c .
In an analogous way, the equations including the ZFS term for the hyperfine 

couplings can be obtained: 

eff 1 2 1 1 1 2 2
1 1 1

( )
5

c c a b D b DA c a
J

, (13) 

eff 1 2 2 1 1 2 2
2 2 2

( )
5

c c a b D b DA c a
J

. (14) 

For the antiferromagnetically coupled manganese dimer MnIVMnIII there are 
two interacting spins — S1 = 2 and S2 = 3/2 — with the total coupled spin of S = 
1/2. After substitution of the proper spin values S1, S2, and S, the effective geff term 
and the hyperfine couplings become 
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III IV III IV
III IV

eff

Mn Mn Mn Mn
Mn Mn 1 2 1 2
1 2

2( )(7 2 )2
5

g g D Dg g g
J

, (15) 

III III IV
III III

Mn Mn Mn
eff(Mn ) Mn 1 1 2

1 1

2 (7 2 )
2

5
A D DA A

J
, (16) 

IV III IV
IV IV

Mn Mn Mn
eff(Mn ) Mn 2 1 2
2 2

2 (7 2 )
5

A D DA A
J

. (17) 

If the contribution from the ZFS term is small, and the exchange term J is 
greater than the corresponding hyperfine and ZFS terms, the second part of the 
equation vanishes and the previous equations are reduced to: 

III IV
eff Mn Mn

1 22g g g , (18) 
III IIIeff(Mn ) Mn

1 12A A , (19) 
IV IVeff(Mn ) Mn

2 2A A . (20) 

geff and Aeff
i can be derived for other valence manganese dimers (e.g., MnIIMnIII). 

The corresponding values for several exchange-coupled dimers are reported in Ta-
ble 1. In this context it is important to recall that the J values of MnIIMnIII dimers 
are usually an order of magnitude smaller than these of the MnIIIMnIV species, thus 
placing often the former in the J D  regime. In such a situation, the correction 
terms in Eqs. (13) and (14) have a large impact on the coupled EPR parameters, 
leading to important differences in the hyperfine parameters. 

2.2.2.  Clusters of Higher Nuclearity 

The methodology presented above can be, in principle, applied for multinu-
clear manganese clusters, and in simple cases the Kambe vector model of coupling 
spins can be used in a straightforward manner. However, with each additional ex-
change-coupled nucleus, the spin projection equations become rapidly more com-
plicated. Unfortunately, the Kambe model is only solvable for some selected cases 
where the coupling scheme can be easily reduced to a simple form based on sym-
metry considerations. In the nonsymmetrical manganese clusters, the differences in 
the exchange parameters between different metal centers result in the mixing of the 
intermediate spin states. A direct consequence of such changes is manifested by 
differences in the magnetic properties of the cluster, which translate to changes in 
the hyperfine couplings and g-tensors of the resulting EPR spectra. 

Several models were developed to describe the magnetic properties of the mul-
tinuclear manganese cluster of PSII and the most popular (besides the dimeric spe-
cies described above) are the models including four manganese atoms, because of 
the same manganese nuclearity as observed in the native enzyme. However, it is to 
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Table 1. Calculated Values of Aeff Coefficients for Several Dimeric and 
Tetrameric Mixed-Valence Manganese Clusters 

      Hyperfine 
       coupling 
     coefficient                            A1                         A2                       A3                       A4 

Dimers 
     (III)(IV) 2A1  –A2  – – 
     1 / 2; 2; 3 / 2

     (II)(III) 7/3A1' –4/3A2  – – 
     1 / 2; 5 / 2; 2

Tetramers 
     (IV)(IV)(IV)(III)  0 0 2A3  –A4
     1/ 2;0;1/ 2

     (IV)(IV)(IV)(III)  –A1  –A2  9/7A3  12/7A4
     1/ 2;3;7 / 2

     (III)(III)(III)(IV)  0 0 2A3  –A4
     1/ 2;0;1/ 2

     (III)(III)(III)(IV)  5/3A1  5/3A2  –4/3A3  –A4
     1/ 2;4;7 / 2

      (III)(III)(III)(II)  0 0 7/3A3  –4/3A4
     1/ 2;0;1/ 2

      (III)(III)(III)(II) 4/3A1  4/3A2  –55/27A3  –44/27A4
     1/ 2;4;9 / 2

     (II)(II)(II)(III) 0 0 7/3A3  –4/3A4
     1/ 2;0;1/ 2

     (II)(II)(II)(III) 2A1  2A2  –5/3A3  –4/3A2
     1/ 2;5;9 / 2

notice that some models with three atoms were also probed. Most of these trinu-
clear clusters exhibit an S = 3/2 ground state and exhibit the so-called spin-
frustration (see §3.2.). 

For symmetrical tetranuclear clusters such as the “dimer-of-dimers” model, the 
Kambe model can still be applied, in the assumption that several J couplings are of 
the same magnitude. For example, if one considers a hypothetical, highly symmet-
ric (C2v) tetramer with four manganese atoms, such as that schematically depicted 
in Figure 6B, then of the six possible pairwise exchange interactions, four will be 
equivalent (J12 = J23 = J34 = J14), and the two others will different from the previous 
values: J13 J24 J12. By using the Kambe projection technique, one can project 
the individual spins Si on the total spin S, in a way analogous to that used in Sec-
tion 2.2.1 for the MnIIIMnIV and MnIIMnIII dimers. However, with the number of 
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Figure 6. Schematic representations of the spin-coupling parameters between four manga-
nese centers: (A) full symmetry Td, (B) high symmetry C2v, and (C) asymmetric model. 

metal centers exceeding two, an additional complication occurs, such that several 
different coupling schemes are possible [62]. For example, in the above-mentioned 
symmetrical tetramer, the coupling of spins between centers Mn1 and Mn3 and be-
tween centers Mn2 and Mn4 resulting in two values (S13 and S24) is only one of the 
three possible combinations for the coupling scheme. To obtain the projection of 
the total spin, one must first project Si on its quantized resultant Sij, which in turn 
must be projected on the total spin S (Fig. 7). Equations for the hyperfine couplings 
analogous to those obtained for the dimers can be derived, e.g., 

2 2

i ij ij
i i

ij

S S S S
A A

S S
. (21) 

For several exchange-coupled dimers and tetramers the coefficients c in Eqs. 
(10) and (11) have been calculated and reported in Table 1. The equations for Ai in 
the trinuclear and tetranuclear species based on expansion of Eq. (21) are reported 
in the Appendix. By defining the intermediate spin states Si (or Sij) that are pro-
jected on total spin vector S, one can use the simplified spin state notation for the 
dimers and higher nuclearity clusters exemplified in the following notation: 

 Dimers: 1 2; ;S S S ,      Trimers: 13 2; ;S S S ,     Tetramers: 13 24; ;S S S ,

where S is the total spin, and Si, Sij are the respective “site” spin values (e.g., S13 is 
the value of the S1–S3 pair). 

The situation is much more complicated if one wants to obtain the projection 
factors for the less symmetrical cluster topologies. This requires the use of numeri-
cal methods such as those described by Bencini and Gatteschi [57] or by Belinskii 
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Figure 7. Schematic representations of the spin-coupling scheme for a three-spin system. 
First the S1 is coupled with S2, and the coupled S12 is finally coupled to the third spin S3.

[63], who devoted several papers to the description of the coupling schemes for 
many symmetric and asymmetric tetranuclear Mn architectures; the reader can find 
the details of the useful equations in these theoretical works [63,64]. Several spin 
coupling models were also developed based on symmetry considerations and vari-
ous spin coupling schemes [39,65–68]. 

2.3. Computational Methods for Magnetically Coupled Homonuclear 
 Metal Clusters 

Although quantum mechanical (QM) calculations on mononuclear transition 
metal complexes are commonplace in the literature, analogous computations on 
higher-nuclearity biologically active sites or synthetic multinuclear clusters are still 
very scarce [69,70]. Theoretical studies of such systems suffer from several diffi-
culties, the most important including the correct treatment of the electronic correla-
tion and the multiconfigurational character of metal–metal interactions. Hence, 
related computational tasks are usually difficult and very time consuming. These 
problems have been somewhat mitigated recently owing to the development of the 
faster optimization algorithms and increased capabilities of computer hardware. 
Improvements of these factors have led to faster calculations on more realistic 
model systems. 

Despite the many current challenges, a major boon of quantum mechanical 
calculations applied to oligonuclear transition metal complexes is the possibility of 
combining advanced theory and experiment to elucidate their geometric and elec-
tronic structures. In order to relate results from spectroscopic studies to the struc-
tural or functional properties, a systematic and detailed interpretation of the spec-
troscopic parameters is necessary. As recently observed by Neese [71], such inter-
pretation, based on a comparison between calculated and measured spectroscopic 
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data, hinges on the ability to calculate as many observables as possible with a high 
degree of accuracy. 

In a way analogous to the efforts toward developing synthetic model com-
pounds, the computational studies relevant to the manganese cluster of OEC fo-
cus on several distinctive aspects. The most important include the structural, 
closely related to, still unknown, structure of the OEC, and the functional one, tar-
geting the mechanism of electron–proton transfer and the ultimate oxida-
tion mechanism of water to dioxygen. Most of the early theoretical studies of the 
exchange-coupled multinuclear metal species targeted the mechanism of magnetic 
coupling and the possible exchange pathways, with particular focus on computa-
tion of the exchange parameters J. Elucidation of the exchange pathways in man-
ganese dimers is, for example, important in relation to the ongoing discussion as to 
whether the bridges in the Mn4 OEC unit are oxo or hydroxo, and if carboxylate 
functionalities of ligating amino acids are mono or bidentate. Historically, the first 
attempts to computationally probe coupled manganese clusters dates back to 1992, 
when Noodleman provided the theoretical description of an MnIII

3MnIV tetramer 
[MnIVMnIII

3O3Cl7(O2CCH3)3]3–, a potential model for the S0 state of the OEC using 
the so-called broken-symmetry approach, presented in more detail in the following 
section. 

2.3.1.  Broken-Symmetry Approach 

Exchange-coupled systems constitute an area in which many theoretical ap-
proaches are still in statu nascendi. This is almost exclusively related to the fact 
that in these species the individual spins of two (or more) magnetic metal centers 
are coupled to a number of energetically close-lying electronic levels. For such 
strongly correlated entities, the monodeterminental post Hartree-Fock methods 
(e.g., Density Functional Theory) are only of limited usefulness. Systems involving 
multiple metals with strongly correlated electrons to be properly described require 
the use of multideterminental methods,6 which, unfortunately, when applied to 
such large molecules are currently not feasible. 

However, the calculation of magnetic properties, geometries, and exchange 
pathways are accessible using Density Functional Theory (DFT) in the so-called 
Broken-Symmetry DFT approach (BS-DFT), formulated by Noodleman [72–78]. 
In BS-DFT calculations, the true multideterminental character of antiferromagneti-
cally coupled systems is approximated using a singledeterminental Kohn-Sham 
equivalent of wavefunction  with unpaired  and  electrons (  = spin-up,  = 
spin-down) partially localized at different metal sites. This procedure “breaks” the 
symmetry of the spin part of  and implies that the energies, spin expectation val-
ues, and spin densities calculated in this manner are not the same as the ones that 
would be obtained from the truly multideterminental treatment. Nevertheless, using 
the Wigner-Eckart theorem [58,79,80] and the appropriate spin projection proce-
dures [81] as described in Section 2.2.2, the exchange-coupling constants, hyper-
fine coupling constants, and g-tensor corresponding to the antiferromagnetic state 
can be easily obtained. 
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The basics of the BS-DFT approach can be defined in terms of a few important 
assumptions and postulates. The central point is that the ground state and low ex-
cited states of a coupled system are in principle multireference in character, which 
implies that they are not pure eigenstates of the total spin operator Ms, but rather a 
mixture of different states. The correct evaluation of their energy is therefore not 
possible using a single determinant; only the ferromagnetically coupled high-spin 
(HS) state has a single determinental representation. In the presence of strong anti-
ferromagnetic coupling, however, the single-determinental wavefunction is close to 
the true ground state. In the presence of more weakly coupled systems, the problem 
can be solved by calculating an intermediate state lying between the high- and low-
spin eigenstates, the so-called broken-symmetry (BS) state. This state is obtained 
by breaking the spin symmetry of the HOMO and LUMO orbitals and lowering a 
spatial symmetry of the orbitals containing the  and  spins. Therefore, the BS 
state is not a pure spin state but rather an “assymetrized” state of mixed spin sym-
metry and lower spatial symmetry. The second important point in the BS approach 
is that calculation of a broken symmetry state in DFT is straightforward. The DFT 
calculated BS state (SBS) is an admixture of excited configurations to the given 
pure total spin state S, which, along with direct exchange, govern the effective spin 
coupling interactions [82]. On the other hand, the proper Heisenberg spin Hamilto-
nian can be derived from second-order perturbation theory, assuming that each 
interacting metal site has a well-defined net spin. 

For a polynuclear complex, the Heisenberg Hamiltonian can be written as a 
sum of pairwise interaction terms. With the energies of the broken symmetry states 
in hand, one can relate it to those of pure spin eigenstates through the use of 
Clebsch-Gordon algebra rules. By evaluating all the (S;Sj) terms for each broken 
symmetry state and multiplying by –2Jii, a set of linear equations is obtained, from 
which the J parameters can be easily determined. The knowledge of the J values 
allows in turn determination of the energies of the pure spin states [83].. 

If we consider once again the simple dinuclear MnIIIMnIV system, the possible 
spin states can be schematically represented as in Figure 8. In order to access the 
magnitude of the exchange coupling, one wants to extract the wavefunctions of two 
different states: the high-spin (HS) and the broken-symmetry (BS) states. As can be 
seen from Figure 8, the true antiferromagnetic (AF) state lies below the BS state, 
but by using proper procedures the energy of this state can be obtained. The high-
spin state is accurately represented in DFT, as the S = 7/2 wavefunction arises from 
only a single electron configuration, where both S1 = 2 and S2 = 3/2 are ferromag-
netically coupled, whereas the antiferromagnetic state (S = 1/2) has contributions 
from all configurations containing mS = 1/2. Fortunately, the BS state, while not 
physically relevant, is mathematically related to the energy of the HS and AF states 
by the exchange-coupling parameters and allows one to extrapolate the energy of 
the true antiferromagnetic state. This methodology and the related spin-projection 
techniques (see §2.2.) can be extended to multinuclear metal clusters. The details 
of the formulation of the BS-DFT can be found in pioneering work by Noodleman 
[72] and in several papers devoted to the use of the BS approach for calculation of 
magnetic properties [82–92]. 
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Figure 8. Schematic representation of the high- and low-spin states for the exchange-
coupled manganese MnIIIMnIV complex together with the broken-symmetry state obtained 
from the QM calculations. 

2.3.2.  Calculations of EPR Parameters 

Modern quantum chemistry offers not only a large compendium of tools for 
elucidation of the structural and electronic aspects of the investigated systems 
but is also able to predict many valuable observables, which can be directly com-
pared to experimental data from both biological samples and synthetic model com-
pounds. In the case of EPR techniques, those properties include the g-tensor, as 
well as hyperfine and quadrupolar interactions; computational strategies exist also 
to simulate, for example, EXAFS spectra or to compute vibrational IR modes or 
the UV transitions. 

With respect to the OEC, recent papers have shown that the same methodol-
ogy is also capable of predicting qualitative trends for g- and hyperfine tensors in 
several exchange-coupled Mn dimers. Before highlighting important results from 
the available theoretical studies, several comments have to be made about the abil-
ity of DFT to yield accurate information about the magnetic parameters of such 
systems. Dipolar coupling (anisotropic part of the hyperfine tensor) calculated for 
different oxidation states of manganese are relatively close to the experimental 
values. Contrastingly, computed Aiso values are usually underestimated, due to the 
inability of most quantum mechanical methods to properly predict unpaired elec-
tron density at the nucleus (Fermi contact) 7 and the spin polarization phenomena. 
A critical validation of the use of DFT for such calculations was recently presented 
by Munzarova and Kaupp [93]. Additional topics, intrinsic to coupled metal cen-
ters, include the calculation of ZFS values [94], which are known to influence hy-
perfine coupling values for weakly coupled mixed-valence MnIIIMnIV clusters. As 
ZFS results from spin–orbit coupling between excited electronic states, E and D
parameters can only be accurately computed using a full-configuration interaction 
(CI) approach,8 although recent implementation of the ZFS calculations based on 
the spin–orbit operators (SOOs) in the DFT code ORCA by Nesse are very promis-
ing. Some of the important results from these studies are summarized later in this 
chapter. 
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3. SYNTHETIC MODELS FOR MANGANESE CLUSTER OF THE OEC 

3.1. Current Structural Proposals for the Pentanuclear Mn4Ca
 Cluster of the OEC 

After it became apparent that a magnetically coupled manganese moiety is at 
the heart of the OEC, numerous studies were initiated to understand its architecture 
and the electronic structure related to the spectroscopically distinct signatures from 
consecutive S states of the Kok cycle. However, even with the recent publication of 
several modest resolution crystallographic X-ray structures and high-resolution X-
ray absorption studies of PSII [14–17], the exact topology of the manganese cluster 
in the OEC remains unknown. Despite abundant experimental and theoretical in-
vestigations that have narrowed the range of its possible structural characteristics, 
due to the complexity of the system and impediments from the experimental tech-
niques (e.g., crystal damage or possible changes in the cluster topology during ex-
position to X-ray radiation [95,96]), the exact architecture of Mn4 remains a chal-
lenging goal. 

Despite these issues, X-ray crystallographic and absorption experiments have 
provided together with spectroscopic techniques (EPR, IR) the most insight into 
the structural features of the tetranuclear Mn cluster of OEC. Briefly, results from 
these studies suggest that the manganese core of the OEC complex should incorpo-
rate four manganese atoms, interconnected by -oxo or di- -oxo bridges, with Ca2+

and Cl¯ cofactors, of which the exact position is still to be determined. Internuclear 
distances determined from EXAFS studies suggest that the four manganese atoms 
adopt 3 + 1 arrangement, in which three Mn atoms are separated by about 2.7 Å 
and the fourth Mn lays farther out, at about 3.3 Å. It is worth noting that the bond 
lengths and bond angles in several synthetic di- -oxo Mn complexes are consistent 
with a required Mn–Mn distance of about 2.7 Å, while for a singly -oxo bridged 
Mn dimer this distance lies in the range 2.9–3.3 Å, depending on the bending angle 
of the Mn–O–Mn unit (see Table 2A). 

Despite the lack of precise structural data for the OEC, numerous structures 
for the tetranuclear manganese moiety (and more recently for the pentanuclear 
Mn4Ca cluster) have been proposed. In general they can be divided into two dis-
tinct structural categories: (i) the “dimer-of-dimers,” with two dimeric, connected 
subunits; and (ii) the so-called “3+1 Dangler” model, with a trinuclear subunit con-
nected to a more distant single manganese nucleus (dangling manganese). The re-
cent X-ray crystallographic studies resulted in several proposed architectures for 
the four manganese centers and the calcium ion; all of them, however, postulate a 
"3+1 Dangler" arrangement consistent with the EXAFS studies. The common mo-
tif of most of the proposed structures is the so-called “cubane” fragment, in 
which three of the manganese atoms and calcium ion form a distorted cube, 
which is in turn connected to the more distant, fourth manganese. Based on a re-
cent single crystal X-ray absorption studies by Yano et al. [99,100], an alternative 
model was proposed where the calcium ion is not a part of the “cubane,” and the 
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Table 2. (A) Possible Oxidation States of Manganese Ions in the Tetranuclear 
Mn Cluster Together with the Corresponding Mn–Mn Distances and 

(B) Some Characteristic EPR Signals for Each S State of the Kok Cycle 

A

Kok
state             A                            B                           C                     Possible Mn–Mn distances 

  S0 MnII
3MnIII MnIIMnIII

3 MnIII
3MnIV 2  2.69, 2.87, 3.3 Å 

  S1 MnII
2MnIII

2 MnIII
4 MnIII

2MnIV
2 2 or 3  2.7, > 3.3 Å 

  S2 MnIIMnIII
3 MnIII

3MnIV MnIIIMnIV
3 2 or 3  2.7, > 3.3 Å 

  S3 MnIII
4 MnIII

2MnIV
2 MnIV

4 1 or 2  2.8, 2.95, 3.3–3.5 Å 

B

Kok
state                                                              Characteristic EPR signals 

  S0 Multiline signal with 24–26 peaks centered at g  2 
  S1 Parallel mode EPR broad signal at g  4.8, multiline with 18 peaks at g  12 
  S2 Multiline signal with 19–21 peaks centered at g  2, broad signal g  4.1 
  S3 Broad signal at g  6.7, broad signals at g  12 and at g  8 

Adapted from [97] and [98]. 

dangling manganese is connected via two oxo bridges. Several examples from each 
of these classes are presented schematically in Figure 9 (with the most recent pro-
posed structures at the bottom), and the latest structural proposals for Mn4Ca are 
discussed in [13]. 

Over the last three decades, EPR spectroscopic characterization of the differ-
ent S states of the OEC have yielded spectral signatures for nearly each state of the 
Kok cycle (see Table 2B). Recent reviews devoted to the related EPR spectro-
scopic studies can be found in. [21,56]. In particular, spectroscopic studies of the 
native Mn4 cluster in the OEC have focused on elucidation of the structure–
functional relationship of the PSII active site. Parallel to these efforts, numerous 
investigations of much simpler Mn-containing models strived to aid in the interpre-
tation of the spectroscopic data from the enzyme. Small synthetic moieties are of-
ten designed to model such particular characteristics of large metalloproteins as 
active site structure, catalytic/enzymatic function, and spectroscopic signature. 
With respect to PSII, the intense interest in designing simple, synthetic inorganic 
complexes that could model the structural and magnetic/spectroscopic properties 
observed for different S states of the OEC [101–103] is intimately related to the 
ultimate quest for a synthetic molecule capable of oxidizing water to dioxygen 
[104,105]. While to date no compounds exists that replicate all of these properties 
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Figure 9. Schematic representation of the models proposed for the tetranuclear manganese 
cluster of the OEC. Adapted from [123]. 

simultaneously, considerable progress has been made in mimicking structural as-
pects of the Mn4 core of the OEC determined by both X-ray crystallography and X-
ray absorption techniques, such as XANES or EXAFS [106–115]. 

The high-valent -oxo or di- -oxo-bridged Mn units in the synthetic manga-
nese clusters are most often stabilized by electron-rich ligands. The most popular 
bidentate ligands include bipyrydine (bipy), phenanthroline (phen), and salophene 
(salpn). However, other ligands can be used to this aim and some of these are re-
ported in Table 3. Despite the fact that multiple homovalent and mixed-valence 
dimanganese complexes containing such stabilizing ligands were prepared and 
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characterized (the reader can find an excellent compilation of their structural and 
spectroscopic characteristics in recent reviews by Vrettos and Brudvig [116] or by 
Mullins and Pecoraro [117]), to date, only some of the molecular architectures be-
lieved to be present in the OEC have been synthesized. Examples of these struc-
tural synthetic motifs relevant to OEC are reported in Figure 9. Despite the appar-
ent abundance of the synthetic model species, it was very quickly realized that such 
molecular moieties could act as structural or functional models for OEC only to a 
very limited extent. Nevertheless, they have provided many useful insights into the 
electronic origin of the characteristic spectroscopic signals of the native enzyme 
and greatly helped in the elucidation of the structural and functional roles of the 
Mn4 moiety of OEC. A complete coverage of the synthetic efforts in this field ex-
ceeds the scope of this chapter, and the avid reader is invited to consult several 
excellent reviews devoted to this area of research [98,118–122]. In the following 
sections, the most important models that contributed to the understanding of the 
OEC (classified into three distinct categories: dimers, trimers, and tetramers) are 
presented. These models (Table 4 contains selected synthetic Mn complexes with 
relevance to OEC, with their characteristic spectral EPR signatures), as well as 
those that remain compatible with the current knowledge of the Mn cluster topol-
ogy, are discussed in more detail, with a focus on the corresponding magnetic 
resonance data and related computational studies. 

3.2.  EPR Characteristics of the Manganese Cluster of the OEC 
Before presenting the synthetic compounds that contributed to an understand-

ing of the nature of the manganese moiety of OEC, it is important to briefly remind 
the reader of its EPR characteristics, essential in the context of this section. A com-
plete coverage of this topic is provided in [21,56]. The hyperfine interaction result-
ing from the coupling of the unpaired electron spin to the nuclear spin of 55Mn (I = 
5/2) splits the Zeeman levels of the electronic  and  manifolds into an additional 
six nondegenerate levels. The corresponding allowed transitions ( MS = ±1) give 
rise to 6 distinct EPR lines that can be observed in the classical perpendicular-
mode (B0 B1) EPR experiment. According to the multiplicity rule (NL = 2I + 1; 
NL being the number of the EPR lines), the dimeric, trimeric, and tetrameric Mn 
moieties coupled to the unpaired electron would result in 36, 216, or 1296 lines 
respectively. However, many of these transitions will overlap and/or be obscured 
by the spectral linewidth, leading to a reduction in the total number of observed 
EPR lines. 

One of the characteristic features of the Mn4 cluster in PSII is the existence of 
two distinct X-band EPR spectral signatures observed for the OEC trapped in the 
S2 state of the Kok cycle [102]. The first is a g = 2.0 signal with 16 to 19 visible 
55Mn hyperfine components (also known as the multiline signal) attributed to an S
= ½ ground state. The second is a broad transition centered at g = 4.1 with at least 
16 hyperfine components observable only in the NH3-treated and oriented mem-
brane sample [124] and with the intermediate spin state of S = 5/2. Depending on 
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Table 3. Several Popular Ligands Used for Stabilizations of the Synthetic -Oxo-Bridged 
Mn Clusters with Their Common Abbreviations 
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a bipy = 2,2 -bipyridine, phen = 1,10-phenantroline; biphe = 2,2 -biphenolate; pic = picolinate; dbm = 
dibenzoylmethane; dpp = diphenylphosphonate; terpy = 2,2 :6,2 -terpyridine; bpea = N,N-bis(2-pyridyl-
methyl)ethylamine; tacn = 1,4,7-triazacyclononane; tmtacn = 1,4,7-trimethyl-1,4,7-triazacyclononane;
HB(pz)3 = hydrotris(pyrazol-1-yl)borate; tame = 1,1,1,-tris(aminomethyl)ethane; tren = tris(2-amino-
ethyl)amine; N3O-py = N,N-bis(2-pyridylmethyl)glycine; cyclam = 1,4,8,11-tetraazacyclotetra-decane; 
bispyzen = N,N-bis(pyrazinylmethyl)-1,2-ethanediamine; salen = N,N-disalicylidene-1,2-ethylene-
diamine; salpn = N,N-bis(salicylidene)-1,3-propanediamine; 2-OH-salpn = N,N-disalicylidene-2-
hydroxy-1,3-propanediamine; tmpa = tris(2-pyridylmethyl)amine; tphpn = N,N,N ,N -tetrakis(2-pyri-
dylmethyl)-2-hydroxy-1,3-propanediamine; tpen = N,N,N ,N -tetrakis(2-pyridylmethyl)ethylenediamine; 
cyclen = 1,4,7,10-tetraazacyclododecane; tpp = tetraphenylporphyrin. 

the preparation conditions, freezing procedures, and the nature of the solvent 
[28,125–127], the intensity will shift from g = 4.1 signal to the g = 2.0 multiline 
signal, suggesting that the two signals arise from different spin states of the same 
manganese cluster. Several studies pointed out that such a “double EPR behavior” 
for a single manganese cluster must be associated with two distinct conformations 
of the polynuclear Mn aggregate, giving rise to the two different spin ground states. 
The g = 2.0 signal is associated with S = 1/2, while the g = 4.1 has a higher total 
spin of S = 5/2. 
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Table 4. Characteristic EPR Signals Obtained for Several Synthetic 
Manganese Clusters Relevant to the OEC 

            Mn complex                        EPR signals (ML = multiline)                          References 

[MnIIIMnIV( -O)2(bipy)4]3+ X-band: ML with 16 peaks centered at g = 2, 6.6 K [22–24, 
   ML with ~24 peaks centered at g = 2, 10 K 128,129] 
 Q-band: ML with ~16 peaks centered at g = 2, 40 K 
 W-band: ML with ~18 peaks centered at g = 2, 20 K 
[MnIIIMnIV( -O)2(phen)4]3+ X-band: ML w/ 16 peaks centered at g = 2, 6.6–18 K [128,130– 
 Q-band: ML with 16 peaks centered at g = 2, 50 K 133] 
[(2-OH-3,5-Cl2-salpn)2MnIIIMnVI] X-band: ML with 11 peaks centered at g = 2, 4-20 K, [134,135] 
   broad signal at g = 4.6, 110 K 
[(CH3)4(dtne)MnIIIMnIV( -O) X-band: ML with 16 peaks centered at g = 2, 2.4 K [132] 
  ( -OAc)](BPh4)2 Q-band: ML with ~18 peaks centered at g = 2, 50 K 
[(tacn)2MnIIIMnIV( -O) X-band: ML with 16 peaks centered at g = 2, 2.4 K [129,136] 
  ( -OAc)](BPh4)2   ML with 16 peaks centered at g = 2, 20 K 
 Q-band: ML with ~18 peaks centered at g = 2, 50 K 
 W-band: ML with ~18 peaks centered at g = 2, 20 K 
[MnIIIMnIV( -O)(tpp)2]–1 X-band: ML with 16 peaks centered at g = 2, 10 K [137] 
MnIIIMnIIMnIII(5-Cl-hsaladhp)2 X-band: ML with 16 peaks centered at g = 2, [138] 
(sal)4   broad signal at g = 3.6 and 4.1, 10 K 

MnIIIMnIIMnIII(hsaladhp)2(hsal)4 X-band: ML with 16 peaks centered at g = 2, 4 K [139] 
[Mn3O4(bipy)4(OH2)2]4+ X-band: ML with 35 peaks centered at g = 1.96, 4 K [140] 
[Mn3O4(bipy)4(Cl)2]4+ X-band: ML with 35 peaks centered at g = 2, 4 K [141] 
[Mn4( -O)3( 3-Cl)]6+ X-band: ML with 16 peaks centered at g = 2, [142] 
   broad signal at g = 5.2 and 12, 10 K 
[Mn4O3Cl6(OAc)3(HIm)] X-band: ML with 16 peaks centered at g = 2, [143] 
   broad signal at g = 5.2 and 12, 10 K 

3.3.  Synthetic Models 

3.3.1.  Dimeric Species 

Dimeric mixed-valence Mn complexes have played a historic role in elucida-
tion of the nature of the Mn4 core of the OEC. Upon its discovery, the above-
mentioned multiline signal (total width of ~1900 G and hyperfine couplings of 85–
90 G) associated with the S = ½ form of the OEC trapped in the S2 state of the 
Kok cycle was immediately compared to EPR spectra of mixed-valence dinuclear 
Mn complexes. A di- -oxo-bridged Mn dimer was first targeted as a poten-
tial mimic for the magnetic properties of the OEC, as the EPR spectrum of 
[(bipy)2MnIIIO2MnIV(bipy)2]3+, a low-spin (S = 1/2) exchange-coupled mixed-
valence complex, exhibits a 16-line spectral pattern centered at g = 2, which is 
reminiscent of that obtained for the above-mentioned S2 state of the OEC. Due to 
the larger overall spectral width of the PSII multiline signal, the possibility that this 
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Figure 10. Different types of Mn–oxo bridged motifs that model the tetranuclear manganese 
cluster of the OEC and have been synthesized so far. Adapted from [123]. 

Figure 11. Schematic representations of the metal–metal core in several -oxo- or di- -oxo-
bridged dimeric Mn clusters serving as synthetic models for the architecture of the Mn4 clus-
ter in the OEC. 

signal arises from an MnIIMnIII exchange-coupled dimer was also taken into ac-
count. The MnIIMnIII dimers, due to the larger hyperfine couplings of MnII and 
higher projection factors for g (see §2.2.) also exhibit larger overall spectral width. 

A comparative study by Dismukes and Siderer [23] emphasized these similari-
ties and compelled others to synthesize a panoply of oxo-bridged mixed-valence 
Mn dimers, exhibiting a wide variety of structural and EPR characteristics. Typical 
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Figure 12. Characteristic EPR multiline signals from several synthetic manganese dimeric 
species together with the multiline signal form the S2 state of the native PSII. (A) Multiline 
EPR signal from native OEC. Multiline signals from the mixed-valence MnIIIMnIV dimeric 
species with following ligands: (B) bipy, (C) phen, (D) bpea, (E) tacn, (F) tpen, (G) bispicen 
and (H) salpn. Adapted from [59]. 

EPR patterns of some of these dimeric manganese complexes are presented in Fig-
ure 12. It is straightforward to notice that, despite the fact that none of these EPR 
spectral signatures reproduce exactly the EPR signal of the native enzyme, all of 
them exhibit striking resemblances with the multiline EPR signal of PSII in the S2
state of the Kok cycle. In a recent review, Mukhopadhay et al. listed almost one 
hundred different Mn dimers with some relevance to the Mn cluster in OEC [98]. 
Some of the most relevant Mn–oxo core structures in these compounds are shown 
in Figure 11. 

Like [(tpp)MnIIIOMnIV(tpp)]– reported by Dismukes[137] or the [(bipy)2MnIII 

O2MnIV(bipy)2]3+ dimer discussed above [144], most of the MnIIIMnIV mixed-
valence complexes exhibited the characteristic 16–18 line pattern (Fig. 11) in the 
EPR spectra [131,145–148], which was relatively simple to simulate using a vari-
ety of g- and A-tensors (e.g., for [(bipy)2MnIIIO2MnIV(bipy)2]3+ these values are: g
= 1.995, g|| = 1.998, A (MnIII) = –480 MHz, A||(MnIII) = –360 MHz, A (MnIV) = 
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212 MHz, A||(MnIV) = 230 MHz. For exact g and A values for the other complexes, 
see p. 314 of [59]). At that time, however, it was unclear how the 55Mn hyperfine 
coupling constant for the distinct metal centers (for the individual Mn ions 
A (MnIII) = –230 MHz, A||(MnIII) = –150 MHz, D(MnIII) = –4 cm–1, and A (MnIV)
= A||(MnIV) = –230 MHz, D(MnIV)  0). From [149], we would influence the spec-
tral shape of this signal containing multiple transitions. The differences between 
the multiline EPR signal from the native protein and those of the dinuclear Mn 
model compound were attributed by some authors to exceedingly large nuclear 
quadrupolar couplings as well as larger hyperfine anisotropy for the two 55Mn nu-
clei. Unfortunately, EPR techniques alone are not able to clarify this problem. To 
obtain precise information about the hyperfine couplings, a double resonance tech-
nique, such as ENDOR, which can yield detailed information about the nuclear 
spin, has to be used. 

The importance of the combined EPR and ENDOR approach was fully dem-
onstrated by Randall et al., who, using complete ENDOR analysis of a model 
dimeric MnIIIMnIV compound, concluded that the same methodology could also be 
applied to explore the electronic structure of the OEC. It was only when Davies 
ENDOR was applied for the study of [(bipy)2MnIIIO2MnIV(bipy)2]3+ that an unam-
biguous assignment of the nuclear spin transitions for 55Mn nuclei of both the MnIII

and MnIV ions was possible [150]. By constraining the simulations of EPR spectra 
based on effective 55Mn hyperfine parameters derived from ENDOR experiments, 
the exact contribution of the 36 EPR transitions (see Fig. 13) to the significant 
spectral overlap giving rise to a “reduced” 16-line EPR spectrum for this bipyridine 
complex was resolved. This successful simulation of the EPR spectrum of 
[(bipy)2MnIIIO2MnIV(bipy)2]3+ dimer with a set of parameters, which completely 
failed to simulate the 55Mn ENDOR spectrum of the multiline EPR signal of the 
native enzyme, allowed easily ruling out the dimeric origin of the multiline signal 
obtained for PSII. In contrast, the 55Mn hyperfine couplings included into a 
tetranuclear model spin Hamiltonian provided a good simulation of both the EPR 
spectrum and the 55Mn ENDOR spectrum of the PSII multiline. 

A complementary work by the same authors on [(bipy)2MnIIIO2MnIV(bipy)2]3+

and [(phen)2MnIIIO2MnIV(phen)2]3+ complexes demonstrated that the observed 
ENDOR spectrum is governed by the effect of mI and orientation selection, which 
depend on the position in the EPR envelope chosen for the ENDOR experiment 
[128]. Thus, by proper selection of the multiple mI values across the EPR envelope 
(ENDOR experiments performed at different magnetic fields), it is possible to sort 
out different parameter trends. Based on an analysis of the influence of the quadru-
pole interactions on the ENDOR spectra, it was suggested that it is important to 
include the quadrupolar interaction, especially for the MnIII ion, to properly de-
scribe the ENDOR spectra, in contrast to an analysis that neglected the quadrupolar 
contribution provided previously by Lubitz et al. [136]. 

Additional spectroscopic information can also be gathered from the simultane-
ous use of EPR spectroscopy at different microwave radiation frequencies. This 
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Figure 13. Energy diagram for the exchange-coupled MnIIIMnIV dimer with all possible 
ENDOR transitions. Adapted from [128]. 
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multifrequency approach has the clear advantage of being able to yield a precise 
determination of the g-tensor from high-field/frequency and hyperfine couplings 
from low-frequency EPR spectra. Using multifrequency EPR and ENDOR at X- 
and Q- band (35 GHz), Lubitz and coworkers [132,136] obtained enhanced g- and 
A-tensors on several complexes with either two -oxo bridges or two -oxo and 
an additional -aceto bridge such as [(tacn)MnIIIO( -CH3CO2)( -O)2MnIV(tacn)] 
(BPh4)2 (D3 and D4 in Fig. 11). Precise determination of the orientation of the g-
and 55Mn HF tensors confirmed that these complexes containing tacn ligands are 
characterized by rhombic tensors, with the isotropic part much smaller than those 
of the bipy-type complexes. A similar study was extended by Schäfer to different 
EPR frequencies (X-, Q-, and W-band) [129]. At high frequencies (94 GHz and 
above) the g-tensor components were determined with much higher precision, 
which enabled improved simulation of the spectra at lower frequencies and yielded 
a high-precision dataset for g- and 55Mn hyperfine tensors. 

Although most of the dinuclear Mn complexes exhibit a quite similar Mn–O2–
Mn core, even small variations of the bridging geometry can lead to differences in 
g- and 55Mn hyperfine values. The complexes containing dtne and mdtn ligands 
feature an additional geometric strain, while bipy and phen complexes lack the 
carboxylato bridging ligand. The other ligands seem to play a less important role, 
although they are responsible for some smaller differences. Very recently, Lubitz 
and coworkers have shown that the influence of even very subtle structural changes 
(e.g., small differences in the planarity of the Mn–( -O)2–Mn core) could be de-
tected with modern EPR techniques in the mixed-valence MnIIIMnIV and MnIIMnIII

compounds with S = 1/2 ground state [151,152]. Similar multifrequency EPR stud-
ies (9, 95, 285 GHz) on di- -oxo MnIIIMnIV dimers with ligands containing nitro-
gen including bipy- and phen-containing species were also conducted by Un and 
coworkers [147] and showed that most of the anisotropy of the g-tensor originated 
from the MnIII metal center. 

Use of the non-oriented or partially oriented samples for the EPR studies pre-
clude (in the majority of cases) direct access to information contained in the spec-
tral patterns of the totally oriented systems. By studying model Mn complexes in 
single-crystal form, precise information about the magnetic tensors and their rela-
tive orientation can be directly obtained. Multifrequency (X- and Q-band) EPR 
studies of single crystals of [MnIIIMnIVO2(phen)4](PF6)3·CH3CN, with a bulky PF6
group, introduced to increase the distance between the adjacent metal centers [133], 
showed distinctly resolved 55Mn hyperfine lines in all crystal orientations, unlike 
single-crystal EPR spectra of other MnIIIMnIV di- -oxo-bridged complexes where 
broad lines were attributed to dipolar interaction of the adjacent metal ions. Highly 
resolved hyperfine lines significantly simplified simulation of single-crystal spectra 
in the three principal directions, allowing assignment of the magnetic g- and A-
tensors of the molecule with a high degree of reliability. These parameters were 
subsequently used to generate the solution EPR spectra at both X- and Q-band with 
excellent agreement. 
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Although failure to simulate the S2 state multiline with merely two Mn ions 
demonstrated that simple dimeric Mn species cannot be considered as complete 
models for the manganese cluster of PSII, there is an advantage to such simplicity. 
Molecules with only two manganese ions can be instructive in accessing the ex-
change coupling between two metal ions (which is much simpler than in the analo-
gous trimeric or tetrameric complexes) or the extent of the ZFS. As mentioned pre-
viously, the changes in the geometry of the Mn–Mn core can have a profound im-
pact on the J values and consequently affect the exchange pathways. For example, 
inclusion of sterically hindered ligands increases the Mn–Mn distance and reduces 
the J value. Moreover, the influence of the bridging ligand (e.g., oxo versus hy-
droxo or halogen) on the exchange pathways and thus on the observed J values is 
of primary importance for the mechanistic aspect of water oxidation. Similarly, 
investigation of dimeric species with distinct geometrical features can help in un-
derstanding the topology of the Mn4 cluster in PSII in respect to Mn–X–Mn con-
nectivity. For example, incorporation of the bridging acetate groups can approxi-
mate the binding motif of carboxylate residues in the Mn-binding site of PSII. In 
addition, the exchange pathway is much less covalent, precluding efficient double 
exchange and superexchange. 

Most of the symmetric di- -oxo mixed-valence MnIIIMnIV dimers exhibit J
values in the range of –100 to –400 cm–1 [38]. Representative examples of 
such intermediate-to-strong antiferomagnetic coupling are the previously men-
tioned di- -oxo- and di- -oxo- -aceto-bridged (D3 and D4 in Fig. 11) complexes 
studied by Lubitz and coworkers [132,136] (J = –110 cm–1 for di- -oxo- -acetato,
J = –150 cm–1 for di- -oxo). However, a larger (as compared to the di- -oxo-
bridged species) distance between the Mn atoms leads to a smaller extent of the 
exchange coupling and therefore to more weakly coupled dimers. A significant 
decrease in the J values is also observed upon successive protonation of the two -
oxo bridges (from –92, –48, to –6 cm–1, respectively) as noticed by Baldwin and 
Pecorarro [153,154], who reported magnetic studies on dimeric MnIVMnIV species 
[MnIV(salpn)( -O)]2, [MnIV(salpn)( -O)( -OH)]2(CF3SO3)2, and [MnIV(salpn)( -
OH)]2(CF3SO3)2.

The highly asymmetric complex [Mn(2-OH-3,5-Cl2-salpn)]2(thf)ClO4, in 
which the manganese centers are bridged by two chlorine atoms, exhibits a low-
temperature X-band EPR spectrum [134] with 12 peaks (Fig. 14), which clearly 
differs from the usual 16-line pattern observed for most of the Mn di- -oxo-
bridged dimers. A direct consequence of the different bridging ligand and different 
geometry of the Mn–Mn core (much longer Mn–Mn separation) is nearly an order 
of magnitude reduction in the exchange-coupling constant, (J = –10 cm–1) as com-
pared to that observed in complexes containing the -oxo or -acetato bridges, 
which exhibits J values close to –100 cm–1. In this context it is worth noticing that 
the S2 state of the OEC has negative J values of –20, –100, and –100 cm–1 [103] 
(alternative values of –125, –130, –170, and –225 cm–1 were derived by Charlot et 
al. in [66]), which may suggest that an additional bridging ligand, such as acetate, 
might be necessary to bring down the value of J.
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Figure 14. The 12-line EPR multiline pattern obtained at 4 K with a frozen solution of 
{[Mn(2-OH-3,5-Cl2-salpn)]2(thf)}ClO4 (A) (adapted from [134]) and the corresponding 
simulation (B) (adapted from [149]. 

The small J value is responsible for a strongly temperature-dependent EPR 
spectra of [Mn(2-OH-3,5-Cl2-salpn)]2(thf)ClO4, exhibiting a 12-line EPR pattern at 
g = 2, at 4 K. It is interesting to notice that this chloride-bridged complex showed 
the previously described “double EPR behavior” by yielding spectroscopic features 
attributed to the thermally populated excited spin states observed at higher g values 
(g = 5) with increasing temperature. The salpn complex was the first model repro-
ducing such behavior and simultaneously mimicking the g = 2 multiline and g = 
4.1 signals of the OEC. 

Theoretical studies addressing the precise superexchange pathways in the 
mixed-valence MnIIIMnIV dimers were conducted by McGrady and Stranger on 
simple model complexes Mn( -O)2Mn(NH3)8

3+ with ammonia ligands. This theo-
retical study showed that the spin delocalization involves essentially the crossed 

2 2 2/x y z
J  pathway, and hence might be regarded as a transfer of charge from the 

majority spin 2d
x

 orbital on MnIII to the minority spin 2 2-
d

x y
 orbital on MnIV. Op-

timized geometry was in accordance with a valence-trapped system, exhibiting two 
distinct Mn sites differing by the significantly longer (2.459 Å) Mn–N bond to ax-
ial nitrogen at the MnIII nucleus as compared to an analogous bond at the MnIV

nucleus (2.117 Å) [155]. In similar calculations on [Mn( -O)2Mn(NH3)8]n+ species 
extended to various degrees of metal oxidation (n = +2 to +5), Barone et al. 
showed that the computed J values are about three times bigger for the MnIIIMnIV

species than for the corresponding MnIIMnIII analogues [156]. An examination of 
electron delocalization in these mixed-valence species allowed their classification 
as Class II compounds in the Robin-Day classification scheme [36]. 



236 MARCIN BRYNDA AND R. DAVID BRITT

The influence of the metal-bridging atom–metal geometry on the exchange 
pathways was more rigorously addressed by Delfs and Stranger [157], who showed 
that for the model [Mn2( -O)3(NH3)6]2+ complex exhibiting a very short Mn–Mn 
distance (2.3 Å), the large antiferromagnetic coupling J = –390 cm–1 is dominated 
by superexchange mechanism via the -oxo bridges, and that direct Mn–Mn inter-
action is very small. Similar calculations [158] on mixed oxo- and carboxylato-
bridged Mn dimers confirmed that the magnetic coupling is profoundly affected by 
changes in both the bridging ligands and Mn oxidation state. Jahn-Teller distortion, 
observed for the MnIII centers in the MnIIIMnIV dimers, was attributed to the 
changes in the bridging di- -oxo structure. The corresponding crossed exchange 

2 2 2/x y z
J  pathway was also responsible for a significant delocalization of the odd 
electron, which partially converts the MnIV ion into low-spin MnIII. Therefore, the 
magnetic exchange in the ground state can be considered to arise from two interact-
ing spin ladders, one the result of coupling between MnIV (S = 3/2) and high-spin 
MnIII (S = 2), and the other the result of coupling between MnIV (S = 3/2) and low-
spin MnIII (S = 1). Similarly, the importance of strong exchange pathways via short 
Mn–Mn and Mn–oxo distances was pointed out by Noodleman and coworkers, 
who have provided BS-DFT calculations for triply bridged Mn–oxo dimers with 
terminal tacn ligands [53]. 

As explained in Section 2.2., ZFS can significantly contribute to both g-values 
and hyperfine tensors of exchange-coupled Mn dimer only when / 1D J . This 
condition is satisfied in the above case of [Mn(2-OH-3,5-Cl2-salpn)]2, which ex-
hibit the “unusual” 12-line spectral pattern. A theoretical description of this phe-
nomenon was provided by Zheng et al. [148], who showed that the usually ne-
glected but important contribution of ZFS to Eqs. (13)–(17) (see §2.2.1.) cannot be 
omitted in the weak-coupling case, where the D/J ratio is much bigger than in a 
typical strong coupling case ( / 1D J ). By using the appropriate D parameters 
in Eqs. (15)–(17) the 12-line spectrum of Figure 14 was successfully simulated. 

Several Mn dimers with lower oxidation states exhibiting distinctive EPR sig-
nals were also synthesized [159,160], yet their relevance for the OEC is question-
able.

Theoretical prediction of the EPR parameter by performing calculations on the 
strongly exchange-coupled dimers, for which a considerable amount of experimen-
tal data is available, such as [bipy2MnIII( -O)2MnIVbipy2] and [phen2MnIII( -
O)2MnIVphen2], is a useful example of the utility of the BS approach. In our re-
search group, we have performed several benchmark calculations on these dinu-
clear species and on simple mononuclear Mn complexes, with particular emphasis 
on characterizing the intrinsic DFT error coming from the inability of the current 
density functional methods to properly calculate the Fermi contact term in the hy-
perfine interaction tensor. As can be seen from Table 5, the computed isotropic part 
of the hyperfine interaction is underestimated by a factor of ca. 1.5–1.7, in accor-
dance with recent studies conducted by Neese et al. [151,161,162]. It is also impor-
tant to point out that the calculated Heisenberg exchange-coupling constants J us-
ing the same BS methodology are typically overestimated by a factor of 2–3. 
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Table 5. Computed Values of the Hyperfine Interactions for MnIII and MnIV

Centers for Several Mononuclear and Dinuclear Model Compounds 
Using Broken-Symmetry Approach 

                                                                                                                 Mulliken 
       Mn complexes                       Aiso           A11         A22         A33        spin density          Ref. 

Mononuclear complexes 
     MnIII

     [Mn(acac)3] –133 
 (–156) 
     MnIV

     [Mn(porph)(OCH3)2] –133 –202 
     [Mn(salahe)2] –128 –216 
     [Mn(bmdmp)2] –128 –208 

Dinuclear mixed-valence complexes 
     [bipy2MnIII( -O)2MnIVbipy2]
     Experimental 
       MnIII –454 –502 –479 –376  a 
       MnIV 219 210 216 233  a 
     Broken symmetry S = 1/2 
       MnIII –415 –502 –485 –259 3.60 
       MnIV 285 263 293 301 –2.39 

-O/1 3.1 40 19 –50 –0.19 
-O/2 3.4 41 20 –50 –0.19 

     [phen2MnIII( -O)2MnIVphen2]
     Experimental 
       MnIII –451 –502 –479 –373  a 
       MnIV 221 213 216 233  a 
     Broken symmetry S = 1/2 
       MnIII –422 –509 –488 –268 3.55 
       MnIV 295 276 294 315 –2.36 

-O/1 1.7 36 16 –47 –0.17 
-O/2 0.9 38 15 –50 –0.18 

aExperimental values taken from [59]. Adapted from [170]. 

As it is the case for mononuclear and dinuclear complexes, the isotropic part 
of the hyperfine coupling calculated for the higher-nuclearity clusters will suffer 
from the same underestimation. Therefore, computed hyperfine coupling constants 
for exchange-coupled systems must first be deconvoluted into intrinsic sites-values 
according to the projection techniques described in Section 2.2. Then the isotropic 
component of the site HF tensor must be scaled by the empirically determined 1.5–
1.7 factor. The intrinsic sites-values can then be compared to the available experi-
mental data (e.g., Mn in MnIII and MnIV oxidation states [163–166]), as well as to 
the HF values determined at the same level of theory on the mononuclear sites of 
the corresponding oxidation number. 
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Two recent interesting studies using BS-DFT by Neese and coworkers high-
light the suitability of BS methodology for calculation of exchange couplings J,
ligand and metal hyperfine couplings, as well as quadrupolar interactions and g-
tensors in the mixed-valence MnIIIMnIV systems. The investigation of the 
[MnIIIMnIV( -O)2( -OAc)dtne]2+ complex, clearly showed distinctly different MnIII

and MnIV sites for the high-spin and broken symmetry states, in agreement with 
experimental results [162]. Noticeable changes in the calculated geometrical and 
spectroscopic parameters for the manganese catalase, which possesses an ex-
change-coupled active site in its superoxidized MnIII/MnIV state [167–169], were 
also highlighted using BS-DFT on simplified model species. The possible protona-
tion of a -oxo bridge (although unlikely for the higher oxidation states of transi-
tion-metal centers) was easily ruled out by comparing the calculated and experi-
mental spectroscopic parameters [151]. 

One of the most exciting developments in EPR and related techniques is the 
possibility to probe the nature of the ligands bound to the metal centers by access-
ing their hyperfine couplings via advanced ENDOR or ESEEM magnetic reso-
nance techniques. Such studies are, for example, important in the context of deter-
mining the precise oxidation state of a given manganese atom in the Mn4 center of 
the OEC via interaction with the neighboring ligand. Possible binding of H2O or 
small molecules to the Mn cluster of OEC is another point of interest, in the con-
text of water activation before its oxidation to O2. In this respect, an excellent spec-
troscopic model for probing water binding to the Mn4 cluster in OEC was precisely 
obtained using the [(phen)2MnIIIO2MnIV(phen)2]3+ dimer in different polar solvents , 
such as water, THF, and methanol [135]. ENDOR and ESEEM experiments 
showed that a solvent molecule is bound directly to the MnIII of the dinuclear com-
plex; however, solvent protons bound to MnIII were found to have inequivalent 
axial dipolar hyperfine interactions. Their orientations and radial distances were 
determined using a model where the proton experiences a point–dipole interaction 
with each Mn ion. 

Specific deuteration of the proton sites combined with ENDOR on structurally 
different complexes allowed correlating the experimentally observed HF tensors 
with precise protons of the surrounding ligands (dtne and tacn) in the multifre-
quency EPR and ENDOR study by Lubitz and coworkers [132,136]. In addition, a 
net decrease in the electric field gradient upon binding to the metal was evidenced 
by 14N ENDOR spectroscopy, which showed smaller 14N nuclear quadrupole pa-
rameters of the ligand nitrogens, as compared to the bipy- or phen-type ligands. 
These experiments were able to differentiate the axial ligand nitrogens directly 
bound to MnIII from several more weakly coupled 14N nuclei. These latter were 
studied with ESEEM spectroscopy and were assigned to be the equatorially bound 
nitrogens in close proximity to MnIII. Thus, study of these parameters on the model 
species can provide a sensitive tool for ligand identification and can yield precise 
information about the local electronic structure via the electric field gradient. 
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3.3.2.  Trimeric Species 

For the synthetic species with a manganese nuclearity higher than two, an ad-
ditional problem arises that is related to so-called “spin-frustration.” Spin frustra-
tion can be easily explained on a model containing three spins being positioned on 
the vertices of an equilateral triangle. If two neighboring spins are antiferromag-
netically coupled, the third spin is unable to couple antiferromagnetically with both 
adjacent spins simultaneously. Thus, this third spin is experiencing “spin-
frustration.” Spin frustration is an essential ingredient for a variety of magnetic 
phenomena, and is also present in the Mn clusters of higher nuclearity [171]. Its 
importance is manifested through the facile accessibility of multiple intermediate 
spin states observed in multinuclear manganese clusters. The role of the topology 
of the cluster on the magnetic properties of the asymmetric Mn trimers was high-
lighted in a theoretical study conducted by Gomez-Garcia et al. [172]. Inspection 
of Figure 9 reveals that the trimeric Mn motif pervades in several of the tetrameric 
Mn models of the OEC. In such models, the Mn ions occupy three vertices of a 
cube and are bridged by four oxo groups. This “cubane” Mn3O4 core is of interest, 
because there is strong body of evidence [13,18,117] that the Mn cluster of OEC 
exists in a 3 + 1 type geometry, in which a trinuclear cluster is coupled to a single 
manganese ion. 

The first EPR signal from a trinuclear Mn3O4 core with direct relevance to 
the OEC was obtained independently in 1990 by Sarneski et al. [140] and by Auger 
and colleagues [141], who synthesized almost identical trinuclear Mn complexes, 
[Mn3O4(bipy)4(H2O)2]4+ and [Mn3O4(bipy)4Cl2]2+, bearing two single -oxo and 
one di- -oxo bridge between the adjacent metal centers. A well-resolved 35-line 
pattern with 23 G splittings in the g = 2.0 region (Fig. 15) was visible in the EPR 
spectra of both species, which were characterized by a fairly strong antiferromag-
netic coupling between the metal centers (J = 182 cm–1 across the di- -oxo bridge 
and 98 cm–1 across single -oxo bridges). 

Simulation of the EPR multiline was performed based on a simplified model, 
assuming two of the three MnIV manganese atoms to be equivalent (see §2.2.). 
Calculated energy levels revealed an S = 3/2 excited state adjacent to the S = 1/2 
ground state that highlighted the importance of such a model for OEC, since 
adjacent S = 1/2, S = 3/2, and S = 5/2 states have been invoked to explain how the 
two EPR signals of the S2 state of PSII could arise from the same Mn cluster. It 
is interesting to notice that a well-resolved multiline signal similar to the one 
reported above was also recorded at 12 K after the chemical oxidation of 
[(bipy)2MnIIIO2MnIV(bipy)2]3+(ClO4)3·2H2O. This spectral pattern was likely 
wrongly assigned by the authors to be consistent with a superoxidized MnIVMnIV

form of this complex, which is believed to correspond to the S4 state of the 
Mn OEC cluster [173], as demonstrated later by Sarneski et al. [140]. With the aim 
to model the higher-spin ground states of the OEC, Mn3O4 cores of slightly 
different type were prepared: ([(MnIV

3O4(OH)-(tpen)(p-tpen)](ClO4)6·4H2O)[174] 
and [(MnIV

3O4(OH)(bpea)3](ClO4) [175]. Both species exhibited an EPR signal 
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Figure 15. The EPR multiline with 35-line pattern obtained with the frozen solution of a tri-
nuclear [Mn3O4(bipy)4(H2O)2]4+ complex at 4 K (A). For comparison, EPR spectrum of a di-
nuclear mixed-valence complex [(bipy)2MnIIIO2MnIV(bipy)2](ClO4)3 is depicted in (B). 
Adapted from [140]. 

corresponding to the ground state of S = 3/2 with either a complex pattern of four 
broad peaks or a single broad line centered at g = 4.0, respectively. In both cases, 
the ratio of the exchange couplings between the two equivalent manganese atoms 
and the third one is responsible for the ground state of the molecule: for J /J ~ 0.4 
S = ½ and S = 3/2 are degenerate, for J /J = 0.54 S = ½ is the ground state, while 
for J /J = 0.14 the S = 3/2 is the ground state. 

Pronounced interest in a theoretical description of the mechanism of the mag-
netic coupling and the possible exchange pathways characterized most of the early 
computational studies of the exchange-coupled multinuclear metal species, with 
particular focus on the computation of exchange parameters J. Theoretical descrip-
tion of the exchange pathways in manganese clusters is, for example, important in 
relation to the ongoing discussion as to whether the bridges in the Mn4 OEC moi-
ety are oxo or hydroxo, and if carboxylate functionalities of ligating amino acids 
are mono or bidentate. Historically, the first computational study of a manganese 
cluster targeted an MnIII

3MnIV tetramer [MnIVMnIII
3O3Cl7(O2CCH3)3]3– considered 

as a potential model for the S0 state of the OEC. This theoretical work (which initi-
ated the use of the broken-symmetry approach for the study of the coupled manga-
nese clusters) dates back to 1992, when Noodleman introduced such calculations 
using LCAO X  density functional method, the precursor of the modern DFT. The 
computed exchange parameters values for the ferromagnetic MnIIIMnIII and anti-
ferromagnetic MnIIIMnIV interactions were calculated to be 19.3 and –46.6 cm–1,
respectively, and yielded a total S = 9/2 ground state. 
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Another class of the manganese trimers with relevance to the Mn4 cluster of 
OEC includes the homovalent MnIIMnIIMnII and the mixed-valence MnIIIMnIIMnIII

linear cores, in which the three manganese atoms are bridged by a single -oxo 
bridge with additional acetate type ligands [176]. A variable-temperature EPR 
study of [MnIIIMnIIMnIII(Hsaladhp)2(AcO)2(5-Cl-salpn)2(thf)2] in the range 4–10 K 
showed a poorly resolved multiline centered at g = 2, consistent with an S = 3/2 
ground state. A similar MnIIMnIIMnII(AcO)6-(pybim)2 exhibits a broad signal at g = 
2.0 with a weak feature at g = 4.5 and g = 6.5 and a ground state of S = 5/2. Several 
other MnIIMnIIIMnII complexes containing the N-glycoside ligands are character-
ized by a g = 2.0 centered sextet similar to that observed for the free Mn2+ ion 
[177]. 

Figure 16. (A) The EPR multiline with 19 distinctive peaks similar to the EPR signal characteristic 
of the S2 state of the Kok cycle in PSII, obtained with the frozen solution of the trinuclear 
[MnIIIMnIIMnIII(Hsaladhp)2(sal)4·2CH3CN] compound at 4 K. (B) Multiline signal form the native 
S2 state of PSII enriched membranes illuminated at 200 K. Adapted from [139]. 

In 2000, Tangoulis reported a mixed-valence MnIIIMnIIMnIII trinuclear com-
plex of stoichiometry [MnIIIMnIIMnIII(Hsaladhp)2(sal)4·2CH3CN], characterized by 
a very small antiferromagnetic J coupling of ~6 cm–1. Interestingly, the EPR spec-
trum obtained at 4 K was characterized by a 19-line signal centered at g = 2.0 (Fig. 
16), similar to that observed for the S2 state of the OEC [139]. In addition, a low-
field EPR signal arising from a superposition of two peaks, one centered around g
= 3.6 and the other, for which 55Mn hyperfine structure is observed, centered 
around g = 4.1, was indicative of an S = 3/2 ground state in a way similar to the 
“double EPR behavior” of the native enzyme, exhibiting simultaneous g = 2 and 
g = 4.1 signals. 
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An interesting compound relevant to the “dimer-of-dimers” model was re-
ported by Christou and coworkers with a core containing three Mn atoms con-
nected by two di- -oxo bridges and exhibiting very weak antiferromagnetic and 
ferromagnetic couplings (–25 and 8 cm–1) [178]. The ground state of the complex 
was assigned to be S = 3/2, with the first, degenerate excited state corresponding to 
S = 1/2 and S = 5/2 lying 123 cm–1 above the ground state. Importantly, small simi-
lar values of J couplings were evoked to explain that such a situation, where the 
ground state is very sensitive to the relative strength of the competing antiferro-
magnetic exchange interactions, could explain different spin states for the S2 state 
of the OEC. Homo- and mixed-valence EPR active trinuclear Mn complexes were 
recently reviewed by Kessissoglou [138]. 

As in the case of the dinuclear Mn species, single-crystal studies were also 
performed on manganese trimers. Magnetic susceptibility and single-crystal EPR 
studies of an Mn3 cluster, MnIII

2MnII(O)(O2C-C6F5)6(py)3·CH2Cl2, with six fluori-
nated carboxylates that are relevant as mimics for possible binding acetate ligands 
in the Mn4 moiety of OEC, indicated an S = 3/2 ground state, with antiferromag-
netic coupling between MnIII and MnII ions [179]. The negative J values (–5.4 and 
–3.4 cm–1 for MnII/MnIII and MnIII/MnIII interactions, respectively) identified both 
of these exchange interactions as being antiferromagnetic, with a stronger anti-
ferromagnetic coupling between MnII and MnIII ions. 

Since the exchange couplings J are small, and J D , any small changes in 
the ratio of the J values will have a pronounced effect on the final ground state. It 
is interesting to examine this situation in the above-mentioned MnIIMnIII dimer as 
exemplified by Figure 17, where the energies total spin ground states were plotted 
as a function of the J/J  ratio (J being the MnIIMnIII and J  being the MnIIIMnIII

interactions). It is straightforward to notice that in a J/J  range of 0.2 to 1.2, four 

Figure 17. Plots of the eigenstates of total ground spin states ST with the corresponding in-
termediate states SA from coupling of the spins of the two MnIII ions. The states are labeled 
as (ST, SA) and are plotted against the J/J  ratio, where J is the MnIIMnIII and J  the MnIIIMnIII

exchange interaction. Adapted from [179]. 
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different ground states with an overall ST = 0 to 3 are lying very close to each 
other. This type of situation is also encountered in the polynuclear Mn cluster with 
higher oxidation states, and is of relevance for possible changes in the ground state 
of the manganese cluster of OEC. 

Manganese trinuclear complexes found also an interesting application as mod-
els for the electron-transfer mechanism in PSII [180,181] By attaching the photo-
sensitizing RuII(bpy)3 type moieties (that can be easily oxidized to RuIII upon pho-
ton absorption) to several Mn multinuclear species linked to electron-reach phenol 
groups, mixed Mn–Ru complexes of formula Mn3

II[RuII(bipy)3ArO]6 (Ar = substi-
tuted phenol groups) were prepared. Transient RuIII(bipy)3 species, obtained using 
light energy, undergo the electron transfer from the trinuclear Mn3

II cluster with 
simultaneous oxidation of one of the metal centers from MnII to MnIII. Such behav-
ior can be considered as a useful model for reaction PSII centers P680 since they can 
undergo analogous light-energy–induced charge separation. 

3.3.3.  Tetrameric Species 

The first models of Mn tetramers with relevance to the OEC appeared in 1987, 
with the report of a synthetic Mn4O2 core [182] followed by the related “double-
pivot” mechanism that was proposed for water oxidation [183]. In this mechanism, 
two Mn atoms, each carrying a water molecule, are attached to a di- -oxo-bridged 
Mn dimer via -O3 bridges. This pseudo-linear arrangement of Mn atoms was pro-
posed to recombine to a cubane-type structure after concomitant deprotonation of 
H2O, through a pivot movement around each of the connecting -O3 bridges, be-
fore the subsequent formation of an O–O bond and final O2 release. The tetrameric 
structure was characterized by small J values of –7.6 and –22.5 cm–1. Bashkin et al. 
[142] reported the same year an MnIII

3MnIV species with an imidazole ring bound 
to one of the Mn atoms and three acetate-bridging groups. The interesting struc-
tural feature with possible relevance for the OEC architecture is the “cubane-like” 
structure with four manganese atoms occupying the corners of the distorted cube. 
The Mn atoms are bridged by the three oxygens and a Cl  ion occupying the re-
maining vertex. The first solid-state magnetochemistry and EPR studies of this 
complex revealed similarities to the MnIVMnIII

3 dimer-of-dimers model proposed 
by de Paula [27] for the native S2 state, where the MnIVMnIII pair is strongly anti-
ferromagnetically coupled to give an S = 1/2 state, which is in turn ferromagneti-
cally coupled to the MnIIIMnIII pair, the latter exhibiting weak antiferromagnetic 
coupling between two Mn centers. 

Low-temperature X-band EPR spectra (3.8-90 K) of this complex are charac-
terized by two sets of signals (Fig. 18): a broad peak at g = 6.0 with a sharper motif 
at g = 4.0 plus a well-resolved 16 lines with manganese hyperfine structure cen-
tered at g = 2.0 corresponding to an S = 1/2 ground state. This complex is a 
trimeric example of the “double EPR behavior” observed previously in the dimeric 
species and relevant to the g = 2 and g = 4 signals of the S2 state. 
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Figure 18. The EPR multiline with 16 peaks centered at g = 2 and a broad signal at g = 4 ob-
tained from the frozen solution of (H2Im)2[Mn4O3Cl6(HIm)(OAc)3]1.5MeCN. The expansion 
of the g = 2 signal is shown in the upper part of the figure. Adapted from [142]. 

Figure 19. The EPR multiline with well-resolved 24 peaks centered at g = 2 obtained with 
frozen solution of [{(MnIIIMnIV

3)( -O)4(tphpn)}4]3+ (A). Multiline EPR signal of the PSII S0

state shown for comparison in (B). Adapted from [189]. 
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Three Mn4O2 “butterfly” core-type complexes with successive oxidation states 
MnII

2MnIII
2, MnIIMnIII

3, and MnIII
4 were synthesized by Vincent et al. [184] and 

were suggested to be consistent with the model for the S–1, S0, and S1 states of OEC. 
Introduction of two additional oxo bridges into the tetranuclear unit resulted in 
synthesis of an Mn4O6 core [185]. An analogous model compound with one of the 
oxo bridges protonated was synthesized by the same authors, who suggested that 
the structure was relevant to the “adamantane-shaped” core proposed earlier by 
Brudvig [186]. 

Chan et al. [187] reported a complex relevant to the “dimer-of-dimers” model, 
with an MnIIIMnIVMnIIIMnIV oxidation state, by coupling two Mn dimers together 
with a spanning polydentate ligand. Although no EPR signal was detectable at X-
band in perpendicular mode, its parallel polarization EPR spectrum revealed a sig-
nal at g = 6.0 that bears a strong resemblance to the S1 state OEC parallel polariza-
tion EPR spectrum [188]. This spectral evidence suggested that the manganese 
cluster in PSII in the S1 state has an electronic structure similar to the “dimer-of-
dimers” as observed in this synthetic compound. Another complex, formulated as 
[{(MnIIIMnIV)2( -O)2(tphpn)}2]4+, was also recently reported by Mukhopady et al. 
[189]. Its reduced rearrangement product obtained in solution, [{(MnIIIMnIV

3)( -
O)4(tphpn)}4]3+, which bears a formal MnIII

3MnIV oxidation state, exhibits a very 
well-resolved 24-line EPR signal (Fig. 19) similar to the EPR signal of the PSII S0
state.

Several interesting tetranuclear Mn models with the cubane-like architecture 
(four Mn atoms on the apices of a symmetric or distorted cube linked by oxo 
bridges) were reported by Dismukes and collaborators, as possible models for the 
oxygen evolution mechanism mediated by the manganese cluster of the OEC. The 
first of a series, reported in 1997 and formulated as Mn4O4(O2PPh2)6, incorporates 
an Mn2

IIIMn2
IVO4 mixed-valence cubic core ligated by six phosphinate ligands 

[190,181]. These complexes were shown to undergo oxygen release with simulta-
neous loss of one of the phosphinate ligands in gas phase, while in solution the 
reduction by phenothiazine resulted in release of one water molecule [192,193]. 
The model was further extended by a slight modification of the ligand (replace-
ment of PPh2 by P(PhMe)2 or P(PhOMe)2. The Mn4O4(O2P(PhMe)2)6 species were 
shown to undergo photodissociation in gas phase to a phosphinate ligand, a dioxy-
gen molecule, and an Mn4O2(O2PPh2)5

+ butterfly type core. However, in condensed 
phase (in solution) a release of two water molecules accompanied by simultaneous 
loss of two bridging oxygens from the cubane structure was observed [194,195]. 
Such reaction was also observed for the parent Mn4O4(O2P(PhOMe)2)6. Recent 
photodissociation studies in gas phase have yielded similar results and were pre-
sented for Mn4O4(O2P(PhOMe)2)6 and for the ionic form of previously reported 
Mn4O4(O2P(Ph)2)6 [196,197]. 

As mentioned for the trinuclear Mn models, spin frustration is also observed in 
Mn aggregates of higher nuclearity [171]. Hendrickson reported the EPR spectra of 
tetranuclear cubane clusters with a spin ground state of S = 9/2 exhibiting impor-
tant spin frustration [143]. The well-isolated spin ground state of S = 9/2 in these 
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distorted cubane MnIV
3MnIIIO3Cl complexes was described as resulting from anti-

ferromagnetic MnIVMnIII interactions (J = –20.8 to –30.3 cm–1) combined with 
weak ferromagnetic MnIIIMnIII coupling (J = 8.6 to 11.3 cm–1). In relation to the 
“double EPR behavior” of the OEC, an interesting study was presented on very 
similar complexes exhibiting the same S = 9/2 ground state by Wang [198]. By 
presenting the theoretically derived dependence of the ground state on the J/J  ratio 
(J corresponding to the MnIIIMnIII and J  to the MnIIIMnIV interactions), the 
authors emphasized that the S = 3/2 and S = ½ ground states for this complex 
would be accessible with relatively small changes in the value of J. Such subtle 
changes could be induced by only very minor structural modifications (e.g., change 
in the bridging -oxo ligand from O to OH or O2

—).
The first example of the high oxidation state synthetic complex  

[Mn4O6(bipy)6]4+, containing a homovalent MnIV
4 unit reported by Blondin [130] 

immediately gained high relevance to the OEC, since under irradiation of its frozen 
solution the reduced MnIV

3MnIII form [Mn4O6(bipy)6]3+ with ground state S = ½ 
was obtained. 

Figure 20. The EPR signal obtained with the frozen solution of MnIV
3MnIII form of the com-

plex [Mn4O6(bipy)6]3+ showing a well-resolved multiline with 18 peaks plus an additional 
peak centered at g = 2 (A). A multiline of the S2 state of the OEC is shown for comparison in 
(B). Adapted from [130]. 

This compound in its reduced form is believed to mimic the S2 state of the 
OEC (Fig. 20). Its multiline X-band signal is composed of 18 well-resolved lines 
plus one in the center of the spectrum, with some additional poorly resolved fea-
tures on both wings. The complex reported by Blondin served also as an excellent 
“benchmark compound” for simulation of the EPR multiline signal of the OEC. 
Based on simulation attempts, the striking difference between the parameters ob-
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tained by other authors for an OEC Mn cluster [199,200] and those deduced for 
[Mn4O6(bipy)6]3+ is the presence of a large hyperfine value (A = 450 MHz) in the 
latter. This was suggested by the authors to arise from a difference in the redox 
states between the reduced form of the complex and the OEC or by the subtle 
structural differences between the reduced form of the synthetic complex and the 
OEC, which drastically affect the spectrum. 

Figure 21. Two Mn3CaO4 distorted-cubane-type sites present in the Mn13Ca2 compound of 
[201]. Structure II was recently ruled out as a possible model for the OEC, based on EXAFS 
studies of the single crystal of PSII [18,99]. 

A recent report of X-ray crystallographic data for the Mn cluster of the OEC at 
higher resolution restimulated synthetic efforts toward cubane-type manganese 
models. Christou reported the first multinuclear cubane Mn cluster with Ca ion 
incorporated into an Mn3-cube, with strong antiferromagnetic exchange interac-
tions based on a solid-state dc magnetic susceptibility study [201]. Although this 
complex — Mn13Ca2 — exhibits a high nuclearity (as compared to the one found in 
the biological site, Mn4Ca), two Mn3CaO4 distorted cubane-type sites are present in 
this compound (Fig. 21). The Ca–Mn distances are in the range 3.5–3.9 Å, slightly 
longer that the ones observed in the OEC. 

Other interesting Mn tetramers showing distinct EPR signals include 
[Mn4O6(bpea)4]3+, reported by Dubé et al. [202], and the cubane-like complex 
[Mn4O3Cl(OAc)3(dbm)3]3+ incorporating a chlorine atom reported by Christou and 
coworkers [203]. 



248 MARCIN BRYNDA AND R. DAVID BRITT

4.  COMPUTATIONAL STUDIES OF THE OEC 

4.1.  Calculations on the Mechanistic Aspects of the Water 
 Oxidation with DFT 

Computational studies that attempt to discern the mechanism of water 
oxidation are intrinsically difficult due to the complexity of the OEC. An additional 
difficulty arises from a current lack of precise structural information about the 
topology of the Mn cluster and the surrounding proteinaceous ligands. Early 
attempts to rationalize this mechanism in OEC targeted generally small, drastically 
simplified models. Blomberg and Sieghban employed DFT using the functional 
hybrid B3LYP (the capabilities and limitations of this popular functional for 
studies of mixed-valence oxo–manganese compounds were recently reviewed by 
Batista and coworkers [204]), to study the geometries of high-spin manganese 
Mn(OH)n(H2O)6-n complexes [205]. The energetics of the O–H bond dissociation 
and structural rearrangements were probed by DFT in several model molecules 
containing manganese [206]. The models were built based on water molecules 
bound to the manganese ions or manganese clusters of increasing complexity. For 
each step of the reaction (H+ translocation and e– delivery), the initial geometry 
was re-optimized and the energy of the H–O bond in the coordinated substrate 
water molecule was monitored. 

Figure 22. Dimeric Mn models used for theoretical studies of water extraction. 

This methodology has since been employed to study increasingly complex 
models of the OEC active abstraction site. One of the simplest computational mod-
els (Fig. 22) uses an antiferromagnetically coupled MnIIIMnIV dimer, with a single 
water molecule bound to the Mn ion. Two successive extractions of the H• from the 
water substrate change the formal valence states of the Mn atoms — MnIII/MnIV

MnIV/MnIV  MnIV/MnV — leaving a terminal MnV oxo ready for O–O bond for-
mation with another equivalent of this activated species. The computed OH bond 
energies are very close: 84.9 kcal/mole for the first hydrogen abstraction and 85.8 
kcal/mole for the second [207]. 
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A mononuclear Mn model including a calcium cofactor was also used to ex-
amine the pathway to possible O–O bond formation, through breaking of the OH 
bond with a barrier of formation of the O–O bond of 9.9 kcal/mole. The authors 
concluded that to lower the barrier of O–O formation a high-spin oxyl MnIV–O•
state is necessary [208]. Extending this approach to higher-nuclearity assemblies, 
the tetranuclear model, which incorporates three Mn atoms and Ca ion [209], re-
vealed the strong chelating role that this cofactor plays, as the calculated Mn–Ca 
distance decreases from 3.60 to 3.25 Å for the S1-to-S2 transition. The calcium co-
factor was proposed to significantly lower the energy necessary to reach the MnIV–
O• oxyl state by acting as a chelating ligand to the pentacoordinated manganese 
through an oxyl moiety, introducing an additional Mn–OH–Ca bond, thus inducing 
a hexacoordinated environment for the manganese atom. 

Ultimately, the most important result of these theoretical studies is that the 
oxygen radical must be generated prior to O–O bond formation. Though this reac-
tive intermediate forms at only one Mn atom, the position of the other three man-
ganese atoms was proven to be critical, since the geometry optimizations showed a 
net elongation of both short Mn–Mn distances in the S2-to-S3 transition. Therefore, 
the possibility that an oxygen radical in the S3 state might be present was proven to 
be energetically possible. 

The possible presence of the oxyl radical, as an intermediate in the water oxi-
dation mechanism was further reinforced by studies of the MnV oxidation state, 
which can lead to formation of an MnIV–oxyl radical. DFT calculations on a model 
complex, [(terpy)(H2O)MnIV( -O)2MnIIIH2O (terpy)]3+, showed that it functions as 
a synthetic Mn catalyst capable of oxidizing water to O2, with a barrier for O–O 
bond formation of only 23 kcal/mol [210]. Furthermore, these computational stud-
ies confirm experimental results, which show that the MnV–oxo form of this com-
plex is inactive, suggesting that a radical step is required for O2 formation [211]. 
An interesting finding derived from theoretical DFT studies is that formation of the 
oxyl radical could proceed through a transition between two spin surfaces (low 
spin corresponding to the MnIV–O• with total spin S = 1 and the high-spin corre-
sponding to the MnIV–O• with total spin S = 2), without a significant thermody-
namic penalty. This suggests that a similar spin transition in the OEC would have a 
limited effect on the reaction rate in that system. 

Using an architecture for the OEC based on the recent Barber and coworkers 
crystallographic structure, a theoretical study of Mn3Ca–Mn cubane proved that 
oxidation to a high-valent Mn–oxo species is not energetically feasible [212]. In-
stead, tentative proposals of the S2–S3 transition, involving structural rearrange-
ments, in which an additional short Mn–Mn distance was obtained, were made, in 
line with suggestions based on EXAFS studies [213,214]. This study revealed an-
other important observation: the oxidation in the suggested S2–S3 transition was 
centered on manganese and not on the ligand. 

The utility of the DFT approach to address the mechanistic and energetic as-
pects of water oxidation is demonstrated in recent studies performed by Sieghban 
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Figure 23. The mechanism for the S2-to-S3 transition incorporating an oxyl radical created in 
S3 state, stabilized by a weak trans effect to a bridging oxygen based on DFT computations. 
An additional oxo bridge is formed between the dangling manganese and one of the manga-
nese in the cube. Adapted from [215]. 

[215], which strongly suggested a key intermediate in the water oxidation being an 
oxyl radical created in the S3 state. Based on extensive computations, this radical is 
believed to be stabilized by a weak trans-effect to a bridging oxygen atom in the 
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cubane-like moiety. To reach this radical state, a structural rearrangement appears 
necessary, in which one additional oxo bridge is formed between the dangling 
manganese and one of the manganese in the cube. Although the energetics com-
puted for this reaction are not fully consistent with a correct mechanism (Fig. 23), 
the overall obtained energy balance is quite reasonable (Fig. 24). The authors at-
tributed these energetic discrepancies to possible inaccuracies in the structure used 
for the QM calculations. They have emphasized that the bicarbonate, which ap-
pears in the X-ray structure proposed by Ferreira, might not be correct. In the re-
cently presented model where the bicarbonate was replaced by hydroxide, the cor-
rect energy diagram was obtained [216]. 

Figure 24. Energy diagram computed for the full Kok cycle (Sn states). The lower index des-
ignates the S-state, while the upper one is the charge of the model complex. Adapted from 
[215]. 

Another possibility, that the oxygen-evolution step in the OEC could proceed 
through intramolecular coupling of two bridging -oxo atoms, was also addressed 
theoretically. Redox-induced formation of an O–O bond was described recently in 
a model peroxo-bridged MnIVMnIV dimer, Mn2( -O)2( -O)2(NH3)6

2+ [217], and the 
dioxygen formation from a di- -oxo-bridged model compound with similar struc-
ture, [Mn2( -O)2(NH3)6(H2O)2]n+ (n = 2–5), was also recently investigated [46]. 

A DFT study on these latter models indicated that one-electron oxidation of 
the [Mn2( -O)2(NH3)6(H2O)2]4+ complex mostly affects the oxygen atoms, preclud-
ing oxidation of an Mn to an MnV state [218]. However, O–O bond formation fol-
lowing the third electron transfer leads to dissociation of dioxygen and generation 
of an MnIIMnIII species, which could be stabilized by the surrounding protein cage. 
The water molecules in the environment could easily bond to the coordinatively 
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unsaturated Mn centers formed, thus regenerating the initial redox-active MnIIMnIII

dinuclear unit in S0. These results suggest that the oxygen-evolution step in the 
OEC could proceed through intramolecular coupling of two bridging oxygen atoms, 
accompanied by oxygen-to-metal electron transfer. Contrary results studying the 
same models but with more sophisticated QM methods (incorporating possible 
solvent effects via inclusion of dielectric constant in COSMO solvent-field-
corrected model), were obtained by Stranger, who found that O2 release from the 
two bridging oxygen atoms is hindered by an important energy barrier (~70 to 
~130 kJ mole–1 for dielectric constant of  = 4 and 78.4, respectively) and is there-
fore highly unfavorable [46]. 

4.2. Mixed Molecular Mechanics/Quantum Mechanics Studies of 
 Water Oxidation 

As previously highlighted, the size of the OEC precludes computational stud-
ies in which the whole system including the manganese cluster, substantial cofac-
tors, and the surrounding protein could be described at the quantum mechanical 
level. However, hybrid methods, in which the core of the system is described at the 
Quantum Mechanical (QM) level, while the surrounding protein is treated at the 
Molecular Mechanics (MM) level, are nowadays available. Such QM/MM methods 
were recently implemented in several commercial codes and are known as the 
ONIOM approach [219,220]. ONIOM methodology is currently successfully ap-
plied to molecular systems of increasing size up to several thousands atoms. De-
spite some incompleteness of the recent X-ray structures of the OEC, the new era 
of high-resolution X-ray diffraction promotes advanced computational methodolo-
gies to a previously unreachable level. The QM methods benefit from valuable 
structural information not only for the individual pieces of the complicated puzzle 
but for the overall system with the surrounding protein. 

Recently, Batista and coworkers performed in-depth theoretical investigations 
of the OEC using QM/MM methodology on the architecture built from the Fereira 
X-ray structure [221]. To date, this work constitutes the most complete computa-
tional model including the Mn4 cluster, Ca2+, Cl–, H2O, and hydroxide cofactors, 
and complete proteinaceous ligation by amino-acid residues with overall 2  103

atoms (Fig. 25). The use of a model with such a degree of sophistication allowed 
computing the subtle structural changes intrinsic to advancement through each of 
the S states of the Kok cycle. Moreover, it made possible the simultaneous assign-
ment of the corresponding oxidation states of all the Mn atoms in the Mn4 moiety, 
and consequently allowed for a revised mechanistic proposal for water splitting to 
dioxygen based on first principles (Fig. 26). The validation of its subsequent steps 
was performed through the comparison of the computationally derived EXAFS 
peaks and computed vibrational modes with available experimental data. 

Several conclusions of this work are deserving of being highlighted. First, only 
minor structural rearrangements occur in the model when the surrounding protein 
is replaced with a simplified set of amino-acid residues, suggesting that the manga-
nese cluster including Ca, water, hydroxide, and chloride is a stable entity even in 
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Figure 25. Structural details of the OEC obtained form QM/MM computations by Ba-
tista and coworkers showing the geometry of the tetranuclear Mn core and the binding 
acetate and water molecules. By courtesy of Prof. Victor Batista. Please visit 
http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color ver-
sion of this illustration. 

the absence of the surrounding protein environment. More importantly, the ulti-
mate S4–S0 transition, which carries the water oxidation, was once again reinforced 
as possibly proceeding through an Mn–oxo radical based on the DFT calculations
(see Fig. 26). 

Finally, it is worth noting that the possibility of simultaneous computational 
handling of the whole OEC opens new avenues for QM methods, and allows in-
depth probing of such advanced topics as, for example, the still-unknown proton 
exit channel, which previously could only be hypothesized based on structural in-
formation [222–224]. 

5.  CONCLUSIONS AND PROSPECTIVES 
Recently, several high-resolution structures of the OEC have been brought to 

light. But even with the highest current X-ray resolution the exact architecture of 
one of its most important components, the pentanuclear Mn4Ca cluster, cannot be 
fully resolved. Based on the crystallographic studies and the available spectro-
scopic data including X-ray absorption studies, there is now general agreement that 
the pentanuclear Mn4Ca moiety includes a cubane-type core with three -oxo-
bridged Mn atoms, the fourth one being attached to either a Ca cofactor or to one 
of the Mn atoms on its edge through an oxygen linker. 

On the synthetic models front, the complex magnetic behavior of the multinu-
clear Mn clusters that directly translates into the complexity of the spectral patterns 
obtained in the magnetic resonance studies certainly does not make the interpretive 
task simple. On the other hand, the richness of the multiple distinct hyperfine pa-
rameters, combined with possible translocation of the oxidation states between 
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Figure 26. Schematic representation of the complete mechanism of water oxidation by the 
OEC as obtained from QM/MM computations by Batista and coworkers. By courtesy of Prof. 
Victor Batista. Please visit http://www.springer.com/978-1-4419-1138-4 to view a high-
resolution full-color version of this illustration. 

different Mn sites and the corresponding subtle structural changes of the metal en-
vironment in the synthetic complexes, offers a unique possibility of matching the 
spectroscopic data from such systems onto the complicated patterns obtained in the 
OEC. To understand such complex behavior, as well as the differences in the J
coupling parameters in the OEC and in the synthetic species, new model com-
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plexes, which will certainly help to answer many pertinent questions, will be valu-
able synthetic targets. 

However, even if the exact structure of the manganese cluster was to be de-
termined in the near future, this does not mean that the mechanism of water oxida-
tion will be immediately understood. There are several important pieces of the puz-
zle that remain unresolved. First, as highlighted by recent theoretical studies, the 
low energetic barrier between quite different geometries of the cluster might render 
difficult precise assignment of the experimentally obtained crystal structure to the 
given S state and to relate it to the precise oxidation states of the Mn atoms. Along 
the same line comes the high sensitivity of the OEC structure to radiation damage. 
These factors, together with the still unknown nature of the proteinaceous ligation 
to Mn4Ca through the S state cycle, preclude (at least for the moment) a unique 
compelling proposal for the water-splitting mechanism. The ultimate experimental 
evidence as to the exact nature of the recently observed [9,213] final intermediate 
preceding O2 release during the S4–S0 transition would surely help in elucidation of 
the overall mechanism, but as for now such evidence is not available. 

As underlined in the last section, the mechanistic clues as to water splitting to 
O2 also begin to emerge from the high-level electronic structure calculations, which 
can now benefit form the abundance of structural and spectroscopic information. In 
this context hybrid QM/MM methods and the new formulations of DFT theory, 
such as frozen density embedding, which allow obtaining extremely accurate spec-
troscopic observables on systems comporting several thousands atoms, will surely 
find useful applications for the OEC. Most likely, in the future we will see even 
more synergy between highly accurate theoretical methods and advanced spectro-
scopic techniques. This tandem approach will surely bring to light the long-kept 
secret of photosynthesis. 
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APPENDIX 

Trinuclear:

13 13 1 1 3 31
1

13 13

13 13 2 2

( 1) ( 1) ( 1)
3 ( 1)

( 1) ( 1) ( 1)
       ,

( 1)

S S S S S SAA
S S

S S S S S S
S S

 (22) 
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3 13 13 3 3 1 1
3

13 13

13 13 2 2

( 1) ( 1) ( 1)
3 ( 1)

( 1) ( 1) ( 1)
        ,

( 1)

A S S S S S S
A

S S

S S S S S S
S S

 (23) 

2 2 13 132
2

( 1) ( 1) ( 1)
3 ( 1)

S S S S S SAA
S S

. (24) 

Tetranuclear: 
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1
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13 13 24 24

( 1) ( 1) ( 1)
4 ( 1)

( 1) ( 1) ( 1)
       ,

( 1)
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S S

 (25) 

2 24 24 2 2 4 4
2

24 24

24 24 13 13

( 1) ( 1) ( 1)
4 ( 1)

( 1) ( 1) ( 1)
        ,

( 1)

A S S S S S SA
S S

S S S S S S
S S

 (26) 

3 13 13 3 3 1 1
3

13 13
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( 1) ( 1) ( 1)
4 ( 1)

( 1) ( 1) ( 1)
        ,

( 1)

A S S S S S SA
S S

S S S S S S
S S

 (27) 

4 24 24 4 4 2 2
4

24 24

24 24 13 13

( 1) ( 1) ( 1)
4 ( 1)

( 1) ( 1) ( 1)
        .

( 1)

A S S S S S SA
S S

S S S S S S
S S

 (28) 

NOTES

1. The interaction of spins described by this Hamiltonian is of purely quantum 
mechanical nature and is made under the assumption that Si and Sj are the true 
spins and not the effective spins. For S > 1/2, this equation may only be the leading 
term of a series expansion, in which higher terms such as (Si

.Sj)2 occur. More de-
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tailed discussion follows in §2.2.2. Note that other notations found in the literature 
use the prefactor J or –J instead of –2J.

2. Heisenberg-type interactions are the spin interactions defined in the Heisen-
berg model based on the quantum mechanical concept of exchange, which does not 
have any classical analogue. This interaction is a direct consequence of the Pauli 
exclusion principle. The term Heisenberg-type usually concerns the isotropic inter-
action defined in the Heisenberg exchange Hamiltonian, as opposed to the simpli-
fied “semi-classical” Ising or XY model of interacting spins. 

3. For the detailed review of the EPR and related advanced electron paramag-
netic resonance studies relevant to the manganese cluster in the Oxygen-Evolving 
System of PSII, the reader is invited to consult several reviews recently published 
on this topic [21,56]. 

4. However, the overall exchange Hamiltonian (the “ex” subscript differentiate 
this Hamiltonian from the HDvV isotropic spin Hamiltonian) includes the anisot-
ropic part of the exchange interaction: 

ex 12 1 2 12 1 2 1 12 2
ˆ ˆ ˆ ˆ ˆ ˆĤ J S S d S S S D S .

5. In the case of the exchange-coupled metal dimers, the uncoupled basis re-
lates to the individual spin values on the metal centers. The proper basis set func-
tions have to be used when constructing the corresponding matrix. 

6. In the common wavefunction- or density functional theory-based calcula-
tions, the electronic state of the molecule is described by a wavefunction con-
structed from the occupied molecular orbitals as a single Slater determinant. This 
monodeterminental technique completely neglects all correlation between electrons. 
Molecular systems, in which the electron correlation is very strong, are usually said 
to be of “multideterminental character,” since they cannot be described by the 
monodeterminental techniques, but have to be treated using multiconfiguration 
methods. The multiconfiguration techniques consists of simultaneous optimization 
of both the shapes of molecular orbitals and contributions from different electronic 
configurations using the variational method. The actual total electronic wavefunc-
tion is expanded in terms of Slater determinants, which describe singly-, doubly-, 
and multiply excited electronic configurations. 

7. The isotropic part of the hyperfine coupling (Fermi contact), unlike most 
other electronic properties such as dipole moments or polarizabilities, is deter-
mined by the amplitude of the calculated wavefunction at a single point in space. 
Since the wavefunction is found by optimization based on the variational principle 
with a global energy criterion, a good wavefunction may have significant error at 
some particular point in space. This local character of the Fermi contact makes the 
calculations very sensitive to the quality and size of the atomic basis set. 

8. Configuration interaction (CI) is a variational method that includes elec-
tronic correlation in many-electron systems. The coefficients of the linear combina-
tion of Slater determinants used for the wavefunction by mixing (thus interacting) 
different electronic configurations are solved simultaneously. CI suffers from the 
rapid increase in the number of molecular orbital integrals and the number of con-
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figurations with an increase in the number of atoms, and can be generally used only 
for small molecules. 
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While manganese has been successfully exploited as a spectroscopic 
probe of EPR silent centers (Zn, Ca, Mg) in metalloenzymes, it was only 
during the last decade that manganese-containing metalloenzymes were 
investigated in great detail. Indeed, in some biological systems it re-
mains unclear whether iron and/or manganese is required for catalytic 
competency. Binuclear manganese enzymes are a small group of en-
zymes that catalyze a variety of chemical reactions and are involved in 
numerous metabolic functions. In this review the structural and bio-
chemical properties of these enzymes are described. The contributions 
of electron paramagnetic resonance-related techniques to our under-
standing of the structure and reactivity of binuclear manganese enzymes 
are discussed and, where appropriate, supported by data obtained from 
complementary spectroscopic methods. This article is intended as a 
guide to illustrate the usefulness of electron paramagnetic resonance-
related techniques in the study of these enzymes. 

1.  INTRODUCTION 

In a recent article in this book series we reviewed biochemical, structural, and 
spectroscopic (in particular electron paramagnetic resonance (EPR) related) prop-
erties of the large group of binuclear non-heme iron enzymes [1]. Several 
of these enzymes are also functional in the presence of manganese, for example, 
ribonucleotide reductase [2,3] and a purple acid phosphatase isolated from sweet 
potato, which contains a catalytically relevant heterobinuclear μ-oxo bridged  
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Table 1. Selected Binuclear Manganese Enzymes and Their Catalytic Function 
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Table 1, cont’d 

Fe(III)Mn(II) center, the first example of such a center in biology [1,4]. In contrast, 
some enzymes have evolved a specific requirement for manganese, including cata-
lases and arginase [5,6]. Here we discuss selectively advances in the study of the 
structure/function relationship of binuclear manganese-dependent enzymes. Similar 
to our review on binuclear non-heme systems [1], the biochemical and structural 
properties of the selected enzyme systems are described, followed by a summary of 
spectroscopic achievements, focusing on the contributions from EPR-related tech-
niques. Where possible, a brief description of mechanistic features follows. 

Reactions catalyzed by binuclear manganese-dependent enzymes include per-
oxidations and numerous hydrolytic reactions. Physiological functions range from 
signal transduction and protein biosynthesis to reactive oxygen species (ROS) me-
tabolism and sulfur oxidations. Table 1 provides a list of representative enzyme 
systems, together with the reactions they catalyze, and their proposed biological 
functions. 

It is not our aim to cover binuclear manganese enzymes comprehensively, but 
instead provide illustrative examples covering the breadth of the different classes 
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and chemical reactions within this group of enzymes. It is envisioned that the arti-
cle may serve as a reference to gain easy access to the topic for the interested re-
searcher. Furthermore, it is anticipated that the expert may find the discussion 
stimulating for his/her research aims. 

2.  MANGANESE CATALASES 

2.1.  Biochemical and Structural Characterization 

Catalases (E.C. 1.11.1.6) catalyze the disproportionation of hydrogen peroxide, 
a toxic oxygen metabolite, into molecular oxygen and water before it further reacts 
to generate deleterious hydroxyl radicals [6]: 
 2H2O2  2H2O + O2. (1) 
Although this reaction is spontaneous, significant kinetic barriers exist for the di-
rect uncatalyzed reaction; catalases function by uncoupling the two half reactions 
and store electrons and protons between the two redox steps [7]: 

 H2O2  O2 + 2e– + 2H+,

 H2O2 + 2e– + 2H+ 2H2O. (2) 

Although most catalases are haem enzymes, a class of manganese-containing cata-
lases (MnCATs) have been identified in several bacterial organisms (Lactobacillus 
plantarum [7], Thermus thermophilus [8], Salmonella enteric [9], Thermus sp. YS 
8-13 [10], and Thermoleophilum album NM [11]) and a hyperthermophilic archeon 
(Pyrobaculum calidifontis VA1 [12]). Both classes of catalases dismute hydrogen 
peroxide very rapidly, approaching the rate of a diffusion-limited reaction [13]. 

As isolated, the binuclear active center of MnCAT from L. plantarum exists as 
a mixture of oxidation states, including Mn(II)2, Mn(III)2 and Mn(III)–Mn(IV). In 
the enzyme isolated from T. thermophilus the Mn(II)Mn(III) species is also present. 

Structural information for the MnCATs from L. plantarum and T. thermophi-
lus has been obtained via high-resolution X-ray crystallography [14,15]. Both en-
zymes are homohexamers (molecular weight ~210 kDa ) with two Mn ions located 
in a catalytic core within a four-helix bundle domain in each of the six identical 
subunits. The L. plantarum enzyme crystallized predominantly in the oxidized 
Mn(III)2 form. The manganese ions in the active site are separated by 3.03 Å and 
bridged by a -1,3-carboxylato group from a glutamate and two structurally dis-
tinct oxygen atoms (Fig. 1). One oxygen (trans to the coordinated histidines, Fig. 
1) is protonated (hydroxo/aqua), while the other is an unprotonated oxo anion [15]. 
The coordination environments of both manganese ions are completed by one his-
tidine and one glutamate residue. In one of the manganese binding sites this gluta-
mate is a monodentate ligand in both the L. plantarum and T. thermophilus en-
zymes. This glutamate (Glu35 in L. plantarum MnCAT; Fig. 1) forms a hydrogen 
bond with the -hydroxo bridge. In the other manganese binding site, the relevant 
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Figure 1. (a) Structure of the hexameric MnCAT protein from L. plantarum, one subunit 
highlighted in green (dark gray in grayscale version). (b) Active site of catalase (oxidized 
form). Reprinted with permission from [31]. Copyright © 2005, John Wiley & Sons. Please 
visit http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color ver-
sion of this illustration. 

glutamate residue (Glu148 in L. plantarum MnCAT; Fig. 1) coordinates mono- and 
bidentately in the T. thermophilus and L. plantarum enzymes, respectively. Each 
manganese ion has a distorted octahedral geometry, and the Mn2O2 core is nonpla-
nar, displaying a “butterfly” structure [15]. The active site is connected via a net-
work of hydrogen bonds to the outer coordination sphere, creating a specialized 
environment for redox catalysis, by permitting the protein to respond to redox 
changes within the core with a rapid electrostatic polarization over the hydrogen 
bonding network [15]. The importance of the outer sphere for the catalytic effi-
ciency of MnCATs is demonstrated by a mutagenesis study whereby a highly con-
served outer sphere tyrosine residue in L. plantarum MnCAT has been replaced by 
a phenylalanine resulting in greatly reduced activity [16]. The mutation does not 
affect the overall fold of the active site, but it perturbs the hydrogen bond network, 
resulting in a change in coordination of one of the oxygen ligands from a bridging, 
bidentate to a non-bridging, monodentate position [16]. 

T. thermophilus MnCAT has been crystallized in both the oxidized and re-
duced forms. While the two forms are structurally similar, one of the bridging oxy-
gen ligands in the reduced enzyme appears to toggle between bridging and terminal 
coordination [17]. Interestingly, the active site access channel is broader in the T. 
thermophilus enzyme than in that obtained from L. plantarum, which may be re-
sponsible for the more rapid autoxidation of the T. thermophilus enzyme [18]. 

MnCATs are inhibited by various anions such as azide, cyanide, chloride, and 
fluoride [19]. Halide inhibition results in trapping of the enzyme in the reduced 
state and shows significant pH dependence, with stronger inhibition at lower pHs 
[20]. In contrast, the enzymatic activity of the T. thermophilus and L. plantarum
enzymes is independent of pH between pH 7 and 10 [6,19]. The crystal structure of 
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L. plantarum MnCAT has also been solved as a complex with azide and chloride; 
in the former complex azide displaces the terminal water ligand in the oxidized 
enzyme (Fig. 1) [15], while in the latter chloride binds in a bridging mode and the 
enzyme remains in the reduced oxidation state [14]. 

2.2.  Spectroscopic Characterization 

Much of the information about the electronic structure of MnCATs gained 
from EPR-related techniques has relied on comparison with corresponding data 
measured for appropriate model complexes. Here we will focus only on the protein 
systems, but the reader interested in biomimetics is guided toward [21,22] and the 
references therein. Table 2 summarizes the EPR data reported for some of the stud-
ied forms of MnCAT. Although only the Mn(II)–Mn(II) and Mn(III)–Mn(III) 
states are catalytically relevant [20], the intermediate Mn(II)–Mn(III), and super-
oxidized Mn(III)–(IV) states can be readily accessed chemically. 

Table 2. g- and Hyperfine Coupling Values Used in Simulations of the S = ½ 
Ground States of Mn(II)Mn(III) and Mn(III)Mn(IV) Catalase 

            Enzyme                     gx            gy          gz        AxII/IV AyII/IV AzII/IV AxIII AyIII     AzIII 

Mn(II)Mn(III)  
  T. thermophilus 1.958 1.965 2.025 –529 –502 –730 222 210 236 
Mn(II)Mn(III)  
  T. thermophilus 1.935 1.995 2.016 –523 –514 –722 217 218 217 
Mn(III)Mn(IV)  
  L. plantarum 2.008 2.008 1.990 228 228 250 –425 –425 –312 
Mn(III)Mn(IV)
  T. thermophilus 2.014 2.014 2.000 235 224 252 –410 –425 –315 
Mn(III)Mn(IV)
  T. thermophilus 2.0048 2.0040 1.9876 224 233 253 –427 –412 –298 

AII/IV (MHz) refers to the hyperfine coupling of the divalent or tetravalent manganese; AIII (MHz) refers 
to the hyperfine coupling of the trivalent center. 

2.2.1.  Mn(II)Mn(II) 

The EPR spectra for the Mn(II)2 form of MnCAT in the absence of added ani-
ons are extremely broad (T. thermophilus) [23] and may require very low tempera-
tures for detection (L. plantarum) [24]. Although integral spin systems are typically 
not observable in perpendicular mode detection, Mn(II)2 species are an exception. 
In the presence of added anions and/or under optimized conditions, spectra attrib-
uted to the triplet (ST = 1) and quintet (ST = 2) excited states are observed in both 
perpendicular (B1 B0) and parallel (B1 || B0) polarizations [24,25]. Spectra arising 
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from both spin states are complex, and only recently a quantitative method for the 
analysis of spectra of this type has been reported [26]. 

Deconvolution of the variable temperature EPR spectra has enabled the 
features arising from each spin state to be determined, and fitting the signal 
intensities to the appropriate Boltzmann expressions, the exchange coupling 
constant (H = –2J S1·S2) can be exctracted. (N.B. The spin Hamiltonian H = –2J
S1·S2 is used throughout this text unless otherwise specified.) Applying this 
technique to the L. plantarum MnCAT yields J = –20 cm–1 and –5.25 cm–1 for the 
native and fluoride-bound enzyme respectively, while the phosphate adduct of T. 
thermophilus MnCAT yields an a exchange constant of J = –5.6 cm–1 [25]. These J
values are typical of Mn(II) dimers and slightly larger than some of the values 
determined via magnetic susceptibility studies [27,28]. By comparison with model 
complexes, these coupling values suggest a ( -OH)( -carboxylato) bridging mode 
in the reduced enzyme. The relatively large change to J upon fluoride binding 
suggests that the fluoride may bind in a bridging mode, as has been observed for 
chloride crystallographically [17,24]. Magnetization studies suggested even smaller 
coupling constants, indicative of a -aqua bridge [27]. 

Additionally, the metal–metal distance has been determined from the EPR pa-
rameters. The zero field splitting of the S = 2 state was used to determine a value of 
~3.6 Å for the phosphate adduct of T. thermophilus MnCAT. From the dipolar 
coupling of the fluoride adduct of L. plantarum catalase a metal–metal distance of 
3.4 Å was calculated, in reasonable agreement with the values determined from 
extended X-ray absorption fine structure (EXAFS) [3] and crystallography [17]. 

2.2.2.  Mn(III)Mn(III) 

The wild-type enzyme is characterized by an absorption band at ~500 nm [18], 
but lacks any significant EPR resonances, due to strong antiferromagnetic coupling 
mediated by the two bridges ( -oxo and -hydroxo) (J ~ –100 cm–1) [18,29]. As 
previously mentioned, however, the mutation of an outer sphere tyrosine in L. 
plantarum results in the cleavage of a solvent bridge, and the resulting Mn(III)2
species has been investigated spectroscopically. Loss of the solvent bridge not only 
dramatically decreases catalytic activity, but also alters the electronic structure of 
the binuclear manganese core. EPR of the enzyme in parallel and perpendicular 
polarizations enables differentiation of Mn(II) impurities and the even-electron 
transitions. Comparison of the two polarizations indicates two resonances arising 
from an even-electron system (mononuclear Mn(II) impurities are also apparent). 
An intense, low-field resonance (geff = 20; consistent with a transition between sub-
levels of a non-Kramers ground state with  = 0.3 cm–1 (X-band microwave en-
ergy), which in parallel polarization shows a hyperfine splitting (A/g ) of 3.7 mT 
(approximately half the value expected for an Mn(III) center) is consistent with a 
binuclear coupled site. The feature is strongly temperature dependent, implying 
that other states are thermally accessible at low temperatures (10–25 K). Coupled 
with the observation of intense low-temperature magnetic circular dichroism 
(MCD) spectra, the EPR spectra indicate that the manganese ions are ferromag-
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netically coupled in the strong exchange regime (J > D), giving rise to an ST = 4 
ground state. A sextet resonance near geff = 6 with a hyperfine coupling of 8.5 mT 
indicates an Mn(III) monomeric impurity. At high pH, the mutant enzyme has only 
weak low-field resonances in both parallel and perpendicular polarizations. This, 
and the absence of substantial MCD intensity, supports the restoration of the sec-
ond bridge at higher pH, consistent with the return of catalytic competence, and 
strong antiferromagentic coupling between the metal ions [16]. 

Additionally, in L. plantarum, but not T. thermophilus, addition of fluoride to 
the Mn(III)Mn(III) MnCAT (pH 9) results in a ferromagnetic ground state identi-
fied by EPR and MCD. This has been interpreted in terms of fluoride binding ei-
ther in a terminal or bridging mode and perturbing the structure around the active 
site. That this is observed in only one of the enzymes indicates that there are elec-
tronic differences between the two enzymes, despite the structural similarities [18]. 

Magnetization studies have identified two forms of the Mn(III,III) enzyme in T.
thermophilus — ( -oxo)( -carboxylato) and bis( -oxo)( -carboxylato) — which 
are in a pH-dependent equilibrium [29]. 

2.2.3.  Mn(II)Mn(III) 

The Mn ions in the mixed valent Mn(II,III) state of MnCAT are antiferromag-
netically coupled, with an ST = ½ ground state. The spectrum is shown in Figure 2 
and is similar to that of the NO adduct of photosystem II [30]. The simulation pa-
rameters are reported in Table 2 [31,32]. The hyperfine coupling values diverge 
from the calculated spin projection factors, which can be attributed to the failure of 
the species to satisfy the strong exchange regime, with the zero field splitting con-
tributing to the effective hyperfine coupling tensors (the magnitude of the exchange 
coupling constant is estimated to be <20 cm–1 [32]). Simulation of the zero field 
splitting associated with the Mn(III) results in a negative value, consistent with 
tetragonal elongation due to Jahn-Teller distortion, and the J/D ratio is determined 
as 0.47 [32]. Additionally, the spectrum can only be observed at low temperatures, 
which is consistent with rapid relaxation due to a small exchange coupling [31]. 
The small exchange coupling constant also makes EPR spectrosocopy of the en-
zyme difficult at high frequencies and fields. Specifically, at W-band, marked 
broadening of the high-field side of the spectrum is observed, largely due to g-
strain, which is likely due to the axial Jahn-Teller distortion of the Mn(III) ion [31]. 

The model systems to which the Mn(III)Mn(II) forms have been compared 
typically contain one bridging water based ligand (typically hydroxo), and two 
carboxylate ligands (|J| < 10 cm–1), resulting in small J values. Their EPR spectra 
are very similar to those reported for MnCAT, suggesting that the ( -
hydroxo)bis( -carboxylato) bridging mode may be relevant in the intermediate 
Mn(III)Mn(II) state, in contrast to the bis( -oxo)( -carboxylato) bridging mode 
observed crystallographically for the Mn(III)Mn(III) enzyme. By extrapolation, 
this would suggest the presence of a similar mode of bridging in the Mn(II,II) form 
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Figure 2. EPR spectrum of Mn(II)Mn(II) catalase and simulation, measured at X-band. Re-
printed with permission from [31]. Copyright © 2005, John Wiley & Sons. Please visit 
http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color version of 
this illustration. 

of MnCAT, consistent with metal–metal distances found by EXAFS studies and 
crystallography [31], and the bridging mode predicted on the basis of the exchange 
coupling in the reduced enzyme (vide supra).

2.2.4.  Mn(III)Mn(IV) 

The Mn(III)Mn(IV) oxidation state of MnCAT from both L. plantarum and T.
thermophilus has been investigated by EPR [31–37]. For all studied systems of this 
type, a 16-line spectrum is observed at X-band frequencies, as shown in Figure 3, 
indicative of a system in the strong exchange regime with trapped valencies [31]. 
The exchange coupling has been estimated as ~ –150 cm–1 [38]. At X-band freqen-
cies the anisotropy of the hyperfine coupling and the g-matrix are of similar magni-
tude, making reliable elucidation of the spectral parameters difficult [37]. Haddy et 
al. first employed a multifrequency EPR approach to the Mn(III)Mn(IV) state of 
MnCAT, using P-, S-, and X-band frequencies [34]; however, higher frequencies 
(Q- and W-band) are required to obtain a unique set of g- and A-values due to in-
creased g-value resolution and the different scaling of the g- and hyperfine values 
with frequency [31,37]. While Schäfer et al. [37] observed a similar X-band spec-
trum to that of Zheng et al. [32], computer simulation of a multifrequency dataset 
indicated that the simulation of the g-matrix was somewhat inaccurate when only 
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Figure 3. 16-line EPR spectrum of Mn(II)Mn(IV) catalase recorded at X-band. Reprinted 
with permission from [31]. Copyright © 2005, John Wiley & Sons. Please visit 
http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color version of 
this illustration. 
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X-band spectra were used. Specifically, the g-matrix has very close to axial sym-
metry ( gxy = 5  10–4 cm–1), so the increased resolution at higher frequency is es-
sential for an accurate determination of the g-matrix [31,32,34]. Also of note is the 
decreased hyperfine anisotropy of the trivalent ion as compared with Mn(IV) [37]. 
One difficulty in the study of Mn(III)Mn(IV) complexes at high frequency is the 
presence of Mn(II) background signals that can be eliminated by the use of pulsed 
EPR techniques (based either on different T1 or T2 relaxation times or different 
transition moments) [37]. 

The Mn(III)Mn(IV) form of MnCAT has also been investigated by pulsed 
EPR techniques. 1H electron nuclear double resonance (ENDOR) identified two 
exchangeable classes of proton, one corresponding to a water hydrogen bonded to 
the -oxo bridge, the other more closely associated with the Mn(IV) ion and attrib-
uted to a water molecule hydrogen bonded to a -carboxylate bridge, or a terminal 
Mn(IV) bound carboxylate [36]. While ENDOR failed to resolve any couplings 
from strongly coupled 14N nuclei, electron spin echo envelope modulation 
(ESEEM), which is more sensitive to weak hyperfine couplings, resolved single 
and double quantum peaks attributable to hyperfine coupling to a single 14N nu-
cleus. Analysis of the ESEEM spectra of L. plantarum and T. thermophilus en-
zymes indicated similar hyperfine and electric quadrupolar couplings [35,39]. 

Addition of azide to the enzyme results in a decrease in the overall hyperfine 
splitting and subtle changes in the lineshapes [39]. Based on UV/Vis and EPR 
spectral titrations, a cooperative binding mode of the azide was proposed. The 
azide induced perturbation of the EPR spectra is strongly pH dependent, with no 
change apparent at pH 8.5, but binding affinity increased as the pH decreased. Ad-
dition of cyanide results in similar spectral changes, but with a lower binding affin-
ity. The pH dependence of the binding may be attributed to either the binding of 
protonated anions or the requirement for protonation of an amino acid sidechain in 
the enzyme prior to anion binding. In contrast, addition of fluoride, also an inhibi-
tor, resulted in no change to the spectrum [39]. The binding of azide and cyanide 
does not significantly change the UV/visible absorption spectrum, but does re-
sult in an increase in intensity, consistent with some flattening of the initially 
bent binuclear manganese core. The EPR perturbations are in agreement with this 
proposal. Anion (azide or cyanide) binding causes no significant changes in the g-
values or A anisotropy. The major changes are a ~20% decrease in linewidth and 
a very slight (~3–4%) decrease in hyperfine couplings. Such a decrease in hyper-
fine coupling would be expected if the core was flattened, as there would be a 
slightly greater delocalization of the electron spin onto the oxo bridges. The two 
hyperfine coupling matrices are decreased equally, indicating that the anion-
induced changes are not localized on either manganese ion. It is thus unlikely that 
the anions are coordinated directly to the manganese center [39]. ESEEM meas-
urements support this conclusion, as the 14N quadrupolar parameters are similar in 
the unligated and both anion-bound systems and are thus likely attributable to a 
coordinated histidine ligand [39]. Instead, the anions may replace one of the hy-
drogen-bonded water molecules identified in the proton ENDOR studies [36]. This 
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is in contrast to the observed binding mode in the azide-bound crystal structure of 
the oxidized enzyme [15]. 

By comparison to similar model complexes, the g- and A-values determined 
for Mn(III)Mn(IV) MnCAT are indicative of a tilted core geometry, consistent 
with that observed in the crystal structure of the Mn(III)Mn(III) state. In contrast to 
the Mn(III)2 state, where one oxo and one hydroxo bridge is observed crystal-
lographically, two oxo bridges are proposed for the Mn(III)Mn(IV) state based on 
the magnitude of the exchange coupling in comparison to model complexes and the 
metal–metal distance [40,41]. Additionally, 1H ENDOR indicates that there is no 
bridging proton (vide supra) [36]. MCD spectroscopy supports these structural 
properties of the Mn(III)Mn(IV) active site [42]. 

Of note is that the Mn(III) hyperfine anisotropy is larger in the Mn(II)Mn(III) 
enzyme than the Mn(III)Mn(IV) enzyme, indicative of a larger asymmetry of the 
spin density surrounding Mn(III) in the former case. The existence of different 
bridging modes (( -OH)( -carboxylate) versus ( -O)2( -carboxylate)) in the two 
systems is consistent with this change in spin density [32]. 

2.3.  Mechanistic Implications 

EPR has been pivotal in the determination of the bridging and inhibitor bind-
ing modes in the various oxidation states, which is of substantial relevance to the 
catalytic mechanism (Fig. 4). In brief, the substrate binds terminally to the oxidized 
enzyme, replacing a water ligand, consistent with observations of preferential ter-
minal binding of anions to the oxidized enzyme [18]. Two-electron oxidation of the 

Figure 4. Catalytic mechanism of MnCAT. Reprinted with permission from [18]. Copyright 
© 1999, Elsevier. 
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terminally bound peroxide by the manganese cluster results in release of the dioxy-
gen product and reduction of the manganese cluster. This step is facilitated by an 
active site glutamate that transfers the peroxidic protons, possibly to the solvent 
bridges, which are proposed to be protonated in the reduced cluster [15,16]. Alter-
natively, an active site lysine may act as a general base [43]. The protonated 
bridges in the reduced enzyme (particularly the proposed -aqua bridge) are rela-
tively labile, allowing the second peroxide anion to insert in a bridging mode, simi-
lar to other anions [17,19,24]. The resulting peroxide complex is activated for O–O 
bond cleavage, and the concomitant reoxidation of the manganese core [15,16]. 
Further activation of the peroxide complex for cleavage may be accomplished by 
vic to gem isomerization of the peroxide protons facilitated by the active site glu-
tamate [15]. In alternative mechanisms one of the bridges in each form of the en-
zyme is proposed to dissociate to convert the active site into a catalytically active, 
mono-bridged form [13,43]. This seems unlikely, however, given that the inactivity 
of the mono-bridged mutant oxidized protein is regained upon formation of the 
second bridge at high pH [16]. It is, however, possible that the aqua ligand in the 
reduced complex is terminally bound, rather than bridging, based on (i) the magni-
tude of the coupling, (ii) the proposed structure of the Mn(III)Mn(II) form of the 
enzyme, and (iii) the observation of an equilibrium between the bridging and ter-
minal coordination mode in the crystal structure from T. thermophilus MnCAT 
[17]. Further EPR studies of the enzyme trapped at various stages of the catalytic 
cycle will be informative to elucidate the precise structure of the active site during 
catalysis.

3.  RIBONUCLEOTIDE REDUCTASE 

3.1.  Biochemical and Structural Characterization 

Ribonucleotide reductases (RNRs) (E.C. 1.17.4.1) are enzymes that catalyze 
the reduction of ribonucleotides to their corresponding 2 -deoxyribonucleotides, 
thus providing precursors that are necessary for DNA biosynthesis and repair [44–
46]. General classification of RNRs groups them into three major classes (I–III) 
based on their amino acid sequence similarities, metal and radical cofactor re-
quirements, composition, and pathways for radical generation [47]. Class I RNRs 
are further subdivided into subclasses Ia and Ib, and, only more recently, subclass 
Ic [48], based on their amino acid sequence identity, allosteric properties, and their 
reductant requirements under physiological conditions [49–51]. Class Ia and Ic 
RNRs from eukaryotes, bacteria, viruses, and bacteriophages were reviewed in 
detail previously in this series [1]. In our recent article in this book series we have 
extensively reviewed conventional class I RNRs, which are comprised of two 
homodimeric subunits: R1 (containing the site of ribonucleotide reduction, allos-
teric binding sites and redox active cysteines involved in substrate reduction) and 
R2 (containing the cofactor, the carboxylate-bridged non-heme Fe(III)–Fe(III) 
cluster) [1]. The R2 cofactor is generated by addition of O2 to the reduced Fe(II)–
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Fe(II) cluster via formation of intermediate X (Fe(IV)–Fe(III) cluster) to generate a 
stable tyrosyl radical (Y•) in the vicinity of the di-iron cluster, which in turn oxi-
dizes a cysteine residue located in the R1 subunit, yielding a cysteine thiyl radical 
(C•) via a long-range (~35 Å) proton-coupled electron transfer (PCET). This cys-
teine radical is the initiator of the ultimate ribonucleotide reduction in the R1 sub-
unit. Inhibition of RNRs is particularly important with respect to development of 
anticancer and antiviral drugs [52,53]. Furthermore, some of the existing drugs that 
target RNRs are based on reduction of the catalytically important tyrosyl radical 
found in the R2 subunit [54,55]. Recently, a new subclass of RNRs (known as class 
Ic) has been discovered in some species of Chlamydiae, which, although highly 
homologous to their conventional R2 counterparts (for example, those from E. coli
and Mus musculus), seem to contain a phenylalanine residue in place of the corre-
sponding radical-harbouring tyrosine residue found in other R2 proteins [56]. Fur-
thermore, sequence analysis of R2 genes from other organisms indicated the pres-
ence of a phenylalanine residue instead of tyrosine in some other bacteria including 
Mycobacterium tuberculosis and M. bovis, and archaea like Sulfolobus solfataricus
[48]. Hence, in class Ic RNRs the R2 component seems to operate and function 
catalytically without the use of this essential tyrosyl radical. A crystal structure of 
the R2 protein from C. trachomatis has been recently reported, confirming the 
presence of a phenylalanine residue at the site corresponding to the conserved tyro-
sine residue crucial for catalysis in other R2 proteins (F127 in C. trachomatis R2 vs. 
Y122 in E. coli R2) [48]. Furthermore, the two Fe(III) ions found in R2 of C. tra-
chomatis (Ct) are bridged by two hydroxides and a -1,3 carboxylate from Glu120. 
Fe1 is also coordinated by Glu89 and His123, while Glu193, Glu227, and His230 
complete the coordination sphere of Fe2. Earlier biochemical, kinetic, and EPR 
studies of C. trachomatis RNR have demonstrated the formation of a catalytically 
competent Fe(IV)–Fe(III) cluster in the presence of R1, substrate, and allosteric 
effectors [57], as well as the generation of this reactive species under turnover con-
ditions from the diferric center [58]. Therefore, it was proposed that the Fe(IV)–
Fe(III) species may be responsible for directly generating the cysteine radical in the 
R1 subunit. Initial specific activity measurements of di-iron-containing C. tra-
chomatis R2 were much smaller in comparison to the corresponding E. coli R2 
protein and ranged between less than 75 and ~230 U/mg [57,58]. Further bio-
chemical and kinetic characterization of this enzyme involving protein expression 
under various conditions has led to the conclusion that the actual catalytically ac-
tive R2 in C. trachomatis is a mixed heterobinuclear Fe/Mn center [59,60]. While a 
small percentage of moderately active Fe(II)–Fe(II) centers are also present in C.
trachomatis R2 [48,58], the maximum specific activity of the protein expressed in 
the presence of varying metal ion concentrations is achieved for a 1:1 Mn(II):Fe(II) 
ratio with two metal ions per R2 monomer [59]. Exposure of the Mn(II)–Fe(II) Ctr
R2 to dioxygen has been shown to activate this protein subunit [59]. In addition, 
activity studies performed with the Fe(III)–Fe(III) form of this enzyme by Bollin-
ger and coworkers confirmed that the Fe(IV)–Fe(III) species of Ctr R2 is catalyti-
cally incompetent for the radical generation process [59]. Furthermore, the previ-
ous reports on the activity of the Fe(IV)–Fe(III) center by the Grässlund group are 



MANGANESE METALLOPROTEINS 287

most likely due to undetected Mn(IV)–Fe(III) species [59]. In vitro activity meas-
urements with the Mn(IV)–Fe(III) form of Ctr R2 imply that this heterobinuclear 
cofactor is also likely to operate in vivo in the RNR of C. trachomatis. The use of a 
heterobinuclear Mn–Fe center instead of a homobinuclear Fe–Fe center may be the 
result of the immune response of the pathogen’s host (increased oxidative stress) 
[48,59]. 

3.2.  Spectroscopic Characterization 

3.2.1.  Mn(III)–Fe(III) and Mn(IV)–Fe(III)

EPR spectroscopy in combination with Mössbauer spectroscopy has been a 
major tool for characterizing various oxidation states of the heterobinuclear Mn–Fe 
center in the Ctr R2 protein subunit and to probe the chemical, electronic, and 
spectroscopic properties of the intermediate species responsible for catalysis. The 
active form of Ctr R2 (generated in the presence of O2) exhibits no characteristic 
signal in the X-band perpendicular mode EPR spectrum, while Mössbauer charac-
terization of this species shows the iron site to be trivalent and the ground state for 
this complex to have an overall paramagnetic integer spin [59]. In contrast, the 
EPR spectrum of the reduced form of this enzyme complex exhibits hyperfine cou-
pling to both the 55Mn nucleus (I = 5/2) and the 57Fe nucleus (I = ½), indicative of 
an ST = ½ ground state, and the Mössbauer spectrum (  = 0.43 mm s–1 and EQ = 
0.81 mm s–1) suggests that the iron site remains in its Fe(III) oxidation state [59]. 
Correlation of these spectroscopic data implies that the active form of Ctr R2 con-
tains an EPR-silent Mn(IV)–Fe(III) center (antiferromagnetic coupling of an 
Mn(IV) with SMn = 3/2 and Fe(III) with SFe = 5/2 gives rise to a triplet Stot = 1 
ground state), while the reduced species contains an Mn(III) (S = 2) antiferromag-
netically coupled to an Fe(III) (S = 5/2), resulting in ST = ½ (see Fig. 5A). The ef-
fects of several substrates and substrate analogues on the electronic structure of the 
Mn–Fe cluster of Ctr R2 have also been investigated by EPR spectroscopy. Addi-
tion of the R1 subunit and the nucleotides cytidine 5 -diphosphate (CDP) and 
adenosine 5 -triphosphate (ATP) perturbs the EPR spectrum of R2–Mn(III)–Fe(III) 
(Fig. 5) [59]. Simulations of the EPR spectra were consistent with the presence of 
an Mn(III)–Fe(III) species (significant anisotropy of the 55Mn hyperfine coupling 
matrix, AMn [(269, 392, 314) MHz]) and an isotropic 57Fe hyperfine coupling ma-
trix, AFe [(–64.5, –64.5, –64.5) MHz] (see Fig. 5). Addition of the substrate ana-
logue 2 -azido-2 -deoxyadenosine-5 -diphosphate (N3–ADP) to the EPR-silent 
Mn(IV)–Fe(III) cluster of Ctr R2 led to an EPR spectrum identical to that of 
Mn(III)–Fe(III) (generated by dithionite reduction of Mn(IV)–Fe(III)) with addi-
tional features in the region of 333–342 mT, characteristic of a nitrogen-centered 
free radical species (Fig. 5) [61,62]. This substrate analogue has been used previ-
ously in studies on iron-containing R2 proteins and is known to inactivate them by 
irreversibly reducing radicals (Y•) necessary for catalysis [61,63]. Therefore, the 
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Figure 5. X-band EPR spectra (  = 9.45 GHz) demonstrating formation of Mn(II)–Fe(III) 
cluster by dithionite reduction of Mn(IV)–Fe(III)–R2 in Chlamydia trachomatis: (A,B) di-
thionite-reduced Mn(IV)–Fe(III) at 4 K; (C,D,E) dithionite-reduced Mn(IV)–Fe(III) in the 
presence of R1, CDP, and ATP at 4 K, and 14 K respectively; (F,G) dithionite-reduced 
Mn(IV)–Fe(III) in the presence of N3–ADP at 14 K. Samples in A, C, D, and F were pre-
pared with natural abundance 56Fe (91.7%, I = 0), while samples B, E, and G were prepared 
with 57Fe-enriched (95%, I = ½). Reprinted with permission from [59]. Copyright © 2007, 
AAAS. Please visit http://www.springer.com/978-1-4419-1138-4 to view a high-resolution 
full-color version of this illustration. 

above EPR evidence of the formation of the Mn(III)–Fe(III) species upon addition 
of N3–ADP to the Mn(IV)–Fe(III) species further substantiates the catalytic activ-
ity of the latter in Ctr R2. 

In parallel with Bollinger's group, Grässlund and coworkers have also investi-
gated the nature of the metal cofactor of R2 responsible for catalysis. EPR studies 
of Ctr RNR (the R1 and R2 subunits; ATP and CDP were incubated for 10 min at 
25 C and frozen at –120 C in isopentane) has confirmed the presence of a reso-
nance at g = 2 due to intermediate X (known as the Fe(IV)–Fe(III) species) and a 
weak and broad (70 mT) six-line signal at (Fig. 6). In the presence of the inhibitor 
hydroxyurea the intensity of the signal due to the intermediate X species was re-
duced twofold, while the six-line signal was enhanced (Fig. 6). The latter has been 
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Figure 6. (A) EPR spectrum at 40 K of a catalytic mixture of Chlamydia trachomatis RNR,
frozen (–120 C) in isopentane after 20-min incubation at 20 C. (B) EPR spectrum of the 
same catalytic mixture as in (A) but in the presence of 1 mM hydroxyurea. Reprinted with 
permission from [60]. Copyright © 2007, Elsevier. 

attributed to an ST = ½ spin system and was interpreted as arising from the inacti-
vated state of the protein containing Mn [60]. This six-line EPR spectrum was in-
vestigated further by preparing samples in the presence of higher Mn concentra-
tions and incubating the enzyme in liquid nitrogen for 72 hours prior to recording 
spectroscopic data (eliminates intermediate X), as well as in the presence of both 
57Fe (nuclear spin, I = ½) and 56Fe (I = 0). In the case of normal isotope substitution, 
55Mn(III)–56Fe(III), only hyperfine splitting from the 55Mn nucleus is observed (IMn
= 5/2). In the case of 55Mn(III)–57Fe(III), additional hyperfine coupling to the 57Fe
nucleus was observed (Fig. 7). EPR simulations have allowed determination of the 
principal components of the g, 55Mn and 57Fe hyperfine matrices (g[2.015, 2.009, 
2.024], AMn [395, 315, 272 MHz] and AFe [68, 70, 62 MHz]; [x,y,z]) of the Mn(III)–
Fe(III) center in Ctr R2 [60]. These observations have led to the conclusion that the 
six-line EPR spectrum (shown in Fig. 7) is indeed associated with the Mn(III)–
Fe(III) center, where the Mn(III) and Fe(III) are antiferromagnetically coupled, giv-
ing rise to the observed ST = ½ ground state. Correlation of the relative number of 
pure di-iron centers relative to the mixed metal centers in the EPR samples sup-
ports the hypothesis that the major catalytically active form of Ctr R2 is the mixed 
metal ion Mn–Fe center, with only a small contribution of activity attributed to the 
di-iron center [2]. 

3.2.2.  Mn(IV)–Fe(IV)

The reaction between the Mn(II)–Fe(II) center in Ctr R2 with dioxygen has 
been investigated using stopped-flow absorption, rapid-freeze-quench EPR, and 
Mössbauer spectroscopies. Stopped-flow absorption measurements indicated the 
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Figure 7. EPR spectra with their simulations of the Mn(II)–Fe(III) cluster of Chlamydia tra-
chomatis RNR catalytic mixtures stored at 77 K for 72 hours (to suppress contribution of the 
signal due to the Fe(IV)–Fe(III) cluster. (A) 55Mn(II)–56Fe(III) and (B) its EPR-simulated 
spectrum; (C) 55Mn(II)–57Fe(III) and (D) its EPR-simulated spectrum. Reprinted with per-
mission from [60]. Copyright © 2007, Elsevier. 

rapid formation (k = 13 mM–1 s–1) of an intermediate species with an intense ab-
sorption feature at ~390 nm [64]. This species decays slowly to form a green 
Mn(IV)–Fe(III) product [2]. Addition of the one-electron reductant ascorbate ac-
celerates the decay of the intermediate to this Mn(IV)–Fe(III) species without hav-
ing an effect on the kinetics of its formation. Time-dependent X-band EPR spectra 
were also collected for samples that were freeze-quenched at different reaction 
times (see Fig. 8). These experiments also demonstrate the rapid formation of an 
intermediate species with a sharp g ~ 2 EPR signal at 4.2 K and 20 mW, which 
decays slowly and shows hyperfine coupling to both 55Mn and 57Fe nuclei (Fig. 8). 
The EPR signal of this intermediate species consists of six resonances separated by 
~8 mT, indicative of hyperfine coupling to a single 55Mn nucleus. Furthermore, 
enrichment of this intermediate by 57Fe led to an EPR spectrum where hyperfine 
coupling to a 57Fe nucleus was also observed in addition to the sextet signal (Fig. 8). 
Simulations of these EPR spectra together with data from Mössbauer spectroscopy 
have allowed the determination of the 55Mn and 57Fe hyperfine coupling matrices, 
thereby providing insight into the electronic and structural properties of this het-
erobinuclear intermediate species. The AMn(x,y,z) is found to be nearly isotropic 
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Figure 8. X-band EPR spectra collected at 14 K, 9.45 GHz for the Mn(IV)–Fe(IV) interme-
diate during O2 activation of Chlamydia trachomatis R2 subunit, and their simulations. All 
EPR samples in (A) were freeze quenched at various reaction times as shown after mixing 
anaerobically prepared solution (free of O2) of Mn(II)–Fe(II)–R2 (0.40 mM monomer), 0.5 
equivalents of Fe(II), and 1.5 equivalents of Mn(II)) with an equal volume of O2-saturated 
buffer. Samples shown in (B) were prepared by mixing Mn(II)–Fe(II)–R2 (3.0 mM mono-
mer), 0.75 equivalents of Fe and Mn, with O2-saturated buffer (samples frozen after 20 sec-
onds). Reprinted with permission from [64]. Copyright © 2007, American Chemical Society. 

(247, 216, 243 MHz), very similar to the AMn determined for the Mn(IV) site in 
Mn(III)–Mn(IV) catalase [32,65], thus supporting the presence of Mn(IV) in the 
intermediate species [64]. Mössbauer simulations have supported the assignment of 
the iron site in the structure of the intermediate as high–spin Fe(IV) based on (i) an 
isomer shift  of 0.17 mm/s, close to the previously reported value for Fe(IV) in the 
intermediate Q of methane monooxygenase [66,67], and (ii) a quadrupole splittting 
parameter EQ of –0.75 mm/s [64]. Hence, the combined EPR and Mössbauer data 
collected for the reaction of the Mn(II)–Fe(II) center of Ctr R2 with O2 indicates 
that the intermediate has an ST = ½ electronic ground state as a result of antiferro-
magnetic coupling between Mn(IV) (SMn = 3/2) and Fe(IV) (SFe = 2) centers [64]. 
Thus, the functional cofactor in Ctr R2 responsible for catalysis is the heterobinu-
clear Mn(IV)–Fe(III) center that forms via an Mn(IV)–Fe(IV) intermediate. The 
Mn(IV) site acts as the radical initiator in Ctr RNR instead of the tyrosyl radical 
serving the same purpose in the conventional class I RNRs. 
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Figure 9. X-band EPR spectra collected at 14 K, 9.45 GHz for freeze-quenched samples of 
the reaction of Mn(II)–Fe(II)–R2 complex with H2O2. Samples were prepared by mixing 
Mn(II)–Fe(II)–R2 (0.90 mM monomer, containing 0.5 equivalents of Fe(II), 1.0 equivalents 
of Mn(II)) with 0.5 equivalent volume of 45 mM H2O2. Arrows shown in the figure indicate 
the features attributed to Mn(III)–Fe(III)–R2 intermediate. Reprinted with permission from 
[68]. Copyright © 2008, American Chemical Society. 

3.2.2.  Interaction of H2O2 with Mn(II)–Fe(II), Mn(III)—Fe(III), 
 and Mn(IV)–Fe(III)

It has been speculated that the reason for employing a heterobinuclear Mn/Fe 
center by Ctr R2 is to make this enzyme more resistant to reactive oxygen and ni-
trogen species, a hypothesis that was further investigated by stopped-flow absorp-
tion, rapid-freeze-quench-EPR, and Mössbauer spectroscopies [68]. Three forms of 
the Ctr R2 cofactor in various stable oxidation states — (Mn(II)–Fe(II), Mn(III)–
Fe(III), and Mn(IV)–Fe(III) — were examined with respect to their reactivity in the 
presence of H2O2. It was found that all three oxidation states can be efficiently ac-
tivated by H2O2. EPR spectra (Fig. 9) of freeze-quenched samples of the reaction 
between the Mn(II)–Fe(II) center and H2O2 are consistent with the sequential ac-
cumulation of Mn(III)–Fe(III) (broad features shown by arrows around the sharp 
six-line EPR spectrum) and Mn(IV)–Fe(IV) species (sharp six-line EPR spectrum) 
to form the final product Mn(IV)–Fe(III) (EPR silent). Examination of the Mn(III)–
Fe(III) center by EPR (broad resonance at g ~ 2) in the presence of H2O2 confirms 
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Figure 10. X-band EPR spectra collected at 14 K, 9.45 GHz for freeze-quenched samples of 
the reaction of Mn(II)–Fe(III)–R2 complex with H2O2. Samples were generated by mixing 
Mn(II)–Fe(III)–R2 complex (0.90 mM monomer, containing 0.75 equivalents of Mn(II) and 
Fe(III)) with 0.5 equivalent volume of 150 mM H2O2 and frozen at various reaction times 
(shown in the figure). Reprinted with permission from [68]. Copyright © 2008, American 
Chemical Society. 

the rapid formation of the Mn(IV)–Fe(IV) species (sharp six-line spectrum at g ~ 
2) before it slowly starts to decay to Mn(IV)–Fe(III) (Fig. 10). Finally, the 
Mn(IV)–Fe(III) form of the cofactor was found to remain stable during prolonged 
incubation (>1 hour) with 5 mM H2O2 [68]. Mössbauer spectroscopy was also em-
ployed to verify various forms of the binuclear center formed in the reaction with 
H2O2, and the kinetics of formation of all observed species was investigated by 
stopped-flow absorption spectroscopy. When the Fe(III)–Fe(III) derivative of Ctr
R2 was generated, it showed small reactivity toward H2O2 when compared to that 
of the heterobinuclear center [68]. It is thus speculated that C. trachomatis has
evolved to utilize the Mn/Fe cluster instead of an Fe/Fe cluster as a part of its effi-
cient defense strategy in response to RO(N)S. 

Finally, rapid-freeze-quench-EPR spectroscopy has also been used to probe 
the formation of the Mn(IV)–Fe(IV) intermediate species upon O2 activation by the 
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Mn(II)–Fe(II) form of three Ctr R2 variants: Y122F, Y338F, and W51F [69] (vide 
infra). 

3.3.  Mechanistic Implications 

Kinetic and spectroscopic studies, including those discussed in the previous 
section, of Ctr R2 have led to a proposal for the reaction mechanism for the activa-
tion of the R2 cofactor. Unlike the E. coli R2 subunit, which utilizes the Fe(III)–
Fe(III)/Y• cofactor to generate a Cys• in the R1 subunit necessary for the initiation 
of ribonucleotide reduction, the R2 subunit of C. trachomatis uses an Mn(IV)–
Fe(III) cofactor in its place (vide supra). The Mn(II)–Fe(II) cluster interacts with 
O2 to generate an Mn(IV)–Fe(IV) intermediate, which subsequently gets reduced to 
the active Mn(IV)–Fe(III) form (Fig. 11). It is speculated that the structure of the 
Mn(IV)–Fe(IV) intermediate is likely to resemble that of intermediate Q (with a 
“diamond core” structure) found in soluble methane monooxygenase [70]. Similar 
to E. coli R2, Ctr R2 also uses a tryptophan residue (W51) in the vicinity of its 
Mn/Fe active site to reduce the Mn(IV)–Fe(III) to an Mn(III)–Fe(III) species [64]. 

Figure 11. Overall reaction mechanism proposed for activation of the R2 subunit of Chla-
mydia trachomatis showing various different oxidation states of the Mn–Fe cluster. Re-
printed with permission from [68]. Copyright © 2008, American Chemical Society. Please 
visit http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color ver-
sion of this illustration. 

Recently, attempts have been made to deconvolute the plausible amino acid 
residues involved in the intersubunit PCET pathway between the Ctr R2 and R1 
components. Several variant forms of the Ctr R2 subunit have been generated 
(W51F, Y122F, and Y338F) to map the residues that mediate reduction of the bi-
nuclear center and facilitate electron relay between the two protein subunits. While 
substitution of Y122 with F did not affect the formation of the Mn(IV)–Fe(IV) 
intermediate, it did slow down its decay (reduction) ~10-fold and also reduced the 
efficiency of ascorbate reduction ~65-fold, implicating residue Y122 as a mediator 
in the reduction step of Mn(IV)–Fe(IV) [69]. The Y338F mutation (Y338 corre-
sponding to the interfacial residue Y356 in E. coli R2) has been shown to abolish 
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catalytic activity with no effect on the decay of the Mn(IV)–Fe(IV) intermediate, 
thus demonstrating that this residue is essential in the PCET pathway between R1 
and R2 subunits. Finally, the W51F-R2 variant (W51 corresponds to W48 residue 
in E. coli R2) also exhibited no catalytic activity and slowed down the reduction of 
the Mn(IV)–Fe(IV) intermediate, thereby suggesting involvement of residue W51 
in the catalytic PCET pathway between the two subunits [69]. Based on the previ-
ous observations for the O2 activation of the Fe(II)–Fe(II) and Mn(II)–Fe(II) forms 
of Ctr R2, a plausible reaction mechanism is shown in Figure 12. In the case of the 
di-iron cluster of Ctr R2, rapid accumulation of intermediate X (Fe(IV)–Fe(III) 
cluster) with a tryptophan radical (W51+•), X-W51+• occurs [48,58], whereas in the 
case of Mn(IV)–Fe(IV)–R2 there is no evidence for the formation of a transient 
radical during reduction of the Mn(IV)–Fe(III) cofactor, suggesting no coupling of 
an amino acid oxidation to O–O bond cleavage [69]. In summary, the Ctr R2 sub-
unit seems to employ Y122 and W51 as likely residues that facilitate electron 
transfer to the Mn(IV)–Fe(IV) intermediate during the activation process, and util-
izes both W51 and Y338 for the efficient electron relay pathway during catalysis. 

Figure 12. Proposed mechanism for electron relay to the binuclear Mn–Fe cofactor of the R2 
subunit of Chlamydia trachomatis during O2 activation by Fe(II)–Fe(II) form (top) of R2 and 
the Mn(II)–Fe(II) (bottom) form of R2. Reprinted with permission from [69]. Copyright © 
2008, American Chemical Society. 

4.  CLASS IB RIBONUCLEOTIDE REDUCTASES 

4.1.  Biochemical and Structural Characterization 

As mentioned above, RNRs are enzymes that employ free radical chemistry to 
catalyze ribonucleotide reduction to the corresponding deoxyribonucleotides, thus 
providing precursors for DNA replication and repair [44]. The focus in this section 
is on class Ib RNRs, which are found mostly in prokaryotes and consist of two 
homodimeric protein subunits — R1E and R2F (containing the binuclear metal 
center) — a small redox protein similar to thioredoxin as well as an additional pro-
tein whose function is not yet fully known [71,72]. Although the class Ib RNR is 
present in S. typhimurium and E. coli, for example, it is not essential in these or-
ganisms [73]. However, they have attracted considerable attention due to their oc-
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currence in pathogenic bacteria such as Mycobacterium tuberculosis, Bacillus sub-
tilis, and Mycoplasma pneumonia [74–76]. The metal-coordinating residues, as 
well as residues involved in the radical transfer pathway, are highly conserved 
among class Ia and Ib RNRs [77]. The first crystal structure of a class Ib R2F pro-
tein reported was that from S. typhimurium [78], followed by the holocomplex of 
this RNR [79]. The two ferric ions are both octahedral, bridged by Glu98, an O2–

ion, and a water molecule. In addition, one of the irons is also ligated by a histidine 
(His101), an aspartate (Asp67), and a water molecule, with the second iron being 
coordinated by another histidine (His195) and two glutamates (Glu158 and 
Glu192). Three-dimensional structures of another class Ib R2F protein from Cory-
nebacterium ammoniagenes has been reported more recently in the oxidized and 
reduced di-iron forms and a manganese-substituted one [80]. The overall structures 
of the S. typhimurium and C. ammoniagenes R2Fs are similar. In the oxidized form 
of the C. ammoniagenes enzyme, the two irons in C. ammoniagenes R2F are 
bridged by a -oxo bridge and a carboxylate group from Glu108. In addition, the 
five-coordinate Fe site is coordinated by an aspartate (Asp77), a histidine (His111), 
and a water molecule, while the second Fe is six-coordinate and its coordination 
sphere is completed by a bidentate glutamate (Glu202), Glu168, a histidine 
(His205), and a water molecule. In the Mn-substituted enzyme (Fig. 13), the two 
Mn ions are bridged by Glu202 and Glu108, with the four-coordinate Mn being 
also coordinated by His111 and Asp77, while the five-coordinate Mn is coordi-
nated by His 205 and Glu168 in a bidentate fashion. For some time there has been 
some debate about the nature of the metal cofactor in class Ib RNRs. Initial studies 
with the R2F subunit from C. ammoniagenes have led to the proposal that manga-
nese rather than iron is essential for catalytic activity [81,82]. This hypothesis was 
based on (i) the manganese requirement for growth, (ii) the inability of C. ammoni-
agenes to reduce ribonucleotides upon manganese depletion, (iii) the release of 
Mn(II) upon enzyme denaturation, and (iv) the reconstitution of enzyme activity 
upon supplementing Mn in vivo [81–83]. It was speculated that RNR from C. am-
moniagenes belonged to a separate class of Mn-dependent RNRs. Establishing an 
efficient recombinant expression system for this enzyme in E. coli has facilitated 
its characterization. Surprisingly, enzyme activity measurements indicated that 
maximum specific activity is obtained in the presence of iron (1.5 Fe/monomer) 
and no manganese [84]. Specific activity of the enzyme expressed in media with 
supplemented iron and manganese was found to contain 0.5 Fe/monomer and 0.09 
Mn/monomer and had higher specific activity than enzyme expressed in media 
supplemented with manganese only. Hence, in contrast to initial studies, catalytic 
measurements with C. ammoniagenes R2F protein imply that the active form of 
this enzyme is iron dependent. 

4.2.  Spectroscopic Characterization 

Q-band EPR spectra of the R2F subunit of C. ammoniagenes (generated by 
careful dissociation of the holoenzyme) at 40 K was consistent with the presence of 
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Figure 13. Schematic representation of the active site structure of the R2 subunit of Coryne-
bacterium ammoniagenes. (A) Reduced form of the iron-containing cluster; (B) oxidized 
form of the iron-containing cluster; and (C) Mn-substituted form of enzyme. Reprinted with 
permission from [80]. Copyright © 2002, American Chemical Society. 

an isolated Mn(II) in an octahedral environment (EPR signal with hyperfine cou-
plings of 9.2–9.6 mT, centered at g ~ 2) [85]. Weak features are also observed both 
at the low- and high-field end of the sextet signal, indicating a small zero field 
splitting with rhombic distortion. There was no evidence for any spectral broaden-
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ing, splitting, or multiline features characteristic for binuclear manganese systems 
as a result of exchange or strong dipolar coupling [86,87]. Sjöberg and coworkers 
reported that in the X-band EPR spectrum of the active R2F protein no signal is 
observed [88]. Upon denaturation of the enzyme, a six-line EPR signal at g ~ 2, 
characteristic of an isolated Mn(II), was observed. Metal ion analysis indicated the 
presence of 0.5 Mn/monomer and eliminated the presence of iron. Therefore, con-
trary to the results from the activity measurements (vide supra), it has been pro-
posed that manganese ions could potentially be coupled in the native R2F, but the 
presence of substoichiometric amounts of Mn in protein samples was insufficient 
to support this hypothesis. 

More recent spectroscopic characterizations of R2F from C. ammoniagenes
have attempted to deconvolute the above conflicting results and shed insight into 
the nature of the metal cofactor of this enzyme. Cells grown in LB medium with no 
added metal ions have yielded an EPR signal characteristic of a tyrosyl radical at
g = 2.00 (see Fig. 2 in Huque et al. [84]), and the amount of tyrosyl radicals in-
creased twofold when cells were grown in Fe-supplemented medium [84]. Interest-
ingly, cells grown in Mn-supplemented medium produced no tyrosyl radicals (see 
Fig. 2 in Huque et al. [84]). The R2F protein purified from Mn-supplemented me-
dium had 1.6 Mn/monomer and displayed a complex multiline signal at g ~ 2 
(more than 30 resolved lines separated by ~4.6 mT) on top of a broad signal (see 
Fig. 4 in Huque et al. [84]), characteristic of coupled Mn(II) sites in other proteins, 
but had minimal catalytic activity [25]. This EPR spectrum resembles that of argi-
nase (see §10 below) with two Mn(II) ions being bridged by two carboxylates and 
a water/hydroxide [89]. Thus, the above metal reconstitution studies with C. am-
moniagenes R2F have correlated enzyme activity with the presence of a tyrosyl 
radical (g = 2.005, A(1H)/g  = 0.9 mT, A(1H)/g  = 0.7 mT), which in turn can be 
correlated to the iron content in protein samples [84]. Similarly, manganese recon-
stitution studies performed with S. typhimurium apo-R2F resulted in completely 
inactive protein, although EPR spectroscopy confirmed the presence of a binuclear 
Mn(II) site in the enzyme (1.6 Mn/monomer); no tyrosyl radical was formed, simi-
lar to the Mn-derivative of C. ammoniagenes R2F [84]. In contrast, iron and 
iron/manganese reconstitution of S. typhimurium R2F generated a fully active en-
zyme. The observed tyrosyl radical is identical to that in the di-iron-containing S.
typhimurium R2F subunit [90,91]. The microwave power saturation behavior of the 
tyrosyl radicals in R2F proteins of both C. ammoniagenes and S. typhimurium were 
examined in order to evaluate the different electronic environments in the vicinity 
of the radical. The EPR saturation behavior of the tyrosyl radicals was monitored at 
95 K. The plots of the normalized double integral of the EPR signals vs. micro-
wave power allowed for determination of P1/2 (the power of half saturation), 
thereby measuring the magnetic interaction between the tyrosyl radical and the 
corresponding metal center [84]. The EPR signal observed for C. ammoniagenes
was saturated at lower power (P1/2 = 1.3 mW) relative to that for S. typhumurium
(P1/2 = 3.7 mW), indicative of the slightly weaker coupling of the tyrosyl radical in 
C. Ammoniagenes R2F. In contrast, the tyrosyl radical of the E. coli R2 subunit 
(P1/2 = 91 mW at 95 K) exhibits a much faster relaxation, a consequence of the 
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interaction with the di-iron active site [92]. While the tyrosyl radicals of the R2F 
subunits from C. ammoniagenes and S. typhumurium are also clearly interacting 
with their neighboring di-iron active sites, the high-field EPR studies of single 
crystals of R2F from S. tyrphimurium containing the tyrosyl radical (Y105•) have 
indicated that this radical is further away from the di-iron center, undergoing a dif-
ferent sidechain rotation relative to that of the E. coli R2 tyrosyl radical (Y122•)
[93]. The exact nature and origin of the differences in magnetic coupling for the 
three tyrosyl radicals observed in C. ammoniagenes, S. typhimurium, and E. coli
need further analysis by high-field EPR. However, the crystal structures of C. am-
moniagenes and S. typhimurium R2F support the spectroscopic evidence that the 
radical-harboring tyrosine residues (Y115 and Y105 in C. ammoniagenes and S. 
Typhimurium R2F, respectively) are indeed located further from the binuclear 
metal active site (7 Å in C. ammoniagenes R2F relative to 5 Å in E. coli R2). 

4.3.  Mechanistic Implications 

While EPR spectroscopic studies were able to demonstrate the formation of a 
coupled binuclear Mn(II) center in the R2F proteins from C. ammoniagenes and S. 
typhimurium (1.6 Mn/monomer in both proteins), both enzymes exhibited no cata-
lytic activity and could not generate the tyrosyl radical required for catalytic activ-
ity [84]. The initial hypothesis that suggested the C. ammoniagenes R2F protein to 
be Mn dependent is thus no longer valid. Combined biochemical, spectroscopic, 
and crystallographic data on the R2F enzymes from C. ammoniagenes and S. ty-
phimurium strongly support the idea that these are iron-dependent enzymes and 
fully functional in their di-iron form, similar to R2 from E. coli. Thus, their cata-
lytic mechanisms are also likely to be similar, following the mechanistic model 
described in our previous article [1]. While the Mn-subsituted R2F is inactive, it 
represents a useful spectroscopic tool for the study of this enzyme. It may still be 
possible that manganese is necessary in class Ib RNRs for efficient formation of 
the holoenzyme complex and further studies are necessary to examine the overall 
role of manganese in this class of RNRs. 

5.   MANGANESE-IRON OXYGENASES 

5.1.  Biochemical and Structural Characterization 

Non-heme di-iron containing oxygenases that catalyze a diverse and wide 
range of oxidative transformation reactions important in biological chemistry have 
been extensively studied, and we have covered these in great detail earlier [1]. Re-
cently, a novel metalloenzyme known as arylamine oxygenase, or N-oxygenase 
AurF, from Streptomyces thioluteus has been isolated [94]. This enzyme, responsi-
ble for the biosynthesis of aureothin, a metabolite with antifungal anticancer 
and antifungal properties [95], catalyzes the selective six-electron oxidation of the 
amino group of p-aminobenzoic acid to p-nitrobenzoic acid [96]. AurF exhibits 
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high para regioselectivity and is also able to catalyze a number of other para-
substituted substrates, such as para-aminophenyl sulfonic acid, and para-
aminophenyl acetic acid, thus making it useful in biotechnology applications [97]. 
There has been an extensive debate in the literature as to whether this enzyme util-
izes Mn, Fe, or both ions for its activity. Sequence alignment of AurF has identi-
fied a very low sequence homology (15–35% sequence identity) with several hypo-
thetical proteins of unknown function, and found two putative conserved structural 
motifs, EX28–37DEXXH (conserved residues shown in bold) [94], reminescent of 
the conserved structural motif found in carboxylate-bridged binuclear non-heme 
iron oxygenases [77,98]. Initial biochemical studies involving site-directed 
mutagenesis of each of the eight conserved residues of AurF have confirmed the 
absolute requirement of all of these residues for catalytic activity [94]. Metal ion 
analysis by ICP atomic emission spectrometry has revealed 2.18 g atoms of 
iron/enzyme, suggesting AurF to be a di-iron-containing oxygenase. When the pro-
tein was overexpressed in Mn-supplemented medium, it was able to incorporate 
two Mn ions/enzyme, but exhibited no activity. However, it was also proposed by 
Hertweck’s group that AurF (expressed as soluble MBP–AurF fusion protein) was 
likely to function catalytically as an Mn-dependent enzyme based on significant 
amounts of Mn present in their samples (using colorimetric assays of enzyme solu-
tions, the ratio of Mn:Fe found was 20:1) [97]. They were also able to restore en-
zyme activity by addition of H2O2, thereby implying that similar to the “peroxide 
shunt” process observed for other di-iron oxygenases [99], H2O2 can indeed form a 
catalytically active species while omitting the reduction step. Mechanistic studies 
of AurF have shown the formation of a hydroxylamine intermediate via incorpora-
tion of an oxygen atom [100]. In addition, 18O labeling studies were used to follow 
the conversion of the hydroxylamine intermediate to a nitroso intermediate via a 
dehydrogenation step [94]. The three-dimensional structure of the first N-
oxygenase AurF from S. thioluteus has been reported only recently [101]. The 
overall fold of AurF is similar to that of the E. coli ribonucleotide reductase R2 
subunit [102]. The active site of AurF contains a binuclear manganese cluster (Fig. 
14), where the two six-coordinate manganese ions are bridged by Glu227 in a -
1,1 mode, Glu136 in a -1,3 fashion and a water molecule. In addition, one Mn ion 
is coordinated by Glu101, His223, His139, and a water molecule while the coordi-
nation environment of the second Mn ion is completed by His230 and bidentately 
coordinated Glu196. This study also suggested that the enzyme has a ~20-fold se-
lectivity preference for manganese over iron. However, crystallographically char-
acterized Mn-containing AurF contained ~15% iron as a contaminant, potentially 
giving rise to the observed enzyme activity. The Hertweck group has reexamined 
the immediate coordination environment of the AurF metal cofactor and the impor-
tance of specific residues for catalytic activity by carrying out experiments with 
rationally designed AurF variants (by site-directed mutagenesis of the three his-
tidine and four glutamate residues found in the active site) [103]. Seven residues in 
the active site (3 His and 4 Glu) are necessary for catalytic activity of the enzyme. 
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Figure 14. Active site structure of the Mn-containing AurF from Streptomyces thioluteus.
Reprinted with permission from [103]. Copyright © 2006, Wiley-VCH. Please visit 
http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color version of 
this illustration. 

5.2.  Spectroscopic Characterization 

Some contradictory observations have been reported concerning the metal 
content of AurF and the activity of the enzyme. EPR spectroscopy has so far been a 
major tool in probing the nature of the metal cofactor in AurF N-oxygenase. The 
initial EPR study of AurF expressed in Fe-supplemented minimal medium by Zhao 
and coworkers has reported an X-band EPR spectrum with g values of 1.94, 1.79, 
and 1.70, suggesting the presence of a mixed-valent Fe(III)–Fe(II) center with an 
ST = ½ ground state, while fully reduced AurF was EPR silent [94]. This group also 
used oxidized AurF expressed in LB medium to record an EPR spectrum, which 
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Figure 15. Comparison of the X-band EPR spectra and their simulations of the Mn(III)–
Fe(III) cluster of the Chlamydia trachomatis Mn(III)–Fe(III)–R2–R1–CDP–ATP complex 
(top) and the oxidized form of AurF from Streptomyces thioluteus (bottom). Reprinted with 
permission from [106]. Copyright © 2007, American Chemical Society. Please visit 
http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color version of 
this illustration. 

showed features characteristic of mononuclear Mn(IV) ions [104] and the Fe(III)–
Mn(III) center, which has been previously found in E. coli ribonucleotide reductase 
[105]. The authors interpreted their data in terms of AurF being able to incorporate 
Mn ions in addition to Fe, but argued that AurF was an iron-dependent enzyme. In 
support of this hypothesis, AurF expressed in Mn-supplemented minimal medium 
was found to incorporate two Mn ions per enzyme, but no catalytic activity was 
detected. Bollinger and coworkers have reevaluated and reanalyzed the EPR spec-
troscopic data reported for the resting form of AurF and proposed that it may use 
a heterobinuclear Mn/Fe center as the metal cofactor in catalysis [106]. In fact, 
the EPR spectrum of AurF resembled that of Mn(III)–Fe(III)–R2–R1–CDP–ATP 
observed for C. trachomatis RNR, with a similar hyperfine pattern, but some-
what smaller coupling (Fig. 15). The values of the AMn and g matrices were esti-
mated from the simulations of the experimental EPR spectrum [AMn = (210, 270, 
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322) MHz; g = (2.030, 2.014, 2.015)]. The simulations reveal an anisotropic AMn,
and the absolute magnitude of AMn in AurF is found to be smaller than that for C.
trachomatis RNR. Evaluation of the intrinsic hyperfine matrices for AurF [AMn = 
(–158, –205, –213) MHz] proved to be consistent with those estimated earlier for 
catalase [AMn = (–158, –203, –213) MHz] [32]. In conclusion, EPR data for AurF 
strongly suggest the presence of a heterobinuclear Mn(III)–Fe(III) site, where 
Mn(III) (SMn = 2) and Fe(III) (SFe = 5/2) are antiferromagnetically coupled resulting 
in an ST = ½ ground state. This AurF metal cofactor (Mn(III)–Fe(III)), is consistent 
with the biochemical studies carried out by the Zhao and Hertweck groups, which 
reported the presence of both iron and manganese in their protein samples [94,97]. 
Additional EPR experiments on AurF alone, and in the presence of oxidant and 
substrate, have recently shown some evidence for the involvement of Mn-
containing AurF in N-oxygenation reactions [103]. The purified AurF exhibits a 
typical six-line EPR spectrum (g = 2.05) of an S = 5/2 high-spin Mn(II) ion in the 
region from 307.6 to 354.0 mT. An approximate hyperfine splitting of 8.9 mT 
(A/g ) is indicative of a mononuclear Mn(II) ion. The authors have argued that 
binuclear Mn centers often appear as a mononuclear Mn depending on pH. The 
weak signal (from iron contaminant) was observed for Fe(III) (geff = 4.3). Upon 
activation with H2O2, the Mn(II) sextet signal disappears and a sharp radical signal 
at g = 2.003 is formed (peak-to-peak width of 2.4 mT), suggesting a possible 
change in the oxidation state of Mn(II) and a possible Mn-based radical mechanism. 
In contrast, when both substrate and H2O2 are added, the radical signal disappears 
and the typical Mn(II) sextet EPR signal reemerges. This observation suggests Mn 
as the likely candidate implicated in catalysis rather than Fe. Final agreement has 
not been reached on the metal ion composition of AuF required for its activity. 
More detailed spectroscopic characterization is required to probe the specific states 
of this enzyme. 

5.3.  Mechanistic Implications 

As mentioned above, due to the various metal ion content found in AurF from 
different sample preparations, it has been difficult to carry out any detailed mecha-
nistic studies. The Hertweck group has recently proposed a radical-based mecha-
nism in light of their recent EPR studies and peroxide shunt experiments [97,103]. 
This radical-based mechanism is analogous to that previously proposed for soluble 
methane monooxygenase [107], where the radical is close to the binuclear manga-
nese cluster. So far, a radical similar to the tyrosyl radical operating in ribonucleo-
tide reductases has not been observed for AurF. The Mn(II)–Mn(II) AurF is ex-
pected to react with dioxygen to generate a high-valent Mn(IV)–Mn(IV) intermedi-
ate similar to intermediate Q found in sMMO. While it is known that sMMO em-
ploys other protein components for efficient electron transfer, no such components 
have yet been associated with AurF. Finally, the proposal by the Bollinger group 
that AurF may utilize an Mn–Fe cofactor for its activity (Fig. 16) (based on the 
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Figure 16. Proposed Mn–Fe cluster of AurF from Streptomyces thioluteus involved in ca-
talysis of N-oxygenation reaction. Reprinted with permission from [106]. Copyright © 2007, 
American Chemical Society. Please visit http://www.springer.com/978-1-4419-1138-4 to 
view a high-resolution full-color version of this illustration. 

EPR similarities between AurF and the C. trachomatis R2 RNR subunit) is attrac-
tive, as this would make AurF the first known Fe–Mn N-oxygenase [106]. In order 
to refine the reaction mechanism of AurF, the specific metal requirement of this 
enzyme and generation of its metal cofactor must first be established. 

6.  SOXB 
6.1.  Biochemical and Structural Characterization 

Oxidation of inorganic sulfur to sulfuric acid represents the oxidative half of 
the global sulfur cycle [108,109]. Sulfur oxidation is performed by various aerobic 
chemotrophic and anaerobic phototrophic prokaryotes. Four soluble proteins — 
SoxAX, SoxYZ, SoxB, and SoxCD — comprise the sulfur-oxidizing enzyme sys-
tem in vitro [108,109]. This system mediates hydrogen sulfide-, sulfur-, thiosul-
fate-, and sulfite-dependent cytochrome c reduction. Each protein alone is catalyti-
cally inactive [110,111]. The material balance of the thiosulfate oxidation by this 
system is given by 
 –S-SO3

– + 5H2O + 8Cyt c3+  2SO4
2– + 8Cyt c2+ + 10H+. (3) 

According to the current model, thiosulfate is covalently bound by the copper–
heme enzyme complex SoxAX and to the thiol of the cysteine residue of the SoxY 
protein to form cysteine–thiosulfonate. The sulfonate moiety is proposed to be hy-
drolyzed by the dimanganese SoxB protein to yield sulfate and SoxY–cysteine 
persulfide. The sulfane sulfur of the SoxY–cysteine persulfide is then oxidized by 
the molybdoprotein cytochrome complex sulfur dehydrogenase Sox(CD)2, and the 
sulfonate moiety is again hydrolyzed by SoxB to regenerate the cysteine residue of 
SoxY [108]. The monomeric SoxB protein contains two manganese atoms, pyro-
glutamate (cycloglutamate) as the N-terminus, with a molecular weight of 58.6 
kDa [109]. SoxB has been shown to interact strongly with the SoxYZ complex. Its 
structure has been modeled based on E. coli 5 -nucleotidase (5 -NT), with which 
the enzyme shares 42% sequence similarity, due to which SoxB has been proposed 
to be a member of the metallophosphoesterase family [112,113]. 
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Figure 17. X-band spectrum of SoxB. (a) The range of the impurity signals (at 3.8 K) are in-
dicated and marked with asterisks. Features arising from spin states ST = 1 ( ), 2 ( ), and 3 
( ) are marked. (b–d) Extracted hyperfine patterns at the selected regions of the spectrum 
(a) recorded at T = 30 K. The 11-line patterns, split by 4.05 mT, are indicated by vertical 
bars at the bottom of the figure (b–d). Reprinted with permission from [110]. Copyright © 
2005, Springer. 

6.2.  Spectroscopic Characterization 

The first EPR spectrum of SoxB from Thiobacillus verstus was reported by 
Cammack et al. and was attributed to a binuclear Mn(II) center, due to the broad 
features and superimposed hyperfine splitting [114]. Subsequently, a multifre-
quency EPR analysis of Sox B from Paracoccus pantotrophus was carried out 
[110]. X-band (Fig. 17) and Q-band spectra revealed a broad signal with hyperfine 
structure superimposed, which was better resolved at Q-band frequencies. At Q-
band, the main resonances are located within 900 to 1400 mT, and resonances at 
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1170, 1240, and 1300 mT exhibit resolved hyperfine structure, with ~40 hyperfine 
lines with a splitting of A/g  ~ 4.2 mT [115]. Simulations indicated that the re-
solved hyperfine structure originates only from the ST = 3 state, with features aris-
ing from an ST = 1 being very broad. Zero field splitting parameters |D(ST = 3)| = 
0.07 cm–1 and E/D(ST = 3) = 0.06 correspond to a metal–metal distance of 3.3–3.46 
Å. An exchange coupling of J = –7 cm–1 was used in the simulations and repro-
duced reasonably the intensity of the features from each spin state as a function of 
temperature as predicted by the Boltzmann distribution. A comparison of these 
parameters with model complexes suggests a bis( -hydroxo)( -carboxylato) bridg-
ing motif in the binuclear manganese core [110]. 

6.3.  Mechanistic Implications 

As mentioned above, SoxB is proposed to function as a sulfate thio-esterase, 
and the monomer possesses 42% similarity with 5 -NT, suggesting mechanistic 
similarities between the two metallohydrolases and other members of this family of 
enzymes, including  protein phosphatase (§7) and purple acid phosphatases (§8). 
To date, EPR studies have been limited to determining the likely bridging mode in 
the active site of the resting enzyme. Further studies in the presence of substrates 
and/or inhibitors may help elucidate mechanistic details such as the identity of the 
nucleophile and the binding mode of the substrate. 

7.  BACTERIOPHAGE  PROTEIN PHOSPHATASE 

7.1.  Biochemical and Structural Characterization 

Bacteriophage  protein phosphatase (E.C. 3.1.3.16) ( PP) is a member of the 
family of serine/threonine protein phosphatases based on sequence homology, and 
kinetic and spectroscopic properties [113,116,117]. The enzyme hydrolyzes phos-
phoserine/threonine substrates as well as tyrosine phosphoproteins and phos-
phopeptides [118], and model substrates such as para-nitrophenolphosphate (p-
NPP) [117], but their biological role is unknown. Although its catalytic activity can 
be reconstituted with a variety of bound metal ions, such as iron [117], calcium 
[119], nickel and manganese [118], the observation that the recombinant expres-
sion of PP in E. coli leads to a dramatic increase in intracellular manganese con-
centrations has been interpreted in terms of manganese being the most likely in 
vivo metal ion for this enzyme [120]. 

The crystal structure of PP (Fig. 18) has been determined in the presence of 
manganese and sulfate (a very weak inhibitor [121]) [122]. The two metal ions are 
separated by 3.5 Å and are bridged monodentately by an oxygen atom of a con-
served aspartate (Asp49). Additional ligands to the manganese site M1 are His22, 
Asp20, and three water molecules (or one water molecule and a bidentately bound 
sulfate ligand). The manganese M2 site is coordinated by nitrogen atoms from 



MANGANESE METALLOPROTEINS 307

Figure 18. The active site of PP complexed with sulfate (PDB code 1G5B). Sulfate binds in 
two different modes to the active site: (A) monodentately to the metal ion in site M2 and (B) 
tridentately, with two of its oxygen atoms forming a -1,3 bridge and one coordinating in -
1,1 mode. Reprinted with permission from [113]. Copyright © 2005, American Chemical 
Society. Please visit http://www.springer.com/978-1-4419-1138-4 to view a high-resolution 
full-color version of this illustration. 

His138 and His186, and three oxygen atoms, one of which is provided by Asn75. 
The remaining two oxygens are either from bridging water and a monodentate sul-
fate or from a bidentate sulfate. The asymmetric unit contains three enzyme mole-
cules; in two of them the sulfate is bound terminally to manganese M2, in the other 
it binds in a bridging mode [122]. 

7.2.  Spectroscopic Characterization 
Following the reconstitution of PP with manganese, and the removal of ex-

cess metal ions by dialysis, only one manganese ion remains tightly bound to the 
protein [123]. The EPR spectrum of this species shows a nearly isotropic six-line 
feature centered around g = 2, typical of Mn(II). The spectrum shows additional 
features, such as a peak at geff = 2.73, a six-line pattern at geff = 4.05 (a forbidden 

Ms = ±2 transition, characteristic of Mn(II) ions with a relatively large zero field 
splitting) and a weak, near zero field transition at geff > 17 [123]. 

An EPR titration of PP with Mn(II) has demonstrated that the active site can 
accommodate a binuclear Mn(II)Mn(II) center. The two metal binding sites, simi-
lar to many other binuclear metalloenzymes [113], are characterized by substantial 
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Figure 19. Multiline hyperfine pattern of PP arising from an exchange-coupled binuclear 
Mn(II) center. A and C denote the positions of the hyperfine split resonances due to a cou-
pled cluster with an average splitting of 3.9 mT, while B corresponds to a residual 6-line 
spectrum arising from the mononuclear enzyme. Reprinted with permission from [123]. 
Copyright © 1999, American Chemical Society. 

differences in their affinities for the metal ions, with KD values of ~2 and ~160 M
[123]. When less than 0.8 equivalents are added to the enzyme, the spectrum re-
sembles that described above for the mononuclear manganese species. However, as 
the Mn(II) concentration is increased further, a spectrum attributed to a spin-
coupled Mn(II)2 cluster emerges (Fig. 19). Specifically, at 3.7 K the intensity of the 
geff = 4.05 resonance diminishes significantly, the near zero field transition disap-
pears, and the feature at geff ~ 2.7 is replaced by a similar but broad and unresolved 
transition [123]. Unfortunately, hexaaqua Mn(II) obscures the g = 2 region of the 
spectrum. With increasing temperature ( 7 K), new features appear in the spectrum. 
At 31 K there are distinct resonances at geff = 14.6, 2.93, and 2.51, a shoulder at geff
= 1.45, and a very broad feature at high field. Two of the features display 11-line 
hyperfine patterns with a splitting (A/g ) of 3.9 mT, characteristic of exchange-
coupled binuclear Mn(II) ions. Fitting the temperature dependence of some of the 
features to an ST = 2 state yields an exchange coupling constant of 1–3 cm–1 [123]. 
The spectra have not been simulated, but the manganese M2 site has been identi-
fied as the higher-affinity site via site-directed mutagenesis studies [124]. In all 
mutants involving active site and surrounding residues, the capacity for forming a 
binuclear center was retained, but the EPR spectra showed some differences [124]. 
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The EPR spectra of various inhibitor-bound complexes have also been investi-
gated. In the presence of tungstate, vanadate, phosphate, arsenate, and phos-
phonoacetohydroxamic acid (PhAH), the binuclear-type spectrum was apparent at 
low temperature (3.5 K), indicating that the binding of the inhibitors has effected a 
decrease in the exchange coupling constant in comparison to the unligated enzyme, 
suggesting a change in the bridging interaction between the metal ions. Considera-
tion of the spectra of the inhibitor-bound species indicates some small, but possibly 
significant differences between the bound enzymes. In the vanadate-bound enzyme 
in particular there are numerous hyperfine lines resolved, which may be attribut-
able to a superhyperfine interaction with the 51V nucleus. However, simulations of 
these spectra have not yet been undertaken [121]. It has been proposed that PhAH 
may interact with the active site via a bridging carboxylate. Tungstate and vanadate, 
which are capable of adopting trigonal bipyramidal geometries, may also provide 
an additional -oxo bridge, explaining the change in the observed exchange cou-
pling [121]. Interestingly, the spectra are unaffected by the presence of sulfate, 
suggesting that the sulfate bridging mode observed crystallographically may be 
irrelevant in solution [121,122]. 

In the di-iron derivative of PP, a rhombic EPR signal with g < 2 is observed, 
indicative of the formation of a heterovalent, coupled Fe(III)Fe(II) center [117]. 
Upon mutation of a non-ligating active site histidine (His76), the spectrum changes, 
indicative of some perturbation of the ligand environment, possibly via disruption 
of a hydrogen bond between the histidine and a metal-coordinated water molecule. 
The observation of the heterovalent iron cluster is in contrast to the homovalent 
binuclear Mn(II) active site and is attributed to an E0  of >128 mV for the 
Fe(III)Fe(II)–Fe(II)Fe(II) couple. Consequently, a homovalent binuclear iron active 
site is likely in vivo [125]. 

7.3.  Mechanistic Implications 

The reaction mechanism of PP is similar to that proposed for other metallo-
phosphoesterases, as discussed in a number of recent review articles [1,113]. Based 
on the difference in the metal ion affinities of the two sites, it has been suggested 
that the second metal ion may enter the active site along with the substrate, as is 
observed, for instance, for the 3 -5  proofreading exonuclease activity [126]. It re-
mains unclear how the dianionic phosphoester binds to the active site, with both 
monodentate and bridging binding modes being proposed [124,127]. The bridging 
mode is favored because it requires a minimal rearrangement to accommodate the 
leaving group. A metal-bound hyroxide has been identified as the hydrolysis-
initiating nucleophile, but it is unclear whether this nucleophile is terminally bound 
to one of the metal ions, or bridging the metal ions [119,124,127]. A bridging nu-
cleophile appears ideally positioned for an in-line attack on the phosphorus atom of 
the phosphate group of the substrate (bound in a -1,3 mode). The kinetic pKa at-
tributed to the nucleophile is ~7.7 in the dimanganese enzyme [119], which is simi-
lar to the pKa value attributed to a bridging water ligand in arginase (§10) [13.129]. 
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His76 is likely to act as a proton donor to the leaving group [119,122,127]. Follow-
ing release of the leaving group, the phosphate is likely to remain bound to the ac-
tive site, either in a bidentate or tripodal mode, before being released, with regen-
eration of the active site [129]. 

8.  PURPLE ACID PHOSPHATASE 
8.1.  Biochemical and Structural Characterization 

Purple acid phosphatases (PAPs) have recently been reviewed in a number of 
articles [1,113,130]. In brief, PAPs are the only binuclear metallohydrolases with 
an established heterovalent binuclear metal center required for hydrolysis of a large 
range of predominantly monoester substrates. The biological functions of PAPs are 
organism dependent. In mammals, PAPs are involved in bone metabolism [131], 
bacterial killing [132], and possibly iron transport [133]. Plant PAPs may also be 
important for bacterial killing, but may also play an important role in phosphate 
uptake [134–136]. The metal ion composition for the catalytically active enzyme 
extracted from mammalian organisms is Fe(III)Fe(II) [137], whereas the plant 
counterparts have Fe(III)Zn(II) or Fe(III)Mn(II) centers [138–140]. Crystal struc-
tures for several animal and plant PAPs have been reported over the last decade, 
including those for the human, rat, pig, red kidney bean, and sweet potato enzymes 
[129,141–147]. Mammalian PAPs form ~35 kDa monomers, whereas the plant 
enzymes are homodimeric with ~55 kDa subunits. Each subunit in plant PAPs has 
two domains: a C-terminal one that accommodates the binuclear active site and is 
structurally closely related to animal PAPs, and an N-terminal domain of unknown 
function. 

A PAP from sweet potato has been shown to require an Fe(III)Mn(II) center 
for optimal activity, and reconstitution experiments of the Fe(III) half apo enzyme 
with divalent metal ions other than manganese have been unsuccessful to date [4]. 
The crystal structure of this enzyme indicates that phosphate binds to the two metal 
ions, forming an unusual tripodal complex [144]. Recently, the apo form of this 
enzyme could be generated, and activity could be reconstituted by adding only 
manganese. While the enzyme is still an efficient catalyst, it has lost its ability to 
operate under acidic conditions [148]. Through EPR studies described below it was 
shown that an Mn(II)Mn(II) center was formed, this being the first homovalent 
catalytically active binuclear metal ion center in a PAP. 

8.2.  Spectroscopic Characterization 

A PAP from sweet potato has been shown to have a specific requirement for 
manganese, forming an unusual, antiferromagnetically coupled Fe(III)Mn(II) cen-
ter [4]. The X-band EPR spectrum of this enzyme shows no resonances from the 
Fe(III)Mn(II) center at temperatures up to ~200 K. From magnetic susceptibility 
measurements it was estimated that the exchange coupling constant was larger 
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Figure 20. EPR spectrum of MnMn–spPAP at pH 6.5.  = 9.382041 GHz, T = 4.7 K. The insets 
show an expansion of the experimental (b,c) resonances associated with the binuclear Mn(II) center 
after baseline correction with a cubic 55-point (low- and high-field sections) Savitsky-Golay filter 
[150]. (d,e) Computer simulation of (b) and (c), respectively, with the parameters gS = 2.0023, A1 =
A2 = 44.5  10–4 cm–1, DS = 410  10–4 cm–1. (f,g) Fitting of the 11-line multiplets at 275.8 and 342.5 
mT, respectively. Reprinted with permission from [148]. Copyright © 2009, American Chemical 
Society. Please visit http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-
color version of this illustration. 

than 150 cm–1. While this enzyme appears to have a specific requirement for 
Mn(II), the Fe(III) site can be replaced by manganese. The enzyme was colorless 
and with the X-band EPR spectrum reveals resonances arising from an extraneous 
mononuclear MnII (S = 5/2, I = 5/2; g = 2, A/g  = ~9.3 mT) center (<5%) and Mn 
hyperfine resonances on either side of this feature (Fig. 20). These hyperfine reso-
nances are separated by A/g  = 4.45 mT, which is half that expected for a mononu-
clear Mn(II) species, and characteristic of an exchange-coupled binuclear Mn(II) 
center [25,26,110,123,149]. Since resonances from the mononuclear Mn(II) center 
overlap with these resonances in the spectrum (Fig. 20) and are themselves inho-
mogenously broadened by a distribution of D and E values, a cubic Savitsky-Golay 
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filter [150] based on 55 points has been fitted to the low- and high-field regions 
(Fig. 20) to establish the relative intensities of the manganese hyperfine resonances, 
and they do indeed have the expected ratio (1:2:3:4:5:6:5:4:3:2:1) for a binuclear 
Mn(II) center (Fig. 20). Interestingly, the only resonances observed in the EPR 
spectrum of MnMn–spPAP are those centered at 275.8, 298.4, 342.5, and 383.7 
mT. This can be readily explained by the presence of a large distribution of zero 
field splitting parameters, which broadens out the resonances from the other spin 
states (see numerical projection coefficients, Table 3.3 in [151]). 

In order to gain an insight into the origin of the resonances, Molecular Sophe 
[152] (MoSophe) and Octave [153] were employed to simulate (fit) each of the 
four eleven-line multiplets (Fig. 20) with an effective ST = 1/2 spin Hamiltonian to 
determine the resonant field positions for each of the multiplets and hyperfine cou-
plings. Once the resonant field positions were determined, computer simulations 
(spectra, energy level diagrams, and roadmaps) using MoSophe [152] and an ST = 
1/2 spin Hamiltonian were used to fit the resonant field positions, assuming the 
resonances arise from an ST = 3 spin state. The following spin Hamiltonian parame-
ters (g = 2.0023, A1 = A2 = 44.5  10–4 cm–1, DS = 410  10–4 cm–1) were found to 
reproduce the resonant field positions at 298.4 and 383.7 mT (Fig. 20). From the 
value of Ds (DS = D1 + D2 + D12) could be estimated by the dipole–dipole contribu-
tion (D12) to be 745  10–4 cm–1, which leads to an internuclear distance of 4.05 Å 
using the point dipole–dipole approximation. This represents an upper limit for the 
internuclear distance as the values of D1 and D2 will be nonzero, and without addi-
tional spectroscopic information their contribution cannot be defined as their mag-
nitude, orientation of their principal axes, and sign remain unknown. A comparison 
of the internuclear Mn–Mn distance with a range of representative model com-
plexes and metalloenzymes indicates that the most likely bridging ligands consist 
of one or more -OH, -OH2, and -RCO2 functional groups. This interpretation is 
in agreement with the alkaline shift in the pH optimum for the Mn(II)Mn(II) de-
rivative when compared to the native enzyme, and identifies a chromphoric 
Mn(II)-bound hydroxide as the likely nucleophile [148]. 

8.3.  Mechanistic Implications 
The catalytic mechanism of PAPs has been reviewed extensively in recent ar-

ticles [1,113]. The generation of a catalytically active Mn(II)Mn(II) center in a 
PAP, and the pH dependence of its catalytic parameters highlights the relevance of 
the bridging hydroxide as the likely hydrolysis-initiating nucleophile in this en-
zyme, but it also raises the interesting possibility that PAPs may have evolved from 
homodivalent binuclear ancestral metallohydrolases. 

9.  PHOSPHOTRIESTERASE 
9.1.  Biochemical and Structural Characterization 

Phosphotriesterases (E.C. 3.1.8.1.) belong to the amidohydrolase superfamily 
of enzymes and are involved in the hydrolysis of a broad range of organophosphate 
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esters [154–158]. The ability to degrade these compounds has become increasingly 
important due to the widespread agricultural use of organophosphate pesticides. 
Likewise, the application of phosphoesterases in the degradation of nerve agents 
such as sarin or VX also gains increasing interest [155,159]. 

A number of phosphotriester-degrading enzymes have been isolated and char-
acterized. The phosphotriesterase (PTE) from Pseudomonas diminuta is the best-
studied example [154,160]. Others include the organophosphate-degrading PTE 
from Agrobacterium radiobacter (OPDA) [157,161–163] and methyl parathion 
hydrolase (MPH; from Pseudomonas sp.) [164,165]. PTE is a homodimeric protein 
and has a molecular weight of ~36 kDa/monomer [166]. The protein forms a TIM-
barrel ( )8 fold and the active site is located at the C-terminal end of the -barrel. 
In its native form PTE binds two zinc ions in the active site, but metal ion replace-
ment studies indicate that catalytic activity can be reconstituted with Mn(II), Co(II), 
Cd(II), and Ni(II) [167]. Crystal structures of PTE with a variety of metal ions and 
the substrate analog diethyl 4-methylbenzylphosphonate have been reported 
[168,169]. The catalytic center of PTE comprises a more buried -metal ion that is 
coordinated in a trigonal bipyramidal arrangement, and a solvent exposed -metal 
ion that is either octahedral or trigonal bipyramidal depending on the metal ion 
derivative. The two metal ions are bridged by a -1,3-carboxylated-lysine residue 
and one -H2O/OH molecule [166]. 

9.2.  Spectroscopic Characterization 
A range of spectroscopic techniques, including 113Cd NMR [170], X-ray crys-

tallography [166], and EPR [171–173], have been employed to characterize the 
binuclear active site of PTE. EPR studies of Mn(II)-substituted PTE have been 
highly informative and have aided in the development of the currently proposed 
mechanism of catalysis. 

X- and Q-band EPR spectra of Mn(II)–PTE at pH 8.3 exhibit features pre-
dominantly near g = 2 with more than 26 hyperfine resonances separated by (A/g )
~ 4.5 mT, half the magnitude expected for isolated Mn(II) [160]. This supports 
the presence of two spin-coupled Mn(II) ions in the active site. Initial studies as-
sumed that the EPR signals arise from the ST = 1 state of the coupled system, 
and an analysis of the temperature dependence of these signals yielded an iso-
tropic Heisenberg exchange interaction of J = –5 ± 1 cm–1 [160]. A subsequent 
study proposed, however, that the signals most likely arise from the quintet (ST = 2) 
state (J > D) based on a comparison to more recent work and also the temperature 
dependence of a separate, broad resonance that is a better candidate for an ST = 1 
transition. The reevaluation of the exchange coupling based on this conclusion 
yielded J = –2.7 ± 0.2 cm–1 [172]. In conjunction with metal-bridge distances de-
termined by X-ray crystallography (2.0 and 2.1 Å) and comparison of the coupling 
to other known Mn(II) complexes, the magnitude of the exchange interaction sug-
gests the presence of a bridging -hydroxide ligand at pH 8.3. The EPR parameters 
have also been determined by simulation of the experimental spectra. The simula-
tion parameters for the best fit were: g = 2.01, D = –0.055 cm–1, and E = –0.0067 
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cm–1. These values are consistent with X-ray crystallographic studies suggesting 
less than axial symmetry [172]. 

The pH dependence of the EPR spectra has been studied in order to correlate 
spectral changes associated with the binuclear Mn center to the catalytic properties 
of the enzyme. Mn(II)–PTE is activated by the deprotonation of a species with a 
pKa of 7.1, as observed in the pH-rate profile for the hydrolysis of paraoxon [172]. 
EPR spectra were collected at various pHs between pH 6.0 and 8.5. These reveal a 
gradual and reversible transition from a fully coupled binuclear Mn spectrum at 
high pH (as described above) to resonances that are typical of mononuclear Mn(II) 
at pH 6.0. The fraction of coupled binuclear Mn at each pH was calculated by dou-
ble integration of the derivative EPR signal. A fit to this data resulted in an appar-
ent pKa of 7.3 [172]. This corresponds to the protonation of a bridging hydroxide, 
which, in turn, results in the loss of the Mn–Mn exchange interaction. The similar-
ity of the pKa values obtained by kinetic analysis (7.1) and EPR (7.3) provides 
strong evidence for the role of the bridging hydroxide as the hydrolysis-initiating 
nucleophile. 

Further insight into the mechanism of hydrolysis by PTE has been achieved 
through EPR analysis of enzyme–inhibitor or enzyme–product complexes (Fig. 21). 
The addition of the reaction product diethylphosphate (DEP) and inhibitors diiso-
propylmethylphosphonate (DIMP) and triethylphosphate (TEP) produce several 
changes in the EPR spectrum compared with the native enzyme [173]. All three 
compounds cause a decrease in the binuclear Mn signals at g = 2.2 and an increase 
in the mononuclear Mn signals at g = 2.0. This observation is interpreted in terms 
of the loss of the hydroxide bridge upon binding of the inhibitor. No further pertur-
bations are observed in the DEP bound sample. In the case of DIMP, additional 
hyperfine split resonances appear at geff = 4.3 and 3.8 (Fig. 21). The hyperfine 
resonances are separated by 4.5 mT (A/g ) and 9.0 mT (A/g ), respectively, and 
therefore indicate the presence of both coupled and uncoupled centers in the 
DIMP-bound sample. These higher field resonances are double quantum transitions 
between the MS –1 and +1 levels within the ST = 1 spin state. Emergence of these 
forbidden transitions occurs due to an increase in the zero field splitting, which is 
caused by a reduction in symmetry upon DIMP binding. TEP-bound PTE also dis-
plays an additional resonance at geff = 4.3, split by 11 hyperfine lines of 4.5 mT 
(A/g ) (Fig. 21). No half-field resonance from uncoupled Mn(II) is observed, sug-
gesting higher symmetry in the uncoupled center of the TEP-bound sample than for 
PTE-DIMP. In addition to the half-field formally forbidden ( MS = ±2) transitions, 
TEP also induces the appearance of resonances at geff = 1.7 with hyperfine split-
tings of A/g  = 8.8 mT. The origin of this signal is unclear, but the hyperfine split-
tings indicate that it evolves from a distorted mononuclear Mn(II) center [173]. 

9.3.  Mechanistic Implications 

EPR has facilitated the elucidation of several key features in the mechanism of 
phosphotriester hydrolysis by PTE. Comparison of the kinetic pKa values with 
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Figure 21. EPR spectra at 10 K of Mn2–PTE with inhibitors and product bound. (A) 200 M
Mn2–PTE; (B) 200 M Mn2–PTE with 171 mM DIMP; (C) 130 M Mn2–PTE with 350 mM 
TEP; (D) 115 M Mn2–PTE with 350 mM DEP. Reprinted with permission from [172]. 
Copyright © 2007, American Chemical Society. 

those obtained from the analysis of EPR spectra has provided strong support for a 
bridging hydroxide as the rate-initiating nucleophile. EPR studies involving the 
binding of inhibitor and product molecules indicate a shift in equilibrium from 
primarily a bridged hydroxide species towards a nonbridged hydroxide species. In 
conjunction with kinetic and crystallographic data, this observation suggests that 
the phosphoryl oxygen of the substrate binds to the -metal ion. As a result, the 
coordination of the hydroxyl bridge to the -metal ion is weakened and its nucleo-
philic character is enhanced. A similar mechanism has been proposed for PAPs 
[129] and a glycerophosphodiesterase from Enterobacter aerogenes (GpdQ) [174]. 
The catalytic mechanism described by Aubert et al. [175] is shown in Figure 22. 
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Figure 22. Mechanism of hydrolysis of PTE. Reprinted with permission from [174]. Copy-
right © 2007, American Chemical Society. Please visit http://www.springer.com/978-1-
4419-1138-4 to view a high-resolution full-color version of this illustration. 
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10.   ARGINASE 

10.1.  Biochemical and Structural Characterization 

Arginase (E.C. 3.5.3.1) is an exclusively dimanganese enzyme that catalyzes 
the hydrolysis of L-arginine to L-ornithine and urea [5,13,176]. Two genetically 
distinct isozymes have been identified in vertebrates, and these differ in their tissue 
distribution and immunological reactivity [177]. Type I arginase is abundant in the 
liver and to a lesser extent in extra-hepatic tissue. It has a key role in nitrogen me-
tabolism as it is responsible for the final cytosolic reaction that generates urea, the 
primary metabolite for disposal of nitrogen in the body. Deficiency of type I argi-
nase in humans is a rare autosomal recessive disorder and results in hyperargin-
inemia [178]. Symptoms of this disease include mental and growth retardation, 
seizures, and spastic tetraplegia [179]. The cause of hyperargininemia is thought to 
involve point mutations of the type I arginase gene [180]. Type II arginase is a mi-
tochondrial enzyme that is present in extra-hepatic tissue, kidney, brain, skeletal 
muscle, heart, and pancreas [181]. This isozyme has been implicated in functioning 
as a regulator of L-arginine concentration for the biosynthesis of polyamines, 
proline, glutamate, and nitric oxide (NO) [182,183]. The ability of arginase type II 
to control NO levels has provided motivation for the design and understanding of 
arginase inhibitors as drugs that may control NO-dependent physiological proc-
esses such as erectile function [176]. 

A variety of X-ray crystal structures of the free enzyme and substrate/inhibitor 
complexes of both type I and II arginases are available (Fig. 23) [89,184–190]. 
Arginase I from rat liver was the first reported and has been the subject of the ma-
jority of EPR-related studies. It forms a homotrimeric protein with molecular 
mass of 35 kDa/subunit. Belonging to the /  family of enzymes, it consists of a 
parallel, eight-stranded -sheet flanked on both sides by numerous  helices. The 
binuclear center is located at the base of a ~15-Å deep active site cavity [182]. 
Each manganese ion is coordinated by a bridging ( -aqua/hydroxo)( -1,3 carboxy-
lato)( -1 carboxylato) moiety and to terminally bound histidine and aspartate resi-
dues (Fig. 23). The Mn–Mn internuclear separation as determined from the crystal 
structure is 3.3 Å. 

In addition to the hydrolysis of L-arginine, arginase has also been shown to 
catalyze the disproportionation of hydrogen peroxide (catalase activity). The cata-
lytic efficiency (kcat/KM) of arginase is 105–106 slower than in bacterial catalases 
[191]. It has been suggested that this is due to large differences in the redox poten-
tial of arginase compared with catalase and/or differences in the identity of proton 
transfer groups in the active site [13,191]. 

10.2.  Spectroscopic Characterization 

EPR-related studies of arginase have primarily focused on characterization of 
the solution structure and the binding modes of inhibitors. Fully activated rat liver 
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Figure 23. The active site of rat liver arginase. Reprinted with permission from [220]. Copy-
right © 2002, Elsevier. 

arginase does not give rise to discernible X-band EPR signals at 4.2 K [25]. At 
20 K a multiline spectrum is observed consisting of several regions that exhibit 
hyperfine resonances with a coupling constant (A/g ) of ~4.5 mT (Fig. 24) [192]. 
These spectral features are consistent with two exchange coupled Mn(II) ions with 
a diamagnetic ground state. A comparison of the EPR features with model com-
plexes suggests that the signals arise from the triplet and quintet spin states, al-
though predominantly the latter at 20 K [25]. Recent studies of unrelated model 
complexes propose that hyperfine coupling in exchange coupled binuclear Mn(II) 
systems is only observed for ST  3 transitions [26]. Further studies, possibly in-
volving parallel mode EPR, may help to clarify the origin of these EPR transitions. 

Temperature dependence of the tentative quintet (ST = 2) state confirms that 
the manganese centers are antiferromagnetically coupled with a Heisenberg ex-
change interaction of J 2.0 ± 0.5 cm–1 [193]. Based on a comparison with other 
bridged binuclear manganese species, it is inferred that an exchange coupling of 
this size is mediated by a -aqua ligand. The description of the bridging solvent 
molecule as a -aqua ligand also agrees with EXAFS studies [3] and X-ray crystal-
lography, which depicts a symmetrical Mn–O distance of 2.4 Å [89]. The internu-
clear manganese distance can be calculated from the zero field splitting of the quin-
tet state, which can be determined from the high-field resonances in the experimen-
tal spectrum. In the native enzyme, three high-field transitions of this nature are 
observed, and a distribution of distances (3.4 to 3.6 Å) has been deduced [25]. This 
has been interpreted as the enzyme having multiple forms in solution at neutral pH, 
where the aqua ligand can freely migrate between the bridging and terminal posi-
tions [13]. The Heisenberg exchange coupling appears to be constant from pH 6.3 
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Figure 24. EPR spectra of wild-type arginase (a), His141Asn mutant (b), His126Asn mutant 
(c and c’), and His 101Asn mutant (d and d’). Spectra were recorded at 14.0 K, 15.0 K, 16.0 
K, and 17.0 K, respectively. Reprinted with permission from [192]. Copyright © 1998, 
American Chemical Society. 

to 9.2, and therefore it has been inferred that the solvent bridge does not undergo 
ionization over this range [193]. This result is in disagreement with other studies 
that conclude that the observed pKa of 7.9 in the kinetic rate profile is attributed to 
deprotonation of -H2O to form a nucleophilic -OH species [13,89,176,194]. 
Khangulov et al. attribute the observed protonation equilibria at pKa  7.9 to 
His141 that acts as a base when deprotonated [193]. This hypothesis is based on 
kinetic and EPR characterization of the His141Asn mutant, which exhibits a 10-
fold reduction in hydrolytic activity and an unperturbed EPR spectrum of the binu-
clear Mn center (Fig. 24). 

A number of enzyme–inhibitor complexes have been characterized by EPR, 
and this has led to identification of two classes of arginase inhibitors (Fig. 25). 
Class I inhibitors include L-ornithine (Ki = 1.0 mM), L-citrulline, L-isoleucine, 
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borate (IC50 > 50 mM), and hydroxylamine (IC50 = 2 mM) [191]. These produce 
minor changes in the lineshape of the Mn2 signal, suggesting only a weak or outer 
sphere interaction with the Mn center (Fig. 25). Borate and L-ornithine have been 

Figure 25. Effect of inhibitors of the EPR spectrum of wild-type arginase at 22 K. Uninhibi-
ted (a); 4.0 mM L-ornithine (b); 1.2 mM L-citrulline (c); and 3.0 mM L-lysine (d). Traces (e) 
and (f): the EPR signal from (d) is restored by addition of 1.8 mM isoleucine (e) and 2.2 mM 
borate (f). Reprinted with permission from [192]. Copyright © 1998, American Chemical 
Society.
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shown to convert the three high-field resonances that appear in the free enzyme to 
a single broad resonance that corresponds to a unique Mn–Mn distance of 3.50 Å 
[193]. The exact mode in which these inhibitors bind is uncertain. A crystal struc-
ture of arginase complexed with borate depicts the displacement of the bridging 
solvent molecule in the free enzyme by an oxygen atom of the tetrahedral borate 
anion [195]. An alternative X-ray structural model has been proposed based on the 
magnitude of the exchange coupling for the borate-inhibited species. This involves 
a Lewis acid complex between a -OH– and boric acid, forming a –HO–B(OH)3

–

bridge [193]. 
Class II inhibitors of arginase include L-lysine, L-valine, and N -hydroxy-L-

arginine (NOHA), and these induce the loss of the binuclear Mn EPR signal and 
appearance of a minor mononuclear Mn(II) signal (Fig. 25) [191]. These changes 
have been attributed to either (i) an increase in the zero field splitting (ZFS > J) of 
the binuclear Mn centers, rendering the EPR transitions extremely broad and diffi-
cult to detect at X-band, or (ii) as a result of decoupling of the two Mn ions [193]. 
The former interpretation is supported by EPR data of the His101Asn mutant that 
contains only one manganese ion. In this case, the EPR signal is almost completely 
eliminated in the L-lysine inhibited form due to an increase in the zero field split-
ting of the Mn ion. However, the authors of the study favor decoupling of the Mn 
electron spins as the mechanism for loss of the EPR signal [193]. The exchange 
interaction is reduced to J  0, and any EPR signal arising from the individual Mn 
ions is broadened by the remaining magnetic dipole–dipole interaction. It has been 
suggested that decoupling could occur as a result of the breakage of the -aqua 
bridge and subsequent migration of the aqua ligand to a terminal position. This 
binding mode, however, is inconsistent with those proposed on the basis of inhibi-
tor binding affinities and models for the binding of substrate to the enzyme 
[196,197]. 

One of the most potent inhibitors (Ki = 0.5 M) of arginase is N -hydroxy-nor-
L-arginine (nor-NOHA), having one less –CH2– group than NOHA [196]. Mem-
bership of this inhibitor to class I or class II has not been established, however, 
EPR measurements of the enzyme–inhibitor complex exhibits many class I-like 
characteristics. Almost all EPR features of free arginase were altered upon treat-
ment with nor-NOHA, including a reduction in intensity or loss of the 272 and 183 
mT signals and an increase in intensity of the 413 mT signal [198]. The three zero 
field splitting resonances at high field in native arginase were replaced by one 
resonance, also reminiscent of a class I inhibitor. It was proposed that nor-NOHA 
interacts with the binuclear Mn cluster, altering the Mn–Mn distance, possibly due 
to replacement of the bridging solvent ligand by its N–OH moiety. Further studies 
are required to clarify the structural and spectroscopic interaction of these inhibi-
tors with arginase. 

EPR spectroscopy has also been used as a tool to help elucidate the role of 
several active site residues in the catalytic mechanism. Replacement of His126 and 
His101 for asparagine results in predominantly mononuclear Mn(II) EPR reso-
nances (Fig. 24) [193]. Catalytic activity in these mutant species is also lost, con-
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firming the requirement of a binuclear Mn center for catalysis. Characterization of 
the Gly235Arg, one of the mutations identified in humans that leads to hyperargin-
inemia, has also been performed by EPR [199]. Gly235 is the neighboring amino 
acid to Asp234, which is coordinated terminally to one manganese ion. Upon addi-
tion of Mn(II) to Gly235Arg, only signals attributed to free Mn(II) were observed 
in the EPR spectrum, indicating an inability of this mutant to bind Mn(II). Without 
an intact binuclear center, the enzyme is rendered inactive and therefore unable to 
perform its biochemical function. 

The ability of arginase to catalyze disproportionation of hydrogen peroxide 
(catalase activity) has also been investigated. A fourfold weaker exchange coupling 
exists in the case of arginase when compared with catalase, and X-ray crystallogra-
phy has confirmed these enzymes have different bridging structures [17]. Hydro-
xylamine, a known inhibitor of catalases, has been shown to inhibit both the hydro-
lytic and redox activity of arginase. EPR spectra indicate that hydroxylamine binds 
to arginase in a similar fashion to known class I inhibitors, reducing the three high-
field resonances to one single trough [191]. In contrast to catalase, EPR indicates 
that arginase cannot be superoxidized to an Mn(III)–Mn(IV) form by treatment 
with hydroxylamine and hydrogen peroxide and persists in the Mn(II)–Mn(II) oxi-
dation state [191]. 

10.3.  Mechanistic Implications 

There are two distinct proposals for the catalytic mechanism of arginase 
[89,193]. The mechanism based on EPR studies depicts four key steps (Fig. 26) 
[193]. The first step entails deprotonation of the guanidinium proton of L-
arginine(H+) by His141 prior to binding of the terminal imino N atom to one 
Mn(II) ion. L-arginine is proposed to bind in a similar fashion to known class II 
inhibitors, resulting in breakage of the -aqua bridge and decoupling of the binu-
clear center. The second step involves transfer of a proton from a terminally bound 
aqua ligand to the N -guanidinium atom of the substrate and, as a consequence, the 
nucleophilic hydroxide evolves (Fig. 26). The third step is the nucleophilic attack 
on the guanidinium carbon atom, forming a tetrahedral intermediate. The final step 
of catalysis involves transfer of a second proton to N  and the subsequent cleavage 
of the C –N  bond forming the products L-ornithine(H+) and urea. L-ornithine(H+)
can diffuse immediately from the active site; however, proton transfer from His141 
is required prior to release of urea [193]. 

An alternative mechanism proposed based primarily on X-ray crystal structure 
data of arginase with bound inhibitors also exists and opposes the EPR-based 
mechanistic strategy in several key aspects (Fig. 27) [89]. In brief, the differences 
include: (i) the binding mode of L-arginine to Glu277 and not to the binuclear 
Mn(II) center; (ii) deprotonation of the substrate by His141 is not required subse-
quent to substrate binding; and (iii) the bridging -hydroxide acts as the catalytic 
nucleophile, attacking the guanidinium carbon and forming a trivalent 3-oxo 
bridge (Fig. 27) [89]. 
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Figure 26. Mechanism of L-arginine hydrolysis proposed by Dismukes et al. based on re-
search involving EPR. Reprinted with permission from [192]. Copyright © 1998, American 
Chemical Society. 

Figure 27. Mechanism of L-arginine hydrolysis proposed by Christianson et al. based pri-
marily on X-ray crystallographic data. Reprinted with permission from [89]. Copyright © 
1996, Macmillan Publishers Ltd. 
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11.  METHIONYL AMINOPEPTIDASE 

11.1.  Biochemical and Structural Characterization 

Methionyl aminopeptidases (MetAP) (E.C. 3.4.11.18) catalyze the removal of 
N-terminal methionine residues from polypeptide chains [200,201]. While the bio-
logical significance of this reaction is not fully understood, it is known that cleav-
age of methionine is required for biological activity, subcellular localization, and to 
groom proteins for degradation by other enzymes. MetAP is known to have a ma-
jor role in the development of new blood vessels, tumor growth and metastasis, and 
for these reasons considerable interest has been directed toward the design of in-
hibitors and understanding the mechanism of MetAP [202,203]. Two anti-
angiogenesis drugs, ovalicin and fumagillin, have both been shown to target 
MetAP, as well as TNP-470, a novel drug that is currently in phase III clinical tri-
als [204–207]. 

MetAPs are classified into two distinct types that are characterized by the ab-
sence (type I) or presence (type II) of a sequence of 62 amino acids of unknown 
function near the C terminus [202]. Eurkaryotes have been shown to possess both 
types of MetAPs; however, bacteria and archaea appear to contain only type I or 
type II, respectively. Crystal structures are available for type I forms from E. coli,
Staphylococcus aureus, and for type II forms found in Homo sapiens and Pyrococ-
cus furiosus [207–210]. These structures depict a set of five invariant amino acid 
residues that bind two metal ions at the active site. A bis( -carboxylato)( -
aqua/hydroxo)dimetal(II) moiety is observed at the core. There is some debate as to 
(i) the identity of the metal ions in vivo, and (ii) whether the enzyme operates in a 
mononuclear or binuclear form in vivo. MetAP was originally believed to be a 
Co(II)-containing enzyme, based on the availability of crystal structures of the 
Co(II) form and the ability of Co(II) to activate all metal-free MetAPs. Other stud-
ies have refuted this suggestion, and Zn(II), Fe(II), and Mn(II) have all been impli-
cated as possible candidates for the in-vivo metal ion [211–213]. The number of 
metal ions involved in the catalytic mechanism is also a point of contention. 
MetAP-I from E. coli and MetAP-II from P. furious are both fully active with one 
equivalent of metal ion, and a combination of calorimetry, EXAFS, EPR, and 
NMR experiments support that these enzymes are mononuclear in vivo [214,215]. 

As mentioned above, the interaction of inhibitors such as fumagillin with 
MetAP is of interest due to its relevancy in treating tumors. Type II MetAPs are 
known to be the target for such drugs; however, fumagilin has also been shown to 
inhibit MetAP-I from E. coli [216]. Fumagilin interacts with the enzyme by form-
ing a covalent bond to an active-site histidine residue. A crystal structure of 
MetAP-II from H. sapiens complexed with fumagilin illustrates this mode of bind-
ing and also reveals an additional interaction between an alkoxide moiety on 
fumagilin and the binuclear center [207]. 
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11.2.  Spectroscopic Characterization 

EPR studies of Mn(II)-loaded MetAP have focused on the binding of 
fumagilin and the reaction product L-methionine. Spectra of uninhibited Mn(II)–
MetAP-I from E. coli at 4 K exhibits six resonances at g ~ 2 with 55Mn hyperfine 
splittings of A/g  = 9.3 mT, characteristic of mononuclear Mn(II) [217]. Other 
features that are attributable to mononuclear Mn(II) transitions are also present. 
These include six resonances centered at geff = 4.15, arising from a formerly for-
bidden ( MS = ±2) transition, a weak six-line pattern at geff = 9.0, and a signal ex-
tending out of zero field. The latter two features have been assigned to inter-
Kramer doublet transitions where MS = ±5/2  3/2 or MS = 3/2  1/2. EPR reso-
nances that originate from a coupled binuclear Mn(II) center become evident with 
increasing temperature. At 41 K, additional features at geff = 3.19, 2.85, 2.39, 1.60, 
1.43, and 1.31 are observed, and multiline hyperfine structure consistent with two 
exchange-coupled Mn(II) ions is evident [217]. The appearance of these features 
with increasing temperatures implies that they are due to transitions from within 
the ST = 1, 2, 3, 4, or 5 non-Kramer doublets that arise from two antiferromagneti-
cally coupled Mn(II) ions in the strong exchange regime (J > D) with a diamag-
netic ground state. Confirmation that these signals originate from integer spin 
states was achieved by the use of parallel mode EPR [217]. The temperature de-
pendence of spectra collected in parallel mode suggest the assignment of a signal at 
geff = 18 to either an ST = 4 or 5 transition, a shoulder at geff = 12 to an ST = 3 spin 
state transition, and a feature at geff = 4.2 to an ST = 1 transition. The resonances at 
geff = 2.39 and 1.60 in perpendicular mode were fitted to a Boltzmann distribution 
for the quintet ST = 2 state of an exchange-coupled Mn(II) system and gave J  7 
cm–1. The zero field splitting of the quintet state is correlated with the inter-
manganese distance, and comparison of this parameter (–0.175 cm–1) with other 
compounds provided an internuclear distance of 3.1 Å. This is in good agreement 
with the cobalt–cobalt distance of 3.2 Å obtained by X-ray crystallography 
[208,218]. The EPR spectra of Mn(II)–MetAP-II from P. furiosus are virtually 
identical to that of the Mn(II)–MetAP-I from E. coli, as described above. Although 
deconvolution of the EPR signals arising from the coupled dimer was more com-
plicated in the enzyme from P. furiosus due to overlap in both the spectral and 
temperature domains, it was noted that the temperature dependence was consistent 
with antiferromagnetically coupled Mn(II) ions exhibiting modest exchange cou-
pling (J << 50 cm–1) [219]. 

Complexation of Mn(II)–MetAP-I from E. coli with fumagillin results in only 
small perturbations of the spin-coupled Mn(II) EPR resonances. A small shift of 
2.0 mT and an increase in intensity of 30% in the multiline signals at ~260–315 mT, 
in addition to the appearance of an additional multiline pattern in the 387–434 mT 
region were observed [217]. These changes imply a reduction in the g-strain broad-
ening upon binding with fumagillin to the Mn(II) center and a possible decrease in 
the vibrational freedom compared with the free enzyme. Moreover, the EPR spec-
tra strongly discounts the report [207] that the alkoxide oxygen of fumagillin is 
directly coordinated to the Mn(II) center of MetAP-I in solution. 
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Figure 28. EPR spectrum of Mn2–MetAP from E. coli (A) and from P. furiosus (B) with L-
methionine bound. Spectra are recorded at 40 K. Reprinted with permission from [218]. 
Copyright © 2005, American Chemical Society. 

EPR studies of MetAP from E. coli and P. furiosis complexed with the reac-
tion product L-methionine have further highlighted the similarities and differences 
between type I and type II MetAPs (Fig. 28). L-methionine appears to increase 
either the resolution or relative amplitude of the multiline binuclear Mn signals in 
both species of enzyme due to a reduced lability of the Mn(II) ions or a reduced 
distribution of the zero field splitting parameters [219]. The hyperfine resonances 
in the EPR spectra of L-methionine-bound enzymes are also better resolved, indi-
cating a smaller distribution in the zero field splitting or g values (Fig. 28). The 
relative intensity of the resonances from mononuclear and binuclear Mn(II) transi-
tions in both perpendicular and parallel mode indicate a different mode of binding 
of L-methionine to MetAP. In particular, an increased amount of mononuclear 
Mn(II) is observed in MetAP-II from P. furiosis as compared to the type I enzyme 
from E. coli [219]. With support of electronic absorption data and X-ray crystallog-
raphy, it was proposed that in the case of type II MetAPs a carboxylate oxygen of 
L-methionine binds to only one Mn(II) ion, whereas in type I MetAPs the equiva-
lent oxygen atom forms a bridge. In both cases, the L-methionine molecule is 
bound to the second Mn(II) ion by an N-terminal amine nitrogen atom [219]. 
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11.3.  Mechanistic Implications 

Given the uncertainty of whether MetAP operates as a mononuclear or binu-
clear enzyme, investigations into the catalytic mechanism of MetAP have consid-
ered a distinct mechanism for both possibilities. EPR-related studies have made a 
large contribution to our understanding of the catalytic cycle of the binuclear form 
of both type I and type II MetAPs and have also been useful in understanding the 
interaction of fumagillin with the enzyme. While these studies have led to the sug-
gestion that the mechanism of action for MetAPs with only one metal ion bound is 
identical for the type I and II forms, there appear to be differences when two metal 
ions are present. On the basis of kinetic, X-ray crystallographic, and spectroscopic 
data including EPR, a mechanism for type II MetAPs has been proposed (Fig. 29) 
[219]. In brief, catalysis is initiated by recognition of the N-terminal methionine 
sidechain by the hydrophobic pocket adjacent to the active site of the enzyme. The 
peptide carbonyl oxygen of methionine then coordinates to the histidine-ligated 
divalent metal ion [219]. When both metal binding sites are occupied, the N-
terminal amine is coordinated to the second metal ion. Hydrolytic cleavage of the 

Figure 29. Proposed mechanism of hydrolysis of Mn2–MetAP enzyme. Reprinted with per-
mission from [218]. Copyright © 2005, American Chemical Society. 
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C–N bond occurs by nucleophilic attack by the hydroxide molecule bound termi-
nally to the histidine-ligated metal ion (Fig. 29). Hydrogen bonding between His79 
and the backbone N–H scissile peptide bond acts to stabilise the leaving group and 
Glu204 has been proposed to act as a proton acceptor/donor in catalysis. After re-
lease of the cleaved peptide, the L-methionine bound form of the enzyme transpires. 
As discussed, the structure of this species is distinct for type I and type II forms of 
the enzyme, and therefore the catalytic mechanisms diverge at this point. The final 
catalytic stage is release of L-methionine by addition of two water molecules [219]. 
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CHAPTER 10 

EPR OF COBALT-SUBSTITUTED ZINC ENZYMES

Brian Bennett 
Department of Biophysics, Medical College of Wisconsin, 
Milwaukee, Wisconsin 

Co(II) is sometimes utilized as a spectroscopically active substitute for 
Zn(II) in enzymes. Metal binding sites in enzymes that contain catalyti-
cally active Zn(II) generally yield high-spin S = 3/2 Co(II) ions when 
substituted with cobalt, and these provide EPR spectra rich in informa-
tion. Extracting this information involves an appreciation of the extent to 
which the properties of Co(II) mirror those of Zn(II), careful sample 
preparation and biochemical characterization, careful recording of the 
EPR data, and the ability to interpret spectra in a quantitative way. Here, 
the applicability of Co(II) as a structural and functional mimic of Zn(II) 
in enzymes is considered and a brief update of EPR studies in the litera-
ture is presented. Methods of substitution of Zn(II) by Co(II) are de-
scribed. Recording EPR spectra of high-spin Co(II) that will provide 
useful information is not a trivial exercise, and experimental considera-
tions are discussed in some detail. The analysis of EPR spectra in terms 
of spin-Hamiltonian parameters is described, along with their interpreta-
tion in structural terms. Complementary techniques to EPR are very 
briefly discussed, and a case study is presented as an example of how 
EPR of Co(II) can provide mechanistic information on a zinc enzyme 
that is unavailable by other techniques. 

1.  INTRODUCTION 

Cobalt has long been used as a spectroscopic probe of the active sites of metal-
loproteins [1]. Co(II) is a particularly useful probe of the active sites of naturally 
zinc-containing enzymes that exhibit no optical electronic absorption or paramag-
netic resonance. Zinc enzymes have been reported to outnumber any other group of 
metalloenzymes [2], and the existence of a spectroscopic probe is of major bio-
chemical significance. Cobalt is often an excellent structural and functional model  
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for zinc with higher coordination numbers; the ionic radii for octahedral Zn(II) 
(0.88 Å) and high-spin octahedral Co(II) (0.89 Å) are similar, their Alfred-Rochow 
electronegativities are comparable (Zn, 1.66; Co, 1.70), and Co(II) substitution 
often furnishes catalytically active forms of zinc enzymes [3,4]. Tetrahedral cata-
lytically active Zn(II) centers can also be substituted with Co(II). In some cases, 
tetrahedral Co(II) centers directly adopt the original Zn(II) coordination [5–7]. In 
other zinc-dependent metalloenzymes, four-coordinate Zn(II) is replaced by five-
coordinate [5,8,9], or even six-coordinate [10] Co(II). The general propensity of 
Co(II) to adopt higher coordination in a hitherto four-coordinate Zn(II) site [11] is 
underappreciated and has doubtless led to the incorrect assignment of MS  = | 1/2 ,
S = 3/2 Co(II) EPR signals in some cases. Nevertheless, substitution of tetrahedral 
Zn(II) by higher-coordinate Co(II) still often results in catalytically active species, 
sometimes with catalytic properties perhaps unexpectedly similar to those of the 
native enzyme. In the vast majority of cases, no other transition ion than Co(II) 
provides a better substitute for Zn(II). 

The present chapter is restricted largely to the description of cobalt-substituted 
zinc enzymes where Zn(II) is catalytically active; zinc finger proteins and metal-
lothioneins do not fall into this class, although the discussion of EPR of Co(II) as a 
Zn(II) substitute is equally relevant to these proteins. Also, the focus here is on 
electron paramagnetic resonance (EPR) spectroscopy. Co(III) and Co(I) are EPR-
silent, and EPR of low-spin Co(II) is straightforward; accordingly, only high-spin 
Co(II) will be considered in detail. Finally, the use of Co(II) as a spectroscopic 
probe of Zn(II) sites was reviewed in 1993 [4], and the reader is referred particu-
larly to that article for references to earlier studies, as well as to two subsequent 
short reviews [12,13]. Here, a brief review of studies of Co(II)-substituted enzymes 
since 1993 will be presented, methods for the preparation of cobalt-substituted en-
zymes will be reviewed, practical concerns regarding the acquisition and quantita-
tive analysis of Co(II) EPR data will be considered, a case study will be presented, 
and techniques complementary to EPR will be considered. 

2.  REVIEW OF COBALT-SUBSTITUTED ENZYMES 

A list of some 37 examples of cobalt-substituted metalloproteins was provided 
in Table II of the review by Maret and Vallee [4]. Of these, 24 are native zinc-
containing proteins and the enzymes include hydrolases (lactamases, phosphatases, 
phospholipases, peptidases, orotases, nucleases, polymerases, bacterial toxins), 
dehydrogenases, and dehydratases. Notable among earlier EPR studies are those of 
carbonic anhydrase [14], carboxypeptidase A [15], transcarboxylase [16], phos-
pholipase C [17], and hemocyanin ]18]. The roles of Zn(II) have long been as-
sumed to include the activation of a nucleophilic hydroxyl in many of the hy-
drolases. In Class II aldolase, however, the role of the Zn(II) ion is to electrophili-
cally activate the substrate carbonyl for nucleophilic attack [19]. Recent theoretical 
work on a -lactamase [20] and experimental work on an aminopeptidase (see the 
case study) both suggest that this may be the primary role of Zn(II) in some of the 
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hydrolytic enzymes, with a role in nucleophile activation being either indirect or 
nonexistent. 

Since 1993, the list of reports of studies of Co(II)-substituted enzymes has 
continued to grow. The most extensively characterized Co(II)-substituted enzyme 
is the dizinc-containing aminopeptidase (VpAP; formerly referred to as “AAP”) 
from Vibrio proteolyticus (formerly Aeromonas proteolytica). This enzyme is 
structurally and functionally similar to many mammalian proteins involved in tu-
morigenesis and tumor growth and, particularly, to the carboxypeptidatic domain 
of the prostate-specific membrane antigen [21]. In addition, VpAP homologues are 
virulence factors of many pathogenic bacteria including Vibrio, Aeromonas, Strep-
tomyces, and Clostridium species [22–27]. Extensive spectroscopic studies on co-
balt-substituted VpAP have provided much mechanistic information, in conjunc-
tion with x-ray crystallographic studies, and the EPR work up until 2001 was the 
focus of a minireview by the present author [12]. Of particular utility were studies 
on the distinct heterodimetallic forms of the enzyme, [CoZn(VpAP)] and 
[ZnCo(VpAP)] [28–31]. The potential pitfalls of the use of other transition ions as 
zinc substitutes were exemplified by the observation by EPR that Cu(II), which 
also activates VpAP, forms a structurally dissimilar dinuclear site to that in the 
Zn(II) and Co(II) enzymes [32]. Further studies have characterized the interactions 
of VpAP with anticancer drugs and drug design templates [33–35], and these stud-
ies, along with others on metallo- -lactamases [5], appear to have unveiled an ef-
fect of introducing a sulfur ligand in promoting fourfold rather than fivefold coor-
dination of Co(II). Studies on site-directed variants of VpAP have shed light on the 
roles of active site residues [36,37]. More recently, EPR studies of catalytic inter-
mediates of VpAP, trapped by rapid-freeze quenching (RFQ), have provided direct 
evidence that the nucleophile in VpAP-catalyzed hydrolysis is not delivered by the 
metal center (see the case study). 

Another biomedically important class of enzymes for which the study of the 
Co(II)-substituted forms is providing new mechanistic information is that of the 
zinc-dependent metallo- -lactamases and peptidases that confer bacterial antibiotic 
resistance. These enzymes include the D–Ala–D–Ala dipeptidase VanX, and the 
metallo- -lactamases ImiS, L1, and CcrA [5,9,38,39]; EPR of Co(II) has provided 
information on the structure and assembly of the active metal sites and RFQ-EPR 
studies have proven fruitful in obtaining mechanistic information. 

Other biologically interesting enzymes have been studied upon substitution 
with Co(II) since the last major review appeared. 3-Deoxy-D-arabino-
heptulosonate-7-phosphate synthase (DAHPS) catalyzes the first committed step in 
the shikimate pathway; it is variously isolated with Cu(II), Fe(II), and Zn(II) and 
can be activated by Co(II). EPR of Cu(II)–DAHPS and Mn(II)–DAHPS are sug-
gestive of two distinct metal binding sites and EPR of Fe(III)–DAHPS is sugges-
tive of some spin coupling, indicating the proximity of these sites [40]. EPR of 
Co(II)–DAHPS, however, gave only a single, slightly rhombic MS = | 1/2  signal. 
EPR of cobalt-substituted ribonucleotide reductase identified a ferromagnetically 
coupled dinuclear Co(II) site similar to that in VpAP [41]. EPR of Co(II) in native 
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and inhibited forms of the 174-kDa homotetrameric herbicide-degrading hydrolase 
AtzC from pseudomonads suggested that the enzyme monomer contained a cata-
lytic Zn(II) ion with fivefold coordination [42]. The combination of EPR and elec-
tronic absorption spectroscopies of deuterolysin, a zinc protease with a novel 
“HEXXH + D” or “aspzincin” motif, appears to show that the Co(II) ion resides in 
a trigonal bipyramidal geometry; the authors of this report do not rule out an alter-
native distorted tetrahedral geometry, despite the axial MS = | 1/2  slow-relaxing 
EPR signal [43]. Magnetic circular dichroism (MCD) and EPR were used to char-
acterize the tetrahedral MS = | 3/2  ground state Co(II) ion in liver alcohol dehydro-
genase [7], and EPR has been brought to bear on the Co(II)-substituted zinc-
containing hydrolases DapE [44,45] and ArgE [46]; these latter two enzymes are 
potential antibacterial targets. 

In addition to the Co(II)-substituted zinc enzymes, another group of enzymes 
has emerged in which either Co(II) has been claimed to be a native metal ion or for 
which the native metal ion is unknown, but Co(II) remains a candidate. Of these, 
one of the better studied is methionine aminopeptidase (MAP). It is unclear 
whether the native metal ion for MAPs is Fe(II) [47], Co(II) [48] or, perhaps most 
likely, Mn(II) [49,50], though it is highly unlikely that it is Co(III), as originally 
proposed [51]. A prolidase from Pyrococcus furiosus has also been proposed to be 
a cobalt-dependent enzyme as it cannot be activated by iron, zinc, copper, nickel, 
calcium, or magnesium; it is, however, activated by Mn(II), and the identity of the 
native metal ion thus remains unclear [52]. Co(II) has been proposed as a cofactor 
in lysine-2,3-aminomutase and gives a distinctive I = 7/2 hyperfine split EPR spec-
trum, though the relative contents of Co(II), Cu(II), and Zn(II) in the enzyme were 
dependent on the amount of Co(II) added to the cell growth medium [53]. Co(II) 
was detected in ATP sulfurylases, isolated from their native sulfate-reducing 
Desulfovibrio hosts, and was proposed to adopt tetrahedral coordination with three 
cysteine-S ligands on the bases of optical and x-ray absorption spectroscopies, and 
a well-defined MS = | 3/2  EPR signal [54]. 

3.  METHODS OF Co(II) INSERTION 

As pointed out in an earlier review [55], the three strategies for introducing 
Co(II) into zinc (or other transition metal) proteins are (i) displacement of the 
original metal ion, (ii) preparation of the apoprotein followed by addition of Co(II), 
and (iii) biosynthetic incorporation. That review also cautioned about the possible 
need for anaerobic conditions, particularly with thiolate ligands. Given the volumes 
of buffers used during dialysis or direct exchange, an anaerobic glove box is advis-
able if anaerobic conditions are necessary. 

Of the methods for Co(II) insertion, incorporation into apoprotein is the most 
controllable and is the only method readily applicable to the preparation of site-
directed heterometallic forms such as heterodimatallic CoZn and ZnCo clusters 
[28,56]. Exhaustive dialysis of the native protein against a suitable chelator 
(EDTA; 1,10-phenanthroline, etc.) is often sufficient to remove the native metal 
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ion, as can be verified by loss of catalytic activity. The most difficult step is the 
subsequent removal of chelator, and this entails dialysis against metal-free buffer 
solution. Solutions should be prepared with metal-free water, using high-purity 
acids or bases to adjust the pH, and, if necessary, pretreatment of the buffer solu-
tion with a metal-chelating resin such as Chelex-100 should be carried out. It is 
worth bearing in mind that one liter of a solution containing 1 μM metal ion con-
tains enough metal to provide a 1:1 ratio with 1 ml of 1 mM apoprotein. The affin-
ity of some metalloenzymes for transition ions is sufficient that trace contamination 
from glassware can, over time, be significant. Dialyses should, therefore, be as 
short in duration as possible (2–4 h), with at least three changes of buffer, and the 
present author’s experience is that unused “disposable” plastic beakers are the best 
vessels in which to carry out dialysis. Dialysis vessels should be covered and well 
stirred. Apoproteins are sometimes less stable than their metal-containing counter-
parts, and, of course, they are highly susceptible to contamination by metal ions. 
Therefore, manipulation of the apoprotein should be kept to an absolute minimum. 
For monometallic proteins, insertion of Co(II) merely involves the addition of 
Co(II) as a solution. The solution should be added slowly or as a relatively dilute 
solution, with stirring, to avoid local concentrations that could precipitate the pro-
tein. Dilute mono-Co(II) protein solutions can be safely concentrated further after 
metal addition. Alternatively, the Co(II) addition can be made in the EPR tube. A 
small (~10 μL) drop of Co(II) solution can be dispensed onto the inner wall of an 
X-band EPR tube, about 4 cm from the bottom, and then the apoenzyme introduced 
as a 2 cm “plug,” about 10 cm from the bottom of the tube; a violent flick of the 
EPR tube, which forces the contents to the bottom of the tube, provides good mix-
ing of the contents [57]. The preparation of specific heterodimetallic clusters is less 
straightforward, and some “trial and error” is to be expected. Where, for example, 
Co(II), as the spectroscopically active metal ion, is to be added first, it is recom-
mended that substoichiometric Co(II) is added (0.9 eq) followed by a balance of 
the nonspectroscopic metal (e.g., 1.1 eq Zn(II)). This avoids the formation of un-
wanted CoCo if there are small errors in protein concentration or losses due to me-
chanical handling. If the binding constants of two sites are either unknown or are 
both tight, then local high concentrations of added metal ion should be avoided as 
far as possible for any length of time. Slow addition of metal ion to apoprotein with 
as much stirring as can be tolerated and very rapid, vigorous addition of a larger 
volume of apoprotein solution to a small volume of metal ion are two strategies 
that minimize the exposure of apoprotein to high local concentrations of metal ion; 
the use of an RFQ/stopped-flow-type mixer for very rapid mixing should be con-
sidered where practicable. Unlike monometallic enzymes, the final heterodimetal-
lic form may also be unstable; even where thermodynamic binding constants are 
tight, kinetic exchange of metal ions can be significant, leading to “scrambling” of 
metal clusters [58]. This effect is accelerated significantly by excess metal ions. 

Direct displacement of the metal ion may be the simplest method for substitut-
ing a mono-Zn(II) protein with Co(II), though if both Zn(II) and Co(II) forms are 
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active, catalytic assays cannot be used to judge the extent of substitution and metal 
analysis is required. 

Biosynthetic incorporation involves growing the host organism on a Co(II)-
supplemented and Zn(II)-deficient medium. The latter requirement may necessitate 
the use of a supplemented minimal medium such as that described for the expres-
sion of Co(II)-substituted VanX dipeptidase [38]. As pointed out earlier [4], pH 
needs to be considered, and the authors of the report on VanX substitution stated 
that the pH of the growth medium had to be lowered from 7.5 to 6.8 to optimize 
Co(II)–VanX yield. As with direct replacement, metal analysis is essential to verify 
and quantitate substitution. 

Finally, it should be appreciated that “His-tagged” proteins from bacterial ex-
pression systems are generally not amenable to metal substitution for spectroscopy, 
and either the hexahistidine extension must be removed or alternative methods of 
expression explored. 

4.  EPR EXPERIMENTAL TECHNIQUES AND CONSIDERATIONS 

The literature is, unfortunately, littered with examples of high-spin Co(II) EPR 
spectra that have been recorded under such conditions, and presented in such a 
manner, that useful information cannot be extracted. Some of the deficiencies in 
good practice include: (i) inappropriate temperature and microwave power, (ii) 
poor signal-to-noise, (iii) lack of attention to background signals, (iv) failure to 
detect hyperfine structure, (v) lack of attention to MS = | 3/2  signals, and (vi) lack 
of attention to integer spin signals. Some experimental considerations are, therefore, 
reviewed here. 

S = 3/2 Co(II) EPR signals are often observable without significant distortion 
over only a very narrow range of temperatures and powers. MS = | 3/2  signals may 
exhibit very fast relaxation times and be observable at only the lowest temperatures 
obtainable with liquid helium flow cryostats, using high microwave powers. In 
general, at higher than optimum temperatures, relaxation introduces significant 
broadening of Co(II) EPR spectra; at lower than optimum temperatures, saturation 
and rapid passage effects result in a spectrum containing both derivative ( / B)
and absorption-like components in standard 100-kHz field-modulated EPR. These 
components may appear to be of either the same or of opposite sign, and the mag-
nitude of these effects often differs across the EPR spectral envelope. While ad-
vanced techniques, including dispersion-detected cw EPR and electron-spin-echo 
pulsed EPR at very low temperatures [59] and multi-quantum EPR [60], circum-
vent some of the deficiencies of field-modulated absorption-detected EPR, the in-
strumentation is not generally available to biochemical researchers, nor is it gener-
ally necessary. Further, the nonlinearity (relaxation dependence) of these tech-
niques precludes their ready use for quantitation. The remainder of this discussion, 
therefore, pertains to field-modulated, absorption-detected EPR, as found on most 
EPR spectrometers, with temperature control from liquid helium temperature up-
wards. In general, three simple protocols can be used to ensure that, as near as pos-



EPR OF COBALT-SUBSTITUTED ZINC ENZYMES 351

sible, the standard EPR spectrum is recorded under appropriate conditions. First, a 
temperature dependence should be carried out from 4 to 40 K using the lowest mi-
crowave power for which a signal can be clearly seen. Under nonsaturating condi-
tions, the signal intensity is proportional to (i) the inverse of the absolute tempera-
ture and (ii) the square root of the incident microwave power. To maximize the 
signal intensity but remain under nonsaturating conditions, therefore, at the tem-
perature at which the product of the temperature (in K) and the signal intensity is a 
maximum using low microwave power, the highest microwave power at which the 
intensity remains proportional to the square root of the microwave power should 
then be identified. This combination of temperature and microwave power makes 
for good starting conditions. It is perhaps noteworthy that, for Co(II) in proteins, 
the ZFS is sufficiently large and the relaxation sufficiently fast that only the ground 
state doublet is generally observable; at temperatures where the excited state dou-
blet is populated (1 cm–1 corresponds to 1.44 K), fast relaxation prohibitively 
broadens the spectrum. Second, after background subtraction (vide infra), when the 
spectrum is integrated, the baseline at low and high field should be level (Fig. 1). 
Third, when the modulation phase is set to 90  from the optimum (quadrature de-
tection), no significant signal should be observable. If these latter two conditions 
are not met, the temperature should be incrementally increased and/or the micro-
wave power reduced until they are. 

High-spin Co(II) EPR signals can be very broad (the MS = | 3/2  envelope can 
be infinitely broad), and, consequently, the signal intensities can be very small. 
Most commercially available field modulation units are restricted to ~10 G, which 
is usually significantly less than the width of the narrowest line in the spectrum. 
Therefore, sample concentrations need to be high, generally 0.2 mM, and some-
times significantly higher. These considerations are particularly important for 
rapid-freeze-quench (RFQ) sample preparation, where a starting concentration of 
1 mM enzyme translates to a final effective concentration in the EPR tube of 
“only” 0.25 mM. In most cases, signal averaging over many minutes or even hours 
may be necessary and a stable environment (with respect to temperature, micro-
wave frequency, spectrometer tuning/cavity coupling, and mechanical stability) is 
essential. A sample holder to accommodate wider tubes should be considered; the 
S/N advantage of a 4-mm I.D. tube over a 3-mm I.D. tube is 16/9, or around 2, and 
corresponds to fourfold less acquisition time. 

The presence of background signals is often a bigger hindrance to the collec-
tion of high-quality EPR data on S = 3/2 Co(II) than absolute signal-to-noise limita-
tions. Background signals from resonant cavities, cryostat components, and quartz-
ware are virtually unavoidable, and the choice of cavity may depend more on the 
nature and intensity of the background signals than on the Q-factor. Other signals 
may derive from adventitious metal ions bound to the protein or from the use of 
spectroscopically impure Co(II). The narrow lines and spectral widths of the usual 
culprits (rhombic MS = | 3/2 , S = 5/2 Fe(III); Cu(II); MS = | 1/2 , S = 5/2 Mn(II); free 
radicals) result in high intensities of these signals compared to Co(II), even when 
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Figure 1. The figure illustrates how integration of spectra of Co(II)-substituted proteins can 
be used as a check that the appropriate recording conditions have been chosen. The top spec-
trum has been recorded under conditions that avoid saturation and rapid passage effects and 
the integral begins and ends at the baseline. The two spectra below are shown recorded under 
unsuitable conditions, as is clear from the asymmetric baselines of the integrals. Experimen-
tal / B spectra are shown solid and integrated spectra are shown dashed. The spectra are 
of a methionine aminopeptidase (top, bottom), and a metallo- -lactamase (middle) recorded 
at 13, 5, and 6 K, respectively. 

the level of contamination in terms of the number of spins is low. These signals can 
often obscure the region from g ~ 4 to g ~ 2 to the extent that a reliable discrimina-
tion between MS = | 1/2  and MS = | 3/2  cannot be made [53]. It is thus essential 
that a background spectrum is recorded, of at least as high quality as the Co(II) 
spectrum, and subtracted. Ideally, the background consists of buffer in the same 
EPR tube to be used for the Co(II) sample, under the same experimental condi-
tions; not only does this ensure that signals inherent in the EPR tube can be sub-
tracted, but the equivalent sample geometries and dielelctric loads will ensure that 
the microwave frequencies and fields will closely match. For proteins derived from 
organisms grown on Co(II)-supplemented media, a sample of the protein obtained 
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from the cultured organism without added Co(II) is a useful control as Cu(II), 
Mn(II), or Fe(III) may differentially occupy sites in the two preparations. 

Also worthy of comment are EPR signals due to molecular oxygen. Signals 
observed at very low field along with signals at 7000–8000 G and at 11,000 G (at 
9.6 GHz) may occur due to oxygen and can be mistaken for MS = | 3/2  Co(II) 
resonances. Exhaustive anaerobiosis is usually not necessary to prevent these sig-
nals provided that the sample height is sufficient to fill the active region of the cav-
ity. For long EPR tubes that extend from the cryostat into the environment, the 
tubes should be hermetically sealed prior to freezing (a short piece of silicone tub-
ing, knotted at one end and placed condom-like over the open end of the EPR tube, 
is a safe, cheap, and effective solution — hard plastic caps supplied by manu-
facturers may leak and rapid expansion of condensed gases can cause the tube to 
explode upon removal from the cryostat or from liquid nitrogen). Short EPR tubes 
that are entirely contained within the cryostat need not be sealed at all and can be 
annealed for 5 min at 110 K under helium to remove oxygen signals if necessary. 

One of the more important pieces of information available from the EPR spec-
trum is the magnitude of the 59Co hyperfine coupling. This may be poorly resolved 
or overlaid on a broad feature and is easily missed, particularly if insufficient data 
are collected (a 1024-point 10-kG spectrum with A (59Co) = 80 G corresponds to 
only 8 points for each hyperfine line and its adjacent trough combined, i.e., ~4 
points per line). Each of the spectral features should be investigated at high resolu-
tion. The use of higher-than-optimum microwave power and lower temperature 
may provide significantly better S/N for the detection of hyperfine structure, at the 
expense of faithful representation of the main spectral lineshape. Second-derivative 
( 2 / B2) spectra provide significantly enhanced resolution at the expense of S/N 
and can reveal hitherto unresolved lines. The utility of low-frequency EPR for de-
tection of hyperfine structure in high-spin Co(II) was recently demonstrated in the 
present author’s laboratory, and examples of the hyperfine enhancement are shown 
in Figure 2. 

In the absence of other EPR signals, signals from Co(II) due to transitions in 
the MS = | 3/2  doublet are generally very characteristic, with an isolated 
absorption-shaped feature at geff  > 6.0 and often with no other resonances visible, 
due to either resonance positions at too high a field to be accessible by the 
laboratory magnet, or due to the extensive broadening of the line due to the scaling 
of the field-swept spectrum compared to the more fundamental frequency domain 
spectrum. This phenomenon is exacerbated where the linewidth is dominated by 
effective strains in geff, where geff itself is low. However, the intensity of the geff > 6 
resonance can also be low because of the large field range spanned by the MS = 
| 3/2  signal, and the signal can be very difficult to detect if it overlaps with an MS
= | 1/2  signal due to Co(II) in another environment (Fig. 3). The difficulty in 
detection of MS = | 3/2  signals can be exacerbated by the often very fast relaxation 
of MS = | 3/2  systems. Where MS = | 3/2  (tetrahedral) Co(II) is even suspected, 
spectra should be collected at low temperatures and high powers, e.g., 3.5–5 K and 
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Figure 2. The EPR spectra of Co(II) in phosphate buffer, a Co(II)-scorpionate complex in 
acetonitrile, and the heterodimetallic Co(II)-substituted [CoZn(VpAP)] form of an amin-
opeptidase are shown, as labeled, recorded at 9.6 GHz (12 K) and 3.2 GHz (14 K). Hyperfine 
structure is clearly apparent on all three spectra at 3.2 GHz that is absent in the spectra re-
corded at 9.6 GHz, due to the diminished effects of strains in g and D, and cancellations in 
A- and g-strains. 

0 dB microwave attenuation; higher microwave powers than advertised can be ob-
tained by switching the microwave bridge leveler off (550 mW was obtained with a 
commercial Bruker bridge [33]), though caveat emptor applies! An added benefit 
of the use of such extreme conditions is that the MS = | 1/2  signals are often driven 
into rapid passage conditions and the MS = | 3/2  signals are much easier to decon-
volute; otherwise, the MS = | 3/2  signal can be obtained by subtraction (Fig. 3) 
[5,33,34]. 

Dinuclear Co(II) centers have been encountered or generated in some enzyme 
systems and, where the exchange coupling is sufficiently small, give rise to an in-
teger spin EPR signal [8,18,29,41]. geff values of 10–12 are generally seen, suggest-
ing that the signals arise from either or both of the S  = 2 and S  = 3 states of an S = 
3, S  = 3, 2, 1, 0 spin ladder. In some cases, the lack of an S = 3/2 EPR signal (with 
B0 B1, where B0 is the static magnetic field and B1 the microwave magnetic 
field) alerts the investigator to the existence of a spin-coupled system [29], but in 
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Figure 3. The traces show EPR spectra from the metallo- -lactamase ImiS recorded during 
titration with Co(II). Experimental spectra are shown with heavy lines and simulations with 
light lines. The use of multiple recording conditions allowed the deconvolution of multiple 
species in the spectra, including an MS = | 3/2  component that was almost undetectable un-
der conditions optimum for MS = | 1/2 . Details of the simulations are given in [5]. 

other cases the presence of a substantial S = 3/2 signal can easily mask the weak 
resonance due to the integer spin system (Fig. 4). Clues to the presence of an inte-
ger spin signal include the presence of low field absorption, particularly if it ap-
pears during a Co(II) titration beyond 1 eq Co(II) [8]. Where an integer spin signal 
is suspected, the use of parallel mode EPR (B0 || B1) is essential to confirm this 
assignment; while parallel mode may result in some enhancement of the integer 
spin resonance, the overwhelming benefit is the very high attenuation of the Kram-
ers signals [61,62]. Parallel mode EPR is most conveniently carried out at X-band 
using a dual mode cavity (e.g., Bruker ER 4116 DM TE012/TE102). At higher fre-
quencies, resonators are sufficiently small to reorient the resonator in the field, 
whereas at lower frequencies it may be easier to retain the microwave geometry 
and to use a solenoid to generate the low fields necessary. This latter arrangement 
is particularly suited to a loop-gap resonator, which is of narrow diameter and can 
be designed to accept X-band sample tubes for 1–4 GHz EPR [63]. 
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Figure 4. Traces show EPR spectra recorded on the Co(II)-homodisubstituted wild-type and 
D79E mutant forms of methionine aminopeptidase in perpendicular and parallel mode, as 
indicated. The third trace down is a difference spectrum; the other three spectra are experi-
mental spectra. 

5.  SPECTRAL INTERPRETATION 

“Interpretation” of EPR spectra can be divided into two separate categories. 
Interpretation of spectra in quantitative terms, particularly in terms of spin-
Hamiltonian parameters, relaxation times, and spin concentrations, can be carried 
out without further knowledge of the chemical nature of the spin system. Interpre-
tation of EPR spectra in terms of the structure and function of a catalytic entity 
such as a metalloprotein active site, on the other hand, requires not only a sound 
interpretation of the EPR in terms of quantitative spin system parameters, but also 
a good understanding of the chemical and biological nature of the system. 

High-spin Co(II) is an S = 3/2 system by virtue of its 3d7 electronic configura-
tion. The two allowed EPR transitions are within the MS = | 1/2  and MS = | 3/2
Kramers doublets (Fig. 5), which are separated in energy at zero field by the zero 
field splitting energy (ZFS), . In turn,  is a function of the axial ZFS term, D,
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Figure 5. Schematic energy levels for Co(II), S = 3/2 in a magnetic field. 9.6-GHz EPR tran-
sitions are shown for a system with an MS = | 1/2  ground state, ZFS = , and E/D = 0.2 
(these correspond to the third and fifth spectra of Fig. 7). 

and the “rhombic” ZFS term, E, where 22 [1 + 3( / ) ]D E D . (A comment re-
garding the use of “rhombic” is perhaps appropriate here. In a strict crystallo-
graphic sense, it relates to orthorhombic point symmetry. In cases where the g ma-
trix and the D tensor have the same principal axes, even when the local symmetry 
is triclinic, then one cannot distinguish between true orthorhombic symmetry and 
triclinic [and also monoclinic] from the powder EPR spectrum. In general, g and D
will have different principal directions, neither of which is determined by the 
symmetry if it is lower than orthorhombic. In the present article, the term “rhom-
bic” is applied to D of a system where E/D  0, though the reader should be aware 
that orthorhombic symmetry of such systems is not implied.) For all cases studied 
of high-spin Co(II) in proteins,  >> g BS, and the MS = | 1/2  and MS = | 3/2
Kramers doublets can be considered as isolated effective S = 1/2 systems. A practi-
cal consequence of the large ZFS is that Co(II) EPR spectra can be simulated to a 
first approximation using the relatively straightforward perturbation approach for S
= 1/2 (Bruker WINSIM, QPOW, EPRSim, etc. [64–66]), though spin-Hamiltonian 
parameters must then be calculated from those g-values, “geff(x,y,z),” used to obtain 
the S = 1/2 simulation [8,28]. More sophisticated matrix diagonalization programs 
such as XSophe [67] exactly and explicitly calculate the S = 3/2 spectrum from the 
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spin-Hamiltonian parameters, and not only provide fully described simulations but 
are a valuable teaching aid in understanding the origins of the spectra in terms of 
the spin-Hamiltonian parameters. The resonance positions on the EPR spectrum, 
geff(x,y,z), are related to the real g-values and the ZFS (68) by 

2
eff(x) real(x) = [1  [1  3( / )] [1 + 3( / ) ]g g E D E D� ,

2
eff(y) real(y) = 1 [1  3( / )] [1  3( / ) ]g g E D E D ,

2
eff(z) real(z) = 1 2 [1  3( / ) ]g g E D .

It is immediately obvious from these relationships that D, E, and  cannot be ob-
tained from the EPR spectra. (In fact, there is only one report of direct EPR deter-
mination of , carried out at multiple very high fields and on a complex with un-
usually low ZFS, where  ~ g BS [69].) The quantities that can be obtained from 
the above equations are E/D and greal(x,y,z), and the relationships between geff,, greal,
and E/D are graphically illustrated in the “Rhombogram” [61] of Figure 6. It is also 

Figure 6. “Rhombogram” for S = 3/2,  >> g BS. MS = | 1/2  is shown solid and MS = | 3/2

dashed. 
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Figure 7. Traces show calculated EPR spectra of Co(II) as a function of E/D. Other parame-
ters are gx,y,z = 2.5, 2.5, and 2.25 and Ay = 8.1  10–3 cm–1 for MS = | 1/2 . As the ground state 
changes from MS = | 1/2  to MS = | 3/2  at E/D = 1/3, the sign of D changes. This corresponds 
to a relabeling of the principal geff axes if the sign of E is changed with that of D such that 
E/D remains positive and the parameters gx,y,z = 2.25, 2.5, and 2.5 and Az = 8.1  10–3 cm–1

were used here for MS = | 3/2 . With this relabeling of g, the E/D = 1/3 spectra with MS = 
| 1/2  and MS = | 3/2  are identical; if the sign of E is not changed with that of D, the spectrum 
with E/D = 1/3 and MS = | 1/2  (D > 0) is identical to that with E/D = 1/3 and MS = | 3/2

(D < 0). 

immediately obvious that there are infinitely many solutions for geff(x,y,z) in terms of 
greal(x,y,z) and E/D (one cannot uniquely determine four independent quantities from 
three observations). Something needs to be fixed, therefore, and if greal is taken to 
be axial (greal(x) = greal(y) greal(z)), then unique solutions in terms of greal(x,y) (g ), 
greal(z) (g||), and E/D can be found. This is a reasonable assumption since non-d5

S = 1/2 transition ions with appreciable g anisotropy are generally axial. Spin Ham-
iltonian parameters are best obtained, therefore, by explicit S = 3/2 simulation of the 
Co(II) EPR spectrum, varying the parameters g , g||, and E/D (1/3 E/D  0), while 
fixing |D| >> g BS (e.g., 50 cm–1). The sign of D determines the ground state 
Kramers doublet (in XSophe, D > 0  MS = | 1/2  ground state). Hyperfine cou-
pling can be included where observed. A selection of computed spectra are shown 
in Figure 7. 
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Figure 8. The effects of different linewidth-generating mechanisms on EPR spectra of Co(II) 
calculated at different frequencies is illustrated. Linewidths due to unresolved hyperfine 
coupling (labeled “hfs”) show no frequency dependence. The X-band hfs spectrum was 
modeled as closely as possible using strains in greal (labeled “ greal”) and strains in E/D (la-
beled “ (E/D)”), and the spectra were recalculated at the other frequencies with the same pa-
rameters. The calculation of (E/D) is given in the text. 

In addition to the Zeeman and ZFS interaction, Co(II) often exhibits I = 7/2 hy-
perfine structure due to 59Co. This can be easily measured where it is resolved, but 
in other cases where it is only partially resolved or not resolved at all it can be es-
timated by simulation. The other useful piece of information available concerns the 
linewidths. Linewidths can be due to either unresolved hyperfine couplings or else 
strains in g and ZFS due to structural microheterogeneities in the sample [70]. EPR 
at two or more frequencies can be used to determine the relative contributions to 
the linewidth of unresolved hyperfine coupling, the magnitude of which is field 
independent, and strains in the g-matrix and D-tensor (Fig. 8). While the spectra 
are insensitive to D and, therefore, to strains in D (“ D”), when D >> D and D >>
g BS strains in E/D result in a distribution of geff that is very difficult to deconvo-
lute from any distribution in geff due to strains in greal; in Figure 8 an example is 
shown that includes strain in E/D calculated using XSophe (the linewidths at a 
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given orientation for i = x,y,z with direction cosines li are given in frequency terms 
by , where 2 2 2 2 2[ ( / ) ]i D a E D D b , I = i

2 + gi
2li

2/g2, i is the 
intrinsic linewidth, a is the derivative of the energy difference between the two 
eigenvalues with respect to D, a = d(Ei – Ej )/dD, and b is the derivative of the en-
ergy difference between the two eigenvalues with respect to E, a = d(Ei – Ej)/dE).
Strain effects on linewidths are, in contrast, very easy to separate from line broad-
ening due to unresolved hyperfine coupling because of the field dependence of the 
former. 

MS = | 1/2  EPR signals can be quantitated with reference to an appropriate 
standard (such as Co(II)-EDTA), providing that a clearly nonsaturating set of con-
ditions can be found for both sample and standard, and that the background signals 
and/or baselines are subtracted. Noisy spectra or spectra with broad baselines are 
much more reliably quantitated by simulation followed by integration of the simu-
lated spectra. MS = | 3/2  signals can only be quantitated where all three resonances 
are detected. In some cases, MS = | 3/2  signals relax too quickly to be “fully de-
veloped,” even at liquid helium temperatures. 

Because of the sensitivity of Co(II) EPR to temperature and microwave power, 
multicomponent spectra can often be deconvoluted by plotting the differential sen-
sitivities of spectral features or by direct subtraction of spectra recorded under dif-
ferent conditions (or with different amounts of added Co(II), +/– substrate, differ-
ent pH, etc.). Confirmation that the resultant is a single species must be confirmed 
by simulation of the component extracted, and of the experimental spectrum by 
linear combination of the individual component simulations. 

Having obtained the spin-Hamiltonian parameters, spin concentration, and 
some information on the mechanism and extent of line broadening, interpretation 
of these in some structural or functional sense is desirable. This kind of interpreta-
tion will vary on a case-by-case basis, but some general rules of thumb are emerg-
ing as EPR is collected on more systems for which structural information from 
other techniques is available, and the structural inferences described in an earlier 
minireview appear to be general [12]. 

The identity of the ground state doublet has been used to assign the geometry 
of high-spin Co(II) centers, though calculation of the sign of D by DFT or other 
sophisticated methods from atomic coordinates is intrinsically difficult. Ligand 
field considerations suggest that tetrahedral Co(II) will exhibit MS = | 3/2  ground 
state EPR spectra, whereas five-coordinate trigonal bipyramidal and octahedral 
geometries will exhibit an MS = | 1/2  ground state. To the author’s knowledge, 
there is no reliable report of a violation of this rule for Co(II) in substituted zinc 
enzymes. Tetrahedral zinc has been substituted by Co(II) that exhibits an MS = 
| 1/2  spectrum but, where crystallographic, EXAFS, or optical spectroscopy has 
been carried out, Co(II) has been found to adopt higher coordination in each case. 
Catalytic zinc sites in enzymes are typically liganded by carboxylate oxygen atoms, 
histidine nitrogen, cysteine sulfur, and/or solvent water or hydroxyl. Substrates of 
the enzymes generally bind either to a coordinatively unsaturated Zn(II) ion or via 
displacement of a labile ligand(s), through oxygen and/or nitrogen, and substrate 
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binding usually results in a decrease in symmetry. Therefore, Co(II) is usually en-
countered in substituted zinc enzymes in lower than idealized symmetry and in 
modest ligand field strengths. It is perhaps worthy of comment that some tetrahe-
dral inorganic complexes appear to exhibit MS = | 1/2  spectra, or even S = 1/2 spec-
tra, and some octahedral complexes appear to exhibit MS = | 3/2 -like spectra. Inor-
ganic complexes with very high symmetry, with unusually strong ligand fields, or 
with tailored magnetic properties can exhibit very high spin–orbit couplings (greal
values both >>2 and <<2), very low ZFS, and even S = 1/2 S = 3/2 spin–state 
flipping [71–74]; for example, the 20-K frozen toluene solution spectrum of 
[PhBPiPr

3]CoOSiPh3 exhibits spectral features due to S = 1/2, and both MS = | 3/2
and MS = | 1/2  doublets of S = 3/2 [72]. In the case of very-high-symmetry com-
plexes, the magnetic properties, such as the orientation of g, can be extremely sen-
sitive to ligand orientation (to 1/100 of an Ångström). A discussion of the magnetic 
properties of such complexes is well beyond the scope of this chapter, but the point 
is worth making that high-spin Co(II) in substituted zinc enzymes is sufficiently 
asymmetric [75], even in “high-symmetry” environments, that it, is “well-
behaved”; i.e., D >> g BS, ~2.9 greal  2.0, and the expected ground state Kram-
ers doublet is observed. Thus can EPR discriminate between four- and higher-
coordinate Co(II). Discrimination of five- and six-coordinate Co(II) can often be 
made on the basis of the intensities of d–d optical transitions, and a strong correla-
tion between fivefold coordination and very rhombic (E/D  0.2) MS = | 1/2  EPR 
spectra is emerging, whereas axial spectra (E/D  0.1) are usually associated with 
sixfold coordination. 

A final comment regarding coordination geometry regards the use of hyperfine 
splittings and, particularly, ZFS ( ), as indicators of Co(II) coordination geometry. 
It has been shown that A(59Co)/geff is independent of coordination number, and A is 
therefore not a marker of coordination number. The magnitude of the ZFS, , has 
been used as an indicator of coordination number in a number of studies, e.g., 
[76,77]. A thorough and compelling treatment by Larrabee and colleagues, includ-
ing a review of the data from available literature, along with optical absorption 
studies, MCD spectroscopy, and angular overlap method [AOM] calculations, con-
cludes that “ZFS is rendered useless as a sole indicator of coordination number in 
Co(II)-substituted proteins” [75]. Some investigators continue to invoke  when 
considering geometrical interpretation of EPR data [43]. However, given that a 
demonstrably reliable determination of  by EPR is a difficult exercise (sometimes 
impossible), and given that even a reliable estimate of  clearly does not provide 
an unambiguous indication of coordination number in protein sites, great caution 
should be exercised in the structural interpretation of . MS and E/D, and d–d band 
intensities, are much more convenient and reliable methods of estimating Co(II) 
coordination number in the absence of direct structural data. 

Further structural data can, in principle be obtained from Co(II) EPR spectra. 
Crystal field analysis of Co(II)(acac)2(H2O)2 indicates an effect of axial elongation 
or compression on geff through the “axial splitting factor,”  [73], where  is the 
splitting factor between 4Eg and 4A2g in idealized D4h symmetry and is represented 
in the effective Hamiltonian Haxial = – (Lz

2 – 2/3); positive  under this convention 
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corresponds to a splitting with 4Eg above 4A2g and reflects axial compression, 
whereas negative  corresponds to axial elongation. In practice, it appears that the 
spectra from Co(II) in proteins fall well into the “axially elongated” region, where 
the dependence upon  is very small and geff is dictated by the rhombic splitting 
(i.e., E/D). It is possible that structural information may be extracted from greal val-
ues, particularly gz, for which no assumptions have been made (gy must be assumed 
to be equal to gx for a unique solution). However, gz is often poorly defined due to 
strains; while comparisons from sample to sample may suggest qualitative trends, 
no rigorous description of analysis of g in structural terms for Co(II) in proteins 
exists.

Linewidths can provide information, especially when considered along with 
E/D. High strains are generally associated with a flexible (in solution) ligand ge-
ometry, from which heterogeneous subpopulations are frozen out at cryogenic 
temperatures. Protein-derived ligands in enzymes with catalytic metal centers are 
generally rigid, as their function is to promote an “entatic” state, i.e., a high-energy 
site primed for catalysis, but coordination sites for substrate binding may be occu-
pied by solvent ligands, and additional solvent may be present that is required for 
hydrolysis. These solvent ligands provide geometrical flexibility in enzyme sites, 
and extensive line broadening is a good indicator of one or more solvent ligands. 
Further, solvent ligands adopt a mean coordination geometry that minimizes the 
energy of the site, i.e., that increases the electronic symmetry of the site. Thus, ax-
ial spectra with extensive line broadening are often observed from Co(II)-
substituted hydrolytic enzymes in the resting state [5,9,15,39,48]. Conversely, nar-
row spectral linewidths, allowing observation of resolved hyperfine structure, are 
more often observed on very rhombic spectra, suggestive of fivefold coordination. 
Fivefold coordination is less favorable than four- or sixfold and is maintained ei-
ther by rigid ligands from the protein in the resting state, or by rigid substrate or 
inhibitor ligands in catalytic intermediate and analog complexes [15,28–31,33–
35,38,44]; in the latter, the geometry is often very asymmetric and E/D approaches 
1/3. While resolved hyperfine structure is not indicative of geometry per se, it does 
indicate a very constrained metal ion coordination sphere, with chemical and struc-
tural implications. 

The magnitude of the hyperfine interaction can also provide structural infor-
mation. Where resolved, A(59Co) in Co(II)-substituted proteins is generally 70–90 
G (7–9 mT; 7.6–9.6  10–3 cm–1) and is best observed at the lowest-field geff reso-
nance of MS = | 1/2  due to the nature of the field-swept spectrum. Significant de-
viations from this may indicate either electron delocalization onto a ring system 
provided by a bidentate ligand, or onto an electrophilic substituent [12,28–31]. The 
narrower lines in the part of the spectrum exhibiting resolved hyperfine structure 
render this region particularly sensitive to the spin-Hamiltonian parameters in 
simulations and to changes in the Co(II) environment during reaction with sub-
strates. Whether or not specific structural information can be obtained, changes in 
the hyperfine pattern can provide potentially important information during RFQ-
EPR spectrokinetic studies (Fig. 9). 
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Figure 9. Traces show experimental (heavy) and simulated (light) spectra of aminopeptidase 
reacted with LeuLeuLeu at 2°C for reaction times shown. The hyperfine region is shown ex-
panded on the right. Details of the simulations will be published elsewhere. 

Information on whether Co(II) is incorporated into a dinuclear site can come 
from either the observation of a parallel mode signal at geff ~ 10–12 or by quantita-
tion showing that the intensity of the S = 3/2 spectrum does not account for all of 
the added Co(II). In the latter case, care must be taken to exclude the possibility of 
either a very fast relaxing or high-symmetry EPR-silent MS = | 3/2  signal [9] by 
optical spectroscopy, and the possibility that Co(II) is being oxidized to Co(III). 

6.  SPECTRAL INTERPRETATION: A CASE STUDY 

The data of Figure 9 show EPR signals from the Co(II)-substituted heterodi-
metallic form of aminopeptidase from Vibrio proteolyticus, [CoZn(VpAP)], in the 
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resting form and upon reaction with a substrate, LeuLeuLeu. From electronic ab-
sorption studies [32,56] and crystallography [78], the Co(II) ion is five coordinate 
in the resting state, and there is a bridging solvent molecule. Consistent with this, 
the resting EPR signal is rhombic and displays some poorly resolved hyperfine 
structure. Upon initial reaction (10 ms), two new signals appear. A broad, axial 
signal is present in the spectrum (not shown isolated), indicative of a six-coordinate 
Co(II) ion with a flexible solvent ligand, consistent with the observation that the 
solvent-derived bridge is broken upon substrate binding [30,32]. This signal is di-
minished at 20 ms reaction time and thereafter, and is therefore an early catalytic 
intermediate. The second signal (shown in Fig. 9 as the “difference” signal) is more 
rhombic than the resting signal and has very narrow lines. It is therefore five coor-
dinate, and the Co(II) ion is ligated solely by rigid ligands. This signal persists dur-
ing the reaction, though it shows maximum intensity at 20 ms. and, after the ex-
haustion of substrate, the signal returns to the resting form. Simulation of the spec-
tra allowed determination of the relative contributions of the Co(II) ions as a func-
tion of reaction time and indicated a reaction mechanism 

 E (5-coord #1) + S  ES1 (6-coord)  ES2 (5-coord #2) (  ES‡)  E + P. 

Because of the narrow lines of the EPR spectrum of ES2 and its similarity to those 
from crystallographically characterized inhibitor complexes [35], it was clear that 
(i) ES2 is a pretransition state, substrate-bound complex, and (ii) there is no Co(II)-
bound water in ES2. The startling indication from EPR, then, was that the nucleo-
phile in the hydrolytic reaction is not provided by the metal ion. Subsequent crys-
tallographic [79] and theoretical studies [20] have provided further support for this 
mechanism, a new paradigm for metallohydrolases. The time-dependent EPR data 
were a crucial factor in elucidating this mechanism. 

7.  COMPLEMENTARY TECHNIQUES 

There are many techniques that provide complementary information to EPR of 
Co(II)-substituted proteins. Crystallography is an obvious and important one and 
provides structural data on resting and inhibited forms of Co(II)-substituted en-
zymes that can be correlated with and compared to EPR. EXAFS can be useful, 
particularly in identifying sulfur as a ligand or in characterizing inter-metal dis-
tances in dinuclear centers. Optical absorption can be useful along with EPR in 
distinguishing 5- and 6-coordinate Co(II). Stopped-flow spectrophotometry is a 
valuable counterpart to RFQ-EPR studies where d–d absorption bands can be 
monitored and provides a second time-resolved technique with which to study the 
Co(II) ion. MCD can provide information on D and J in spin-coupled centers that 
may be unavailable from EPR. 
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8.  CONCLUSIONS 

EPR of Co(II)-substituted zinc enzymes can provide important structural and 
mechanistic information, particularly when combined with other techniques, pro-
vided that the samples are carefully prepared and biochemically characterized, the 
spectroscopy is carried out carefully, the caveats pertaining to Co(II) as a structural 
mimic of Zn(II) are appreciated, and the interpretation is carried out with regard to 
all the available information regarding the system and to the characteristics of EPR 
spectra exhibited by Co(II) in the active sites of metalloenzymes. Important in the 
future improved exploitation of EPR to the study of Co(II) in enzymes will be (i) 
the continued growth of a database of systems for which both structural and EPR 
data are available, (ii) the further development and evaluation of EPR methods that 
do not rely on field modulation, and (iii) application and continued development of 
computational techniques that can correlate spin-Hamiltonian parameters of Co(II) 
with structural features. 
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The oxycation VO2+ has been employed for many years as an 
EPR spin probe of the metal binding sites in proteins. Its utility 
in these investigations has increased markedly with the advent 
and widespread use of high-resolution techniques such as 
ENDOR, ESEEM, and HYSCORE to measure isotropic and di-
polar components of ligand hyperfine couplings. Measurements 
with model complexes in conjunction with DFT calculations 
have provided new insights into the dependence of g-factors and 
ligand and 51V nuclear hyperfine couplings on the electronic 
structure and coordination geometries of VO2+ chelates. These 
studies have greatly enhanced the information that can be de-
rived from data with proteins. In the past fifteen years, high-
resolution techniques have been applied to a variety of VO2+-
containing proteins and tissues samples, a number of which are 
reviewed here. 
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1.  INTRODUCTION 

1.1.  Coordination Chemistry of VO2+

The oxycation vanadyl(IV), VO2+, is one of the most studied of the electron 
paramagnetic resonance (EPR) active transition metal ion species. Its appeal as a 
spin probe resides in its useful coordination and spectroscopic properties [1–7]. In 
addition to numerous investigations of small oxovanadium(IV) chelates, the va-
nadyl ion has been used as a probe of metal ion coordination and the conforma-
tional and kinetic properties of some twenty proteins. The biochemistry of vana-
dium has been extensively reviewed elsewhere, and the reader is referred to these 
authoritative papers for coverage of much of the earlier literature [3,8–12]. Most 
oxovanadium complexes have a square bipyramidal geometry in aqueous solution 
where L  is usually H2O (Fig. 1A) or a square pyramidal geometry in noncoordinat-
ing solvent (Fig. 1B). These complexes are dominated by the short (~1.6 Å) V=O 
bond (Fig. 1A) and have four equatorial bonds of length 1.9–2.0 Å, whereas the 
bond to the axial ligand L trans to the vanadyl oxygen is typically somewhat 
longer (~2.2–2.4 Å). The vanadium atom itself usually sits ~0.5 Å above the plane 
defined by four equatorial ligands. However, there are many examples of devia-
tions from this idealized geometry as governed by the structural properties of the 
ligands. In the classic example of the vanadyl uridine inhibitor complex of ribonu-
clease A, a five-coordinate trigonal bipyramidal geometry is observed [13]. The 
dichlorobis(N,N-dimethylacetamide) oxovanadium(IV) complex has a near trigo-
nal bipyramidal structure as in Figure 1C [14]. A more recently reported series of 
shift base VO2+ complexes has geometries ranging from square pyramidal (Fig. 
1B) to trigonal bipyramidal (Fig. 1C), as dictated by steric effects of the ligands 
[15]. The coordination flexibility of the VO2+ ion contributes to its versatility as a 

Figure 1. Idealized geometries of vanadyl complexes: (A) square bipyramidal, (B) square 
pyramidal, and (C) trigonal bipyramidal. 
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spin probe and undoubtedly accounts for its ability to complex with such a large 
variety of proteins where the coordination geometry is determined in part by the 
structure of the metal site. 

1.2.  EPR Properties 

Oxovanadium(IV) complexes have an outer electron configuration of 3d1, a 
modest spin–orbit coupling constant of ~170 cm–1, and no excited electronic states 
nearby in energy. These are the requirements for sharp EPR lines since relaxation 
broadening through spin–orbit coupling mechanisms is minimized. EPR spectra of 
room-temperature solution as well as frozen solid matrices are readily observed in 
most instances. The ability to make liquid solution measurements, and hence ascer-
tain the degree of motional freedom of the VO2+ ion, enables one to unequivocally 
establish whether the probe is coordinated to the macromolecule being investigated 
[2]. Since high-resolution studies involve the use of frozen solutions or powdered 
samples at reduced temperatures (4 or 77 K), rotational diffusion is absent and 
“powder-pattern” EPR spectra are obtained that are rich in fine structure from cou-
pling of the unpaired electron with the 100% 51V nucleus (Fig. 2). 

Figure 2. Room-temperature cw-EPR spectrum of powdered vanadyl(IV) tetraphenylpor-
phyrin doped in Zn(II) tetraphenylporphyrin. The spectrum was measured with a peak-to-
peak modulation amplitude of 3.0 G. 

In solid-state magnetically dilute samples (frozen solutions or doped minerals), 
the EPR spectra of VO2+ chelates consist of overlapping patterns of 8 hyperfine 
lines (2I + 1 rule), as shown in Figure 2 by the X-band spectrum of a powdered 
sample of vanadyl tetraphenylporphyrin (VOTPP) doped in the corresponding Zn2+

lattice. The short V=O bond axis of vanadyl complexes invariably defines the 
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magnetic z-axis. Allowed transitions ( ms = +1, mI = 0) corresponding to the 
magnetic field along or approximately along the z-axis give rise to the less intense 
lines appearing in the wings of the spectrum. The more intense pattern of 8 lines in 
the central region of the spectrum arises from transitions where the field is perpen-
dicular to the z-axis. Thus, through careful selection of field in an electron nuclear 
double resonance (ENDOR) or electron spin echo envelope modulation (ESEEM) 
experiment, one can obtain “single-crystal” spectra from a powder pattern and 
hence orientation information on observed couplings. The principles of such an 
analysis as applied to VO2+ have been recently reviewed [6]. A pedagogical treat-
ment of the high-resolution techniques of ENDOR and ESEEM can be found in 
Chasteen and Snetsinger [16]. A comprehensive coverage of pulsed electron reso-
nance is given by Schweiger and Jeschke [17]. 

1.3.  The Additivity Relationship for Predicting Ligand Environments 

The lack of “superhyperfine” splittings from ligand nuclei in the cw EPR of 
most vanadyl complexes has historically led workers to rely on indirect methods to 
identify first-coordination sphere ligands in unknown complexes such as those with 
proteins or catalytic surfaces. The g-factors and 51V hyperfine couplings are sensi-
tive to the identity and geometry of the ligands coordinated to the vanadium. 
“Truth diagrams” show correlations between values for g|| and A||(51V) or g0 and 
A0(51V) with points clustering in domains according to ligand donor type (oxygen, 
nitrogen, sulfur, mixed, etc.) [1,2]; however, there is significant overlap between 
domains. Nevertheless, these diagrams provided some information about the ligand 
environment of the vanadium in VO2+–protein complexes. A more refined ap-
proach was subsequently developed, employing additivity relationships in which 
each type of equatorial donor contributes a defined amount to the measured value 
of A||(51V). The contributions for different donors (oxygen of carboxylate, oxygen 
from phenolate, hydroxide, water, imidazole, primary amine, etc.) were originally 
compiled by Chasteen [2] based on measurements with model compounds [18] and 
subsequently updated by Smith et al. [7]. This approach by itself cannot unequivo-
cally define the coordination sphere of the vanadium since more than one combina-
tion of equatorial ligand donor set can lead to nearly the same predicted value of 
A||(51V). Moreover, the effect of the identity of the axial ligand L  on the observed 
coupling can be significant [7]. Nevertheless, additivity calculations can be helpful, 
especially when combined with measurement of couplings from ligand nuclei us-
ing ENDOR or ESEEM. 

1.4.  The Ground State and Ligand Hyperfine Couplings 

The failure to observe ligand superhyperfine splittings in the cw-EPR spectra 
of the majority of VO2+ complexes is a consequence of the ground state molecular 
orbital in which the unpaired electron resides. This orbital is mostly dxy in character 
where the x- and y-axes are chosen to lie approximately along the sigma bonds of 
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Figure 3. Ground state “nonbonding” 3dxy orbital of VO2+ complexes. 

the equatorial ligands (Fig. 3). This orbital is largely nonbonding or participates in 
in-plane  bonding with ligand orbitals of correct symmetry. In either case, the 
resultant hyperfine couplings are typically small. This situation is unlike that with 
3d9 Cu2+, where the odd electron is in a dx2–y2 orbital that participates in -bonding 
with the ligands. Couplings, especially with 14N, are commonly seen in cw EPR of 
Cu2+. They are often well resolved at S-band frequency, where g-strain is mini-
mized for this ion [19]. 

The difference in ground states for Cu2+ and VO2+ ions is particularly revealed 
by comparison of the EPR spectra of their tetraphenylporphyrin (TPP) complexes 
where 14N hyperfine splittings from the in-plane nitrogen donor atoms are observed. 
These splittings of a0(14N) ~ 15 G are relatively large in the Cu2+ case, correspond-
ing to a hyperfine coupling of A0(14N) ~ 44 MHz, and exceed the cw-EPR 
linewidth [20]. In contrast, the fivefold smaller 14N splittings of VOTPP can be 
easily missed during routine scanning of the cw spectrum at a modulation ampli-
tude of 3.0 G (Fig. 2). However, careful scanning of the mI = –5/2 parallel and the 
mI = + 5/2 perpendicular lines at a reduced modulation amplitude of 0.5 G reveals 
evidence of fine structure (Fig 4, curves a and c). The structure can be significantly 
enhanced by postprocessing the spectrum using first-harmonic pseudo-field modu-
lation (Fig. 4., curves b and d) [21,22]. VOTPP doped into the corresponding 
ZnTPP lattice is a particularly favorable case since the peak-to-peak linewidths of 
the 9 components of the 14N superhyperfine patterns of both the parallel and per-
pendicular lines are only ~1.6 G, enabling the hyperfine splitting of a0(14N) ~ 2.7 G 
to be resolved, a value in agreement with that calculated from the isotropic cou-
pling A0(14N) = 7.3 MHz determined from ESEEM [23]. 
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Figure 4. Effect of pseudomodulation on resolution of fine structure from 14N couplings in 
the cw-EPR spectrum of vanadyl(IV) tetraphenylporphyrin. Spectrum a: –5/2 || line. Spec-
trum b: –5/2 || line pseudomodulated. Spectrum c: +5/2  line. Spectrum d: +5/2  line 
pseudomodulated. Original spectrum measured with 0.5 G peak-to-peak field modulation. 
Pseudomodulation postprocessing of the spectra was carried out using Bruker Xepr software 
employing a first-harmonic pseudomodulation with an amplitude of 0.5 G.  

Resolution of superhyperfine structure is typically not observed with frozen 
aqueous samples of VO2+ where unresolved proton couplings, g-strain, and A-strain 
contribute significantly to the observed inhomogeneously broadened linewidths of 
5–10 G. Hence the development of high-resolution electron resonance techniques 
for measuring superhyperfine couplings lost in the width of the EPR line has been 
of great value in investigations of VO2+–protein complexes. Here we review cw 
and pulsed ENDOR and ESEEM studies of VO2+ model complexes, DFT calcula-
tions of hyperfine couplings, and the application of ENDOR and ESEEM to pro-
teins. We largely focus on the literature of the past 15 years. The reader should 
consult several other reviews for coverage of other model compounds and protein 
complexes and much of the earlier literature [2,4–7,24,25]. 

2.  ENDOR AND ESEEM OF VANADYL MODEL COMPLEXES 

2.1.  14N Hyperfine and Quadrupole Coupling Constants 
14N is a quadrupolar nucleus with a nuclear spin I = 1. 14N hyperfine and quad-

rupole coupling constants in vanadyl model complexes and proteins are routinely 
measured by ESEEM and ENDOR [2,4–7,25–31]. In both ENDOR and ESEEM, 
the spectrum is obtained at a specific field position within the EPR spectrum so 
that molecules with specific orientations will be interrogated in the ENDOR or 
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ESEEM experiment. Varying the EPR line position in an ENDOR or ESEEM ex-
periment is referred to as orientation selection because only molecules with spe-
cific orientations will be excited [6]. 

ENDOR spectroscopy is most effectively used to measure strong 14N hyper-
fine couplings A0(14N) with ENDOR frequencies given by the following expression 
[7,16]: 
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3
2 N
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ESEEM methods are used to measure relatively weak nitrogen hyperfine coupling 
constants (HCCs) typically in the range of ~1–10 MHz. Nuclear quadrupole cou-
pling constants (QCCs) can be directly measured by ESEEM spectroscopy under 
conditions of exact cancellation [23,29,32,33]. Exact cancellation for nitrogen nu-
clei occurs when the nuclear Zeeman interaction and the hyperfine coupling inter-
action cancel in one electron spin manifold, and pure quadrupole eigenstates re-
main. Under conditions of exact cancellation, three pure quadrupole peaks are ob-
served in the 14N ESEEM spectrum at frequencies of K(3 + ), K(3 – ), and 2K ,
where K = e2qQ/4 is the QCC and  is the asymmetry parameter (Table 1, footnote 
b). Singel and coworkers have demonstrated that the microwave frequency can be 
varied to achieve exact cancellation, such that the quadrupole coupling constants 
can be determined directly from the positions of the lines in the FT-ESEEM spec-
trum [30,32,41]. When the ESEEM experiment is performed far from exact cancel-
lation, the predominant features of the ESEEM spectrum will be double quantum 
peaks that appear at the following frequencies: 
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Recently, a two-dimensional ESEEM experiment employing hyperfine sublevel 
correlation spectroscopy (HYSCORE) has been widely used to investigate a range 
of systems [26,42,43]. The advantage of the HYSCORE experiment relative to 
standard ESEEM methods is that spectral assignments are simplified due to cross-
peaks in the two-dimensional spectrum that correlate nuclear frequencies from dif-
ferent electron spin manifolds, simplifying spectral assignments and decreasing 
spectral overlap [17]. 

Numerous ESEEM and ENDOR studies of VO2+ model complexes have been 
conducted in order to elucidate the ligand environment in vanadyl proteins 
[4,6,7,25]. In vanadyl protein systems, ligands such as histidine and glycine can be 
identified by characteristic 14N HCCs and QCCs. Dikanov and coworkers studied 
15N-labeled VO2+–imidazole and histidine model complexes using ESEEM and 
HYSCORE [34,38]. The coordinated and remote nitrogen HCCs are clearly re-
solved in the HYSCORE spectrum of VO2+-((15N)imidazole)4 and differ in magni-
tude by a factor of ~20, as for Cu2+ [34]. These findings are in contrast to those of 
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Table 1. Nitrogen-14 Nuclear Hyperfine Coupling Constants and Quadrupole Coupling 
Parameters for VO2+ Protein and Model Complexesa,b

                                                      Nitrogen 
VO2+–complexc Method   typed A0(14N) Az(14N) Qz(14N)  Reference 

VO–LF–CO3 ESEEM His 6.6 – 0.75 0.5 [28] 
VO–XylI ESEEM N3 His 5.7 5.7 0.64 ~1.0 [34] 
VO–IGDP ESEEM His 7.2 7.5 0.88 ~1.0 [35] 
VO–TF1 ESEEM N3 His 6.5 – 1.0 – – [36] 

  1.2 
VO(Im)4 ENDOR N3 Im 6.4 6.6 0.80 – [37] 
VO(Im)4 ESEEM N1 Im 0.3 – – – [38] 
VO–TF1 ESEEM -amino 4.8 – 1.4 – – [36] 

  Lys   1.6
E–VO–AdoMet–K ESEEM -amino 5.3 5.5 1.5 0.3 [39] 

  Met 
E–VO–ATP–Met–K ESEEM -amino 4.3 4.3 1.85 0.3 [39] 
  Lys 
VO–PK–PEP ESEEM -amino 4.9 5.1 1.28 0.5 [40] 

  Lys 
VO–gly2 ESEEM -amino 4.8 – 1.3 – – [36] 

  1.5 
VO–gly2 ESEEM -amino 5.0 5.3 1.28 0.5 [40] 
VO–(H2O)–nta ESEEM Amino 1.3 2.3 1.2 0.86 [31] 

  (axial) 

aValues of A0(14N), Az(14N), and Qz(14N) are expressed in MHz. 
bThere is no accepted practice for reporting quadrupole parameters. The following equations relate the 
different quadrupole parameters (K, e2Qq, Qx, Qy, Qz, Px, Py, Pz, and ) commonly reported in the litera-
ture: K = e2Qq/4, Qz = e2Qq/2,  = (Qx – Qy)/Qz and Qx + Qy + Qz = 0, i.e., the quadrupole tensor is 
traceless. The principle values of the quadrupole coupling tensor, Qx, Qy, and Qz, are also frequently 
designated Px, Py, and Pz.  is the asymmetry parameter, e2Qq is the quadrupole coupling constant 
(QCC), Q is the electric quadrupole moment of the 14N nucleus, and eq. is the electric field gradient at 
the 14N nucleus. When necessary, we have converted the parameters reported in the literature to those 
given in the table using the above equations. 
cAbbreviations: E–VO2+–ATP–met–K, the VO2+ enzyme complex of S-adenosylmethionine synthetase 
with ATP and methionine coordinated; gly, glycine; IGDP, imidazole glycerol phosphate dehydratase; 
LF, lactoferrin; nta, nitrilotriacetate; PEP, phosphoenolpyruvate; PK, pyruvate kinase; TF1, wild-type 
F1 ATPase from thermophilic Bacillus PS3; XylI, D-xylose isomerase. 
dCoordination is assumed equatorial to the V=O bond axis unless specified otherwise. 

earlier ENDOR work [37]. For the VO2+–((15N)histidine)2 complex, equatorial co-
ordination by both imine and amine nitrogens was observed [34]. Table 1 summa-
rizes HCCs and QCCs for a number of model and protein complexes. 

Lobrutto and coworkers have measured the ESEEM spectra for several oxova-
nadium model complexes with axial nitrogen ligands so that axial versus equatorial 
ligation could be distinguished in VO2+ systems [31]. An isotropic hyperfine cou-
pling constant for a vanadyl model complex with an axial amine ligand was deter-
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mined to be 1.3 MHz, in contrast to the isotropic hyperfine coupling constant of 
~5.0 MHz for an equatorially coordinated amine [31] (Table 1). 

Fukui and coworkers demonstrated that the nitrogen hyperfine coupling con-
stants for equatorially coordinated amine (~5 MHz), imine (~6–7 MHz), and thio-
cyanate (~7.5 MHz) ligands in vanadyl complexes can be differentiated using 
ESEEM spectroscopy [44]. Previous measurements of vanadium–amine HCCs 
for nitrogen adducts of VO(acac)2 [45] and VO(gly)2 [40], and vanadium–imine 
HCCs for VO(meox)2 [46], VO(mim)4 Cl+ [46], pyridine, and imidazole adducts of 
VO–(hexafluoroacetylacetonate)2 [28], and a VO–histidine complex [34] support 
the trend in amine, imine, and thiocyanate nitrogen HCCs [acac = acetylacetonate; 
gly = glycinate; meox = oxobis(2-methylquinolin-8-olato); and mim = 1-methyl 
imidazole]. 

2.2.  1H and 17O Coupling Constants 

ENDOR [47–49] and ESEEM [50–52] have been used extensively to measure 
the proton hyperfine coupling constants of [VO(H2O)5]2+ in a single crystal [47] 
and in frozen solution and powder samples [49,50,52]. The single-crystal proton 
ENDOR results for the equatorial water ligands of [VO(H2O)5]2+ in an 
Mg(NH4)2(SO4)26H2O single crystal led Atherton and Shackleton to conclude that 
two water molecules were oriented approximately in the equatorial plane while the 
other two water molecules were located approximately perpendicular to the equato-
rial plane [47]. Frozen solution ENDOR data were also obtained in which the first 
coordination sphere with water (and methanol) was probed [48,49]. The dipolar 
approximation was the basis for the ENDOR analysis, thus yielding distance in-
formation for the proton relative to the vanadium center. Use of the dipolar part of 
proton hyperfine coupling constants to elucidate the structure of VO2+ complexes 
has been reviewed [5]. 

A transition metal complex with a terminal hydroxy ligand is an important 
moiety in metalloproteins, such as vanadium haloperoxidase [27]. In a recent study, 
cis-[VO(OH)]+ complexes containing bidentate ligands, such as 2,2 -bipyridine 
(bipy) and 1,10-phenanthroline (phen), were prepared and characterized by 
ESEEM spectroscopy [52]. A characteristic proton isotropic hyperfine coupling 
constant of A0(1H) = 2.2 MHz with a large anisotropic component of AD(1H) = 3.5 
MHz was observed using HYSCORE spectroscopy. Based on the proton coupling 
constants, the signal was assigned to the hydroxy proton of an equatorially bonded 
OH group [52]. 

17O (I = 5/2) can be a difficult nucleus to probe with ESEEM and ENDOR due 
to its low natural abundance and large quadrupole moment. The large quadrupole 
interaction often leads to significant line broadening. Spectral overlap with pro-
ton signals can also be problematic. These effects can be mitigated somewhat 
at high frequencies such as Q- and W-bands. For example, in a recent high-field 
ENDOR study, Baute and Goldfarb measured 17O hyperfine and quadrupole cou-
pling constants of [VO(H2O)5]2+ [53]. The equatorial water ligands had 17O iso-
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tropic hyperfine couplings of A0(17O) = 6.4 MHz compared to A0(17O) = –1.9 MHz 
for the axial oxygen in the oxovanadium bond. The corresponding e2qQ/h values 
for 17O were 10.7 and 3.3 MHz for the equatorial and vanadyl oxygen atoms. Cor-
responding DFT calculations of [VO(H2O)5]2+ reproduced the experimental 17O
hyperfine and quadrupole coupling constants very well, thus confirming the spec-
tral assignments. 

2.3.  31P Hyperfine Coupling Constants 

Binding of VO2+ to phosphate in biological systems is of great interest in stud-
ies of the interaction of vanadium with nucleotides such as adenosine diphosphate 
(ADP) and adenosine triphosphate (ATP). ESEEM and ENDOR studies have elu-
cidated 31P hyperfine couplings for VO2+–ADP (adenosine monophosphate AMP) 
[54], VO2+–ATP [36], and triphosphate complexes [55]. Mustafi and coworkers 
[54] used ENDOR and EPR to determine that adenine nucleotides (ATP, ADP, 
and AMP) bind the VO2+ center via the phosphate groups. Proton ENDOR indi-
cated that solvent molecules were only present in axial coordination and that for all 
three nucleotides the species formed was [VO(nucleotide)2

eq(solvent)ax]. In 
HYSCORE experiments of VO(ATP)2, Buy et al. [36] observed two pairs of corre-
lation peaks that were identified as 31P couplings with 31P  and 31P  of ATP with 31P
hyperfine coupling constants Azz(31P) = 9 and 14.8 MHz, respectively. The model 
complex results were used to interpret the HYSCORE data for the VO–TF1–ATP 
ternary protein complex (TF1 = soluble part of ATP synthetase) and suggested 
equatorial coordination of the two phosphates. Dikanov and colleagues [55,56] 
studied the binding of VO2+ with triphosphate as a model for in-vivo vanadyl 
phosphate interactions. For the VO2+–triphosphate complex, three sets of 31P cross-
peaks were observed in the HYSCORE spectrum with coupling constants of ~15, 9, 
and 1–2 MHz [55]. The results suggested tridentate coordination of the triphos-
phate with the weakest coupling constant of 1–2 MHz attributed to an axially coor-
dinated 31P.

2.4.  51V Nuclear Quadrupole Coupling Constants 
51V is a quadrupolar nucleus with I = 7/2. The 51V nuclear quadrupole moment 

in vanadyl model complexes has been measured using electron spin echo-electron 
nuclear double resonance (ESE-ENDOR), as demonstrated by Britt and coworkers 
in several studies [57–60]. The 51V QCC was found to be sensitive to the coordina-
tion geometry of the vanadyl complex, i.e., square bipyramidal, square pyramidal, 
and trigonal bipyramidal (Fig. 1). Only small changes in the QCC were observed 
for cis ligand binding [57], whereas the 51V QCC was significantly reduced when 
ligands were bound trans to the oxovanadium bond as in square pyramidal vs. 
bipyramidal complexes. For example, the 51V QCC for VO(acac) was experimen-
tally determined to be –0.429 MHz compared to –0.250, –0.224, and –0.110 MHz 
for VO(acac) with axially bound ethanol, DMSO, and pyridine, respectively [58]. 
For five-coordinate vanadyl complexes containing Schiff base ligands, the 51V
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QCCs decreased linearly in magnitude as the distortion parameter increased toward 
a trigonal bipyramidal geometry [59]. This work demonstrates the potential of 
ESE-ENDOR measurements of 51V QCCs for identifying ligands coordinated cis
or trans to the oxovanadium bond, a finding that has important implications for 
studies of vanadium-containing proteins. 

3. DENSITY FUNCTIONAL THEORY CALCULATIONS OF EPR 
 PARAMETERS IN VANADYL MODEL COMPLEXES 

3.1.  Overview of DFT Methods for Calculations of EPR Parameters 

Recent advances in computational chemistry have led to the development of 
quantum chemical methods based on density functional theory (DFT) for calculat-
ing transition metal EPR parameters. The underlying principle of DFT is the Kohn-
Sham theorem, which states that the exact ground state energy of a nondegenerate 
ground state is a unique functional of the electron density. The choice of the elec-
tron density functional, , is key to the accuracy of the DFT method for calculating 
the energies, structures, and properties of chemical systems. DFT methods require 
much less computational time (and therefore cost) relative to ab initio methods. 

The relationship between the isotropic hyperfine coupling constant and the 
ground state wavefunction, neglecting spin–orbit coupling, is given by Munzarova 
and Kaupp [61]: 
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where  is the spin density at the position of the nucleus, RN, and P is an element of 
the spin density matrix. e is the Bohr magneton, N is the nuclear magneton, ge is 
the free electron g-value (2.002319), and gN is the g-value of the nucleus, N. zS
is the expectation value of the z-component of the electron spin. The components 
of the anisotropic hyperfine tensor are given by Munzarova and Kaupp [61]: 
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where N Nr r R .
In diagonal form, the matrix elements of T are AD,x, AD,y, and AD,z. The g-tensor

is calculated as a correction, g, to the free electron value. g includes contribu-
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tions from several Breit-Pauli terms, with the largest contribution typically due to a 
second-order spin–orbit/orbital Zeeman cross-term [62]. 

In a DFT calculation of EPR parameters, the molecular structure (either input 
from experimental data or calculated by geometry optimization) is used to calculate 
the ground state wavefunction, , which is in turn used to determine the hyperfine 
coupling constants using Eqs. (3) and (4). Therefore, the correct molecular struc-
ture is important to the success of the DFT calculation. The choice of exchange-
correlation functional also affects the accuracy of hyperfine coupling constants 
calculated with DFT methods and has been systematically investigated in several 
studies [61–63]. 

Several DFT-based computational methods for calculating EPR parameters for 
transition metals have been reported in the literature [61,64–74]. The relativistic 
methods for calculation of g- and A-values developed by van Lenthe [65,66] have 
been incorporated into a commercial software package, ADF (Amsterdam Density 
Functional Theory) [75,76], which uses Slater type orbitals (STOs) [77]. Three 
approaches can be used for A-tensor calculations with ADF: the scalar-relativistic 
spin-unrestricted open shell Kohn Sham (SR UKS) calculation, the spin–orbit cou-
pling and scalar-relativistic spin-restricted open shell Kohn Sham (SO + SR 
ROKS) calculation, and the scalar relativistic spin unrestricted calculation (SO + 
SR UKS) with spin–orbit coupling effects. In the SR UKS method, spin–orbit cou-
pling is not included, but spin polarization effects are included, making this the 
preferred method for calculating isotropic hyperfine coupling constants (A0). In the 
SO + SR ROKS method, spin–orbit coupling effects are included, but not spin po-
larization effects. The SO + SR ROKS method is used for calculating g-tensors and 
the anisotropic contribution to the hyperfine coupling constants (AD). In the most 
recent version of ADF (2004.1), the implementation of a scalar relativistic spin 
unrestricted calculation (SO + SR UKS) with spin–orbit coupling effects was in-
troduced for g- and A-value calculations, and this method is now preferred for hy-
perfine coupling tensor calculations. 

Another DFT method for calculating hyperfine tensors has been incorporated 
into commercial Gaussian software [78]. This method does not include relativistic 
effects and uses Gaussian type orbitals (GTOs) [79]. All-electron unrestricted 
Kohn-Sham calculations of hyperfine tensors can be conducted using Gaussian 
software [78]. Relativistic effects and spin–orbit contributions are not included in 
the Gaussian calculations. However, Gaussian software provides a much wider 
choice of exchange and correlation functionals and basis sets than ADF. Other 
computational programs, such as ORCA [73,80] and MAGReSpect [81], are also 
available for relativistic DFT calculations of EPR parameters. 

Ultimately, DFT calculations of transition metal hyperfine coupling constants 
can be used to correlate experimentally determined hyperfine coupling constants 
with molecular structure. Experimental spectral assignments can be verified using 
DFT calculations of model complexes. The reactivity of metalloenzymes and 
model complexes can then be probed by elucidating the geometric and electronic 
structures [82]. In this section, the use of DFT methods to calculate vanadium and 
ligand hyperfine and quadrupole coupling constants of model complexes will be 
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described. The results will be compared with experimental EPR and pulsed EPR 
data for VO2+ model complexes. 

3.2.  DFT Calculations of Vanadium EPR Parameters 

DFT calculations of vanadium EPR parameters for VO2+ complexes with 
known crystal structures and experimentally determined EPR parameters have been 
conducted by several groups [53,61,62,83–88]. The approach has been to use 
model complexes with known geometries to evaluate the efficacy of DFT methods 
for calculating vanadium hyperfine coupling constants and g-tensors.

The vanadium hyperfine coupling tensor can be parsed into two contributions: 
an isotropic or Fermi contact interaction, A0, and an anisotropic or dipolar hyper-
fine interaction, AD [89]. A0 and AD can be calculated from the principal values of 
the A-tensor using the following relationships: A0 = (A11 + A22 + A33)/3 and AD,x = 
A11 – A0, AD,y = A22 – A0, AD,z = A33 – A0. The vanadium g-values are given as the 
diagonal elements of the g-tensor.

DFT methods have been utilized to calculate the g-tensor for [VO(H2O)5]2+

[53,83]. DFT results for g-value calculations for [VO(H2O)5]2+ are included in Ta-
ble 2, along with experimental g-values from the literature for comparison. Rea-
sonably good agreement between the experimental and DFT calculated g-values is 
observed. 

Table 2. DFT Calculations of g-Values for [VO(H2O)5]2+

 gxx gyy gzz Program Method Reference 

Exp. 1.978 1.978 1.933 – – [2] 
DFT 1.9852 1.9852 1.9495 ORCA B3LYP, 

coupled pert. 
SCF eqs [88]  [53] 

DFT 1.986 1.986 1.930 ADF BP86, SO+SR [83] 
     ROKS 

The corresponding calculated and experimental vanadium hyperfine coupling 
constants for [VO(H2O)5]2+ are presented in Table 3. The vanadium isotropic hy-
perfine coupling constant calculated with ADF or Gaussian and the BP86 func-
tional underestimates the experimental value by approximately 80 MHz. The hy-
brid functionals, such as BHPW91 and B3PW91, incorporate Hartree-Fock ex-
change, and provide more accurate vanadium hyperfine coupling tensors relative to 
the GGA functionals [61,85,86]. As shown in Table 3, the vanadium isotropic hy-
perfine coupling constant calculated with the hybrid functional B3PW91 is –304 
MHz, which deviates by only 20 MHz from the experimental value. DFT calcu-
lated vanadium isotropic coupling constants from other research groups are also 
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Table 3. DFT Calculations of the Vanadium-51 Hyperfine 
Coupling Constants for [VO(H2O)5]2+ a

A0(51V) AD,x(51V) AD,y(51V) AD,z(51V) Method Reference 

Exp. –324 112 112 –224 – [90] 
DFT –246 95 96 –192 Gaussian, BP86 [63] 
DFT –236 89 90 –180 ADF, BP86, SR UKS [63] 
DFT –304 97 98 –198 Gaussian, B3PW91 [63] 
DFT –268 96 105 –201 ORCA, B3LYP [85] 
DFT –249 91 101 –193 ORCA, BP86 [85] 
DFT –293 103 103 –207 ORCA, B3LYP [85] 

a All A-values are given in MHz. 

presented in Table 3 for comparison, with the realization that some of the variabil-
ity of results is due to the fact that all groups did not use the same structural coor-
dinates for [VO(H2O)5]2+. For VO2+ systems, with small spin–orbit coupling con-
tributions, the nonrelativistic DFT calculations provide very good accuracy for 
isotropic hyperfine coupling constants with hybrid functionals. Currently, hybrid 
functionals cannot be used in relativistic calculations with ADF, thus limiting the 
accuracy of these calculations. The implications for transition metals with signifi-
cant spin–orbit coupling such as Cu2+ are much greater. 

In a comprehensive investigation of DFT calculations of transition metal hy-
perfine coupling constants, Munzarova and Kaupp concluded that quantitative 
agreement with experimental transition metal hyperfine coupling constants is hin-
dered by the inability of currently available exchange-correlation functionals to 
accurately describe spin polarization, which is essential for an accurate calculation 
of the isotropic hyperfine component [61]. In DFT calculations of hyperfine ten-
sors using Generalized Gradient Approximation (GGA) functionals, such as BP86 
[91], the spin polarization for VO2+ complexes is systematically underestimated 
[61,62,83,86]. To demonstrate the impact of the exchange correlation functional on 
the computational accuracy, DFT calculations of vanadium hyperfine tensors were 
conducted for a series of VO2+ complexes including: [VO(H2O)5]2+, VO(acac)2,
[VO(mal)2]2–, [VO(ox)2]2–, and VO(gly)2 [acac = acetylacetonate, mal = malonate, 
ox = oxalate, and gly = glycinate]. The A0-values were calculated for the VO2+

complexes using the Gaussian software package and 9 different functionals, and 
using ADF and 3 different functionals. The complete set of DFT results for all of 
the complexes can be found in Saladino and Larsen [86]. Selected computational 
results for a representative complex, VO(gly)2 are given in Table 4. The A0-values 
calculated for VO(gly)2 using ADF (SR UKS, GGA functionals) are approximately 
70% of the experimental value of –275 MHz. This is not surprising since GGA 
functionals have been previously shown to underestimate the spin polarization of 
the s-type metal core orbitals, as discussed above [61,69]. Nonrelativistic Gaussian 
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Table 4. Calculated (DFT) and Experimental Isotropic and Dipolar 
Hyperfine Coupling Constants for VO(gly)2

a,b

  BP86 
 BP86 (ADF,  
 (ADF, SR SO+SR BP86 BHP86
 UKS) ROKS) (Gaussian) (Gaussian) Exp.

A0 –145 19 –161 –277 –275c

AD,x 97 117 106 114 115 
AD,y 75 77 79 93 105 
AD,z –172 –193 –185 –207 –220 

a All A-values are given in MHz.    b Data are from [63].    c From [18].

calculations with the same functionals yielded similar results. However, the Gaus-
sian DFT calculations of A0 with the hybrid functionals (BHLYP, BHP86, and 
BHPW91) exhibited the best agreement with experimental results. As illustrated in 
Table 4, the A0-value calculated with the BHP86 functional provide the best quanti-
tative agreement with the experimental data. The calculated anisotropic hyperfine 
coupling constants are also listed in Table 4. 

The AD-values calculated using the SO + SR ROKS method provide the best 
quantitative agreement with experimental results relative to the SR UKS method. 
The 51V AD-values calculated for VO(gly)2 using Gaussian are also quite close to 
the experimental results (~85–95% of experimental value) and are much less sensi-
tive to the choice of functional than the corresponding A0 calculations. Similar 
agreement is observed for AD,x and AD,y.

These results are in agreement with previous studies by Munzarova and Kaupp, 
who observed that the calculated A0-value for transition metal complexes is sensi-
tive to the choice of functional [69]. For A0-value calculations of vanadyl com-
plexes containing Schiff bases, Munzarova and Kaupp [62] found that the best 
quantitative agreement with experimental data was found for the hybrid functionals 
B3PW91 and BHPW91. The same general trends in calculated values were ob-
served for all of the VO2+ complexes examined, as previously suggested by Kaupp, 
who pointed out that the deficiencies in density functionals are systematic for com-
plexes of related electronic structure [62]. 

In the next example, the structural insight that can be obtained from DFT cal-
culations by taking into account that the deviations from experimental values are 
systematic for complexes with similar electronic structure will be illustrated. As 
discussed in section 1.3, the EPR spectra of VO2+ complexes (square pyramidal or 
bipyramidal) in which different equatorial ligands are present can be interpreted 
using an empirical additivity relationship [2,7]. The additivity relationship can be 
used to calculate the vanadium hyperfine coupling constant, A||, for a VO2+ com-
plex when the number and identity of the equatorial ligands are known. 
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In a recent study, Pecoraro and coworkers reported the use of the additivity re-
lationship to predict the orientation of equatorial imidazole rings relative to the 
VO2+ bond in VO2+ model complexes [92]. The results of Pecoraro’s study sug-
gested that the differences in additivity relationship values [2,15,37] for the coordi-
nated imidazole could be due to different orientations of the imidazole ring relative 
to the equatorial plane. In Pecoraro’s study, five new VO2+ imidazole model com-
plexes with the imidazole rings in different orientations with respect to the VO2+

bond were synthesized [92]. They found that A||(51V) (imidazole contribution) var-
ied from 120 to 138 MHz for parallel- and perpendicular-oriented imidazole 
ligands, respectively. 

Saladino and Larsen used DFT methods and model VO2+–imidazole com-
plexes to investigate the dependence of the vanadium hyperfine coupling constant 
on ligand orientation [84]. A model complex, [VO(imid)(H2O)4]2+, was constructed 
and optimized so that the effect of imidazole ligand orientation on vanadium hy-
perfine coupling constant could be investigated using DFT calculations. The dihe-
dral angle, , that characterizes the orientation of the imidazole ring relative to the 
V=O bond was varied from 0 to 345°. For each value of the dihedral angle, the 
vanadium hyperfine coupling constant, A( , was calculated using the relativistic 
methods of van Lenthe and coworkers [65]. The A-values were calculated using 
two different methods, the SR UKS method (A0) and the SO + SR ROKS method 
(AD). The most accurate A-values for transition metals when spin–orbit effects are 
small are currently obtained by combining A0 values calculated using the SR UKS 
method and AD calculated using the SO + SR ROKS method. The principal values 
of the A-tensors for the [VO(imid)(H2O)4]2+ complexes were calculated with the 
different methods and as a function of the dihedral angle. The combined A33-value 
(or A||-value assuming axial symmetry) vs. the dihedral angle is plotted in Figure 5. 
The calculated A||(51V) values vary systematically with the dihedral angle. The 
theoretical basis for the orientation dependence of the vanadium hyperfine cou-
pling constant is the overlap between the unpaired electron in the vanadium dxy
orbital and the aromatic p orbital of the coordinated imidazole nitrogen [84]. As the 
imidazole ring is rotated through a dihedral angle of 0 to 90°, the overlap between 
the aromatic p orbital and the vanadium dxy orbital (Fig. 3) decreases, leading to a 
decrease in the hyperfine coupling constant. Computationally, this was explained 
by examining the contributions of the dxy and aromatic p orbitals to the singly oc-
cupied molecular orbital (SOMO), which trended accordingly [84].

Recently, Britt and colleagues conducted an ESE-ENDOR study of vanadyl 
complexes of Hcapca (N-{2-(2-pyridylmethylene(amino)phenyl]pyridine}-2-car-
boxamide) to experimentally measure the vanadium hyperfine and quadrupole 
coupling constants [60]. Complementary DFT calculations for various vanadyl 
complexes were also completed, and the results confirmed experimentally ob-
served trends in the hyperfine and quadrupole coupling constants but were not 
quantitatively accurate. In part, this was attributed to the use of single-crystal struc-
ture coordinates for the calculations while the experiments were done on liquids or 
frozen solutions. 
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Figure 5. The calculated vanadium hyperfine coupling constant, A||(51V), for [VO(imid)(H2O)4]2+ as
a function of the dihedral angle, , is plotted using the data in Saladino and Larsen (2002) [84]. 
A||(51V) was calculated from A0(51V) (SR UKS, BP86) + AD(51V) (SR + SO ROKS, BP86). The data 
were fit to A|| = A + B(sin 2  – 90), where A = –423 MHz and B = –6.7 MHz. Adapted with permis-
sion from Saladino and Larsen [84].  Copyright © 2002, American Chemical Society. Please visit 
http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color version of this il-
lustration.

DFT methods can be effectively used to calculate vanadium hyperfine cou-
pling constants for vanadyl complexes with the following caveat. Careful attention 
must be paid to the choice of functional since the DFT methods are often limited 
by the ability of the exchange and correlation functional to accurately predict spin 
polarization for transition metals. However, since deviations from experimental 
values are systematic for a series of complexes such as VO2+ complexes, DFT cal-
culations can be used to investigate trends in vanadium hyperfine coupling con-
stants with changes in structure. Similarly, trends in vanadium quadrupole coupling 
constants are reproduced by DFT calculations, but quantitative agreement with 
experiment is still not satisfactory. 

3.3. DFT Calculations of Ligand Hyperfine and Quadrupole 
Coupling Constants 

DFT methods can be used to calculate hyperfine coupling constants for ligands 
in vanadyl complexes. The ligand hyperfine coupling constants are generally 10 to 
100 times smaller than metal hyperfine coupling constants, thus requiring increased 
quantitative accuracy from the DFT calculations. Experimentally, ligand hyperfine 
coupling constants for vanadyl complexes are usually too small to be resolved in 
cw-EPR experiments and are measured using ENDOR or ESEEM techniques [28–
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30,37,38,46,49,93]. The data analysis for ENDOR and ESEEM experiments on 
vanadyl complexes can be significantly enhanced by the use of DFT calculations 
for ligand hyperfine and quadrupole coupling constants. Assignments of spectral 
features and the interpretation of the EPR spectra with respect to the structure can 
be strengthened by the application of DFT methods. 

Recently, 17O hyperfine coupling constants for the vanadyl aquo complex 
[VO(H2O)5]2+ were measured using W-band ENDOR [53]. DFT calculations [80] 
of 17O hyperfine tensors in [VO(H2O)5]2+, were used to assign the experimental 
hyperfine couplings for the equatorial and vanadyl oxygen ligands. The agreement 
between the experimental and DFT results was very good and confirmed the ex-
changeable nature of the vanadyl oxygen [53]. In a study of vanadium complexes 
with tridentate bisphenol ligands containing various donor atoms, 31P hyperfine 
coupling constants were calculated using DFT methods and were found to be in 
good agreement with experimental 31P hyperfine coupling constants [87]. 

In the next example, this time examining proton hyperfine coupling constants 
for [VO(H2O)5]2+, the effect of water ligand orientation on the hyperfine coupling 
constants was investigated using DFT methods [94]. Single-crystal ENDOR data 
[47] for the proton hyperfine coupling constants of [VO(H2O)5]2+ were used for 
comparison with the DFT calculated values. In the DFT study, the [VO(H2O)5]2+

complex was geometry optimized and then an SR UKS DFT calculation of the 
proton hyperfine coupling constants was completed [94]. Subsequently, one of the 
equatorial water molecules was systematically rotated by 15° (while the other wa-
ter molecules remained in their original orientations), and the DFT calculation was 
repeated for each orientation so that the proton hyperfine coupling constants 
(A0(1H)) of the equatorial water ligand could be mapped as a function of orientation. 
The proton hyperfine coupling constants for each of the two protons, Ha and Hb, on 
the water molecule being rotated, are graphed in Figure 6. The proton hyperfine 
coupling constant is sensitive to orientation and varies from 10 to –1 MHz as a 
function of dihedral angle. These results can be rationalized by considering the 
overlap between the vanadium dxy orbital and the hydrogen molecular orbitals, 
which is maximized when the hydrogen atoms are in the equatorial plane and 
minimized when the hydrogen atoms are rotated out of the equatorial plane. 

The DFT results can be compared with experimental single-crystal ENDOR 
results for [VO(H2O)5]2+ [47]. The single-crystal results indicate that there are two 
groups of protons with approximately equivalent proton hyperfine coupling con-
stants. The first four protons have A0(1H) values of –0.39, 4.08, –0.05, and 4.57 
MHz. The second four protons have A0(1H) values of 8.67, 7.14, 7.73, and 6.96 
MHz. The interpretation supported by the DFT results in Figure 6 is that the first 
two water molecules are located approximately perpendicular to the equatorial 
plane and the second two water molecules are oriented in or nearly in the equato-
rial plane. This demonstrates the potential for using DFT calculations to obtain 
structural insight for vanadyl complexes. 

Nitrogen–ligand hyperfine and quadrupole coupling constants for vanadyl 
model complexes can also be calculated using DFT methods. A series of nitrogen 
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Figure 6. Calculated isotropic proton hyperfine coupling constants, A0(1H), plotted versus 
the angle of rotation of an equatorial water molecule in [VO(H2O)5]2+ relative to the equato-
rial plane. The variation of A0(1H)for each proton, Ha and Hb, on the water molecule is shown 
as a function of the rotation angle of the water molecule using data from Larsen [95]. Two of 
the possible orientations for the water molecule are illustrated schematically. Adapted with 
permission from Larsen [95]. Copyright © 2001, American Chemical Society. Please visit 
http://www.springer.com/978-1-4419-1138-4 to view a high-resolution full-color version of 
this illustration. 

containing vanadyl model complexes for which experimental EPR data and in most 
cases, crystal structures, are available served as a testing ground for the application 
of DFT methods to the calculation of ligand hyperfine and quadrupole coupling 
constants. The nitrogen hyperfine and quadrupole coupling constants for a group of 
VO2+ complexes containing amine (VO(gly)2, VO(edda)), imine (VO(meox)2,
VO(salen)) and isothiocyanate ([VO(SCN)4]2–) groups were calculated using rela-
tivistic DFT calculations [63] [gly = glycinate, edda = ethylenediamine-N,N -
diacetate, meox = oxobis(2-methylquinolin-8-olato); and salen = N,N -bis(salicyli-
dene)ethylenediamine]. Selected results are listed in Table 5, and the complete 
results can be found in Saladino and Larsen [63]. The calculated values were com-
pared with experimental data obtained from high-resolution EPR measurements. 
The agreement between the experimental and the calculated A0(14N)-values 
was very good, with deviations ranging from <1% for VO(edda) to ~10% for 
VO(meox)2, with an average deviation of ~4%. The calculated nitrogen A0-values 
vary systematically with nitrogen type from ~–5 MHz for amine complexes, to –6 
to –7 MHz for imine complexes to –7 to –8 MHz for isothiocyanate complexes, 
which reflects the experimental trend observed by Fukui and coworkers [44] and 
LoBrutto and coworkers [31] (Table 1). 
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Table 5. DFT Calculated and Experimental Hyperfine A0(14N)
and Quadrupole Coupling Constants (Qz) for VO2

+ Complexes 
with Equatorially Coordinated Nitrogen Ligandsa

A0(14N) Qz(14N)
 SR A0(14N) SR Qz(14N) SR 
Complexb UKS exp. UKSa exp. UKSa exp.

VO(gly)2 –4.87 –5.10c –1.68 –1.35c 0.27 0.48 
VO(edda) –4.97 –4.98c –1.62 –1.55 c 0.42 0.48 
VO(meox)2 –6.73 –6.18d –1.33 –1.17 d 0.09 0.13 
VO(salen) –6.06 –5.83c –1.30 –1.20 c 0.47 0.33 

 –6.19 – –1.24 –1.20c 0.52 – 
VO(NCS)4

2– –7.09 –7.47c –0.65 –0.50 c 0.03 0.00 

a The table is adapted from [63]. Qz(14N )and A0(14N) are expressed in MHz.
bAbbreviations: gly, glycinate; edda, ethylenediamine-N,N -diacetate; meox, oxobis(2-methylquinolin-
8-olato); and salen, N,N -bis(salicylidene)ethylenediamine. 
c Data from [44]. 
d Data from [29]. 

Both direct singly occupied molecular orbital (SOMO) and indirect spin po-
larization may contribute to the isotropic hyperfine coupling constant. For these 
vanadyl complexes, the unpaired electron on the vanadium atom occupies a dxy
orbital. Consequently, the overlap with the nitrogen ligand p orbitals is small and 
therefore direct spin polarization contributions are not expected to be significant. 
The primary contribution to the nitrogen isotropic hyperfine coupling constant is 
from an indirect spin transfer mechanism in which the nitrogen p orbital is polar-
ized by an exchange interaction with the unpaired electron on the vanadium [95]. 
The SR UKS method includes spin polarization effects and therefore provides very 
good agreement with experimental data. The anisotropic contributions to the 14N
hyperfine coupling constant tensor, AD,x, AD,y, and AD,z, were also calculated, but the 
quantitative agreement with experiment was not as good as for A0.

The DFT computational results for Qz for the vanadyl complexes with nitrogen 
ligands are listed in Table 5 and are in good agreement with the experimental data 
[63]. The deviation between the calculated and experimental values ranges from 
5 to 25%, with an average deviation of 14%. Qualitatively, the computational re-
sults exhibit the same trend as the experimental Qz values in that Qz varies from 
amine (~–1.6 MHz), to imine (~–1.2 MHz), to isothiocyanate (~–0.65 MHz). Re-
cently, Warncke and coworkers reported a DFT computational study of the NQCCs 
of imidazole derivatives and the impact of the molecular environment [96]. 

3.4.  Outlook 

In this section, the use of DFT methods to calculate the EPR parameters for 
vanadyl model complexes was reviewed. Examples of DFT calculations of vana-
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dium hyperfine coupling constants for vanadyl model complexes with water and 
glycine ligands were presented. DFT calculations of ligand hyperfine and quadru-
pole coupling constants were also included. The limitations of the current computa-
tional DFT methods were discussed as well as strategies for optimizing the per-
formance of these methods. There are still deficiencies in the quantitative accuracy 
of the calculated vanadium hyperfine coupling constants due to the shortcomings 
of exchange and correlation functionals with respect to spin polarization. However, 
since the spin polarization is systematically underestimated for vanadium hyperfine 
couplings, trends in these parameters can be reproduced, thus providing valuable 
insight into how the vanadium hyperfine coupling constants vary with structure. 
The DFT calculations of ligand and quadrupole hyperfine coupling constants gen-
erally showed better quantitative agreement with experimental results relative to 
the vanadyl hyperfine coupling constant. Future advances in computational meth-
ods will improve the accuracy of the DFT methods so that the “holy grail” of using 
DFT calculations of EPR parameters to elucidate structure–function relationships 
in vanadyl protein complexes will eventually be realized. 

4.  SELECT PROTEIN STUDIES 

4.1.  Pyruvate Kinase 

Pyruvate kinase (PK) is one of the most heavily studied enzymes that requires 
metal ion cofactors but is not a metalloenzyme itself [40]. PK catalyzes the phos-
phate transfer reaction between ADP and phosphoenolpyruvate (PEP) to form ATP 
and pyruvate. Oxalate is a competitive inhibitor of the enzyme [97]. The enzyme 
requires divalent and monovalent cations (e.g., Mg2+ and K+) for activity. Normally 
Mn2+ (S = 5/2) is used as a surrogate probe for Mg2+ in magnesium-activated en-
zymes, but the use of VO2+ has some advantages. Since VO2+ is an S = 1/2 spin 
system, the interpretation of hyperfine couplings is more straightforward than with 
Mn2+, making it easier to obtain structural information [40]. The VO2+ ESEEM 
study of PK by Tipton and coworkers [40] represents the richest system reported to 
date where a variety of couplings (i.e., from 13C, 133Cs, 23Na, 14N, and 2H) has been 
measured. Relatively large couplings from 203,205Tl and 17O have been observed in 
cw-EPR spectra of PK as well as line broadening from unresolved 31P hyperfine 
interactions [97,98]. 

The VO2+–PK complex has only weak catalytic activity [97]. Nevertheless, 
studies of this complex with monovalent ion cofactor (Tl+, Na+, or Cs+), substrate 
PEP, product pyruvate, and inhibitor oxalate have provided insight into assembly 
of the active site complex [40,97,98]. 14N couplings in the ESEEM were assigned 
to the equatorial coordination of the -amino group of lysine to the VO2+ ion on the 
basis of the striking similarity to the spectrum of VO(glycine)2, which is a model 
complex for primary amine coordination. These spectra were quite unlike that seen 
with VO(imidazole)4, a model for imine coordination. Couplings of A0(14N) = 4.9 
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MHz and Qz(14N) = 1.28 MHz were obtained for the protein complex, values essen-
tially identical to those for the glycine complex (Table 1). 

Upon establishing that the metal binding site of PK involves a lysine residue, 
Tipton et al. [40] proceeded to examine other structural features of the metal site 
complex. An isotropic coupling of A0(31P) = 4.1–4.4 MHz from 31P in the Mn2+

complex Mn–PK–MgATP–oxalate was observed, indicating direct coordination to 
phosphate. While such a coupling was not reported by Tipton et al. [40] for the 
corresponding VO2+ complex, line broadening in the cw-EPR spectrum indicates 
that phosphate is probably also coordinated in both the VO–PK–PEP and the VO–
PK–PG complexes (PG  phosphoglycolate) but not in the VO–PK–ATP complex, 
where line broadening is absent [97]. 17O labeled pyruvate, oxalate, and glycolate 
produced resolved splittings of ~6 G in the cw EPR that were interpreted as biden-
tate coordination of the anion [97]. Such coordination was corroborated by ESEEM 
studies of the [1–13C]pyruvate and [2–13C]pyruvate complexes, i.e., VO–PK–
pyruvate, showing 13C couplings of A0(13C) = 2.2 and 2.0 MHz, respectively [40]. 
Dipolar interactions between 2H of deuteromethylpyruvate, [2H3]pyruvate, and the 
electron spin of the VO2+ ion produced a signal at 2.2 MHz in the 3-pulse ESEEM 
spectrum. From simulation in which a point dipole model was assumed, a vana-
dium–deuterium distance of 4.0 Å was obtained. This value is reasonable for bi-
dentate coordination through the -oxo and carboxyl groups of pyruvate. Although 
the values of A||(51V) and g|| of the VO2+-PK complex with various substrates are 
consistent with an equatorial ligand field of oxygen donor atoms [97], the magni-
tude of the isotropic 14N coupling of lysine (4.9 MHz) indicates that it most likely 
occupies an equatorial position in the first coordination sphere since axially coor-
dinated amines have isotropic couplings of only ~1.3 MHz [31]. 

Studies of the structural replacement of the monovalent ion K+ using 23Na and 
133Cs as probes produced modulations in the three-pulse ESEEM [40]. By ratioing 
the modulation patterns of the VO–PK–Na+–oxalate and VO–PK–K+–oxalate com-
plexes, the decay function was eliminated and contributions from 23Na to the 
ESEEM could be readily seen. The resultant 23Na modulation pattern was Fourier 
transformed, a narrowed spectral region selected corresponding to the 23Na absorb-
ance, and the spectrum back transformed. The modulation pattern of the back-
transformed spectrum could be adequately simulated using a VO2+–23Na distance 
of 4.8 ± 0.2 Å, indicating that the monovalent cation is in close proximity to the 
divalent metal ion and constitutes part of the active site complex. This finding is in 
accord with the earlier study showing resolved 203,205Tl (I = 1/2) splittings of 26–31 
G in the cw-EPR spectrum. The value of the splitting depended on the substrate or 
substrate analogue employed in the VO–PK–substrate complex (substrate = pyru-
vate, 2-fluoropyruvate, phosphoenolpyruvate, or acetopyruvate) and thus is sensi-
tive to the identity of the substrate bound at the active site [98]. The work of Lord 
and Reed [97,98] and that of Tipton et al. [40] demonstrate the utility of both cw 
EPR and ESEEM of VO2+–protein complexes for obtaining detailed structural in-
formation about the assembly of the active site. 
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4.2.  S-Adenosylmethionine Synthetase 

S-Adenosylmethionine synthetase catalyzes the transfer of the adenosyl group 
of ATP to the sulfur of L-methionine (Met) to produce S-adenosylmethionine 
(AdoMet). It is a homotetramer of molecular weight 180,000 Da. Each monomer 
unit has two divalent metal ion sites (normally Mg2+ or Mn2+) and a monovalent  
metal ion site (e.g., K+). Substrate binding is required for the binding of divalent 
metal ions at one site, while the other site is independent of substrate binding. VO2+

binds to the substrate-independent site. When the substrate-dependent site is occu-
pied by Mg2+, the VO2+ enzyme is catalytically active. Multifrequency 3-pulse 
ESEEM was employed to determine the coordination sphere in a number of differ-
ent complexes [39]. 

All of the ESEEM spectra showed peaks characteristic of 14N. To establish the 
identity of the nitrogen ligand(s) responsible, protein was prepared with 15N-
labeled -amino nitrogen of lysine and the various complexes examined. In all 
cases the 14N peaks were lost, confirming that the -amino group of lysine is a 
ligand to the vanadium. However, modulations from 15N, which are typically more 
difficult to observe, were absent from the spectra. Simulations of the spectra of E–
VO–ATP–Met–K gave A0(14N) = 4.3 MHz, e2Qq = 3.7 MHz, corresponding to 
Qz(14N) = 1.85 MHz, and  = 0.3. Similar measurements with E–VO–AdoMet–K 
gave 14N parameters A0(14N) = 5.5 MHz, e2Qq = 3.0 MHz, corresponding to 
Qz(14N) = 1.5 MHz, and = 0.3 (Table 1). Isotopic labeling of AdoMet demon-
strated that in this latter case the coupling arises from the -amino group of me-
thionine. This specific study was of particular importance since it was the first 
documented case of coordination of -amino groups in a vanadyl–protein complex 
and helped to confirm the previous assignment of lysine coordination in pyruvate 
kinase [40]. Moreover, this study further established that the 14N nuclear hyperfine 
couplings seen with primary amine coordination is typically 1–2 MHz smaller than 
those from imine of imidazole coordination (Table 1); the highest value for a pri-
mary amine coordination differs from the lowest value for imidazole coordination 
by ~0.5 MHz. Thus, based on the value of A0(14N) one can reasonably assign the 
origin of the nitrogen donor ligand, the range of A0(14N) values reported in this 
paper being 4.3–5.5 MHz [39]. 

A number of substitutions were made to look for couplings with other nuclei, 
i.e., Tl+ (I  = ½) substituted for K+, and deuteration and 13C enrichment of the me-
thionine methyl group. The ESEEM spectra were unchanged. Moreover, no cou-
plings from 31P were observed. These negative results suggest that the methyl 
group is not “proximal” to the vanadium but is probably nearby. The observation 
of 203,205Tl couplings in cw EPR indicates that the Tl+ site is adjacent to the VO2+

site and is part of the active site [99], as noted above for pyruvate kinase. The EPR 
lines were narrowed in D2O, possibly a consequence of coordinated H2O [90] 
and/or exchangeable protons of the coordinated amino nitrogen. Through the use of 
additivity relationships and the ESEEM data, a probable set of equatorial ligands to 
the vanadium were proposed — namely, two phosphate oxygens, a water molecule, 
and a lysine -amino nitrogen. 
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4.3.  Imidazole Glycerol Phosphate Dehydratase 

Imidazole glycerol phosphate dehydratase (IGPD) is an enzyme involved in 
the biosynthesis of the amino acid histidine. It removes a water molecule from imi-
dazole glycerol phosphate to produce imidazole acetol phosphate [100]. The activ-
ity, protomeric 24mer assembly, and quaternary structure of the enzyme depends 
on the binding of a divalent metal ion. Mn2+ activates IGPD most effectively. On 
the other hand, VO2+, while facilitating the assembly of the protein, results in an 
enzyme that has activity only 0.3% of that of the Mn2+ form. The nature of the 
VO2+ binding site has been explored using cw-EPR, cw-ENDOR, and ESEEM 
spectroscopies [35,100]. The EPR spectra show the presence of at least three pH-
dependent forms ( , , and ) of VO2+ binding to the protein that probably repre-
sent different conformational states of the metal bindings site. 1H ENDOR shows 
numerous couplings ranging from 0.2 to 3.7 MHz, mostly from nonexchangeable 
protons since they are also observed in D2O. An exchangeable 1H with a coupling 
of ~0.5 MHz is observed when the field is on the MI = –3/2 perpendicular line of 
the EPR spectrum and was tentatively assigned to an amide proton of equatorially 
coordinated histidine. The resonances from nonexchangeable 1H were attributed to 
protein protons. Employing additivity relationships for the A||(51V) values for the ,

, and  forms suggest that the equatorial ligand field is one of mostly nitrogen 
donors, i.e., histidyl residues, in all three species. The low pH = 6.0  species ap-
pears to have an H2O in place of histidine relative to the  species. The low-
frequency region (<6 MHz) of the cw-ENDOR spectrum shows features ascribable 
to 14N; however, its complexity precludes simple analysis, perhaps due to the pres-
ence of three vanadium subspecies and multiple coordinating histidyl groups. From 
the double quantum ( MI = 2) observed at 8.7 MHz in the ENDOR, a 14N coupling 
of Ax,y(14N) ~ 7 MHz was obtained [100]. Subsequent stimulated echo ESEEM 
measurements along with simulations provided an improved assessment of the 14N
parameters — namely, Ax,y(14N) ~ 7.0 MHz and Az(14N) ~ 7.5 MHz — as well as 
the quadrupole parameters Qz(14N) = 0.88 MHz and  ~ 1.0 [35]. From considera-
tions of 1H ENDOR as well as the 14N ENDOR data, models for the  and  forms 
of the binding site were proposed, the  form consisting of equatorial coordination 
of three His residues and a water molecule, with the axial position occupied by a 
fourth His residue. In the  form four histidine residues are coordinated equato-
rially with the axial ligand unidentified [100]. 

4.4.  ATP Synthase 

The ATP synthase from Bacillus PS3 couples the phosphorylation of ADP to 
form ATP through an H+ ion gradient and requires Mg2+ as a cofactor. The soluble 
part (TF1) of the membrane-bound protein has ATPase activity and is similar to 
that (CF1) isolated from chloroplasts. VO2+ binding at the M1 site of TF1 was car-
ried out to gain insight into the ligand environment of the vanadium and, by infer-
ence, that of the native metal Mg2+ [36]. While the cw-EPR spin Hamiltonian pa-
rameters were consistent with the presence of nitrogen ligands, 3-pulse ESEEM in 
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conjunction with HYSCORE clearly showed the presence of two nitrogen donor 
ligands, A0(14N) = 4.75 and 6.5 MHz, respectively, assigned to -amino of lysine-
164 and the imidazole of His-324 of the  subunit of the protein complex. This is 
the first example of both types of nitrogen coordination in a single vanadyl–protein 
complex. Again, the 14N coupling of the amine nitrogen is smaller, whereas its 
quadrupole coupling Qz(14N) is larger than those of imine nitrogen (Table 1). Pre-
vious studies with other metal derivatives of the protein had failed to detect his-
tidine coordination in the metal–protein complex. 

Significantly, the binding of ATP causes the appearance of correlation patterns 
in the HYSCORE that are assigned to hyperfine couplings from 31P  (A0 = 15.5 
MHz) and 31P  (A0 = 8.7 MHz) in the VO–TF1–ATP complex. Thus, the nucleotide 
binding site is next to the M1 site. The in-plane ligand environment is assigned to 
two nitrogens (amine of lysine and imine of histidine) and the  and  phosphate 
groups of ATP. The implications of these findings with respect to the catalytic 
mechanism are discussed in [36]. 

4.5.  D-Xylose Isomerase 

D-xylose isomerase (XylI) is a homotetramer of subunits that catalyzes the 
isomerization of -D-xylose to -D-xylulose and D-glucose to D-fructose. The 
activity of the enzyme is dependent on two divalent metal ion binding sites per 
subunit, designated A and B. The enzyme is activated by Mg2+ and Mn2+ but inhib-
ited by VO2+, which binds at the B site when the A site is occupied by Cd2+ [101]. 
The ligands of the B binding site as derived from the crystal structure of the Mn2+

enzyme consist of three carboxylate groups of aspartate and glutamate residues and 
the imidazole group of a histidine residue along with a water molecule [101]. An 
early ENDOR study of the 4VO2+/4Cd2+ protein complex with coordination at the 
B sites showed an unusually large 14N coupling of 13.2 MHz for a protein or model 
complex [101]. 

An ESEEM study was undertaken to better understand the nuclear hyperfine 
coupling of VO2+ to histidine in this protein and to explore the use of orientation-
ally selected spectroscopy to obtain structural information regarding the coordina-
tion to imidazole in the VO2+–protein complex [34]. Two- and three-pulse 14N
ESEEM were conducted across the EPR powder-pattern envelope of transitions 
and the FT-ESEEM 14N spectra simulated. Excellent correspondence between the 
experimental and simulated 2-pulse spectra was obtained for various values of the 
applied magnetic field (Fig. 7). From a detailed analysis of the spectra, the princi-
pal values of the 14N electron–nuclear coupling constant were determined — 
namely, A||(14N) = 5.7 MHz, A (14N) = 5.9 MHz, and A0(14N) = 5.7 MHz — and 
quadrupole couplings of Q||(14N) = 0.64 MHz, Q (1)(14N) = 0.17 MHz, and 
Q (2)(14N) = 0.83 MHz. Their relative orientations with respect to each other and 
with respect to the principal axes of the g-matrix of the VO2+ ion were established 
within a limited range of angles. 
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Figure 7. Cosine two-pulse FT-ESEEM spectra of 4VO2+/4Cd2+ D-xylose isomerase ob-
tained at various field positions in the EPR spectrum. Experimental (upper) and simulated 
(lower) curves are shown. Reproduced with permission from Dikanov et al. [34]. Copyright 
© 1995, American Chemical Society. 

The proton sum-combination peaks in the four-pulse ESEEM were also meas-
ured as a function of applied field. Simulations of the spectra indicated the pres-
ence of two protons at distances of 3.25 and 2.8  based on the point–dipole ap-
proximation. The directions of the principal axes of the proton hyperfine tensors 
relative to the g-matrix of the complex were also determined. This orientation and 
distance information was used to assign protons to the nonexchangeable H1 and 
H2 protons of the imidazole ring. The combined 14N and 1H data led to the struc-
ture proposed in Figure 8, where coordination is through the N3 (imine) nitrogen of 
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Figure 8. Proposed structure for histidine coordination in vanadyl D-xylose isomerase based 
on the 14N quadrupole and nuclear hyperfine tensors. Reproduced with permission from Di-
kanov et al. [34]. Copyright © 1995, American Chemical Society. 

the imidazole ring. The directions of the principal components of Q are indicated 
relative to the imidazole plane. Coordination is suggested to be along the y-axis of 
the 51V nuclear hyperfine tensor. The ESEEM data on the VO2+ complex in con-
junction with the x-ray structure of the Mn2+ enzyme are consistent with the struc-
ture in Figure 8. 

The values of the electron–nuclear 14N hyperfine coupling derived from the 
ESEEM data are ~6 MHz and are in accord with the couplings seen in model com-
pounds and other protein complexes. The earlier report of a coupling of 13.2 MHz 
from ENDOR measurements [101] was suggested to be due to the observation of 
double quantum transitions in that work [34]. 

4.6.  Transferrins 

Human serum transferrin, lactoferrin, ovotransferrin, and melanotransferrin 
belong to a class of iron(III) binding proteins that stem from a common ancestral 
gene and are collectively known as the “transferrins” [102]. The primary function 
of serum transferrin is the transport of Fe(III) in blood plasma from the gut to bone 
marrow for the synthesis of heme and to other iron-requiring organs and cells. Lac-
toferrin has multiple functions, including involvement in the immune response and 
bactericidal effects. All the transferrins are composed of two similar binding sites 
located in separate N and C binding lobes of the protein in which the ligands are 
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two Tyr, one His, an Asp residue, and a bidentate carbonate. The synergistic anion 
carbonate is required for Fe3+ binding [102]). 

VO2+ was first employed many years ago as an EPR probe of the inequiva-
lence of the N and C iron binding sites of the protein and their conformational 
properties [103]. A large number of other studies followed. ESEEM has been used 
to study the structure of the transferrin and lactoferrin complexes, particularly re-
garding the coordination of the histidine residues and the synergistic anion carbon-
ate [28]. Two-pulse ESEEM showed pronounced low-frequency modulations at-
tributed to 14N of the imidazole group of His. Simulations gave A0(14N) = 6.6 MHz 
and Qz(14N) = 0.75 MHz, with  = 0.5 and r = 2.0 Å (the 14N–V distance) for the 
lactoferrin complex with carbonate as the synergistic anion. These values are com-
parable to those for other VO2+ protein complexes involving histidine coordination 
in the equatorial plane of the vanadium (Table 1). Replacement of carbonate with 
oxalate causes A0(14N) to increase from 6.6 to 7.0 MHz and probably reflects some 
small structural reorganization of the binding site when the synergistic anion is 
changed. Use of 13C-enriched carbonate and oxalate revealed 13C modulations, 
demonstrating coordination of the anion to the vanadium. Simulation of the ratio of 
13C/12C modulation patterns indicated that the isotropic 13C coupling is negligible, 
the interaction being adequately treated as point dipolar, giving r ~ 2.7–2.9 Å for 
the vanadium–carbon distance. The modulation depths for the oxalate complexes 
of transferrin and lactoferrin were twice as deep as for the carbonate complexes, an 
observation arguing for bidentate coordination of oxalate to the vanadium. A single 
exchangeable water molecule at approximately 2.9 Å was observed in D2O/H2O
experiments, but its origin is obscure. There does not appear to be water in the first 
coordination sphere of the vanadium. 

4.7.  Ferritin 

Ferritin is an iron storage and detoxification protein found widely distributed 
among the plant, microbial, and animal kingdoms. Fe2+ and O2 (or H2O2) are sub-
strates for the protein-catalyzed ferroxidation reaction, which produces a hydrous 
ferric oxide mineral core of up to 4500 Fe inside the shell of the protein [104]. 
VO2+ was originally used as a probe to demonstrate the binding of Fe2+ and Fe3+ to 
the protein as well as the binding of Tb3+, Zn2+, and Cd2+, which are known inhibi-
tors of iron deposition [105,106]. Subsequent studies of rats on vanadium-
supplemented diets revealed that vanadium as VO2+ becomes associated with fer-
ritin of the liver, spleen, and kidney, its presence being evident from its characteris-
tic EPR spectrum [107,108]. Thus, an understanding of the sites where VO2+ binds 
is of interest, not only because they are also the binding sites for iron, but also be-
cause they are important for understanding the metabolism of vanadium as well as 
the role that ferritin plays in vanadium detoxification. 

Based on the vanadium binding stoichiometry of ~16 VO2+/ferritin, two VO2+

ions were proposed to bind in each of the 8 hydrophilic channels that run along the 
3-fold axes leading to the interior of the protein [106]. However, subsequent 
ENDOR [109] and ESEEM [30] revealed 14N electron–nuclear hyperfine couplings 
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that were not evident in the EPR spectrum. Since the channels contain only aspar-
tate, glutamate, and serine residues as potential vanadium ligands, the earlier pro-
posal [106] was shown to be incorrect. The ENDOR experiments showed cou-
plings to two 14N (Az ~ 7.1 and ~6.3 MHz) that were tentatively assigned to the 
coordinated and remote nitrogens of the imidazole group of histidine [109] based 
on the early model compound work with VO(Im)4

2+ and assignments made there 
[37]. Since subsequent work has shown that the coupling of the 14N of the remote 
nitrogen is about 20 times smaller than that of the directly coordinated nitrogen 
[38], the two 14N couplings of 7.1 and 6.3 MHz reported for VO2+ cannot be due to 
coordinated and remote nitrogens. They most likely arise from VO2+ binding to 
two types of sites on the protein or to two conformations of VO2+ binding at the 
same site. Subsequent studies of VO2+ binding to site-directed mutants of recombi-
nant human H-chain ferritin have implicated His118 located at the outer opening to 
the 3-fold channel as the ligand for VO2+ [110] and not His128 located at the inner 
opening to the channel as originally suggested [30]. ESEEM shows only a single 
14N coupling of 7.1 MHz [30]. The smaller coupling of 6.3 MHz observed by 
ENDOR perhaps is not resolvable in the ESEEM spectrum or it represents a minor 
component in the different samples prepared for ESEEM. 

The VO2+ spectrum with ferritin shows at least two environments of the metal 
called  and , originally proposed to arise from two forms of the bound metal in 
different sites or regions of the protein, the  form being favored at high pH [105]. 
Much later 2-pulse ESEEM measurements of the proton sum-combination peak led 
to the proposal that the  and  forms of VO2+ arise from binding at the same site 
and are due to deprotonation of a cis-coordinated H2O with V–H distances of ~2.6 

 [30]. Careful examination of the intensities of the  and  peaks of various site-
directed mutants later showed that, while the two forms may differ by deprotona-
tion of a coordinated H2O to form coordinated OH–, they most likely represent 
VO2+ binding to distinct sites on the protein and not from two forms of the same 
site [110]. Electron resonance studies of the VO2+–ferritin complex is an example 
of a continually evolving story where the advent of high-resolution techniques in 
conjunction with site-directed mutagenesis has improved our understanding of va-
nadium interactions in this protein; however, much remains to be learned about this 
complicated metal binding system. 

5.  TISSUES 

5.1.  Kidney and Liver 

Studies of the bioaccumulation of vanadium in tissues has a long history 
[3,111]. Early studies employed 48V radioisotope to determine the tissue distribu-
tion of the metal. The proteins to which it was bound were typically separated 
by chromatography and electrophoresis of tissue homogenates and subsequently 
identified (see Chasteen et al. [107,108] and the references therein). However, 
these measurements provide no information regarding the oxidation state of 
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the vanadium or its ligand environment. Tissues of rats administered vanadium 
in various chemical forms exhibit EPR signals indicative of the presence of 
VO2+ [55,107,108,112–114]. Tissues showing VO2+ EPR signals include lung, kid-
ney, liver, spleen, and bone as well as the duodenum plus contents, fecal pellets, 
and urine. 

The EPR signals from liver and kidney of rats administered vanadium show a 
marked resemblance to those of VO2+ complexed with ferritin [107], a protein with 
which vanadium is known to be associated in vivo in these tissues. The first appli-
cation of ESEEM to tissues was reported by Fukui et al. [112] in their study of 
vanadium in the kidney and liver of rats injected with vanadyl sulfate solution. 
This study employed 2-pulse ESEEM MEM (maximum entropy method) power 
spectra from which 14N signals were extracted, yielding hyperfine couplings of 
A0(14N) = 5.0 MHz (liver) and 5.2 MHz (kidney), indicative of amine coordination. 
Estimates of the percentages of nitrogen-coordinating species in these tissues were 
obtained by comparing peak intensities with those of the VO2+–histidine complex 
as a standard. Values of ~50–55% and ~70–80% were obtained for kidney and 
liver, respectively. 

A more sophisticated and thorough study of the signals from kidneys of rats 
administered bis(ethylmaltolato)oxovanadium(IV) in drinking water was carried 
out by Dikanov et al. [114] using 3-pulse ESEEM and HYSCORE spectroscopies. 
Nuclear hyperfine and quadrupole coupling constants of A0(14N) = 4.9 MHz and 
Qz(14N) = 1.2 MHz were obtained [112]. Both the nuclear hyperfine and quadru-
pole couplings are in accord with amine coordination (Table 1), imine coordination 
having larger hyperfine couplings but smaller quadrupole couplings than observed 
for amine coordination. A somewhat higher estimate of the percentage of nitrogen-
coordinated species in kidney was obtained by Dikanov et al. [114] compared to 
Fukui et al. [112], but the method of administration of vanadium and the analytical 
approach were different in the two studies. 

The EPR parameters g|| = 1.945, A||(51V) = 168  10–4 cm–1, g  = 1.98, and 
A (51V) = 58  10–4 cm–1 observed by Dikanov et al. [114] are essentially identical 
to those reported for the pH ~ 7.5  form of VO2+ binding to horse spleen ferritin 
[105], a finding in accord with the previous assignment of the EPR signals in kid-
ney to those of a VO2+–ferritin complex [107]. However, whereas the tissue study 
showed amine coordination, ENDOR and ESEEM investigations of VO2+ com-
plexed to pure ferritin reveal imine coordination from histidine [30,109]. As 
pointed out by Dikanov et al.[114], imine coordination is more difficult to observe 
by 2- and 3-pulse spectra than amine coordination, so it may have been missed in 
the tissue measurements. Furthermore, VO2+ EPR spectra of the ferritin complex 
show overlapping signals from multiple forms of metal binding to the protein [110]. 
Some of the coordinated species may involve imine coordination and others amine 
coordination. 
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5.2.  Bone 

Bone is one of the primary tissues for the bioaccumulation of vanadium. The 
bones of rats administered vanadium compounds show EPR signals from VO2+ ion 
[55,56,113]. ESEEM and HYSCORE spectroscopy revealed couplings from 31P
and 1H [55,56]. Most notably, couplings from three distinct 31P nuclei were ob-
served. Single-frequency HYSCORE measurements do not allow the relative sign 
of isotropic coupling (A0(31P)) and anisotropic coupling (T(31P)), which is dipolar 
in origin, to be determined. The following combinations of A0(31P) and T(31P) for 
the three 31P nuclei were reported: A0(31P) = –14.25/12.38 and T(31P) = 1.87; 
A0(31P) = –9.19/7.72 and T(31P) = 1.47; and A0(31P) = –3.78/2.40 MHz and T(31P) = 
1.39 MHz. Here Az(31P) = A0(31P) + 2T(31P) and Ax,y(31P) = A0(31P) – T(31P). Re-
gardless of the uncertainty in sign of A0(31P) (which is probably negative [55]), the 
data indicate couplings of approximate magnitudes ~14, 9, and 3 MHz for the three 
phosphorus nuclei. The data at this point in time did not allow one to distinguish 
between the situation where a single VO2+ ion was simultaneously coordinated to 
three phosphate groups and the situation where VO2+ was coordinated to multiple 
sites. Regardless, the data demonstrated that VO2+ was bound to the inorganic 
phase of bone — namely, its phosphate-containing hydroxyapatite component. The 
observation of a 1H hyperfine coupling of ~3 MHz from HYSCORE measurement 
was consistent with the equatorial coordination of H2O or OH–.

Major insights into the structure of the complex in bone were obtained from an 
extensive two- and four-pulse ESEEM and four-pulse two-dimensional HYSCORE 
spectroscopy study of the 1:1 complex of VO2+ with monoprotonated triphosphate 
(TPH) [55]. In this instance the couplings from three 31P nuclei were observed —  
namely, A0(31P) = –15.90/14.0 and T(31P) = 1.94; A0(31P) = –8.82/7.33 and T(31P) = 
1.48; and A0(31P) = –2.01/0.88 MHz and T(31P) = 1.14 MHz, corresponding to iso-
tropic hyperfine couplings of approximately 15, 9, and 1–2 MHz. The largest cou-
plings of ~14 and 9 MHz correspond well with the couplings of 14.8 and 9.0 MHz 
reported for the  and  phosphorus nuclei of VO2+(ATP)2, where equatorial coor-
dination of the phosphate groups occurs [36]. The smallest coupling of 1–2 MHz in 
VO–TPH was assigned to axial coordination of a terminal phosphate from PPPi. A 
combination of HYSCORE and proton sum-combination peaks in the 4-pulse 1D 
ESEEM reveal the presence of protons associated with the ligands, most likely 
from two H2O molecules in equatorial positions. The water proton counts derive 
from comparison of the intensities of the sum-combination peak (relative to the 
matrix proton at 2 H) of the VO–TPH complex with that of VO(H2O)5

2+. The close 
correspondence between the spectral properties of the VO–TPH complex and that 
of bone strongly suggested that in bone the VO2+ is bound to the surface of 
the hydroxyapatite, and hence is solvent coordinated, and that the three phosphates 
coordinate in a facial complex with two phosphates coordinated equatorially 
and one axial to the V=O bond axis, with the remaining two equatorial positions 
occupied by H2O.
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6.  CONCLUSIONS 

VO2+ was originally introduced as a spin probe of metal binding sites in pro-
teins some thirty years ago. At that time, the ligand environment of the metal was 
inferred through measurements of g-factors and vanadium hyperfine coupling con-
stants and compared with those of model complexes. cw-EPR enabled the detec-
tion of multiple binding sites on several proteins and to measure conformational 
changes in these sites. In the intervening years, the development and application of 
high-resolution techniques have permitted the binding sites in proteins to be de-
fined in much greater detail. ENDOR — particularly pulsed ENDOR, ESEEM, and 
HYSCORE — have found widespread use in VO2+–protein and model complex 
studies. Through the use of these techniques, the isotropic and anisotropic compo-
nents of ligand nuclear hyperfine coupling constants have been measured, allowing 
nearby nuclei to be identified and their distances determined. HYSCORE has 
greatly facilitated spectral assignments through separating complex patterns of 
ESEEM lines and aiding in interpreting the nuclear transitions involved. 
HYSCORE has been especially useful in studying 31P interaction in complexes 
involving phosphate. DFT calculations have assisted in making spectral assign-
ments of model complexes and aided in understanding the dependence of the elec-
tronic structure of VO2+ complexes on geometry, as reflected in their spin Hamil-
tonian parameters. Multifrequency ESEEM measurements have become common-
place, which, when combined with spectral simulations, have increased the spectral 
information obtained. Proton sum-combination peaks in 2D ESEEM have proven 
useful in determining the number of weakly coupled 1H nuclei and their distances 
from the vanadium. Measurements of 51V quadrupole coupling constants show 
promise for studies of VO2+ coordination in proteins. 
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