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Preface

The goal of this book is to present some of the most successful and advanced
mathematical and numerical models used in the field of cardiac electrophysiology.
The bioelectric activity of the heart is the subject of a vast and still growing
interdisciplinary literature in medicine, physiology, bioengineering, mathematical
biology, chemistry, physics and bioinformatics. The long history and diversity of
this field of research is shown e.g. by the earlier monographs by Jack, Noble and
Tsien [250], Peskin [383], Nelson and Gezelowitz [346], Pilkington and Plonsey
[386], by the reference works by Pilkington et al. [387], Panfilov and Holden [369],
Keener and Sneyd [273], Gulrajani [215], Plonsey and Barr [393], Efimov et al.
[158], and by some of the periodic review books by Zipes and Jalife [588–590].
In the last decade, more specific monographs on computational electrocardiology
were published by Sachse [446], Pullan at el. [406], Sundnes et al. [502]; see
also Macfarlane et al. [312]. Since the emphasis of this book is on mathematical
and numerical aspects of the models and algorithms presented, we hope that this
monograph will present new elements and will complement the works above.

Electrocardiology deals with the description of both intracardiac bioelectric
phenomena and the extracardiac electric field generated in the animal or human
body. The practice of modern medicine relies on noninvasive imaging technologies,
such as CT, MRI and PET, for diagnostic purposes and for driving therapeutic
procedures. Even though cardiac arrhythmias are among the major causes of death
and disability, a noninvasive imaging technique yielding an accurate and reliable
diagnosis of the electrophysiological state of the heart is not yet available. Clinic
Electrocardiography deals with the detection and interpretation of noninvasive
potential measurements collected from the time course of the usual electrocardio-
grams (ECG) at a few points on the body surface or from the evolution of body
surface maps, i.e. potential distribution maps on the body surface reconstructed
from measures at numerous electrodes (100 or more, see the surveys by [504,511]).
Since the electrode location of the ECG is centimeters away from the heart
surface and the current conduction from heart to thorax yields a strong signal
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vi Preface

attenuation and smoothing, the information content of ECGs and body maps is
limited and it is a difficult task to extract from these signals detailed information
on pathological heart states associated with ischemia or sudden death. Indeed, the
origin of arrhythmogenic activity or the existence of abnormal electrophysiological
substrates in many cases may not be easily inferred from the sequence of cardiac
excitation.

The scientific base of Electrocardiology is the so-called Forward Problem of
Electrocardiology, i.e. modeling the bioelectric cardiac sources and the conducting
media in order to derive the potential field. Of considerable applicative interest are
also the so-called Inverse Problems of Electrocardiography in terms of potentials
(see e.g. the review [216, 442] and [68, 69, 415]) or in terms of the cardiac sources
(see e.g. [110, 439]).

In the past few decades, experimental electrophysiology has been increasingly
supported by the mathematical and numerical models of computational electro-
cardiology. The formulation of models at both cellular and tissue levels provide
essential tools in order to integrate the increasing knowledge of the bioelectrochem-
ical phenomena occurring through cardiac cellular membranes. Detailed cellular
phenomena are described in microscopic membrane models and the latter are then
inserted in macroscopic tissue models in order to investigate their effects at tissue
level. These coupled models are then validated by comparing simulated results with
experimental in vitro and in vivo data, generating a feedback loop that may lead to
improved and more detailed models and/or the redesign of new experiments. As a
further step, these electrophysiological models are being increasingly coupled and
integrated with mechanical models of tissue deformation, hemodynamical models
of cardiac blood flow and more in general with models of the cardiovascular
system. This complex integrative effort is the current focus of several research
projects, for example such as the Physiome Project (www.physiome.org.nz) and the
EC-sponsored Virtual Physiological Human (VPH) Initiative (www.vph-noe.eu).
Ultimately, the integration of these models should provide new tools enabling the
biomedical community to link genetic and proteomic databases to anatomy and to
functions at the cellular, tissue and organ level.

From a macroscopic point of view, the Forward Problem of Electrocardiology
is described by the so-called Bidomain model for the evolution of the intra,
extracellular and extracardiac potential fields. The two main components of the
Bidomain model are: (a) the dynamics of the ionic current flow through the cardiac
cellular membrane, modeled by a system of ordinary differential equations and
(b) a macroscopic representation of the cardiac tissue modeled as a bidomain
superposition of the intra and extra cellular media characterized by anisotropic
conductivity tensors associated with the fiber architecture of the myocardium.
The Bidomain model is computationally expensive because of the involvement of
different space and time scales. In fact, meaningful portions of cardiac tissue have
sizes on the order of centimeters, while the steep potential gradient is localized in
a thin layer about 1 mm thick, requiring discretizations on the order of a tenth of
millimeter. Moreover, a normal heartbeat can last on the order of 1 s, while the
time constants of the rapid kinetics involved range from 0.1 to 500 ms, requiring in

www.physiome.org.nz
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some phases time steps on the order of the hundredths of milliseconds (or less when
currents or shocks are applied). Therefore, in realistic three-dimensional models it is
possible to have discrete problems with more than O.107/ unknowns at every time
step and simulations have to be run for many thousands of time steps.

A simplified cardiac tissue model is the anisotropic Monodomain system, i.e. a
parabolic reaction-diffusion equation describing the evolution of the transmembrane
potential coupled with an ionic membrane model. This model has been widely used
for three-dimensional simulations due to its reduced computational costs.

Current large-scale simulations of whole heartbeats using Bidomain and Mon-
odomain models require adaptive and parallel tools in order to reduce their high
computational cost. While both tools can in principle be applied to both space and
time, most studies employ adaptive methods in time and parallel solvers in space,
since the other alternatives are still the subject of current research even for simpler
model problems in two dimensions. Therefore in this book, we present the main
numerical techniques for efficiently simulating cardiac reaction-diffusion models.
In particular, we focus on scalable parallel Bidomain solvers that are capable of
efficiently scaling their performance for increasing processor counts in current and
future multicore parallel computers.

Among the important aspects of cardiac modeling not covered in this book are
cardiac mechanics, blood flow, electro-mechanical and fluid-mechanical coupling,
and cardiac imaging. Research in these fields is also growing tremendously and a
separate book would be necessary to properly present the main mathematical and
numerical models available. For an overview of these related fields, we refer to e.g.
the monographs [47, 140, 242, 369, 446], the works [138, 232, 246, 384, 385, 491]
with the references therein, and the recent proceedings of the conferences FIMH
(Functional Imaging and Modeling of the Heart) [21, 180, 266, 316, 327, 366, 447],
CINC (Computing in Cardiology, http://cinc.org/archives/2013/, http://cinc.org/
archives/2012/), STACOM (Statistical Atlases and Computational Models of the
Heart) [74–76].

The book is structured in the following chapters.
In Chap. 1, we give a brief review of the basic physiology and anatomy

of the heart, including the specialized cells of the cardiac conduction system,
working cardiomyocytes, fibroblasts, extracellular matrix, collagen, gap junctions,
connexin, cardiac stem cells and the fiber and laminar architecture of the ventricular
myocardium. We then present the main phases of a cardiac action potential, its
spatial and temporal heterogeneity, and continue by describing the main features
of an electrocardiogram (ECG), with its leads, deflections, intervals and main
alterations. The chapter concludes with a review of the main cardiac imaging
techniques currently available.

Chapter 2, introduces the fundamental tools for modeling the bioelectric activity
of excitable cells: the Nernst – Planck equation, the Goldman-Hodgkin-Katz (GHK)
current-voltage relation, and the Nernst equilibrium potential, together with its ther-
modynamical derivation. Next, the Poisson-Nernst-Planck (PNP) electrodiffusion
model is derived and two classical current – voltage relations are obtained in the
short and long channel limits. With these tools, we can define the basic electrical

http://cinc.org/archives/2013/
http://cinc.org/archives/2012/
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circuit model of the cellular membrane, where the transmembrane current, modeled
as the sum of the capacitive and ionic currents through the membrane, must balance
the given applied current. The ionic currents are then described by using the classical
ion channel gating models, allowing us to build cardiac action potential models. We
start with the celebrated Hodgkin-Huxley (H-H) model and briefly review some of
the historical ventricular models based on the H-H formalism, such as the Beeler-
Reuter, Luo-Rudy I and Luo-Rudy dynamic models, examining also how these ionic
models satisfy the principle of charge conservation and how to derive the so-called
restitution curve for the action potential duration of a given ionic model. Reduced
models, such as the minimal FitzHugh-Nagumo model are also presented, together
with their phase-plane analysis, bifurcation and frequency diagrams.

Chapter 3 presents mathematical models of periodic cardiac cells arrangements,
beginning with one-dimensional fibers, deriving the cable equation, showing a one-
dimensional homogenization technique and the main results on one-dimensional
traveling waves, namely traveling fronts for the bistable equation and traveling
pulses for the FitzHugh-Nagumo system with a diffusion term. We then move to
models of cardiac tissue in more dimensions, illustrating a two-scale homogeniza-
tion technique that allow us to derive an averaged Bidomain model, proving both
well-posedness results for the cellular and the averaged models and convergence
results based on � -convergence techniques. We then present an heuristic derivation
of the anisotropic Bidomain model in both parabolic-parabolic and parabolic-elliptic
forms. Well-posedness results are derived using different techniques, such as time
semi-discretization, Faedo-Galerkin techniques, and fixed point arguments.

Chapter 4 presents the main reduced macroscopic cardiac models: the linear
anisotropic Monodomain model, Eikonal models (both Eikonal-curvature and
Eikonal-diffusion models), and the relaxed non-linear anisotropic Monodomain
model. These model are then given in dimensional form and some well-posedness
results are summarized. The chapter is concluded by a numerical comparison
between activation time maps computed with these reduced models and the full
Bidomain model.

Chapter 5 is devoted to the modeling of anisotropic cardiac sources, presenting
both the differential and integral formulations of the potential field. Approximate
representations of cardiac sources such as the heart surface and oblique dipole
source models are given, as well as the cardiac sources splitting into axial and
conormal components in both axially symmetric and orthotropic media. The
chapter concludes with a numerical example illustrating this source splitting and
its comparison with experimental results.

Chapter 6 briefly reviews the Inverse problem of Electrocardiology, in terms of
cardiac sources, in terms of wavefront and in terms of potential alone, presenting
the mathematical models of the cardiac electric sources and their numerical
approximations.

Chapter 7 presents the main numerical techniques employed in the space
and time discretizations of the Monodomain and Bidomain cardiac models. In
particular, we apply the finite element method in space and finite difference
methods in time. The latter can be fully implicit or semi-implicit, and can employ
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decoupling techniques and operator splitting methods between the ordinary and
partial differential equation components of the cardiac models. The chapter is
concluded by a review of numerical methods for the eikonal–diffusion equation.

Chapter 8 is devoted to the construction and analysis of parallel solvers for the
discrete Bidomain systems arising at each time step of an implicit or semi-implicit
time discretization. Our parallel solvers are based on domain decomposition meth-
ods, more specifically on overlapping Schwarz methods, which provide scalable
preconditioners accelerated with a Krylov space iterative method such as PCG or
GMRES. After recalling the main results of the abstract Schwarz theory, we derive
scalable convergence rate bounds for two-level and multilevel additive Schwarz
preconditioners for the Bidomain system. We then present the results of several
numerical tests with these Schwarz preconditioners in additive, multiplicative and
hybrid form, showing their scalability on different parallel machines and inves-
tigating their performance with respect to the different discretization parameters.
We also present how these Schwarz preconditioners can be combined with block-
diagonal and block-factorized preconditioners suggested by the 2�2 block structure
of discrete Bidomain systems.

Chapter 9 illustrates how to apply the Bidomain and Monodomain solvers
developed in the previous chapters to simulate and study some of the most
important phenomena in cardiac electrophysiology. More precisely, we present
detailed simulations of: (1) the genesis of cardiac excitation and virtual electrode
phenomena, in particular anode/cathode make/break and strength-interval (S-I)
curves; (2) the anisotropic propagation of excitation and recovery fronts in three
dimensional domains; (3) the effects of cardiac heterogeneities (transmural and
apico-basal) on fronts propagation and APD distribution; (4) the morphology of
electrograms, in particular of the QRS complex and the T wave; (5) the computation
of excitation and repolarization time markers; (6) the presence of ischemic regions
and effects such as ST-segment depression and elevation; (7) the simulation of
cardiac reentry phenomena.

An Appendix lists some of the main cardiac simulation research projects,
software libraries, some related monographs and tables of physical units and
constants used in the book.

The authors would like to thank Prof. Bruno Taccardi for introducing them
to the field of Mathematical Physiology and for many stimulating discussions,
Prof. Alfio Quarteroni for his encouragement throughout this project, Dr. Fabrizio
del Bianco and Dr. Lara Charawi for their help in proofreading the manuscript.

Pavia, Italy Piero Colli Franzone
Milano, Italy Luca F. Pavarino
Milano, Italy Simone Scacchi
April 2014
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Chapter 1
Basic Cardiac Anatomy and Electrocardiology

In this chapter, we briefly review the basic physiology and anatomy of the heart; a
more complete treatment with many more details can be found in standard textbooks
such as [189,267]. The heart is a double pump consisting of four chambers, two atria
in the upper part, separated by the interatrial septum and two ventricles in the lower
part, separated by the interventricular septum. Atria and ventricles are separated by
the atrioventricular septum, which contains the tricuspid valve in the right heart and
the mitral valve in the left heart. The right ventricle is connected to the pulmonary
artery via the pulmonary valve and the left ventricle is connected to the aorta via
the aortic valve, see Fig. 1.1 for a schematic view and [189] for more details. The
ventricular walls are externally lined by a thin connective layer called epicardium
and internally by the endocardium, with the cardiac muscle called myocardium in
between. The left ventricular wall is about three times thicker than the right one,
while the atrial walls are considerably thinner. The right heart functions as a pump
driving blood through the pulmonary circulation, to the lungs and then back to the
heart, while the left heart functions as another pump driving the oxygenated blood
through the systemic circulation around the body. These two main cardiac functions,
mechanical and haemodynamical, are driven and coordinated by the electrical
activity of the heart, which is the main focus of this monograph. In this chapter,
we will briefly review the essential features of the cardiac bioelectrical activity. The
main events in a normal cardiac cycle are often described by a Wiggers diagram,
see Fig. 1.2, showing the simultaneous time course of blood pressure (aortic, atrial,
ventricular), ventricular volume, electrocardiogram, and phonocardiogram during a
normal cardiac cycle.
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2 1 Basic Cardiac Anatomy and Electrocardiology

Fig. 1.1 Schematic diagram of the heart anatomy (From [240])

1.1 Conduction System: SA and AV Node, Purkinje Network

As in other muscle cells, the contraction of cardiac cells is initiated by an electrical
activation due to an action potential, a depolarizing transitory membrane current
that raises the transmembrane potential of an excitable cell from its resting value
ranging between �90 and �80mV to slightly positive values, followed by a
repolarizing current that returns the transmembrane potential to its resting value.
Differently from skeletal muscle cells, cardiac cells are able to autonomously
activate, independently of a nervous stimulus. The electrical activity of the heart
originates at the sinoatrial node (SAN), a group of cardiac pacemaker cells located
on the right atrium, see Fig. 1.3 and [444] for more details. SAN cells have the
fastest spontaneous depolarization speed of the cardiac conduction system and
therefore they control the cardiac frequency in normal conditions. The autonomic
nervous system and the endocrine system have direct influence over the SAN
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Fig. 1.2 Wiggers diagram of a normal cardiac cycle (From [239])

Fig. 1.3 Schematic diagram of the heart conduction system

cells and they can modulate both beat-to-beat and long-term variations of the
cardiac frequency. In normal conditions, SAN cells generate an action potential
that propagates throughout the right atrium and through Bachmann’s bundle to the
left atrium, stimulating the myocardium of both atria to contract. The activation
front reaches the atrioventricular node (AVN) located at the base of the atria
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where the interatrial septum and interventricular septum meet. AVN cells have a
relatively slow conduction velocity and they are responsible for the major part of
normal conduction delays between atrial and ventricular contractions. Such delays
are properly timed in order to optimize the atrial pump activity and to protect
the ventricles from too early stimulation. The AVN conducts the action potential
through the nonexcitable atrioventricular septum, activating the specialized fibers
of the bundle of His and the Purkinje network that spread as a tree-like left and right
bundle branches ending on the endocardial surface of the ventricles. These Purkinje
terminations transmit the action potentials to the ventricular walls and cardiac
excitation then propagates throughout the ventricles. The electrical activation of the
left ventricle, the largest cardiac chamber, normally starts at the interventricular
septum, propagates towards the anteroapical region and reaches the posterobasal
region. The electrical activation of the right ventricle starts shortly after the left
ventricle activation; see e.g. [462].

1.2 Cardiac Tissue Organization

Cardiac muscle presents specific features different from the other two main types
of muscle, skeletal and smooth muscles. The two fundamental features of cardiac
muscle are its cyclical activity of contraction/relaxation, where the individual
myocytes contract and relax according to a precise sequence and its homeostatic
regulation in order to maintain a relatively constant circulatory pressure in spite
of large flow variations. While skeletal myocytes are functionally separated and
individually innervated, cardiac myocytes are electrically connected in order to
form a single functional unit, known as cardiac syncytium. While skeletal muscle
strength is modulated mostly by recruiting a variable number of motor units, in the
cardiac syncytium recruitment is not possible and strength modulation relies on the
myocytes strength modulation. Moreover, while in skeletal muscle cells a sequence
of action potentials can generate an increasing force just by a temporal sum of single
pulses, in cardiac myocytes each cycle of contraction/relaxation is activated by a
single action potential that has a duration about 100 times longer.

In cardiac tissue are present three fundamental cell types with different structural
and functional characteristics: working, nodal, and conduction cells.

Working cardiomyocytes. These form the mass of atrial and ventricular tissues
and are responsible for force development. Their morphology is tubular (with
possible branches), with a length of about 50–150�m and a diameter of about
10–20�m. Myocytes volume and shape can be complex and variable, according
to the tissue region, species, developmental stage and disease processes. They are
enclosed by a lipid membrane, the sarcolemma, and contain one or more nuclei,
mitochondria, myofibrils, the sarcoplasmic reticulum, sarcomeres, the cytoskele-
ton anchoring the different organelles and an aqueous solution, the sarcoplasm,
filling the intracellular space. The sarcolemma is a semi-permeable barrier and
contains ion channels, pumps and exchangers that allow the inward and outward
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currents involved in the action potential, as well as other proteins involved in cell
adhesion and signalling. Cardiomyocytes exhibit a periodic structure with cross
striations formed by alternating segments of thick and thin protein filaments. Their
sarcolemma presents deep invagination along the Z-discs known as T-tubules, that
allow depolarization of the membrane to quickly penetrate to the interior of the cell
and play a critical role in the excitation-contraction coupling. Cardiomyocytes are
mechanically coupled at specialized region of the membrane known as intercalated
disks, which also include gap junction channels providing electrical coupling (see
below).

Nodal cells. These cells constitute the SA and AV nodes and are able to
autonomously activate due to the presence of specific ionic channels. Compared
with working myocytes, they are smaller, more tortuous, have limited contractile
activity and lack T-tubules. Nodal cells are richly innervated by parasympathetic
and sympathetic nervous system fibers, that make them susceptible to autonomic
influences. The SA and AV nodes also contain some transitional cells with
intermediate features between nodal and atrial myocytes.

Conduction cells. These are also called Purkinje cells and have a morphology
similar to working myocytes but with a larger diameter (up to 80�m), reduced
contractile proteins and a few T-tubules. They also have the ability of automaticity,
but at a slower rate than SA or AV node cells.

Table 1.1 reports the average values of diastolic potential, upstroke velocity,
overshoot, action potential duration (APD) and propagation velocity for different
mammalian cardiomyocytes. For detailed measurements of conduction velocities in
canine cardiac tissue, see [586, Table 16-1, p. 148].

Fibroblasts. Cardiac tissue is composed by myocytes that are arranged in
a complex three-dimensional fiber and laminar architecture, described below. In
areas between and surrounding cardiac myocytes there are cardiac fibroblasts, that
constitute the major non-myocyte cell population in the ventricles [206]. Although
cardiomyocytes occupy the largest volume fraction of the normal heart, they are
outnumbered by the smaller fibroblasts. These are responsible for the synthesis of
extracellular matrix proteins such as different types of collagen. Fibroblasts can

Table 1.1 Average values of diastolic potential, upstroke velocity, overshoot, action potential
duration (APD) and propagation velocity for different mammalian cardiomyocytes

Diastolic Upstroke Propagation

potential velocity Overshoot APD velocity

Cell types (mV) (mV/ms) (mV) (ms) (mm/ms)

SAN �50, �60 1–10 30 100–200 0.03–0.05

Atria �80 100–200 30 100–200 0.3–0.7

AVN �60, �70 5–15 20 100–300 0.1

His budle/Purkinje �80, �90 800 40 200–500 2–4

Ventricles �80 100–200 40 200–500 0.5–0.8 along

0.15–0.25 across
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develop into myofibroblasts and both cell types are involved in the development of
fibrosis in injured cardiac tissue. The structural arrangement of fibroblasts is still not
well understood, but some authors have suggested that they are organized in sheets
that follow closely the myocardial sheets, with some fibroblasts forming strands that
bridge cleavage planes between sheets [206]. Cardiac fibroblasts are electrically
non-excitable cells, but they are efficient mechano-electrical transducers. The
possibility that fibroblasts may actively contribute to cardiac electrophysiology has
been considered only recently, see [77, 192, 330, 424].

Extracellular matrix and collagen. The extracellular matrix (ECM) is an
extensive and highly organized network of fibrous proteins, collagen and elastin,
and is the major determinant of passive mechanical properties of cardiac tissue. The
ECM plays important roles in muscle development, myoblast differentiation and
in maintaining functional integrity of the myocardium [576]. Collagen and elastin
have relative densities that can vary with tissue type, species and age. The ECM
structure differs at different cardiac locations. In the endomysium, the collagen
network surrounds single myocytes and interconnects neighboring myocytes. In
the perimysium, bundles of collagen fibers envelope groups of adjacent myocytes,
providing the laminar cardiac structure and long perimysal collagenous tendons can
link adjacent laminae. In the epimysium, layers of collagen and elastin are found at
the epicardium and endocardium.

Gap junctions and connexin. Cardiac myocytes are mechanically connected
by junctions anchored to the cytoskeleton, known as intercalated disks, and are
electrically connected by electrical synapses, known as gap junctions, connect-
ing myocytes mostly end-to-end (longitudinal gap junctions) but also laterally
(transverse gap junctions) [423]. Gap junctions are small ionic channels with low
selectivity, with a diameter of about 2 nm and length of about 2–12 nm. They are
composed of two adjoint connexons, located in the membranes of the two coupled
cells, and each connexon is formed by six channel proteins known as connexins
(Cx40, Cx43, Cx45). Cx43 is the main cardiac connexin and is mostly present in
ventricular tissue. Cx40 is present in atrial tissue and in the conduction system,
while Cx45 is present only in the conduction system. Longitudinal gap junctions
are prevalent in ventricular myocardium, yielding a macroscopic electrical coupling
that is anisotropic.

Cardiac stem cells. The human heart has been traditionally viewed as a
terminally differentiated postmitotic organ, with cardiomyocytes established in
number at birth and persisting throughout the lifespan of the organism. This view has
been recently changed by the discovery that cardiac stem cells live in the heart and
differentiate into the various cardiac cell lineages; see e.g. [41,46,190,289,296] and
the references therein. Cardiac stem cells regulate myocyte turnover and condition
myocardial recovery after injury. The initial enthusiasm triggered by the discovery
of endogenous cardiac stem cells was then followed by some controversy over
the nature of myocyte renewal in the human heart. Intense research studies are
underway to explore this new field of cardiac regeneration. Several categories of
cardiac progenitors have been described and diverse experimental strategies to
remuscularize the injured heart using adult stem cells and pluripotent stem cells,
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cellular reprogramming and tissue engineering are in progress. The novel results that
are rapidly appearing in the literature impose a reconsideration of the mechanisms
involved in myocardial aging and the progression of cardiac hypertrophy to heart
failure. Even if controversial experimental issues are still present, cardiac regener-
ation studies have great potentials and could soon lead to new understanding and
treatments of infarcted hearts and to restoration of myocardial mass and ventricular
function; see e.g. [190].

1.3 Fiber and Laminar Architecture of Ventricular
Myocardium

In addition to the complex extracellular network of fibroblasts and collagen
described above, the ventricular myocardium exhibits a complex three-dimensional
spatial organization where myocytes are connected mostly end-to-end to form
cardiac fibers with varying orientation. This ventricular fiber orientation rotates
smoothly between endocardium and epicardium, see Streeter [498]. Cardiac fibers
are also known to have an additional laminar organization consisting of muscle
sheets, typically 4–6 myocytes thick, running radially from epi- to endocardium,
with surface orientation varying throughout the ventricles. These sheets are sepa-
rated by gaps called cleavage planes and by layers of connective tissue, see e.g.
[138, 234, 292–294, 465, 530].

Diffusion tensor magnetic resonance imaging (DT-MRI) has been used to
measure fiber orientation as the principal eigenvector of the diffusion tensor
measured at each image voxel in formaldehyde-fixed hearts [465]. In DT-MRI,
the pattern of diffusion is represented mathematically by a symmetric second-rank
tensor in three-dimensional space, which can be written as a 3 � 3 matrix. The
three orthogonal eigenvectors of this tensor (ranked in order of the magnitudes of
their corresponding eigenvalues) have been related to cardiac structure, with the
eigenvalues representing the diffusion along three principal axes. Theory suggests
that the direction of greatest proton diffusion, i.e. the eigenvector with the largest
eigenvalue (primary eigenvector) will be along the fiber long axis, intermediate
diffusion (the secondary eigenvector) will lie in the myolaminar plane, orthogonal
to the fiber long axis. The third and minor direction of diffusion (the tertiary
eigenvector) is by definition orthogonal to the primary and secondary eigenvectors,
so it is normal to the myolaminar plane. The correspondence between the primary
eigenvector and fiber orientation, and the secondary and tertiary eigenvectors and
sheet orientation has been validated by combined DT-MRI and three-dimensional
histological reconstruction of fiber and sheet structure.

Therefore, at any myocardial point x, it is possible to identify a triplet of
orthonormal principal axes al .x/; at .x/; an.x/, with al .x/ parallel to the local fiber
direction, at .x/ and an.x/ tangent and orthogonal to the radial laminae, respectively,
and both being transversal to the fiber axis [34, 137, 292, 293]; see Fig. 1.4 for a
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Fig. 1.4 Left: schematic representation of ventricular fiber architecture with orthonormal triplets
of vectors along fiber (red), and two orthogonal vectors (blue and black) on intramural, epi-, mid-,
endocardial sections. Right: schematic view of a few laminae (blue) on selected sections (outlined
in green) of the ventricular wall (outlined in red)

schematic representation of ventricular fiber architecture of triplet of orthonormal
principal axes (left) and laminar organization (right).

1.4 Cardiac Action Potentials

Cardiac cells are excitable cells, some autonomously (SAN pacemaker cells) and
some after a proper electrical stimulus. The excitation of a cardiac cell causes a
rapid variation of its potential difference across the cell membrane, the so-called
transmembrane potential. If the stimulus is below a certain threshold value, the
transmembrane potential quickly returns to its resting value after the stimulus ends.
On the other hand, if the stimulus is above threshold, the cell membrane depolarizes
and the transmembrane potential increases from the negative resting value to a value
around or above zero, remains around this value for a certain interval and then
returns to the resting value after the membrane repolarizes. This event is called an
action potential.

1.4.1 Action Potential Phases

The main phases of a typical ventricular action potential are displayed in Fig. 1.5.
Phase 0. In this phase, myocytes undergo a rapid depolarization due to the

opening of the fast NaC channels. This causes a rapid increase in the membrane
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Fig. 1.5 Schematic plot of a cardiac action potential with its phases 0 (depolarization or upstroke),
1 (peak or notch), 2 (plateau), 3 (repolarization or recovery), 4 (resting) and main ions and currents
involved in each phase

conductance and thus a rapid influx of NaC ions into the cell, the INa current,
through sodium channels formed by alpha-subunits with channel proteins of the
NAV 1:# family encoded by SCN genes (mostly NaV 1:5 channel protein encoded by
the SCN5A gene associated with Long QT and Brugada syndrome channelopathies)
and by beta-subunits with NaV ˇ# channel proteins encoded by SCN#B genes.

Phase 1 occurs with the inactivation of the fast NaC channels. The transient net
outward current causing the small downward deflection of the action potential is due
to KC and Cl� ions carried by the Ito1 and Ito2 currents, respectively.

Phase 2 is the plateau phase sustained by a balance between inward movement
of Ca2C, the ICa current through L-type calcium channels (CaV 1:2 channel protein
encoded by CACNA1C gene) and outward movement of potassium ionsKC, the IKs

current through the slow delayed rectifier potassium channels (KvLQT1 channel
protein encoded by the KCNQ1 gene). The sodium-calcium exchanger current
INa;Ca and the sodium/potassium pump current INa;K also play minor roles during
phase 2.

Phase 3. This is the “rapid repolarization” phase of the action potential, when
the L-type Ca2C channels close while the slow delayed rectifier (IKs) KC channels
are still open. This ensures a net outward current, corresponding to negative change
in membrane potential, thus allowing more types of KC channels to open. These
are primarily the rapid delayed rectifier KC channels (IKr current,KV 11:1 channel
protein encoded by hERG or KCNH2 genes) and the inwardly rectifyingKC current
IK1. This net outward, positive current causes the cell to repolarize. The delayed
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rectifierKC channels close when the membrane potential is restored to about�80 to
�85mV, while IK1 is maintained throughout phase 4, contributing to set the resting
membrane potential.

Phase 4 is the resting phase, during which the transmembrane potential remains
at the resting value of about �84mV until it is stimulated by an external electrical
stimulus.

1.4.2 Action Potential Heterogeneity

Cardiac action potentials differ significantly in different regions of the heart. Indeed,
action potentials from atrial, ventricular and specialized conduction myocytes
exhibit different waveforms, see Fig. 1.6. Moreover, isolated myocytes with differ-
ent action potential morphologies have been observed in the epicardial, midmyocar-
dial (M-cells), and endocardial regions (transmural heterogeneity) and also along
the apex-to-base direction of the ventricle (apex-to-base heterogeneity). When these
myocytes are embedded in the ventricular wall, their heterogeneous properties affect
the sequence of repolarization and the actual APD distribution in the entire wall
(spatial dispersion of APD).

Right and left ventricle heterogeneity. Right ventricular myocytes from dog
hearts show action potentials with shorter APD and deeper notches than in left
ventricular myocytes. Some authors have related these features to larger Ito and
IKs currents in the right ventricle and have suggested that arrhythmogenic gradients
could arise at the interventricular septum.

Fig. 1.6 Heterogeneity of cardiac action potentials from different regions of the heart
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Apex-to-base dispersion. Rabbit ventricular myocytes from the basal region
show action potential with shorter APD than myocytes from the apex region.
Moreover, IKr and IKs currents are smaller in apical than in basal myocytes,
with IKr the largest in apical cells and IKs the largest in basal cells. The shorter
basal APD causes ventricular repolarization to proceed from the basal toward the
apical region. Transmural and apex-to-base APD dispersion have been shown to be
arrhythmogenic in many heart preparations.

Transmural dispersion. Studies in isolated tissues and myocytes in several ani-
mal species have found differences in action potentials shapes and APD across the
ventricular wall, showing a transmural dispersion with shorter APD in subepicardial
than in subendocardial cells and with the longest APD in midmyocardial cells, the
so-called M-cells; see e.g. [7–10, 553, 572]. Studies have found transmural hetero-
geneity in the expression of ionic channels, in particular in the INa; IKr; IKs; Ito1

currents and in the NaC=Ca2C exchanger. There has been some controversy whether
transmural repolarization gradient are present in vivo and in particular in human
heart, since cell coupling and electrotonic currents tend to mask APD heterogeneity.
Since the T wave in the ECG (described in the next section) marks ventricular
repolarization and the APD determines the QT interval, transmural dispersion of
repolarization contributes to amplitude, polarity and duration of the T wave and
to the QT interval duration. It can also contribute to ST segment elevation, QT
dispersion and pathological U waves.

Temporal dispersion of APD. In addition to spatial dispersion, APD can also
show temporal dispersion due to beat-to-beat changes alternating between short and
long action potentials. For example, T wave alternans (beat-to-beat changes of the
T wave amplitude) are associated with reentrant ventricular tachycardia. Moreover,
spatial and temporal dispersion together seem to be associated with a broad range
of cardiac arrhythmias. For example, spatial dispersion of APD and refractoriness
can lead to temporal dispersion of repolarization after a premature stimulus, and
the resulting spatio-temporal dispersion can generate a functional conduction block
initiating reentry.

1.5 The Electrocardiogram (ECG)

The ECG is the registration of the extracellular potential on the body surface due to
the propagation of cardiac action potentials. The registrating electrodes are usually
placed at standard positions described below.
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1.5.1 ECG Leads

Einthoven leads. Given the potentials at the left arm ˚L, at the right arm ˚R and at
the left foot ˚F , Einthoven standard limb leads are defined as

VI D ˚L � ˚R
VII D ˚F �˚R
VIII D ˚F �˚L:

By Kirchhoff’s law, we have VI C VIII D VII . Einthoven assumed that the heart
is located at the center of a homogeneous spherical conductor representing the
torso, and that the three vectors associated with these three leads form an equilateral
triangle in the vertical frontal plane of the body, see Fig. 1.7.

Augmented leads. In addition to the three Einthoven leads, three additional
leads, denoted by aVR; aVL; aVF and known as augmented leads, are defined on
the frontal plane in the directions that bisect the sectors associated with each pair of
Einthoven leads. For example, the augmented aVF lead is defined by

VaVF D ˚F �
˚L C ˚R

2
:

Fig. 1.7 Schematic view of Einthoven standard limb leads (left) and augmented leads (right)
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Fig. 1.8 The six precordial leads V1; : : : ; V6 in a frontal view (left) and horizontal cross-section
(right) of the thorax

In this way, we obtain six leads that divide the frontal plane into equal 30ı sectors,
see Fig. 1.7. In order to measure potentials close to the heart, six additional leads are
defined on a horizontal plane by using the Wilson central terminal

˚CT D ˚R C ˚L C ˚F
3

:

Precordial leads. The six precordial (or chest) leads, denoted by V1; : : : ; V6,
are obtained by comparing the Wilson central terminal with unipolar electrode
readings taken from six different locations on the chest, see Fig. 1.8 and [444]
for more details. V1 and V2 are located at the fourth intercostal space on the
right and left side of the sternum, and the other four proceed around the left
chest just below the fourth rib, ending with V6 under the armpit. The 12 leads
I; II; III; aVR; aVL; aVF ; V1; : : : ; V6 form the most commonly used clinical ECG
system.

1.5.2 ECG Deflections and Intervals

A schematic view of a normal electrocardiogram is shown in Fig. 1.9, while an
example of a 12-lead recording is shown in Fig. 1.10. The various deflections in
the ECG signal are commonly denoted in alphabetic order as P, Q, R, S, T, U. The
temporal sequence of these waves remains constant, but their amplitude and sign
can vary depending on the recording electrode position on the thorax.

P wave. The P wave is associated with atrial depolarization, that continues during
the subsequent PQ segment. The completion of atrial repolarization generates an
atrial Ta wave not visible in normal ECGs because hidden by the QRS complex.
The PQ segment is also associated with the delay between the beginning of atrial
and ventricular activation (atrioventricular conduction time).
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Fig. 1.9 Schematic view of a normal ECG waveform

Fig. 1.10 Sample of actual ECG waveforms

QRS complex. The subsequent QRS complex, usually the largest deflection
in the ECG, is associated with the complex activation sequence of the ventricles,
resulting in upward and downward deflections and multiple peaks in most of the
leads. The Q wave corresponds to the activation of the interventricular septum, the R
wave corresponds to the septum activation completion and the apex activation, the S
wave corresponds to the activation of the ventricular free walls and the basal region.
These three waves are not always detectable and can sometimes merge, yielding a
quite variable morphology of the QRS complex.

ST segment. The QRS complex in normal ventricular myocytes is followed by a
rather long period where all cells are depolarized during the plateau of the action
potential. This isoelectric interval, known as ST segment, lasts a few hundreds
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milliseconds, starting at the end of the QRS complex (the so-called J point) and
ending at the beginning of the T wave.

T wave. The T wave signals ventricular repolarization and its morphology
depends on the repolarization sequence through the ventricles. In normal hearts, the
start of the T wave is thought to correlate with the plateau ending of the epicardial
cells, the T wave peak with the full repolarization of the epicardium, the end of the
T wave with the repolarization of the midmyocardial M-cells.

QT interval. The QT interval is measured from the beginning of the QRS
complex to the end of the T wave. Since the QT interval is strongly frequency
dependent, a corrected QT interval QTc is sometimes defined, for example by
normalizing it as QTc D QT=

p
RR.

U wave. After the T wave, it is sometimes present a smaller diastolic deflection
known as U wave. Some authors explain the U wave as due to repolarization of
the papillary muscles or Purkinje fibers, while others explain it as due to late
repolarization of M-cells or yet to afterpotentials caused by ventricular stretch.

Other important cardiac events too weak to be detected on the ECG include atrial
repolarization, SA nodal activation, AV nodal conduction and Purkinje network
propagation. An example of a normal 12-lead ECG recording is shown in Fig. 1.10.

1.5.3 ECG Diagnosis

We briefly review here some of the main ECG alterations. For a more complete
treatment see [189] and [317].

Normal sinus rhythm. The normal sinus rhythm of a healthy normal heart has
an ECG with all three P, QRS, T complexes normal, distinguishable and with a
frequency between 60 and 100 bpm (beats per minute).

Sinus bradycardia and tachycardia. A sinus rhythm of less than 60 bpm
is called sinus bradycardia and may be a consequence of increased vagal or
parasympathetic tone. A sinus rhythm of higher than 100 bpm is called sinus
tachycardia; most often it is due to physiological response to physical exercise or
psychical stress, but may also result from congestive heart failure.

Sinus arrhythmia. If the sinus rhythm is irregular such that the longest PP or RR
interval exceeds the shortest interval by 0.16 s, then it is called sinus arrhythmia, a
very common situation in all age groups and not considered a heart disease in young
people.

Nonsinus atrial rhythm and wandering pacemaker. If the origin of atrial
contraction is located somewhere else in the atria other than the sinus node (nonsinus
atrial rhythm) or wanders in the atria (wandering pacemaker), then the P waves can
have variable polarity and the PQ interval variable duration.

Paroxysmal atrial tachycardia (PAT). Paroxysmal atrial tachycardia describes
the condition when the P waves are a result of a reentrant activation front (circus
movement) in the atria, usually involving the AV node. This leads to a high rate of
activation, usually between 160 and 220 bpm. In the ECG the P wave is regularly
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followed by the QRS complex. The isoelectric baseline may be seen between the T
wave and the next P wave.

Atrial flutter. When the heart rate is sufficiently elevated so that the isoelectric
interval between the T wave ending and the P wave beginning disappears, the
arrhythmia is called atrial flutter. The origin is also believed to involve a reentrant
atrial pathway. The frequency of these fluctuations is between 220 and 300 bpm.
The AV node and, thereafter, the ventricles are generally activated by every second
or every third atrial impulse (2:1 or 3:1 heart block).

Atrial fibrillation. The activation in the atria may also be fully irregular and
chaotic, producing irregular fluctuations in the baseline called atrial fibrillation.
A consequence is that the ventricular rate is rapid and irregular, though the QRS
contour is usually normal.

Ventricular tachycardia. Slower conduction in ischemic ventricular muscle that
leads to circular activation (reentry) causes activation of the ventricular muscle at a
high rate (over 120 bpm) and generates rapid, bizarre, and wide QRS complexes.
This arrythmia is called ventricular tachycardia and is often a consequence of
ischemia and myocardial infarction.

Ventricular fibrillation. When ventricular depolarization occurs chaotically, the
situation is called ventricular fibrillation. The ECG has coarse irregular deflections
without QRS-complexes. The cause of fibrillation is the establishment of multiple
re-entry loops usually involving diseased heart muscle. The contraction of the
ventricular muscle is irregular and is ineffective at pumping blood, with a result
of almost immediate loss of consciousness and death within minutes.

Atrioventricular blocks. In normal sinus rhythm, the P waves always precede
the QRS-complex with a PR-interval of 0.12–0.2 s. When the P wave always
precedes the QRS complex but the PR interval is prolonged over 0.2 s, first-degree
atrioventricular block is diagnosed. If the PQ interval is longer than normal and
the QRS complex sometimes does not follow the P wave, the atrioventricular block
is of second-degree. If the PR interval progressively lengthens, leading finally to
the dropout of a QRS complex, the second degree block is called a Wenkebach
phenomenon. Complete lack of synchronism between the P wave and the QRS
complex is diagnosed as third-degree (or total) atrioventricular block.

Bundle-branch blocks. In right bundle-branch block (RBBB), the right bundle-
branch is defective so that the electrical impulse cannot travel through it to the
right ventricle, but activation reaches the right ventricle by proceeding from the
left ventricle. This can be seen in the ECG as a QRS complex wider than 0.1 s, or
a broad terminal S wave in lead I, or a double R wave in lead V1. The situation in
left bundle-branch block (LBBB) is similar, but activation proceeds in a direction
opposite to RBBB. The ECG has a broad and tall R wave, usually in leads I, aVL,
V5 or V6.

Wolff-Parkinson-White (WPW) syndrome. In this syndrome, the QRS com-
plex initially exhibits an early upstroke called the delta wave. The interval from the
P wave to the R spike is normal, but the early ventricular excitation forming the
delta wave shortens the PQ time. The cause of the WPW syndrome is the passage of
activation from the atrium directly to the ventricular muscle via an abnormal route,
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called the bundle of Kent, which bypasses the AV junctions. This activates part of
the ventricular muscle before normal activation reaches it via the conduction system
(after a delay in the AV junction), a process called pre-excitation.

Atrial hypertrophy. Right atrial hypertrophy is a consequence of right atrial
overload, due to tricuspid valve disease (stenosis or insufficiency), pulmonary valve
disease, or pulmonary hypertension. An unusually large (i.e. 0.25 mV) P wave is
seen in leads aVF and III. Left atrial hypertrophy is a consequence of left atrial
overload, due to mitral valve disease (stenosis or insufficiency), aortic valve disease,
or hypertension in the systemic circulation. The P wave exhibits two phases with the
same polarities in lead I but opposite polarities in V1. This typical P wave form is
called the mitral P wave.

Ventricular hypertrophy. Right ventricular hypertrophy is a consequence of
right ventricular overload, due to pulmonary valve stenosis, tricuspid insufficiency,
pulmonary hypertension or many congenital cardiac abnormalities, such as a
ventricular septal defect. The ECG shows a tall R wave of 0.7 mV in lead V1. Left
ventricular hypertrophy is a consequence of left ventricular overload, due to mitral
valve disease, aortic valve disease, or systemic hypertension. The ECG has a tall R
wave in leads I, III, V5, V6 and has a tall S wave in leads III, V1 and V2.

Myocardial ischemia and infarction. The decreased transport of oxygen to the
cardiac muscle due to occlusion of a coronary artery is called ischemia. Ischemia
causes changes in the resting potential and in the repolarization of the muscle cells,
which are seen as changes in the T wave. If the oxygen transport is terminated in a
certain area, the heart muscle dies in that region. This is called an infarction.

1.6 Cardiac Imaging

As part of the rapidly evolving fields of medical and biological imaging, also the
field of cardiac imaging is currently experiencing tremendous progresses that are
producing better imaging techniques seeking to reveal, diagnose, or examine both
cardiac diseases and the normal cardiac anatomy and physiology. Among the many
techniques available, we mention the following ones and refer the interested readers
to some of the recent monographs [83,291,475,554] and reviews [2,83] in the field.

Angiocardiography is a technique for radiographic examination of the heart
chambers and thoracic veins and arteries. A liquid radiocontrast agent, typically
containing iodine, is injected into the bloodstream, then the tissues are examined
using X-rays. To avoid dilution, the radiopaque material is typically introduced with
a catheter, a process known as selective angiocardiography. The X-ray image is
normally captured on high speed serial media that allow the motion to be observed,
such as a 35 mm film. The process requires fasting before the test, with a sedative
and an antihistamine being administered before the test. Angiocardiography can be
used to detect and diagnose congenital defects in the heart and adjacent vessels. The
use of angiocardiography has declined with the introduction of echocardiography.
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However, angiocardiography is still in use for selected cases as it provides a higher
level of anatomical detail than echocardiography.

Coronary catheterization uses pressure monitoring and blood sampling through
a catheter inserted into the heart through blood vessels in the leg to determine the
functioning of the heart, and, following injections of radiocontrast dye, uses X-ray
fluoroscopy, typically at 30 frames per second, to visualize the position and size
of blood within the heart chambers and arteries. Coronary angiography is used to
determine the patency and configuration of the coronary artery lumens.

Echocardiogram. Transthoracic echocardiogram uses ultrasonic waves for con-
tinuous heart chamber and blood movement visualization. In recent times, it has
become one of the most commonly used tools in diagnosis of heart problems, as it
allows non-invasive visualization of the heart and the blood flow through the heart,
using a technique known as Doppler.

Transoesophageal echocardiogram uses a specialized probe containing an ultra-
sound transducer at its tip, that is passed into the patient’s esophagus. It is used in
diagnosis of various thoracic defects or damage, i.e. heart and lung imaging. It has
some advantages and disadvantages over thoracic or intravascular ultrasound.

Percutaneous echocardiogram, also known as intravascular ultrasound, is an
imaging methodology using specially designed, long, thin, complex manufactured
catheters attached to computerized ultrasound equipment to visualize the lumen and
the interior wall of blood vessels.

3D echocardiography (also known as 4D echocardiography when the pic-
ture is moving) is now possible, using a matrix array ultrasound probe and an
appropriate processing system. This enables detailed anatomical assessment of
cardiac pathology, particularly valvular defects, and cardiomyopathies. The ability
to slice the virtual heart in infinite planes in an anatomically appropriate manner
and to reconstruct three-dimensional images of anatomic structures makes 3D
echocardiography unique for the understanding of the congenitally malformed heart.
Real Time 3-Dimensional echocardiography can be used to guide the location of
bioptomes during right ventricular endomyocardial biopsies, placement of catheter
delivered valvular devices, and in many other intraoperative assessments. The 3D
Echo Box developed by the European Association of Echocardiography offers a
complete review of Three Dimensional Echocardiography; see http://www.escardio.
org/communities/EACVI/education/echo-box/3d-echobox-2/Pages/welcome.aspx.

Computed Tomography Angiography (CTA), an imaging methodology using
a ring-shaped machine with an X-Ray source spinning around the circular path so
as to bathe the inner circle with a uniform and known X-Ray density. Cardiology
uses are growing with the incredible developments in CT technology. Currently,
multidetector CT, specially the 64 detector-CT are allowing to make cardiac studies
in just a few seconds (less than 10 s, depending on the equipment and protocol used).
These images are reconstructed using algorithms and software. Great development
and growth will be seen in the short term, allowing radiologists to diagnose cardiac
artery disease without anesthesia and in a non-invasive way.

http://www.escardio.org/communities/EACVI/education/echo-box/3d-echobox-2/Pages/welcome.aspx
http://www.escardio.org/communities/EACVI/education/echo-box/3d-echobox-2/Pages/welcome.aspx
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Magnetic Resonance Imaging (MRI) (originally called nuclear magnetic res-
onance imaging), an imaging methodology based on aligning the spin axis of
nuclei within molecules of the object being visualized using both powerful super-
conducting magnets and radio frequency signals and detectors. Cardiology uses
are growing, especially since MRI differentiates soft tissues better than CT and
allows for comprehensive exams including the quantitative assessment of size,
morphology, function, and tissue characteristics in one single session. Current
implementations for cardiology uses are sometimes limited by lengthy protocols,
claustrophobia and contraindications based on some complex metallic implants
(pacemakers, defibrillators, insulin pumps), while artificial valves and coronary
stents are generally not problematic. Image quality can be reduced by the continuous
movement of heart structures. There is a promising future in cardiac MRI by more
efficient scans, increasing availability of scanners and more widespread knowledge
about its clinical application.

Optical mapping. Traditionally, surface electrodes have been, and continue to
be used to measure extracellular cardiac electric potentials. Arrays of electrodes are
placed on the heart’s surface and electrical activities are recorded simultaneously
from a limited number (a few hundred) of sites. These surface contact mapping
techniques may suffer from low spatial and temporal resolution, low depth field,
and far-field effects.

Rapid technical innovations during the last decades of the twentieth century
have led to the development of sophisticated optical mapping techniques, see
e.g. [18, 227]. Optical mapping is performed by using voltage sensitive dyes
and imaging systems with high temporal and spatial resolutions (i.e., acquiring
thousands of pixels in a few milliseconds) and can be used in a variety of settings
from the subcellular level in vitro to the whole heart in vivo. Both activation and
repolarization times can be measured directly from different sites in both normal
and diseased heart (e.g., ischemic heart).

Numerical studies of optical mapping techniques have been carried out using the
Bidomain equations coupled with a photon diffusion equation, see e.g. [50,404,433]
and the references therein.



Chapter 2
Mathematical Models of Cellular Bioelectrical
Activity

In this chapter, we briefly review the main mathematical models used in cellular
electrophysiology, and we refer to [212, 273] for a more complete treatment and
additional topics.

2.1 Excitable Cellular Membranes

A fundamental topic in molecular biophysics is the study of ionic currents through
protein channels of excitable cellular membranes as a function of the ionic
concentrations, applied voltage and channel structure.

The cellular membrane is a lipid bilayer in which are immersed proteins. The
membrane contains water-filled pores and protein-lined pores, called ionic channels,
which allow the flow of specific ions, primarily NaC; KC;Cl�; and Ca2C. The
membrane acts as a barrier to the free flow of ions and maintains concentration
differences of these ions. The concentration gradients produce a potential difference
across the membrane, the transmembrane potential, that drives the ionic currents.

Concentration differences are set up and maintained by active transport mecha-
nisms that use energy to pump ions against their concentration gradients.

One of the most important of these pumps is the NaC � KC ATPase sodium-
potassium pump: it uses energy stored in ATP (adenosine triphosphate) molecules
to pump NaC out of the cell and KC in

ATPC 3ŒNaC�i C 2ŒKC�e ! ADPC Pi C 3ŒNaC�e C 2ŒKC�i ;

releasing ADP (adenosine diphosphate) and inorganic phosphate Pi . For example,
in the squid giant axon: ŒNaC�i D 50mM < ŒNaC�e D 437mM, ŒKC�i D
397mM > ŒKC�e D 20mM. At the equilibrium, this biochemical pump maintains
a potential jump between the intra- and extracellular space of vrest D �65mV.

© Springer International Publishing Switzerland 2014
P. Colli Franzone et al., Mathematical Cardiac Electrophysiology, MS&A 13,
DOI 10.1007/978-3-319-04801-7__2

21



22 2 Mathematical Models of Cellular Bioelectrical Activity

2.2 The Nernst-Planck Equation

In general, the flux across the membrane of the generic ion K with valence z is
the sum of two contributions, the diffusion flux Jdiff and the electric flux Jelect, all
measured in mol cm�2 s�1. The constitutive law describing this total flux is known
as the Nernst-Planck equation.

[K+]
e

[K+]
i

membrane

intracellular
media

extracellular
mediaJ

K,diff

J
K,elect

Due to the ion motion by diffusion, down the concentration gradient, the
diffusion flux Jdiff satisfies Fick law:

Jdiff D �Drc;

whereD is the diffusion coefficient (cm2 s�1) and c is the concentration (mol cm�3).
Due to the ion motion by electric field, the electric flux Jelect satisfies the Planck

equation:

Jelect D � z

jzj�cru;

where u is the electric potential (V ), � is the mobility of the ion (cm2 V�1 s�1), z is

the valence of the ion, so that z
jzj D

� C1 for positive ions
�1 for negative ions:

We note that if the concentration gradient is zero then Jdiff D 0, while if the
potential gradient is zero then Jelect D 0.

In both the electric and the diffusion fluxes, the ions collide with the solvent
and therefore the diffusion coefficient D and the ion mobility � should be related.
Indeed, Einstein [159] found that this relationship is given by

D D �RT

jzjF ; (2.1)

where R is the gas constant .8:314 J=.K �mol//, T the absolute temperature .K/,
F D e NA the Faraday’s constant .9:6485e C 4C=mol/, e the elementary charge
and NA the Avogadro’s number, see Tables A.1 and A.2. Then it follows that the
total ionic flux J is given by

J D Jdiff C Jelect D �Drc � z

jzj�cru;
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hence, using (2.1), we obtain the Nernst-Planck equation

J D �D
�
rc C zF

RT
cru

�
: (2.2)

Let us assume now that the ion flux J and the electric potential u are transverse to
the cell membrane, which extends from x D 0 (inside) to x D L (outside), and the
diffusion coefficient D is constant. Moreover, if we are at the steady state @t c D 0,
thus the conservation law

@t c C @xJ D 0
implies that J is constant. Hence, we can reduce Eq. (2.2) to the one-dimensional
problem

dc

dx
.x/C zF

RT

du

dx
.x/c.x/C J

D
D 0: (2.3)

Equation (2.3) is clearly a linear differential equation in c.x/, whose solution can
be obtained in terms of u.x/ and J by multiplying by

exp

�
zF

RT

Z x

0

du

ds
.s/ds

�

and integrating on .0; x/, yielding

c.x/ D exp

�
� zF

RT
.u.x/ � u.0//

��
c.0/� J

D

Z x

0

exp

�
zF

RT
.u.s/� u.0//

�
ds

�
:

(2.4)

2.3 The Goldman-Hodgkin-Katz (GHK) Current-Voltage
Relation

If we suppose the electric field constant across the membrane, then

du

dx
D � v

L
;

where v D u.0/ � u.L/ D ui � ue and we have adopted the standard notation
with indexes i; e denoting intra- and extracellular quantities. In this case, setting
c.0/ D ci , the solution (2.4) of the Nernst-Planck equation is

c.x/ D JRTL

DzvF

�
1 � exp

�
zvF

RTL
x

��
C ci exp

�
zvF

RTL
x

�
:
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In order to satisfy c.L/ D ce , it must be that

J D DzFv

LRT

ci � ce exp
��zvF

RT

�
1 � exp

��zvF
RT

� :

The electrical current density in C s�1 cm�2 D A cm�2 is defined by I WD zFJ,
hence we obtain the Goldman-Hodgkin-Katz (GHK) current-voltage relation

I D P z2F 2

RT
v
ci � ce exp

��zvF
RT

�
1 � exp

��zvF
RT

� ; (2.5)

where P D D
L

is the permeability of the membrane to the ion K.
The GHK flux equation is applied in several fields, one of the most important

being in modeling the L-type channels in calcium dynamics, see e.g. [47].

2.4 Nernst Equilibrium Potential

We consider a membrane separating two neutral solutions with different ionic
concentrations, e.g. the salt KCl composed by the ions potassium KC and chloride
Cl�. Moreover, we suppose that the membrane is permeable only to one of the two
ions, that we denote byK , with generic valence z.

At thermodynamical equilibrium, each local process and its reverse proceed at
the same rate, hence J D 0 and the solution (2.4) of the Nernst-Planck equation
becomes

c.x/ D exp

�
� zF

RT
.u.x/ � u.0//

�
c.0/;

from which it follows that in x D L

log

�
c.L/

c.0/

�
D � zF

RT
.u.L/ � u.0// :

Using the standard notation with indexes i; e denoting intra- and extracellular
quantities, respectively, we then obtain the Nernst equation for the equilibrium
(reversal) potential

vK WD ui � ue D �RT

zF
log

�
ci

ce

�
:
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Table 2.1 Intra- and
extracellular concentration
and Nernst potential values
for ventricular myocytes

Extracellular Intracellular Nernst

concentration (mM) concentration (mM) potential (mV)

NaC 145 15 60

Cl� 100 5 �80

KC 4.5 160 �95

Ca2C 1.8 1e�4 130

HC 1e�4 2e�4 �18

This derivation is based on the constitutive Nernst-Planck law for the total flux.
For a thermodynamical derivation from electrochemical potentials that shows the
universal character of the Nernst potential, see the next Section.

For ventricular myocytes, the typical intra- and extracellular concentrations and
Nernst potential values are given in Table 2.1.

2.5 Thermodynamical Derivation of the Nernst Potential

We recall that the first law of Thermodynamics states that for a closed system the
change dU of internal energy equals the difference between the amount of heat
dQ supplied to the system and the amount of external work dW performed by the
system,

dU D dQ � dW:

Since the work performed by the system can be written in terms of the increase dV
in its volume V and the external pressure p as dW D pdV, the first law can also be
written as

dU D dQ � pdV:

The second law of Thermodynamics states that the change dS of the entropy S of
the system is

dS D dSrev C dSirr;

where dSrev is the change due to the reversible interaction of the system with its
environment and dSirr is the irreversible internal change within the system that is
always� 0. Since dSrev D dQ=T with T the absolute temperature, this law can also
be written as

dSirr D dS � dQ=T:
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The Gibbs free energy is defined as

G D U C pV � TS;

i.e. as the difference between the enthalpy H D U C pV and the product TS.
Differentiating and using the first and second laws of Thermodynamics, we obtain

dG D Vdp� SdT � TdSirr:

For reversible processes, dSirr D 0, hence the second law implies dQ D TdS and
the first law

dU D TdS � pdV;

which is a fundamental relationship expressing the change in internal energy dU
of a closed system in terms of reversible changes in its entropy S and volume V .
On the other hand, for open systems the internal energy can also increase due to an
increase dni of its i -th component

dU D
� @U
@ni

�
S;V;nj

dni ;

where S; V and the other components nj , with j ¤ i , are kept constant. Hence,
the first law of Thermodynamics becomes

dU D TdS � pdV C
X
i

�idni ;

where �i D
�@U
@ni

�
S;V;nj

is the chemical potential of the i -th component, and the

Gibbs free energy becomes

dG D Vdp� SdT C
X
i

�idni : (2.6)

This last equation shows that the chemical potential for the i -th component can also

be defined as �i D
� @G
@ni

�
T;p;nj

.

For charged ions with valence zi , the electrochemical potential is defined as

Q�i D �i C ziFu; (2.7)

where F is the Faraday constant and u the electric potential.
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The chemical potential �g for an ideal gas can be derived using the equation
of state pV D nRT, relating the pressure p, volume V , number of moles n, gas
constant R, temperature T . If we consider n D 1mol of ideal gas expanding at
constant temperature, then Eq. (2.6) gives us

dG D Vdp D RT
dp

p
;

and by integration

G D G0 C RT log
p

p0
;

where p0 is a reference pressure and G0 the associated Gibbs free energy. Since for
a mole of pure substance the chemical potential is given by the Gibbs free energy,
the last equation can be rewritten as

�g D �0g C RT log
p

p0
; (2.8)

with �0g the chemical potential of the gas at the reference pressure p0. If we take the
reference pressure equal to 1 atmosphere, Eq. (2.8) becomes

�g D �0g C RT logp: (2.9)

The chemical potential of a solute can be derived by considering a solute
dissolved in a solvent to be similar to gas molecules present in free space. Since
the ideal gas equation can be written as p D n

V
RT D cRT, with c the molar

concentration of the solute, we see that, at constant temperature, the pressure is
proportional to the concentration c. Therefore, by the analogy with a gas, the
chemical potential of a solute s dissolved in a solvent is given by Eq. (2.9) with
the pressure replaced by the concentration cs of the solute:

�s D �0s C RT log cs: (2.10)

For an ion species in solution, Eq. (2.10) generalizes to the case of an electrochemi-
cal potential Q�s as in (2.7)

Q�s D �s C zsFu D �0s C RT log cs C zsFu: (2.11)

The Nernst equilibrium potential can be derived from this equation by considering
an ion species s in equilibrium across a membrane and denoting by cis ; c

e
s the

intracellular and extracellular concentrations, respectively. Since at equilibrium we
must have Q�is D Q�es , Eq. (2.11) yields

�0s C RT log cis C zsFusi D �0s C RT log ces C zsFuse;
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so that

zsF .u
s
i � use/ D �RT log

cis
ces
;

i.e. the Nernst equilibrium potential vs D usi � use D �
RT

zsF
log

cis
ces
:

2.6 Electrodiffusion Models: The Poisson-Nernst-Planck
(PNP) Equation

We now suppose to have two types of ions, a cation S1 and an anion S2, with
concentrations c1 and c2, valences z1 D z > 0 and z2 D �z < 0. We consider
the flux through a channel˝ connecting the intra- and extracellular neutral spaces.
The Nernst-Planck equations for the fluxes J1; J2 of S1 and S2 state that

J1 D �D1

�
rc1 C zF

RT
c1ru

�
;

J2 D �D2

�
rc2 � zF

RT
c2ru

�
;

and the conservation law (continuity equation)

@t c1 C divJ1 D 0 in ˝;
@tc2 C divJ2 D 0 in ˝:

Furthermore, by Gauss law

divD D � in ˝;

where D D �aE is the dielectric displacement associated to the electric field E , �a
the dielectric constant in the ionic solution, � the charge density. Since E D �ru
with u the electric potential, we have D D ��aru and since in one mole there are
qNAz D Fz charges, we have � D Naq.z1c1 C z2c2/ D Fz.c1 � c2/. Hence, inside
the channel˝

��u D Fz

�a
.c1 � c2/:
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We denote by S the lateral surface of the channel ˝ and by @˝i ; @˝e the two
channel openings in contact with the intra and extracellular media, respectively.
Then, we make the following additional assumptions, yielding boundary conditions
for the ionic concentrations, fluxes and the electric potential:

(a) The cation and anion concentrations on both sides of the membrane are
constant, so that the intra- and extracellular spaces are in electrical equilibrium

c1.x; t/j@˝i D c2.x; t/j@˝i D ci ; c1.x; t/j@˝e D c2.x; t/j@˝e D ceI

(b) Since the dielectric constants �a of the channel’s solution and �m of the
membrane satisfy �m � �a, we assume that the channel wall is electrically
insulated,

nT EjS D 0; i.e. nTrujS D 0I

(c) The channel wall prevents the movement of ions toward the lipidic regions,

nT Ji jS D 0; nT JejS D 0I

(d) The electric potentials at the channel openings in contact with the extracellular
and intracellular media are constant and equal to ui and ue, respectively, but,
since the potential is given up to an additive constant, we set

uj@˝i D ui � ue D v; uj@˝e D 0:

The Poisson-Nernst-Planck (PNP) equation treats discrete ions in a channel
as a continuum charge distribution, representing the average ion fluxes in terms
of densities and potential gradients. For a derivation of the PNP system from
the Langevin model of ionic motion, see Schuss et al. [464]. For a singular
perturbation analysis of the steady-state PNP system, see e.g. [26, 212, 438, 484]
and the references therein. In addition to continuum PNP equations, more detailed
approaches have been studied, such as all-atom Molecular Dynamics (MD), non-
linear Poisson-Boltzmann (PB) equation, Brownian Dynamics (BD), see Roux et al.
[437]. For a multiscale model linking MD and electrophysiology for the cardiac IKs

channel, see Silva et al. [482].
Since the channel has a diameter of a few Angstroms, it can be assumed cylindri-

cal and the membrane around the channel planar. Then the ionic concentrations
c1; c2, fluxes J1; J2 and potential u are constant on each cross section of the
cylindrical channel ˝ and depend only on the position x across the cylindrical
channel˝ , that we assume to range from 0 (intracellular media) to L (extracellular
media).



30 2 Mathematical Models of Cellular Bioelectrical Activity

We now consider the steady-state of the 1-D model, assuming that the ion
concentrations are constant across the channel section. Collecting the previous
equations and boundary conditions, we find the one-dimensional Poisson-Nernst-
Planck (PNP) system:

8̂
ˆ̂̂̂̂
ˆ̂̂̂
ˆ̂̂̂̂
<̂
ˆ̂̂̂̂
ˆ̂̂̂
ˆ̂̂̂̂
ˆ̂:

@t c1 C @xJ1 D 0 with J1 D �D1

�
@xc1 C zF

RT
c1@xu

�

@t c2 C @xJ2 D 0 with J2 D �D2

�
@xc2 � zF

RT
c2@xu

�

@2xxu D � zF

�a
.c1 � c2/

with boundary conditions:
c1.0; t/ D c2.0; t/ D ci c1.L; t/ D c2.L; t/ D ce
u.0; t/ D v u.L; t/ D 0
and initial conditions:

u.x; 0/ D 0 c1.x; 0/ D c2.x; 0/ D 0:

At steady state @t c1 D @t c2 D 0, hence the stationary PNP system becomes

8̂̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂<
ˆ̂̂̂̂
ˆ̂̂̂
ˆ̂̂:

d

dx
D1

�
dc1
dx
C zF

RT
c1

du

dx

�
D 0;

d

dx
D2

�
dc2
dx
� zF

RT
c2

du

dx

�
D 0;

d 2u

dx2
D � zF

�a
.c1 � c2/

c1.0/ D c2.0/ D ci
c1.L/ D c2.L/ D ce
u.0/ D v u.L/ D 0:

(2.12)

This one-dimensional non-linear boundary value system admits a unique solution
c1.x/; c2.x/; u.x/, see [370] and for a perturbation analysis [26]. Multidimensional
existence results follow from the theory of semiconductor equations, see e.g. [320],
and exploiting the gradient flow structure of the PNP system, see e.g. [6]. The system
can be written in dimensionless form by rescaling the variables and functions as

y D x=L; 	 D uzF=RT; p D c1

ci C ce ; n D c2

ci C ce ;

Jp D J1 L

.ci C ce/D1

; Jn D J2 L

.ci C ce/D2

; Oci;e D ci;e

ci C ce ; Ov D vzF

RT
;
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so that

d2	

dy2
D zFL2

RT

d2u

dx2
D � z2F 2L2

RT�a
.ci C ce/.p � n/;

�Jp D dp

dy
C pd	

dy
;

�Jn D dn

dy
� nd	

dy
:

The first two equations of (2.12) require that
dJp
dy
D dJn

dy
D 0, i.e. that Jp and Jn

are constant. Therefore, the dimensionless one-dimensional stationary PNP system
becomes:
find fp.x/; n.x/; 	.x/g and constants fJp; Jng such that

8̂
ˆ̂̂̂
ˆ̂̂̂̂
<
ˆ̂̂̂̂
ˆ̂̂̂
:̂

�Jp D dp

dy
C pd	

dy
;

�Jn D dn

dy
� nd	

dy
d2	

dy2
D �
2.p � n/;

with boundary conditions:
p.0/ D n.0/ D Oci ; p.1/ D n.1/ D Oce; 	.0/ D Ov; 	.1/ D 0;

(2.13)

with 
2 D z2F 2L2

�aRT
.ci C ce/.

Since no analytical solutions of this system are known, we will look for
approximate solutions obtained by perturbation techniques with respect to the
parameter 
.

2.6.1 PNP: The Short Channel or Low Concentrations Limit

We look first for approximate solutions when the parameter 
D zFp
�aRT

L
p
ci C ce

is small, corresponding to short channels or low ionic concentrations. This is a
regular perturbation problem and in order to obtain an approximation with error of
orderO.
/ we solve the reduced problem in the limit case of 
 D 0. Thus

d2	

dy2
D 0
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implies that the electric field E D �d	
dy

is constant and the potential 	.y/ is linear,

so from the boundary conditions we obtain

	.y/ D Ov � Ovy; d	

dy
D �Ov:

Then the differential equation for p becomes

�Jp D dp

dy
� Ovp:

Integrating between 0 and y and using the left boundary condition p.0/ D Oci , we
obtain

p.y/ D Oci e Ovy C Jp 1 � e
Ovy

Ov :

The right boundary condition p.1/ D Oce then determines

Jp D Ov Oc
i � Ocee�Ov

1 � e�Ov :

Analogously, the differential equation for n becomes

�Jn D dn

dy
C Ovn;

so, by integrating and imposing the boundary conditions, we obtain

n.y/ D Oci e�Ovy � Jn 1 � e
�Ovy

Ov ;

Jn D �Ov Oc
i � Ocee Ov

1� e Ov :

Returning to the original variables, we then determine the dimensional fluxes J1; J2,
hence the ionic density currents

I1 D zFJ1 D z2F 2

RT

D1

L
v
ci � cee� zF

RT v

1 � e� zF
RT v

;

I2 D zFJ2 D z2F 2

RT

D2

L
.�v/

ci � cee zF
RT v

1 � e zF
RT v

:

These are GHK current-voltage relations (2.5), with PK D DK=L; K D 1; 2.
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2.6.2 PNP: The Long Channel or High Concentrations Limit

We now look for approximate solutions when the parameter 
 is large. We define

the small parameter � D 1=
 D
p
�aRT

zF

1

L
p
ci C ce and consider the singular

perturbation problem for the potential

�2
d2	

dy2
D n � p:

The reduced problem obtained in the limit case for � D 0 implies that p.y/ D n.y/,
so by adding or subtracting the equations for Jp and Jn in (2.13) we have

8̂
ˆ̂̂<
ˆ̂̂̂:

�Jp � Jn D dp

dy
C dn

dy
D 2dp

dy
;

�Jp C Jn D pd	
dy
C nd	

dy
D 2pd	

dy
p.0/ D n.0/ D Oci ; p.1/ D n.1/ D Oce; 	.0/ D Ov; 	.1/ D 0:

(2.14)

The first equation requires
dp

dy
to be constant and from the boundary conditions we

obtain p.y/ D Oci C . Oce � Oci /y, therefore system (2.14) becomes

8̂
<̂
ˆ̂:

Jp C Jn
2

D . Oce � Oci /
d	

dy
D

OJ
p.y/

D
OJ

Oci C . Oce � Oci /y ;
(2.15)

with OJ D .Jn � Jp/=2, yielding

	.y/ D OvC
OJ

Oce � Oci log
Oci C . Oce � Oci /y

Oci :

Then the boundary condition 	.1/ D 0 gives us the condition OvC
OJ

Oce � Oci log
Oce
Oci D

0, that determines OJ D . Oce � Oci / �Ov
log Oce

Oci
, which coupled with (2.15) implies

8̂
ˆ̂<
ˆ̂̂:

�Jp D . Oce � Oci /. �Ov
log Oce

Oci
C 1/;

Jn D . Oce � Oci /. �Ov
log Oce

Oci
� 1/:
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Returning to the dimensional fluxes J1 D ci C ce
L

D1Jp; J2 D ci C ce
L

D2Jn, we

find that the dimensional currents I1 D zF
ci C ce
L

D1Jp; I2 D �zF
ci C ce
L

D2Jn
are

I1 D zF

L
.ce � ci /D1

 
v

RT
zF log ce

ci

� 1
!
D zFD1

L

ce � ci
v1

.v � v1/;

I2 D � zF

L
.ce � ci /D2

 
v

RT
zF log ce

ci

� 1
!
D �zFD2

L

ce � ci
v2

.v � v2/;

(2.16)

where vk D RT

zkF
log

ce

ci
; k D 1; 2 are the Nernst potentials of the two ions

considered.
These linear current-voltage relations are derived using the approximation of a

constant diffusive gradient.

2.6.3 Equilibrium Potential for Multi-ion Fluxes

The Nernst equilibrium potential has a derivation based on universal thermodynamic
principles only in the simple case of a single-ion flux. If we consider two or more
ions, the situation is more complex and in general there is no potential that zeros
each individual ionic current. However, we can still compute a reverse potential that
zeros the total ionic current.

For example, if we consider the two ions NaC; KC and we assume that their
channels obey GHK current-voltage relations

INaC D F 2

RT
vPNa

ciNa � ceNae
� F

RT v

1 � e� F
RT v

;

IKC D F 2

RT
vPK

ciK � ceKe� F
RT v

1 � e� F
RT v

;

with PNa D DNa
L
; PK D DK

L
, then the reverse potential at which INaC C IKC D 0 is

vr D �RT

F
log

PNac
i
Na C PKciK

PNac
e
Na C PKceK

:

If instead the channels obey linear current-voltage relations

INaC D GNa.v � vNa/; IKC D GK.v � vK/;
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then the reverse potential that zeros the total current is

vr D GNavNa CGKvK
GNa CGK :

Analogously, if we consider the three ions NaC; KC;Cl� with GHK channels, we
have

vr D �RT

F
log

PNac
i
Na C PKciK C PClc

i
Cl

PNac
e
Na C PKceK C PClc

e
Cl

;

while with linear channels we have

vr D GNavNa CGKvK CGClvCl

GNa CGK CGCl
:

2.7 Electrical Circuit Model of the Cellular Membrane

Since the cell membrane separates charges that accumulate at its intra- and
extracellular surfaces, it can be viewed as a capacitor. The capacitance is defined
as the ratio between the charge Q across the capacitor and the voltage potential
drop v necessary to hold the charge

Cm D Q

v
:

Since the capacitive current is Icap D dQ=dt, if Cm is constant, we have

Icap D dQ

dt
D Cm dv

dt
:

The cellular membrane is modeled as a capacitor in parallel with a resistor (ionic
current), as shown in Fig. 2.1, so by the current conservation law, the transmembrane
current given by the sum of the capacitative and ionic currents, must be equal to the
applied current Iapp

Cm
dv

dt
C Iion D Iapp: (2.17)

The structure of the total ionic current will be described by the specific ionic
membrane model adopted. In order to discuss these models, we need to introduce
the formalism for modeling ion channel gating. For more properties about ionic
channels of excitable membranes see [228].
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Fig. 2.1 Electrical circuit model of the cellular membrane

2.8 Ion Channel Gating

In general, for a given transmembrane potential drop, the ionic current through a
population of ionic channels is given in a unit area of membrane surface and can be
modeled as a product

Iion D g.v; t/	.v/;

where g.v; t/ is the proportion of open channels in a unit area of the membrane
surface and 	.v/ is the current-voltage (I-V) relation of a single open channel. In
the previous sections on electrodiffusion models, we have seen different models for
	.v/. For example, in the long channel limit (2.16), we have 	.v/ D gc.v � vr /,
where gc and vr are the channel conductance and resting potential, respectively.
The proportion of open channels in a unit area of the membrane surface can be

written as g.v; t/ D N

S
D Ntot

S

N

Ntot
, where N is the number of open channels

on the membrane surface, Ntot is the total number of membrane channels, S is
the membrane surface area. Hence, in the long channel limit we have Iion D
Gcw.v � vr /, where Gc D Ntotgc

S
is the maximal channel conductance per unit
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area of the membrane surface and w D N

Ntot
is the percentage of open channels. We

now show how to model this percentage w, also known as gating variable, starting
with the simplest case of a single-unit two-state channel.

One unit protein with two states. Consider a membrane portion of unit area
containing a given type of ionic channels that behave independently and that assume
two states S0 (close) or S1 (open), with transition rate constants ˛; ˇ (in general
dependent on the transmembrane potential v) as indicated in the first order kinetic
diagram

close state D S0
˛

�
ˇ

S1 D open state :

If S0.t/; S1.t/ are the average numbers of channels that at time t are in the state
S0; S1, respectively, then

8<
:

dS1.t/

dt
D ˛ S0.t/ � ˇ S1.t/

S1.t/C S0.t/ D S:

By setting s0 D S0.t/=S; s1 D S1.t/=S , the percentages of close and open channels
per unit area of the surface membrane, we then have

8<
:

ds1
dt
D ˛ s0 � ˇ s1

s0 C s1 D 1:

Eliminating s0 and denoting by w D s1 the gating variable, we have

dw

dt
D ˛ .1� w/ � ˇ w :

By setting w1 D ˛
˛Cˇ and �w D 1

˛Cˇ , this equation can be rewritten as

dw

dt
D w1 � w

�w
; (2.18)

where w1 and �w are the equilibrium state and the time constant, respectively.
By voltage-clamp or patch-clamp techniques, it is possible to apply an external

current that balances the membrane current in such a way that the transmembrane
potential v is kept at a fixed value in time. In this case, the capacitative current
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Icap D Cm
dv
dt is zero and in the circuit model equation (2.17) in the long-channel

limit we have Iion.t; v/ D G w.t; v/ .v � vr / D Iapp; hence the membrane
conductance can be obtained as

G w.t; v/ D Iapp.t; v/

v � vr
:

For each fixed value of v, these experimental curves can be plotted in time and
compared with the theoretical curves predicted by solving the gating equation (2.18)
in the voltage-clamp setting: if at time t D 0 v is increased from 0 to v0 and held
fixed at such value, the time behavior is given by

w.t/ D w1.v0/.1 � e�t=�w.v0//; (2.19)

while if at time t D T we return v back to 0, we obtain the evolution

w.t/ D w1.v0/e�.t�T /=�w.v0//; (2.20)

see Fig. 2.2. If the experimental conductance curves do not agree with these
exponential curves, then the single-unit two-state channel model is not adequate and
more complex models must be considered. Such models are introduced in the next
sections and indeed they will be needed to correctly describe the ionic currents in the
membrane models developed in the literature, starting with the classical Hodgkin-
Huxley model presented in Sect. 2.9.1.
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Fig. 2.2 Plots of voltage-clamp solutions (2.19) on the interval Œ0 T � and (2.20) on ŒT 100�, with
T D 50ms, for v0 D �65;�45;�25; 15mV



2.8 Ion Channel Gating 39

Two subunits with two states. Analogously, if we consider ionic channels with
two equal and independent subunits, which can open and close according to the
following kinetic diagram

close state S0

2˛

�
ˇ

S1

˛

�
2ˇ

S2 D open state ;

we have

8̂
ˆ̂̂̂
ˆ̂̂<
ˆ̂̂̂̂
ˆ̂̂:

ds0
dt
D ˇs1 � 2˛s0

ds1
dt
D �ˇs1 C 2˛s0 � ˛s1 C 2ˇs2

ds2
dt
D ˛s1 � 2ˇs2:

From the condition d
dt .s0 C s1 C s2/ D 0 it follows s0 C s1 C s2 D 1; hence

8̂
ˆ̂̂̂̂
<̂
ˆ̂̂̂
ˆ̂̂:

ds0
dt
D ˇs1 � 2˛s0

ds2
dt
D ˛s1 � 2ˇs2

s1 D 1 � s0 � s2;

and after a change of variable

s2 D n2; s1 D 2n.1 � n/; s0 D .1 � n/2
dn

dt
D ˛.1 � n/ � ˇn:

k subunits with two states. Consider now an ionic channel with k equal and
independent subunits, which can open and close according to the following kinetic
diagram

S
0
 S

1
 S

2
 S

k−1
 S

k
 .... 

k α (k−1) α α 

β 2 β k β 
s

0
 s

1
 s

2
 s

k−1
 s

k
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As in the case with two subunits, after a change of variable, we obtain

s2 D nk; sj D
�
k

j

�
nj .1 � n/k�j

dn

dt
D ˛.1 � n/ � ˇn:

Two different subunits. We consider now two subunits of different type, that we
will denote by m and h. The transition rate constants are ˛; ˇ for m and ; ı for h,
as indicated in the following kinetic diagram

S00 S10
S20

2 α

β

α

2 β

S01
S11 S21

α

β

α

2 β

γ δ γ δγ δ

After a change of variable in the associated system of differential equations, we
obtain

s00 D .1 �m/3.1 � h/; s10 D 3m.1�m/2.1 � h/;
s20 D 3m2.1 �m/.1� h/; s30 D m3.1 � h/

s01 D .1 �m/3h; s11 D 3m.1�m/2h; s21 D 3m2.1 �m/h; s31 D m3h

dm

dt
D ˛.1 �m/� ˇm; dh

dt
D .1 � h/ � ıh: (2.21)

2.9 Cardiac Action Potential Models

The first mathematical model that describes accurately the action potential wave-
form and the associated permeability changes was proposed by Hodgkin and Huxley
in [229]. Although the Hodgkin-Huxley (HH) model was developed specifically for
nerve action potentials, the ideas and the mathematical formalism have been used
later in a number of models describing cardiac action potentials, see the survey
papers [356, 443] and also [141, 215, 282].
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2.9.1 Hodgkin-Huxley Model

The celebrated Hodgkin-Huxley (HH) model consists of the following system,
coupling the equation of the equivalent circuit model (2.17) with the equations of
channel gating as in (2.18)–(2.21) for three gating variablesm; h; n

8̂
ˆ̂̂̂̂
ˆ̂̂<
ˆ̂̂̂
ˆ̂̂̂
:̂

Cm
dv

dt
C Iion.v; m; h; n/ D Iapp

dm

dt
D m1.v/�m

�m.v/
dh

dt
D h1.v/� h

�h.v/
dn

dt
D n1.v/ � n

�n.v/

where the ionic current is the sum of sodium, potassium and leakage currents

Iion D INa C IK C IL:

Each of these currents has a linear current-voltage structure as in (2.16), with three
equal activation and one inactivation independent subunits for the sodium channel

INa D NGNam
3 h .v � vNa/;

four equal activation independent subunits for the potassium channel

IK D NGK n4 .v � vK/;

and no units for the leakage current

IL D NGL .v � vL/:

Here NGNa; NGK; NGL are the maximal conductances and vNa; vK; vL are the Nernst
potentials of each channel type, respectively.

We recall that the coefficients of the gating variables equations are given by

m1 D ˛m

˛m C ˇm ; �m D 1

˛m C ˇm ;

h1 D ˛h

˛h C ˇh ; �h D 1

˛h C ˇh ;

n1 D ˛n

˛n C ˇn ; �n D 1

˛n C ˇn ;
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with

˛m D 0:1.25� v/

expŒ0:1.25� v/� � 1 ; ˇm D 4 exp
��v

18

�
;

˛h D 0:07 exp
��v

20

�
; ˇh D 1

expŒ0:1.30 � v/�C 1 ;

˛n D 0:01.10� v/

expŒ0:1.10� v/� � 1 ; ˇn D 0:125 exp
��v

80

�
:

The remaining parameters are

NGNa D 120; NGK D 36; NGL D 0:3; vNa D 115; vK D �12; vL D 10:6:

2.9.2 General Structure of Cardiac Cellular Membrane Models

The ionic current through channels of the membrane is modulated by the transmem-
brane potential v D ui � ue, by gating variables w WD .w1; : : : ;wM / and by ionic
intracellular concentration variables c WD .c1; : : : ; cS /. In the membrane models
considered in the remainder of this chapter, the ionic current has the following
general structure

Iion.v;w; c/ D
NX
kD1

Gk.v; c/
MY
jD1

w
pjk
j .v � vk.c//C In.v;w; c/;

whereN is the number of ionic currents,Gk is the membrane conductance and vk is
the reversal potential for the k-th current, pjk are integers and In accounts for time
independent ionic fluxes.

The dynamics of the gating variables w is described in the Hodgkin-Huxley
formalism by a system of ODEs having the following structure

8̂̂
<
ˆ̂:

dwj
dt
D Rj .v;w/ D ˛j .v/.1 � wj /� ˇj .v/wj

wj .0/ D wj;0
˛j ; ˇj > 0; 0 � wj � 1; j D 1; : : : ;M:

(2.22)

The dynamics of the ionic concentration variables c is described by the additional
system of ODEs

8̂
<̂
ˆ̂:

dcj
dt
D Sj .v;w; c/ D �

Icj .v;w/ � Acap

Vcj � zcj � F
cj .0/ D cj;0
j D 1; : : : ; S;

(2.23)
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where Icj is the sum of ionic currents carrying ion cj , Acap is the capacitive
membrane area, Vcj is the volume of the compartment where cj is updated, zcj
is the valence of ion cj and F is the Faraday constant.

The transmembrane current Im is the sum of the capacitive current, associated
with the membrane lipidic bilayer and of the ionic current Iion. Since Im must
balance the applied current Iapp (see e.g. [250]), then the evolution of the trans-
membrane potential of a single myocyte is given by the following system of ODEs

8̂
ˆ̂<
ˆ̂̂:

Cm
dv

dt
C Iion.v;w; c/ D Im D Iapp;

dw

dt
�R.v;w/ D 0; dc

dt
� S.v;w; c/ D 0;

v.0/ D v0; w.0/ D w0; c.0/ D c0;
(2.24)

where Cm, Iion, and Iapp are the surface capacitance, the ionic current of the mem-
brane and the applied current per unit area of the membrane surface, respectively.

2.9.3 Ionic Models of Purkinje Fibers, Sinoatrial Node (SAN),
Atria

In this work, we will focus on cardiac ionic models of ventricular cells. Among the
many other cardiac ionic models, we mention the Punkinje fiber models by Noble
[355], McAllister-Noble-Tsien [323], DiFrancesco-Noble [149], the Sinoatrial node
(SAN) models by Zhang et al. [585], Severi et al. [472], and the references therein,
the atrial models by Nygren et al. [360], Kneller et al. [280] and the references
therein. For many additional models, we refer e.g. to Pullan et al. [406].

2.9.4 Ventricular Models

The first ventricular membrane model was formulated by Beeler and Reuter in
1977 [33]. This model, as the McAllister-Noble-Tsien model [323] developed in
1975 for Purkinje fibers, relied on the Hodgkin-Huxley formalism and, similarly
to the Hodgkin-Huxley model, assumed that sodium and potassium intracellu-
lar concentrations (ŒNaC�i , ŒKC�i ) remain constant during the action potential.
However, in cardiac myocytes entry of Ca2C through the L-type calcium channel
ICa.L/ produces a significant change in the calcium intracellular concentration
ŒCa2C�i , mainly by triggering Ca2C release from the sarcoplasmic reticulum (SR)
via the calcium-induced calcium-release (CICR) process. A first attempt to take into
account the ŒCa2C�i dynamics necessary to reproduce action potential morphology
was introduced in the earliest ventricular cell models, such as the Beeler-Reuter
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[33] and the Luo-Rudy phase I [308], but only at a phenomenological level. More
biophysically detailed ŒCa2C�i models were introduced in later models, see e.g.
[254, 306, 405, 473].

Changes in ŒNaC�i and ŒKC�i can also influence the action potential morphology
when cells are paced at a fast rate. The first model incorporating detailed information
regarding ŒNaC�i and ŒKC�i dynamic concentration changes was the DiFrancesco-
Noble model [149] of the Purkinje fibers. Rasmusson et al. [418] developed a
similar model for a bullfrog atrial cell. The Luo-Rudy dynamic (LRd) model
[309, 310] of the guinea pig ventricular action potential formulated these processes
for the ventricular myocytes. These models were founding members in a new
class of second generation models that account for dynamic ion concentration
changes. Several such models for ventricular myocytes in different species have
been published since that time (see Table 2.2) and in particular Rudy’s group has
recently published a detailed ionic model for human ventricular myocytes, see [361].

Table 2.2 Some of the most used ventricular ionic models for different species and dimensions
of the associated dynamical systems of differential equations

Reference Species Equations

Beeler and Reuter [33] Mammalian 8

Ebihara and Johnson [154] Chick embrio

Luo and Rudy [308] Guinea pig 8

Noble et al. [357] Guinea pig 17

Luo and Rudy [309, 310] Guinea pig 19

Fenton and Karma [170] Mammalian 3

Jafri, Rice and Winslow [254] Guinea pig 31

Noble et al. [358] Guinea pig 22

Priebe and Beuckelmann [402] Human 22

Winslow et al. [563] Canine 33

Clancy and Rudy [93, 94] Guinea pig

Pandit et al. [367] Rat 26

Puglisi et al. [405] Rabbit

Bondarenko et al. [53] Mouse 41

ten Tusscher et al. [521] Human 17

Hund and Rudy [243] Canine 29

Shannon et al. [473] Rabbit 46

Cortassa et al. [136] Mammalian 50

Livshitz and Rudy [306] Canine 18

Niederer and Smith [351] Rat

Bueno-Orovio, Cherry and Fenton [65] Human 4

Mahajan et al. [315] Rabbit 26

Li et al. [299] Mouse 36

O’Hara and Rudy [361] Human 41
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More recently, detailed ionic models have been coupled with detailed signaling
pathways models; see for example [224] for a simulation study of beta-adrenergic
signaling and its whole-cell effects in ventricular myocytes by incorporating
receptor isoforms, multiple pathways and phosphorylation.

2.9.4.1 The Beeler-Reuter Model

In 1977, Beeler and Reuter developed the first mathematical model of a mammalian
ventricular muscle cell (see [33]) based on the Hodgkin-Huxley formalism. The
ionic current Iion is given by the sum of N D 4 currents

Iion D INa C Is C IK1 C Ix1 :

The fast inward sodium current INa is primarily responsible for the rapid upstroke
of the action potential, while the other currents determine the configuration of the
plateau and repolarization phases. The slow inward current Is , primarily carried by
calcium ions, influences the duration of the action potential. The time-dependent and
time-independent outward potassium currents Ix1 and IK1 are instead responsible
for the repolarization phase. It was also discovered that the intracellular calcium
concentration changes significantly during the course of an action potential, hence
this was included in the model as an additional dynamic variable.

Fast inward sodium current INa. In addition to the activation gate m and the
inactivation gate h of the Hodgkin-Huxley model, Beeler and Reuter added a slow
inactivation gate j . All the three gating variables follow the dynamics governed by
Eq. (2.22). The expression of the sodium current is given by

INa D . NgNam
3hjC NgNaC/.v �ENa/;

whereENa is the sodium reversal potential (50mV), NgNa is the maximal sodium con-
ductance (0:04mS=mm2) and NgNaC is the constant background sodium conductance
(3 � 10�5 mS=mm2).

Slow inward current Is . This current is controlled by an activation gate d and
an inactivation gate f , both following the dynamics of (2.22). The magnitude of the
current is given by

Is D Ngsdf .v �Es/;

where Ngs is the maximal channel conductance 9 � 10�4 mS=mm2. The reversal
potential Es depends on the intracellular calcium concentration ŒCa2C�i , precisely

Es D �82:3 � 13:0287 log.0:001ŒCa2C�i /:
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The time dependence of the intracellular calcium concentration depends in turn on
the current Is , according to

dŒCa2C�i
dt

D �0:01Is C 0:07.10�4 � ŒCa2C�i /:

Time-dependent outward potassium current Ix1 . As in the Hodgkin-Huxley
model, this current is controlled by a single gating variable x1, following (2.22).
The expression of the current is

Ix1 D 8 � 10�3x1
�

exp.0:04.vC 77//� 1
exp.0:04.vC 35/

�
:

Time-independent outward potassium current IK1. The experimental evi-
dence suggested the presence of a time-independent background potassium current
with magnitude given by

IK1 D 0:0035

�
4.exp.0:04.vC 85//� 1/

exp.0:08.vC 53//C exp.0:04.vC 53//
�
C

0:035

�
0:2.vC 23/

1 � exp.�0:04.vC 23//
�
:

2.9.4.2 The Luo Rudy I Model (LR1)

In 1991, Luo and Rudy developed a new mammalian ventricular membrane model
[308], based on the Beeler-Reuter model, adjusting some parameters to reproduce
more recent experimental results and including additional potassium currents. In the
LR1 model, the ionic current Iion is given by the sum of N D 6 currents

Iion D INa C Isi C IK C IK1 C IKp C Ib;
two inwards (INa, Isi) and four outwards (IK , IK1, IKp, Ib). The first three currents
depend on six gating variables and one ion (intracellular calcium) concentration,
while the last three are time-independent. The reversal potentials are set to the
Nernst potentials for the ions involved, allowing the reversal potentials to vary
according to ionic concentrations gradients. Figure 2.3 reports the time evolution
of the transmembrane potential v, the gating variables m, h, j , d , f , X and the
intracellular calcium concentration ŒCa2C�i .

Fast inward sodium current INa. The expression of this current is the same as
in the Beeler-Reuter model with the omission of the constant background sodium
conductance, thus

INa D NgNam
3hj.v � ENa/;

where gNa D 0:23mS=mm2.
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Fig. 2.3 LR1 model: Transmembrane potential v, ionic currents INa; Isi; IK; IK1; IKp; Ib , gating
variables m, h, j , d , f , X and intracellular calcium concentration ŒCa2C�i as functions of time

Slow inward current Isi. The general form of this current is the same as the one
of the Is current in the Beeler-Reuter model

Isi D Ngsidf .v �Esi/;

where the reversal potential Esi is given by

Esi D 7:7 � 13:0287 log.ŒCa2C�i /:

The dynamics of the gating variable d , f and the intracellular calcium concentration
ŒCa2C�i is the same as in the Beeler-Reuter model.

Time-dependent potassium current IK . Unlike in the Beeler-Reuter model,
this current is controlled not only by an activation gateX , but also by an inactivation
gate Xi . The magnitude of the current is given by

IK D NgKXXi .v �EK/;
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where the maximal potassium conductance depends on the extracellular potassium
concentration according to

NgK D 2:82 � 10�3
r
ŒKC�o
5:4

mS=mm2:

The reversal potential EK is dependent on the concentration of both KC and NaC
ions and is given by

EK D RT

F
log

�
ŒKC�o C PRNaK ŒNaC�o
ŒKC�i C PRNaK ŒNaC�i

�
;

where PRNaK is a dimensionless permeability ratio for NaC that is expressed
relative to KC. The activation gate X follows the classical Hodgkin-Huxley
dynamics (2.22), while the new inactivation gate Xi is given by

Xi D
8<
:
2:837

exp.0:04.vC 77//� 1
.vC 77/ exp.0:04.vC 35// v > �100mV

1 v � �100mV:

Time-independent potassium current IK1. This current was reformulated using
one gating variable with a time constant small enough that it may be approximated
by a steady-state formulation. The magnitude of the current is

IK1 D NgK1K11.v � EK1/;

where the maximal channel conductance is

NgK D 6:047 � 10�3
r
ŒKC�o
5:4

mS=mm2

and the reversal potential is the Nernst potential for potassium ions. The steady-state
gate is given by

K11 D ˛K1

˛K1 C ˇK1 ;

where

˛K1 D 1:02

1C exp.0:2385.v� EK1 � 59:215//;

ˇK1D0:49124 exp.0:08032.v� EK1C5:476//C exp.0:06175.v�EK1 � 594:31//
1C exp.�0:5143.v�EK1C4:753// :
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Plateau potassium current IKp. This current, given by

IKp D NgKpKp.v �EKp/;

plays a role during the plateau phase of the action potential, restoring the cell to
its resting state. The maximal current conductance is NgKp D 1:83 � 10�4 mS=mm2,
the reversal potential is the same of the time-independent potassium current, thus
EKp D EK1 and

Kp D 1

1C exp..7:488� v/=5:98/
:

Background current Ib . This current is a linear function of the transmembrane
potential with magnitude given by

Ib D Ngb.v � Eb/;

where Ngb D 0:03921mS=cm2 and Eb D �59:87mV.

2.9.4.3 The Luo Rudy Dynamic Model (LRd)

In 1994, Luo and Rudy developed a new mammalian ventricular membrane model
[309, 310], mainly based on data from the guinea pig. The new model includes a
detailed phenomenological description of calcium-induced calcium-release, intra-
cellular calcium cycling and calcium buffering. The ionic current Iion is given by
the sum of N D 11 currents

Iion D INaC ICa.L/C IK C IK1C IKpC INaCaC INaK C InsCaC IpCaC IbCaC IbNa:

Figure 2.4 reports the time evolution of the transmembrane potential v, the gating
variables m, h, j , d , f , Xs1, Xs2, Xr and the intracellular calcium concentration
ŒCa2C�i .

Fast inward sodium current INa. The formulation of this current is the same as
the LR1 model, but the maximum conductance was decreased to NgNa D 16mS=cm2.

L-type calcium current ICa.L/. This current, equivalent to the slow inward
current Isi from the LR1 model, is the sum of the currents through the L-type
calcium channel that is permeable to Ca2C, NaC and KC. The name is due to its
activity, which is long lasting in comparison to other calcium currents, such as the
T-type transient calcium current. The magnitude of the current is given by

ICa.L/ D ICa.L/Ca C ICa.L/Na C ICa.L/K;
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Fig. 2.4 LRd model: Transmembrane potential v, gating variables m, h, j , d , f ,Xs1, Xs2,Xr and
the intracellular calcium concentration ŒCa2C�i as functions of time

where

ICa.L/Ca D d � f � fCa � NICa.L/Ca

ICa.L/Na D d � f � fCa � NICa.L/Na

ICa.L/K D d � f � fCa � NICa.L/K:

The NICa.L/Ca, NICa.L/Na and NICa.L/K terms represent the maximum currents through
the channel for each ion species. Because there is only one physical channel, each
of these equations is governed by the same gating variables. The activation gate d
and the inactivation gate f follow the Hodgkin-Huxley formalism (2.22), while the
further inactivation gate fCa is governed by the following equation

fCa D 1

1C
�
ŒCa2C�i
KmCa

�2 ;
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where KmCa is the half activation concentration for Ca2C set to 0:6 � 10�3 mM. The
three fully activated current terms follow the short channel limit, thus

NIS D PS z2S
vF2

RT

SiŒS�i exp.zSvF=RT/� SoŒS�o
exp.zSvF=RT/� 1 ;

where S D Ca2C; NaC; KC. PS is the permeability of the membrane to ion S with
valence zS and Si; So are the intracellular and extracellular activity coefficients of
ion S .

Time-dependent potassium current IK . The kinetics of the gating variables
was updated from the LR1 model and an additional pair of activation gates was
added, thus

IK D NgKX2Xi.v �EK/;

where

Xi D 1

1C exp
�

v�56:26
32:1

� :

Time-independent potassium current IK1. The formulation of this current is
the same as the one in the LR1 model, but the maximum channel conductance was
changed to

gK1 D 0:75
p
ŒKC�o=5:4mS=cm2:

Plateau potassium current IKp. The formulation of this current is the same as
the one in the LR1 model.

Sodium-calcium exchanger INaCa.

INaCa D kNaCa � 1

K3
m;Na C ŒNaC�3o

� 1

Km;Ca C ŒCa2C�o
� 1

1C ksat exp..�� 1/vF=RT/

� �exp.�vF=RT/ŒNaC�3i ŒCa2C�o � exp..� � 1/vF=RT/ŒNaC�3oŒCa2C�i
�
;

where kNaCa D 2 000�A=�F, Km;Na D 87:5mM, Km;Ca D 1:38mM, ksat D 0:1

and � D 0:35.
Sodium-potassium pump INaK .

INaK D NINaK � fNaK � 1

1C .Km;Nai=ŒNaC�i /1:5
� ŒKC�o
ŒKC�o CKm;Ko

;
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where NINaK D 1:5 �A=�F, Km;Nai D 10mM, Km;Ko D 1:5mM and

fNaK D 1

1C 0:1245 exp.�0:1vF=RT/C 0:0365� exp.�vF=RT/

� D 1=7 �exp.ŒNaC�o=67:3/� 1
�
:

Non-specific calcium-activated current InsCa. Although activated by calcium,
this current arises from the transport of sodium and potassium ions.

InsCa D . NInsNa C NInsK/
1

1C
�
KmnsCa

ŒCa2C�i

�3 ;

where KmnsCa D 1:2 �M and NInsNa; NInsK are computed according to the short
channel limit formula.

Sarcolemmal calcium pump IpCa.

IpCa D NIpCa
ŒCa2C�i

Km;p.Ca/ C ŒCa2C�i
;

where NIpCa D 1:15 �A=�F and Km;p.Ca/ D 0:5mM.
Calcium background current IbCa.

IbCa D gbCa.v � ECa;N /;

where gbCa D 0:003016mS=�F and

ECa;N D .RT=2F / log.ŒCa2C�o=ŒCa2C�i /:

Sodium background current IbNa.

IbNa D gbNa.v � ENa;N /;

where gbNa D 0:00141mS=�F and ENa;N D ENa.
Intracellular potassium dynamics. The evolution of the intracellular KC

concentration is described by the following ODE

dŒKC�i
dt

D � Acap

VmyoF
.IK;t � 2INaK/; (2.25)

where Acap is the capacitative area of the membrane, Vmyo is the volume of the
myoplasm, F is the Faraday constant and IK;t is the total KC current through all
ion channels, i.e.

IK;t D IK C IK1 C IKp:
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Intracellular sodium dynamics. The evolution of the intracellular NaC concen-
tration is described by the following ODE

dŒNaC�i
dt

D � Acap

VmyoF
.INa;t C 3INaK C 3INaCa/;

where INa;t is the total NaC current through all ion channels, i.e.

INa;t D INa C IbNa:

Intracellular calcium buffering. The formulation of the intracellular calcium
handling is based on the concepts detailed in the DiFrancesco-Noble model [149],
but includes two additional features. The first is a calcium leakage current from the
Sarcoplasmic Reticulum back into the cytosol and the second is the inclusion of
calcium buffers within the intracellular spaces. Therefore, the evolution of the free
calcium ŒCa2C�i , junctional sarcoplasmic reticulum (JSR) free calcium ŒCa2C�jsr

and network sarcoplasmic reticulum (NSR) calcium ŒCa2C�nsr concentrations are
described by the following ODEs:

dŒCa2C�i
dt

D �ˇmyo

�
Acap

2VmyoF
.ICa;t � 2INaCa/C Vnsr

Vmyo
.Iup � Ileak/� Vjsr

Vmyo
Irel

�
;

(2.26)

dŒCa2C�jsr

dt
D ˇjsr.Itr � Irel/; (2.27)

dŒCa2C�nsr

dt
D Iup � Ileak � Vjsr

Vnsr
Itr; (2.28)

where ICa;t is the total Ca2C current through all ion channels, i.e.

ICa;t D ICa.L/ C InsCa C IpCa C IbCa;

and the buffering of CaC2 is modeled by incorporating instantaneous buffering to
troponin C in the myoplasm and to calmodulin in JSR binding sites (see e.g. [547])
by means of

ˇmyo D
 
1C Œtrpn�Km;trpn

.ŒCa2C�i CKm;trpn/2
C Œcmdn�Km;cmdn

.ŒCa2C�i CKm;cmdn/2

!�1
;

ˇjsr D
�
1C Œcsqn�Km;csqn

.ŒCa2C�jsr CKm;csqn/2

��1
:

All the other symbols are defined in Table 2.3.
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Table 2.3 Abbreviations used in the description of the LRd model

Acap Capacitative area of membrane cm2

Cm Membrane capacitance �F=cm2

F Faradays constant 96 485 C=mol

IK;t Total KC current through all ion channels �A=cm2

INa;t Total NaC current through all ion channels �A=cm2

ICa;t Total Ca2C current through all ion channels �A=cm2

INaCa NaC � Ca2C exchanger �A=cm2

INaK NaC �KC pump �A=cm2

JSR Junctional sarcoplasmic reticulum

NSR Network sarcoplasmic reticulum

Ileak Ca2C leak from NSR mM=ms

Irel Ca2C release from JSR mM=ms

Itr Ca2C transfer from NSR to JSR mM=ms

Iup Ca2C uptake into NSR mM=ms

Vmyo Volume of myoplasm �L

Vjsr Volume of JSR �L

Vnsr Volume of NSR �L

ŒKC�i Intracellular concentration of KC mM

ŒNaC�i Intracellular concentration of NaC mM

ŒCa2C�i Intracellular concentration of free Ca2C mM

ŒCa2C�i;t Total intracellular concentration of bound and free Ca2C mM

ŒCa2C�jsr JSR concentration of free Ca2C mM

ŒCa2C�jsr;t Total JSR concentration of bound and free Ca2C mM

ŒCa2C�nsr NSR concentration of free Ca2C mM

2.9.4.4 LRd Model Updates

The development of the LRd model continued after 1994 and the latest version is
described in the 2007 work [306] by Livshitz and Rudy. Among the major updates,
we recall those introduced in 1995 by [583], in particular the original formulation
of the T-type transient calcium current ICa.T / and the introduction of the rapid and
slow potassium currents IKr, IKs, replacing the obsolete time-dependent potassium
current IK .

T-type calcium current ICa.T /. The magnitude of this current is given by

ICa.T / D gCa.T /b
2g.v �ECa/;

where gCa.T / D 0:05mS=cm2 and

ECa D .RT=2F / log.ŒCa2C�o=ŒCa2C�i /:

The gating variables b and g follow the Hodgkin-Huxley formalism (2.22).
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Time-dependent rapid potassium current IKr.

IKr D gKrXrr.v �EKr/;

with

gKr D 0:02614
p
ŒKC�o=5:4; EKr D .RT=F / log.ŒKC�o=ŒKC�i /;

r D 1

1C exp..vC 9/=22:4/
and Xr following (2.22).

Time-dependent slow potassium current IKs.

IKs D gKsXs1Xs2.v �EKs/;

where

gKs D 0:433
�
1C 0:6

1C .0:000038=ŒCa2C�i /1:4

�
;

EKs D .RT=F / log

�
ŒKC�o C PNa;K ŒNaC�o
ŒKC�i C PNa;K ŒNaC�i

�
:

and Xs1, Xs2 satisfying (2.22).
With these updates, the total KC and Ca2C currents become

IK;t D IKr C IKs C IK1 C IKp

and

ICa;t D ICa.L/ C ICa.T / C InsCa C IpCa C IbCa;

respectively.

2.9.5 Charge Conservation in Ionic Models

Membrane models have proven to be a useful and widely accepted tool for studying
the electrophysiology and contractility of excitable cells. The second-generation of
membrane ionic models incorporates the dynamics of the cytoplasmic concentra-
tions of NaC, KC and Ca2C and in the literature concerns regarding their behavior
in response to prolonged periods of rapid pacing have been reported, see e.g.
[163, 213, 244, 307, 417, 573]. In particular, drift of intracellular ion concentrations
and transmembrane potential v and the existence of an infinite number of steady
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states, are often cited as problems with such models, see [213, 573]. In order to
address these concerns, models based on the principle of charge conservation have
been formulated. In this formulation, the differential equation computing v from
the transmembrane current, i.e. the first equation in (2.24), is replaced with an
algebraic equation relating v to intracellular ion concentrations, see [163,539]. This
algebraic approach has proven to be stable with respect to drift in the computed ion
concentrations and v. We present here the algebraic approach applied to the LRd
model, as done in [244].

Introducing the total intracellular calcium concentration ŒCa2C�i;t , given by the
sum of troponin (trpn) and calmodulin (cmdn) bound and free Ca2C, i.e.

ŒCa2C�i;t D ŒCa2C�i C Œtrpn�ŒCa2C�i
ŒCa2C�i CKm;trpn

C Œcmdn�ŒCa2C�i
ŒCa2C�i CKm;cmdn

;

and the total JSR calcium concentration ŒCa2C�jsr;t , given by the sum of calse-
questrin (csqn) bound and free JSR Ca2C, i.e.

ŒCa2C�jsr;t D ŒCa2C�jsr C Œcsqn�ŒCa2C�jsr

ŒCa2C�jsr CKm;csqn
;

we have that

dŒCa2C�i;t
dt

D ˇ�1
myo

dŒCa2C�i
dt

;
d ŒCa2C�jsr;t

dt
D ˇ�1

jsr

dŒCa2C�jsr

dt
: (2.29)

Substituting (2.29) into Eqs. (2.26) and (2.27), we obtain

dŒCa2C�i;t
dt

D � Acap

2VmyoF
.ICa;t � 2INaCa/� Vnsr

Vmyo
.Iup � Ileak/C Vjsr

Vmyo
Irel; (2.30)

dŒCa2C�jsr;t

dt
D Itr � Irel: (2.31)

Combining (2.28), (2.30) and (2.31), we have

dŒCa2C�i;t
dt

D � Acap

2VmyoF
.ICa;t � 2INaCa/� Vnsr

Vmyo

dŒCa2C�nsr

dt
� Vjsr

Vmyo

dŒCa2C�jsr;t

dt
;

and we finally derive the system

8̂
ˆ̂̂̂
<̂
ˆ̂̂̂
ˆ̂:

VmyoF

Acap

dŒKC�i
dt

D �.IK;t � 2INaK/;

VmyoF

Acap

dŒNaC�i
dt

D �.INa;t C 3INaK C 3INaCa/;

2VmyoF

Acap

�
dŒCa2C�i;t

dt
C Vnsr

Vmyo

dŒCa2C�nsr

dt
C Vjsr

Vmyo

dŒCa2C�jsr;t

dt

�
D�.ICa;t�2INaCa/:

(2.32)



2.9 Cardiac Action Potential Models 57

The total transmembrane ionic current Iion, given by

Iion D IK;t C INa;t C ICa;t C INaK C INaCa;

provides the change in the transmembrane potential v according to the current
conservation law applied to the cell membrane modeled as a capacitor in parallel
with the ionic current

Cm
dv

dt
C Iion D 0: (2.33)

Combining (2.32) and (2.33), we have

Cm
dv

dt
D �Iion

D �.IK;t C INa;t C ICa;t C INaK C INaCa/

D VmyoF

Acap

�
dŒKC�i

dt
C dŒNaC�i

dt
C 2d ŒCa2C�i;t

dt

C2 Vnsr

Vmyo

dŒCa2C�nsr

dt
C 2 Vjsr

Vmyo

dŒCa2C�jsr;t

dt

�
;

(2.34)

hence it holds

Cmv�VmyoF

Acap

�
ŒKC�iCŒNaC�iC2ŒCa2C�i;tC2 Vnsr

Vmyo
ŒCa2C�nsrC2 Vjsr

Vmyo
ŒCa2C�jsr;t

�
DC0;

with C0 constant. This equation can be interpreted as a relationship between the
electric potential and the charge across a capacitor; indeed, applying the Gauss law
to the membrane as a capacitor in an electric circuit, we have Cm.ui � ue/ D � with
� the net charge difference between the intra- and extracellular charge densities
given by �i � �e . In the previous model, we have considered only NaC, KC and
Ca2C, which are the most important ions for the generation of the action potential,
disregarding the contribution of other ions and we have implicitly assumed that
the extracellular ionic concentrations are constant. Therefore, the constant C0 is
given by

C0 D ��e D �VmyoF

Acap

�
ŒKC�e C ŒNaC�e C 2ŒCa2C�e

�
;

yielding the latent algebraic conservation relationship

v D VmyoF

AcapCm
.ŒKC�i � ŒKC�e C ŒNaC�i � ŒNaC�e C 2.ŒCa2C�i;tC
Vnsr

Vmyo
ŒCa2C�nsr C Vjsr

Vmyo
ŒCa2Cjsr;t � � ŒCa2C�e//:

(2.35)
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As a consequence, it is clear from this conservation law that the initial values of v
and of the ion concentrations can not be selected arbitrarily.

Summarizing, we have two equivalent mathematical formulations:

• The common full-differential approach, composed of the differential system for
the state variables transmembrane potential, gating variables and concentrations
of ŒNaC�i , ŒKC�i , ŒCa2C�i , ŒCa2C�nsr , ŒCa2C�jsr, where due to the latent conserva-
tion relationship, the state variables are not linearly independent, requiring that
the initial condition must satisfy the conservation law;

• The differential-algebraic approach, composed of the differential system for
the concentrations of ŒNaC�i , ŒKC�i , ŒCa2C�i , ŒCa2C�nsr , ŒCa2C�jsr and gating
variables, that is coupled with the algebraic relationship for the transmembrane
potential.

We remark that in the former approach, as a consequence of the linear dependence of
the state variables, the resulting jacobian matrix is singular. Therefore, the study of
stability of equilibrium points and cycles as functions of relevant parameters should
be performed using the differential-algebraic formulation.

When an external current is applied, Eq. (2.33) becomes

Cm
dv

dt
C Iion D Iapp:

To satisfy the algebraic conservation relation between the transmembrane poten-
tial and ionic concentrations, it is required that charges carried by a stimulation
current are accounted for a specific ionic species. Usually, in many simulation
studies of periodical pacing, KC is chosen as a charge ion for the stimulus current.
Therefore Eq. (2.25) is modified as follows:

dŒKC�i
dt

D � Acap

VmyoF
.IK;t � 2INaK � Iapp/:

In this way, we eliminate the drift behavior of ion concentrations. Otherwise,
proceeding as in (2.34) and integrating on Œ0; t �, the drift term

Vdrift D
Z t

0

Iapp.s/ ds;

would be added at the right hand side of Eq. (2.35), which might alterate the
membrane dynamics for long-term pacing, see [244].
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2.9.6 Action Potential Duration Restitution Curve

The restitution function is a mesoscopic characteristic of cardiac tissue. It describes
the duration of an action potential (APD), which is the time interval when the cardiac
cell is in an excited state, as a function of the diastolic interval (DI), which is the
time interval when the cardiac cell is in an unexcited state. At large DIs, the ionic
currents in the cell have time to go back to the resting state and the corresponding
APD is close to the maximum APD. If the DI is decreased, some of the ionic currents
are still activated and the corresponding APD is smaller. There is a minimum DI for
which the ionic currents are so activated that is not possible to elicit another action
potential. This produces a minimum APD different from zero in the restitution curve
of the APD. Figure 2.5 reports the restitution curve calculated using the LRd model.

2.9.7 Reduced Ionic Models

2.9.7.1 The FitzHugh-Nagumo Model and Other Cubic-Like Models
for the Excitation Phase

In order to investigate phenomena on larger spatial and temporal scales, and also for
theoretical purposes, several reduced membrane models have been developed that
do not seek to model sub-cellular processes, but only to provide an action potential
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Fig. 2.5 Action potential duration restitution curve computed with the LRd model
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at a minimal computational cost. The unknowns of these models are a normalized
transmembrane potential v and a gating variable w, following the general kinetics

8̂<
:̂

dv

dt
D f .v;w/

dw

dt
D g.v;w/:

• FitzHugh-Nagumo model [178]:

f .v;w/ D �kv.v � a/.v � 1/� w; g.v;w/ D �.v � w/I

• Roger-McCulloch model [422]:

f .v;w/ D �kv.v � a/.v � 1/� vw; g.v;w/ D �.v � w/I

• Aliev-Panfilov model [1]:

f .v;w/ D �kv.v � a/.v � 1/� w; g.v;w/ D �.v.v � 1 � a/C w/I

• Mitchell-Schaeffer model [333]:

f .v;w/ D � w

�in
v2.v � 1/� v

�out
; g.v;w/ D

8̂<
:̂
1 � w

�open
if v � vgate;

�w

�close
if v > vgate:

Here 0 < a < 1; k; �; ; �in; �out; �open; �close; 0 < vgate < 1 are given
constants;

• Morris-Lecar model [337]:

�f .v;w/ D gCam1.v � vCa/C gKw.v � vK/C gL.v � vL/

Cm
g.v;w/ D 	 w1 � w

�w

(2.36)

where

m1.v/ D 0:5Œ1C tanh..v � v1/=v2/�
w1.v/ D 0:5Œ1C tanh..v � v3/=v4/�
�w.v/ D 1= cosh..v � v3/=.2v4//:
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Table 2.4 Three calibrations
of the Morris-Lecar
parameters gCa; v3; v4; 	

gCa v3 v4 	

.mS=cm2/ (mV) (mV) .ms�1/

ML1 4.4 2. 30. 0.04

ML2 4 12 17.4 0.066

ML3 4 12 17.4 0.23

The parameters of the Morris-Lecar model are: Cm D 20�F=cm2, vCa D 120mV,
vK D �84mV, gK D 8mS=cm2, vL D �60mV, gL D 2mS=cm2, v1 D �1:2mV,
v2 D 18mV. For the remaining parameters, we consider three different calibrations
denoted by ML1, ML2, ML3 in Table 2.4 and used later in the section on
bifurcation diagrams.

2.9.7.2 The Fenton-Karma Model

This reduced model, proposed in [170], consists of three ordinary differential
equations for the transmembrane potential v and two gating variables u and w:

8̂̂
ˆ̂̂<
ˆ̂̂̂̂
:

dv

dt
D f .v; u;w/

du

dt
D H.v � vc/.1 � u/=��

u.v/ �H.v � vc/u=�
C
u

dw

dt
D H.vc � v/.1 � w/=��

w �H.v � vc/w=�
C
w ;

where H is the Heaviside function centered at zero and the ionic current
f .v; u;w/ D �Ifi � Iso � Isi is the sum of the three currents

Ifi.v; u/ D �uH.v � vc/.1 � v/.v � vc/=�d

Iso.v/ D H.v � vc/=�o CH.v � vc/=�r

Isi.v;w/ D �w.1C tanh.k.v � vsi
c ///=.2�si/:

The values of the parameters in the previous expressions can be found in Table I
of [170].
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2.9.8 Phase-Plane Analysis of the FitzHugh-Nagumo (FHN)
Model

The FitzHugh-Nagumo model can be derived from a simplified electrical circuit
model of the cell membrane. The circuit consists of a capacitor (with current ic)
in parallel with a nonlinear current–voltage device (with current j D F.u/) and
a serial system with a resistor, an inductance, and a battery (with current i ). Let
u D ui�ue be the transmembrane potential and vR; vL; v0 be the resistor, inductance,
and battery potentials, respectively. Given an applied current Ia, Kirchhoff’s laws
state that �

ic C i C j D Ia;
u D v0 C vL C vR:

From ic D C du
dt , vR D Ri (Ohm’s law), vL D L di

dt (Faraday’s law), we have

8̂<
:̂
C

du

dt
D �i � F.u/C Ia;

L
di

dt
D u � Ri� v0:

In order to write this system in dimensionless form, we scale the time as � D
Rmt=L, where Rm D 1=F 0.0/ and we define the dimensionless variables v.�/ D
u.L�=Rm/=vm; w.�/ D Rmi.L�=Rm/=vm, where vm is the maximal value of u.
Then8̂
<̂
ˆ̂:

dv

d�
D L

vmRm

du

dt
D L

vmRmC
.�i � F.u/C Ia/D L

R2mC
.�Rmi

vm
�RmF.u/

vm
CRm

vm
Ia/;

dw

d�
D RmL

vmRm

di

dt
D L

vmL
.v � Ri� v0/ D u

vm
� R

Rm

Rmi

vm
� v0

vm
:

Defining Ov0 D v0=vm; OF .v/ D Rm
vm
F.vmv/; OIa D Rm

vm
Ia;  D R=Rm; � D

CR2m=L, we have
8̂
<
:̂
�

dv

d�
D �w � OF .v/C OIa;

dw

d�
D v � w � Ov0:

This system is a particular instance of the generalized FitzHugh-Nagumo planar
dynamical system

8̂
<
:̂
�

dv

d�
D f .v;w/C OIa;

dw

d�
D g.v;w/:

(2.37)
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Fig. 2.6 v;w-phase plane, nullclines and notations for the FHN model

We assume a situation as the one in Fig. 2.6, where the nullcline f .v;w/ D 0

is a cubic-like function in v with 3 distinct zeros, local maximum value wmax, local
minimum value wmin and the nullcline g.v;w/ D 0 has only one intersection point
.v�;w�/ with f D 0 (for an example with more than one intersection, see Fig. 2.9).

More precisely, we assume that it exists an interval .wmin;wmax/ such that:

– For w > wmax 9Šv W f .v;w/ D 0, defining a function v D h�.w/;
– For w < wmin 9Šv W f .v;w/ D 0, defining a function v D hC.w/;
– For wmin < w < wmax there are three real roots h�.w/ < h0.w/ < hC.w/ of
f .v;w/ D 0.

The cubic-like nullcline f .v;w/ D 0 partitions the v;w-plane into two regions,
˝�
f D f.v;w/ W w > w; where f .v;w/ D 0g and ˝C

f D f.v;w/ W
w < w; where f .v;w/ D 0g. We assume that f < 0 in ˝�

f and f > 0 in

˝C
f . Analogously, the other nullcline g.v;w/ D 0 partitions the plane into two

regions ˝�
g D f.v;w/ W w > w; where g.v;w/ D 0g and ˝C

g D f.v;w/ W
w < w; where g.v;w/ D 0g, and we assume that g < 0 in ˝�

g and g > 0

in ˝C
g . These assumptions guarantee that the partial derivatives of f and g are

nonpositive or nonnegative but we will make the stronger assumptions @wf .v;w/ <
0; @vf .v;w/ > 0; and @vg.v;w/ > 0; @wg.v;w/ < 0.
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According to the chosen initial conditions .v0;w0/ and the applied current OIa, the
generalized FitzHugh-Nagumo system (2.37) admits solutions with quite different
dynamics. The intersection point .v�;w�/ between the nullclines f D 0, g D 0 is
an equilibrium point and its stability is determined by the eigenvalues 
1; 
2 of the
Jacobian matrix evaluated at .v�;w�/

J D
	
@vf @wf

@vg @wg



W

– We have stability if 
1; 
2 are both real and negative (stable node or sink) or if
they are a complex conjugate pair with negative real part (stable spiral);

– We have instability if 
1; 
2 are both real positive (unstable node or source)
or they have opposite signs (saddle) or they are a complex conjugate pair with
positive real part (unstable spiral).

Equivalently, the stability of a planar dynamical system is often described in terms
of the trace tr.J / D 
1C
2 and determinant det.J / D 
1
2 of the Jacobian matrix.

For our generalized FitzHugh-Nagumo system (2.37), we have stability if
.v�;w�/ lies on the lower branch h�.w/ or upper branch hC.w/ of the nullcline
f D 0, while we have instability if .v�;w�/ lies on its middle branch h0.w/. In
Fig. 2.7, we consider first some examples without applied current, OIa D 0. We will
then vary OIa in Figs. 2.8 and 2.9 we will consider a case with three equilibrium
points. In each figure, the left panel shows the nullclines (dashed lines) and the
trajectory (continuous line) in the phase plane v;w starting from the initial point
.v0;w0/ (marked with ˘); the equilibrium point .v�;w�/ is marked with ?.

(a) FHN dynamics with zero applied current OIa (Fig. 2.7).

(a1) Stable equilibrium: subthreshold response. Consider first w0 2 .wmin;wmax/

and v0 < h0.w0/. Then v returns to the equilibrium point v� (Fig. 2.7 top,
stable spiral), because in the region where f < 0 if the initial point .v0;w0/
is above the nullcline g D 0, then here g < 0 and .v;w/ returns to the
equilibrium point .v�;w�/, and if .v0;w0/ is below the nullcline g D 0,
then here g > 0 so w initially increases until the trajectory crosses g D 0

into the region where g < 0 and .v;w/ again returns to .v�;w�/. Analogous
considerations apply when w0 2 .wmin;wmax/ and v0 < h0.w0/ in the region
where f > 0.

(a2) Stable equilibrium: action potential (Fig. 2.7 middle, stable spiral). If instead
v0 > h0.w0/ (for simplicity we still assume w0 2 .wmin;wmax/), then we
have an action potential. First, we have an excitation phase during a time
� D O.�/, where v tends to the upper branch hC.w/ of the nullcline f D 0,
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Fig. 2.7 FHN model (2.37) with OIa D 0; � D 0:01. In top and middle panels f .v;w/ D v.v �
0:1/.1 � v/ � w; g.v;w/ D v � w=2, while in bottom panels f .v;w/ D v.v C 0:1/.1 � v/ �
w; g.v;w/ D v � w=2. Phase plane trajectories, nullclines, coordinates of the marked equilibrium
point ? and associated eigenvalues (left), solutions v;w as functions of time (right)
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time (right)

because in this region f > 0. Indeed, if we scale time as � 0 D �=� and define
Ov.� 0/ D v.�� 0/; Ow.� 0/ D w.�� 0/; we have @� 0 Ov D �@�v; @� 0 Ow D �@�w; and

8̂
<
:̂
d Ov
d� 0 D f .Ov; Ow/;
d Ow
d� 0 D �g.Ov; Ow/:

Therefore, for small �, Ow � w0 is approximately constant and Ov evolves
toward hC.w0/. Then for � > O.�/ we have an excited state where .v;w/
tends to stay on the upper branch, where f D 0 and w evolves approximately

according to
dw

d�
D g.hC.w/;w/. This “plateau” lasts approximately up to

the finite time Z wmax

wmin

dw

g.hC.w/;w/
;

when w reaches wmax at the local maximum of f D 0. After this time, we
have a recovery phase, where w is again approximately constant and v now
evolves toward the lower branch h�.w/ since we are again in the region
where f < 0. Once the lower branch is reached, .v;w/ tends to return to
the equilibrium point .v�;w�/ since the latter lies on the lower branch, i.e.
g.h�.w�/;w�/ D 0.

(a3) Unstable equilibrium: limit cycle associated with a periodic solution (Fig. 2.7
bottom, unstable spiral). If otherwise .v�;w�/ lies on the middle branch
h0.w/, the equilibrium is unstable and the trajectory of .v;w/ starts another
excitation phase generating another action potential and so on. In this case,
we have a limit cycle associated with a periodic solution.
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(b) Effect of increasing the applied current OIa (Fig. 2.8).

(b1) Stable equilibrium: subthreshold response (Fig. 2.8 top, stable spiral). For
OIa D 0, we have a subthreshold response as in case (a1) shown in

Fig. 2.7, top.
(b2) Unstable equilibrium: periodic limit cycle (Fig. 2.8 middle, source). For OIa D

0:15, the nullcline f D 0 is shifted upward and .v�;w�/ becomes a source
point, yielding a periodic limit cycle corresponding to a periodic train of
action potentials.

(b3) Stable equilibrium (Fig. 2.8 bottom, sink). For OIa D 0:3, the nullcline f D 0
is further shifted upward and .v�;w�/ becomes a sink point quickly attracting
the trajectory to the equilibrium.

(c) Multiple equilibrium points (Fig. 2.9). A FHN system with f .v;w/ D v.vC
0:1/.1 � v/ � w; g.v;w/ D v � 5w; OIa D 0; having three equilibrium points
is shown in Fig. 2.9: from left to right, they are an unstable spiral, a saddle
point, and a sink. The trajectory quickly tends to the lower branch of the f D 0
nullcline, follows it until it is repelled by the two unstable equilibrium points,
tends to the upper branch of the f D 0 nullcline and terminates in the sink.

(d) Cathodal and anodal current pulses (Figs. 2.10 and 2.11).
In the previous simulations, the action potentials were generated by appro-

priate choices of initial conditions v0;w0 for the transmembrane potential
and recovery variables. A more physiological technique to generate an action
potential consists in starting from resting initial conditions v0;w0 and applying
an appropriate current pulse OIa for a sufficiently long time interval Tstim. In the
FitzHugh-Nagumo model (2.37), the application of such current pulse shifts the
f D 0 nullcline upward if OIa > 0 (see Fig. 2.10) or downward if OIa < 0 (see
Fig. 2.11). This shift changes temporarily the equilibrium point for the duration
of the stimulation interval Tstim so that v0;w0 is no longer an equilibrium point

−1 −0.5 0 0.5 1
−0.1

0

0.1

0.2

0.3

0.4

v

w

0 1 2 3
−1

0

1

t

v

0 1 2 3
−0.1

0

0.1

0.2

t

w

Fig. 2.10 Cathode make due to current pulse Ia D 0:2 lasting 0.02 ms for FHN model (2.37) with
f .v;w/ D v.v � 0:1/.1 � v/ � w; g.v;w/ D v � w=2; � D 0:01. Phase plane trajectories and
nullclines (left), solutions v;w as functions of time (right)
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Fig. 2.11 Anode break due to current pulse Ia D �0:2 lasting 0.1 ms (top) or 0.6 ms (bottom) for
FHN model (2.37) with f .v;w/ D v.v � 0:1/.1 � v/� w; g.v;w/ D v � w=2; � D 0:01. Phase
plane trajectories and nullclines (left), solutions v;w as functions of time (right)

and the variables v;w start a trajectory toward the closest nullcline branch.
When the pulse is turned off at time Tstim, the f nullcline returns to the original
curve f D 0. By this time, v and w have reached a point in phase-space that, for
proper choices of pulse amplitude and interval duration, belongs to the excitable
region, so that an action potential is generated. Figure 2.10 shows such an
action potential generated by a pulse with Ia D 0:2, Tstim D 0:02, known
as cathode make mechanism. Instead Fig. 2.11 shows two cases with action
potentials generated by pulses with Ia D �0:2, Tstim D 0:1 (top) or Ia D �0:2,
Tstim D 0:6 (bottom), known as anode break mechanism. Additional activation
mechanisms (known as cathode break and anode make) are present in space-
time cardiac domains, in particular in three-dimensional domains, where more
complex virtual electrode polarization (VEP) activation patterns are present, see
Chap. 9.1.



70 2 Mathematical Models of Cellular Bioelectrical Activity

2.9.9 Bifurcation Diagrams

There are several mechanisms from which limit cycles arise in models of excitable
cells. A periodic behavior of the transmembrane potential can be thought of as a
transition back and forth between hyperpolarized and depolarized states. We review
here four main mechanisms that govern the onset of oscillations in some of the
previous ionic models. For more details we refer to e.g. [288, 419].

A possible motivation for studying the dynamical response of an ionic model
to a sustained injection of a constant current, i.e. a bias current, is for example
the fact that during ischemia there is an accumulation of extracellular potassium in
the ischemic zone, leading to an increase of the membrane potential. This creates
a current flow between the injured and healthy zone. We study here this effect
by modeling the injury current as a time- and voltage-independent bias current,
and considering simple membrane models. We illustrate the first two mechanisms
considering the simplest FHN model.

The dynamics of the FHN system as a function of an applied bias current OIa,
i.e. a continuous constant current, can be summarized by a bifurcation diagram with
respect to OIa. We present now some bifurcation and frequency diagrams computed
by the XPPAUT software [165].

(a) Choosing � D 0:1, i.e. modifying the time scale of the v variable, we
find in Fig. 2.12 that by increasing OIa, a periodic solution appears through
a supercritical Hopf-Bifurcation (HB) point near OIa D 0:075, leading to a
branch of small-amplitude periodic orbits of nonzero frequencies. By increasing
OIa further, we find that the periodic orbits have decreasing amplitudes and

then disappear at another HB point near OIa D 0:17. This type of dynamical
phenomenon, with oscillations arising with arbitrary small amplitude via a
supercritical HB point and with nonzero oscillation frequency, is also called
soft excitation by some authors.
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Fig. 2.12 Left: bifurcation diagram for FHN model with f .v;w/ D v.v � 0:1/.1 � v/ � w C
OIa; g.v;w/ D v � 2w; � D 0:1 with respect to OIa . Right: associated frequency diagram
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(b) Choosing � D 0:01, i.e. shortening the time constant of v, we find in Fig. 2.13
that for all values of OIa � 0 there is a unique equilibrium point (EP), which
loses its asymptotical stability for values of OIa between two subcritical Hopf
bifurcation points, HB1 and HB2 and we see also the presence of a stable
limit cycle for values of OIa ranging approximately between 0.03 and 0.22.
Near the subcritical HB1 point there is a large-amplitude stable limit cycles and
bistability between stable oscillations and a stable equilibrium point, separated
by an unstable small-amplitude periodic orbit. The unstable limit cycle turns
back and coalesces at a turning bifurcation point with the stable limit cycle at a
value of OIa that is smaller than the one associated to the subcritical HB point. A
zoom of the left part of this interval is shown in Fig. 2.13, right panel, revealing a
subcritical HB1 near OIa D 0:0319. The branch of unstable periodic orbits comes
out near HB1 and lies on the side of HB1 where there is a stable branch of EP.
Decreasing OIa from the HB1 value, a saddle-node periodic bifurcation (SNPB)
point appears, connecting a stable and an unstable branch of limit cycles. Above
it two stable structures appear, a stable EP and a stable limit cycle, as well as an
unstable limit cycle.

The frequency of the limit cycle as a function of OIa, also computed with
XPPAUT, is shown in Fig. 2.14, left panel, together with a zoom near the Hopf
bifurcation point shown in the right panel.

This type of onset of oscillations arising abruptly with stable large-amplitude
oscillations and with relatively high frequencies it is also called hard excitation
mechanism or also saddle-node bifurcation of limit cycles (SNBLC), since for
increasing OIa there is the creation of a pair of limit cycles, one stable and the
other unstable with non zero frequencies.

An analogous reflected situation happens at the right part of the bifurcation
interval (zoom not shown), where unstable small-amplitude periodic orbits now
appear on the stable equilibrium branch on the right side of the right HB point.
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Fig. 2.13 Left: bifurcation diagram for FHN model with f .v;w/ D v.v � 0:1/.1 � v/ � w C
OIa; g.v;w/ D v � 2w; � D 0:01 with respect to OIa. Right: zoom of the left bifurcation point
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Fig. 2.15 Left: bifurcation diagram for the Morris-Lecar model (2.36) with respect to OIa with the
parameter calibration ML1 in Table 2.4. Right: frequency diagram

The previous mechanisms (a) and (b) of onset of oscillations are associated
with local bifurcations that are local phenomena where limit cycles originate
with small amplitude when a single equilibrium state changes from stable to
unstable or viceversa. A bifurcation diagram of the same local type (b) is also
obtained for the Morris-Lecar model using the parameter calibration (ML1)
reported in Table 2.4; see Fig. 2.15.

Moreover, the bifurcation diagram of the Hodgkin-Huxley model, displayed
in Fig. 2.16, shows the same bistable behavior between a SNPB and a HB1.
Differently from the other models, a second supercritical Hopf bifurcation point
appears, where stable periodic orbits of small amplitude come out lying near the
unstable branch. See Fig. 2.17 for the associated frequency diagram.
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Fig. 2.16 Left: bifurcation diagram for HH model with respect to OIa . Right: zoom of the left
bifurcation point
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Fig. 2.17 Left: frequency diagram for HH model with respect to OIa

(c) We now look at two other mechanisms of onset of oscillations that are very
different from the previous mechanisms (a) and (b) since they are associated
with global bifurcations and show that it is possible to create or destroy spiking
with arbitrary low frequencies when the amplitude of the sustained injected
current is increased. A type of global bifurcation is related to the appearance
of homoclinic bifurcation. We recall that an homoclinic orbit is a closed curve
that has a single equilibrium point located along the curve and the period of the
orbit is infinite. Figure 2.18 displays the bifurcation diagram with respect to the
injected current OIa for the Morris-Lecar model using the calibration parameter
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Fig. 2.18 Transmembrane potential (left) and frequency (right) bifurcation diagrams with respect
to OIa for Morris-Lecar model (2.36) with the parameter calibration ML2 in Table 2.4

(ML2) reported in Table 2.4, still computed with XPPAUT. The diagram starts
on the left with a stable node branch but by increasing OIa two unstable branches
of equilibrium points appear, the upper one associated with unstable spirals,
and the intermediate with saddle points. By increasing OIa further, the unstable
saddle and stable nodes coalesce at a HB bifurcation point and subsequently
disappear. A limit cycle then emerges as a homoclinic orbit that has a finite
(large) amplitude with zero frequency as shown in Fig. 2.18, right panel. This
type of dynamical behavior associated with saddle-node on a limit cycle is
sometimes called a saddle-node homoclinic orbit. By increasing OIa further, the
stable limit cycle disappears through a saddle-node bifurcation of limit cycles.

(d) We now increase the constant 	 from 0.066 to 0.23, yielding a decrease of the
time constant of the potassium gating variable w, thus increasing its changing
rate. Figure 2.19 displays the bifurcation diagram for the Morris-Lecar model
using the parameter calibration (ML3) reported in Table 2.4. After an initial
branch of stable node, we have again two saddle node bifurcation points
connecting two unstable branches and a subcritical HB appears on the upper
branch, but now with a value between the two saddle node bifurcation points.
As in the previous case (c), the stable branch of limit cycles terminates again
with an homoclinic orbit which is now on the middle branch before the right
saddle node bifurcation point. For OIa ranging between the subcritical HB values
and the right saddle node bifurcation there are two stable equilibrium points and
a stable limit cycle, yielding a twistable dynamics.

This type of global bifurcation is called saddle-homoclinic bifurcation. The
frequency of the stable limit cycles approaches the zero frequency of the homoclinic
orbit more rapidly than in the previous SNBLC diagram.
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Fig. 2.19 Transmembrane potential (left) and frequency (right) bifurcation diagrams with respect
to OIa for Morris-Lecar model (2.36) with the parameter calibration ML3 in Table 2.4
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Fig. 2.20 Bifurcation diagram for LR1 model with the original calibration parameters (left) and
the with the IK current scaled by a factor 3 (right)

We have also computed the bifurcation diagrams for the LR1 model with both
the original calibration parameters and with the IK current scaled by a factor
3. The results obtained with the XPPAUT software display bifurcation diagrams
of Fig. 2.20, left and right panels, similar to the diagram of Figs. 2.19 and 2.18,
respectively, but with different stability properties.

For bifurcation diagrams related to second generation models, we refer e.g.
to [57].



Chapter 3
Mathematical Models of Cardiac Cells
Arrangements: The Bidomain Model

3.1 Models of Cardiac Fibers

3.1.1 Cable Equation

We model an excitable cell as a long cylindrical cable and assume the so-called core
conduction assumption, stating that the potential along the cable depends only on
the length variable and not on radial or angular variables, so that the cable model is
one-dimensional. Then we assume that the cable is composed of a number of short
sections of length dx with isopotential membrane, and that in each section we have
only the transmembrane and axial currents, as illustrated in the following diagram

u
e
(x) 

u
i
(x) 

u
e
(x+Δ x) 

u
i
(x+Δ x) 

r
e
Δ x 

r
i
Δ x 

i
m

J
e
(x) 

J
i
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The relationship between the intra- and extracellular current fluxes Ji;e (A cm�2)
and the intra- and extracellular potentials ui;e (V ) is given by Ohm’s law

Ji D � 1
ri
@xui D ��i@xui ;

Je D � 1
re
@xue D ��e@xue;
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where �i;e are the intra- and extracellular conductivities (��1 cm�1) and ri;e are the
intra- and extracellular resistances per unit space (� cm).

We denote by im the current across the membrane; it is an outward current, i.e. it
is considered positive when directed toward the extracellular space. By Kirchhoff’s
law of conservation of electric charges, we have

Ji .x/ D Ji .x C�x/C
Z xC�x

x

im.s/ds;

Je.x C�x/ D Je.x/C
Z xC�x

x

im.s/ds;

as illustrated in the following diagram

J
i
(x) J

i
(x+Δ x) 

Δ x 

i
m

 Δ x 

J
e
(x) J

e
(x+Δ x) 

Assuming Ji ; Je differentiable, in the limit�x ! 0we obtain the following current
conservation laws

@xJi D �im;
@xJe D im;

which imply

@x.Ji C Je/ D 0; i.e. Ji C Je D const:

We consider a fiber of lengthL, cut and healed at the two ends, leading to insulating
boundary conditions for the intracellular medium

Ji D 0 at x D 0; x D L:

Moreover, we inject a cathodal extracellular current and eject an anodal extracellular
current of strength Iapp.t/ at the two ends of the fiber, i.e.

Je D Iapp.t/ at x D 0; x D L;
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thus we finally obtain

Ji .0/C Je.0/ D Ji .L/C Je.L/ D Iapp.t/; i.e. Ji .x; t/C Je.x; t/ D Iapp.t/:

The membrane current per unit area of the membrane surface is given by

Im D Cm@t vC Iion:

This can be expressed as a current im per unit volume by multiplying by the ratio
� between the membrane surface area for a given length of fiber and the volume
enclosed by this surface, i.e.

im D � Im D � .Cm@t vC Iion/:

Collecting together this last equation with Kirchhoff’s and Ohm’s laws, we have the
system

8̂
<̂
ˆ̂:

v D ui � ue
��i@xui � �e@xue D Iapp.t/

@x.�i@xui / D im
im D �.Cm@tvC Iion/:

By setting ue D ui � v in the second equation, we obtain

��i@xui � �e@xui C �e@xv D Iapp.t/ ) @xui D 1

�i C �e .�e@xv � Iapp.t//;

and from the third and fourth equation, we finally obtain the cable equation

@x .�@xv/� @x
�

�i

�i C �e
�
Iapp.t/ D im D �.Cm@tvC Iion/; (3.1)

where

� D �i�e

�i C �e
is the conductivity of the bulk medium, corresponding to the conductivity of the
intra- and extracellular media connected in series. Due to the presence of gap
junctions between two subsequent myocytes, the conductivity �i .x/ is practically
constant in the interior of the cell, with value given by the cytosolic conductivity,
but in the small length of the gap junctions it undergoes a strong reduction due to
the high resistivity of the gap junctions.
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3.1.2 Homogenization

Let us consider an infinite fiber composed by cells connected by end-to-end
junctions and embedded in an extracellular equipotential conductor medium, i.e.
ue is constant. Supposing that the cytoplasmic fluid and the junctions are ohmic
conductors and applying the current conservation law, in the stationary regime the
intracellular current density Ji .x/ satisfies

Ji .x/ D ��i dui
dx
;

d

dx
Ji .x/ D �im.x/; (3.2)

where im is the membrane current. Since the extracellular medium is assumed
equipotential, the extracellular flux vanishes and, from v D ui � ue , we have
@v
@x
D @ui

@x
. Setting � D �i and combining the two equations in (3.2), we get

d

dx

�
�

dv

dx

�
D im: (3.3)

The junctions are more resistive than the cytoplasmic fluid, therefore we assume
that � varies periodically with period equal to the distance � between two subsequent
junctions. Hence, � D �.x

�
/ is periodic with period �, or, defining � D x

�
, � D �.�/

is periodic with period 1.
In general, if the cells present some kinds of heterogeneities, we suppose that

� D �.x; �/ � �0 > 0; (3.4)

periodic in � with period 1.
Combining (3.3) and (3.4), we obtain the following equation, describing the

profile of the electric potential along the one-dimensional fiber,

d

dx

�
�
�
x;
x

�

� dv

dx
.x/

�
D im.x/: (3.5)

We have two spatial scales:

• x, varying from 0 to L, the length of the fiber, is the macroscopic variable;
• � D x

�
, varying in Œ0; 1�, describes the singular cellular element and is the

adimensional microscopic variable.

Assume now that the solution of Eq. (3.5) has the following structure

v�.x/ D V
�
x;
x

�

�
;

i.e. it is a function depending on the macro- and microscopic scales, periodic with
respect to � D x

�
with period 1.
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If � � 1, we can let �! 0 and expand v� in powers of �

v�.x/ D V
�
x;
x

�

�
D V0

�
x;
x

�

�
C �V1

�
x;
x

�

�
C �2V2

�
x;
x

�

�
CO.�3/;

with the coefficients Vi .x; x� / periodic in � D x
�

of period 1.
We suppose that the coefficients Vi have zero mean value on � 2 .0; 1/ for i � 1,

Z 1

0

Vi .x; �/ d� D 0 for i � 1;

then it holds

v�.x/ D
Z 1

0

V .x; �/ d� D
Z 1

0

V0.x; �/ d�:

The derivative of v� with respect to x is given by

d

dx
v�.x/ D d

dx
V
�
x;
x
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�
D @
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�
x;
x

�
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C @
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x
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� d�
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V
�
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x

�

� 1
�
;

thus

d �
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Imposing that v� is solution of (3.5) and expanding in powers of �, we get
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If we equal the terms of order 1
�2

, 1
�
, 1, we get the following differential problems

.P0/

8<
:
@

@�

�
�.x; �/

@

@�
V0.x; �/

�
D 0 for � 2 .0; 1/

V0.x; 0/ D V0.x; 1/;
(3.6)

.P1/

8̂̂
ˆ̂̂̂
ˆ̂<
ˆ̂̂̂
ˆ̂̂̂:

@

@�

�
�.x; �/
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D � @
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0

V1.x; �/ d� D 0;
(3.7)
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0

V2.x; �/ d� D 0:

All the previous problems have the following general structure

8<
:
@

@�

�
�.x; �/

@

@�
v.x; �/

�
D S.x; �/ for � 2 .0; 1/

v.x; 0/ D v.x; 1/:
(3.8)

If v is a solution of (3.8), then integrating both the sides of the equation we get

Z 1

0

@

@�

�
�
@

@�
v

�
d� D �.x; 1/ @

@�
v.x; 1/ � �.x; 0/ @

@�
v.x; 0/ D

Z 1

0

S.x; �/ d�:

Since v is periodic, it must hold

�.x; 1/
@

@�
v.x; 1/ � �.x; 0/ @

@�
v.x; 0/ D 0;

from which it follows

Z 1

0

S.x; �/ d� D 0: (3.9)
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It can be proved that (3.9) is also a sufficient condition for the solvability of
(3.8), i.e.:

if
R 1
0
S.x; �/ d� D 0, then 9Š solution v.x; �/ periodic in � with period 1 of (3.8).

v is unique up to a constant, that can be fixed by imposing zero mean value for
� 2 .0; 1/,

Z 1

0

v.x; �/ d� D 0:

Problem (P0). If we multiply both the sides of (3.6) times V0 and integrate on
.0; 1/, we get

0 D
Z 1

0

@

@�

�
�
@V0

@�

�
V0 d� D �

Z 1

0

�

�
@V0

@�

�2
d�

and

0 D
Z 1

0

�

�
@V0

@�

�2
d� � �0

Z 1

0

�
@V0

@�

�2
d�;

hence

@V0

@�
D 0:

This means that V0 D V0.x/ is constant with respect to �.
Problem (P1). Since @V0

@�
D 0, Eq. (3.7) becomes

@

@�

�
�
@V1

@�

�
D � @

@�

�
�
@V0

@x

�
) @

@�

�
�
@V1

@�
C � @V0

@x

�
D 0;

implying that

�

�
@V1

@�
C @V0

@x

�
D 	.x/

is constant with respect to �. Integrating the resulting equation

@V1

@�
C @V0

@x
D 	.x/

�.x; �/
(3.10)

over .0; 1/, we get

@

@x
V0.x/ D 	.x/ 1

N�.x/ ;
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where we have introduced the harmonic average of � with respect to �

N�.x/ D 1R 1
0

1
�.x;�/

d�
:

Equation (3.10) becomes

@

@�
V1.x; �/ D

� N�.x/
�.x; �/

� 1
�
@

@x
V0.x/:

Setting

V1.x; �/ D w.x; �/
@

@x
V0.x/;

it follows

@V1

@�
D @w

@�

@V0

@x
D
� N�
�
� 1

�
@V0

@x
;

and then

@w

@�
D N�
�
� 1:

Let us introduce now the cellular problem

8̂̂
ˆ̂<
ˆ̂̂̂:

@

@�
w.x; �/ D N�.x/

�.x; �/
� 1 for � 2 .0; 1/

w.x; 0/ D w.x; 1/Z 1

0

w.x; �/ d� D 0;

whose solution is given by

w.x; �/ D w.x; 0/C
Z �

0

� N�.x/
�.x; s/

� 1
�

ds:

In order to have

Z 1

0

w.x; �/ d� D 0;
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w.x; 0/ must satisfy

w.x; 0/ D �
Z 1

0

 
N�.x/

Z �

0

1

�.x; s/
ds� �

!
d�

D �N�.x/
Z 1

0

Z �

0

1

�.x; s/
ds d� C 1

2
:

Therefore

V1.x; �/ D w.x; �/
@

@x
V0.x/

with

w.x; �/ D N�.x/
Z �

0

1

�.x; s/
ds� � � N�.x/

Z 1

0

Z �

0

1

�.x; s/
ds d� C 1

2
:

Problem (P2). To ensure the solvability, it must hold that

0 D
Z 1

0

S.x; �/ d�

D
Z 1

0

�
im.x/ � @

@x

�
�.x; �/

@

@x
V0.x/C �.x; �/ @

@�
V1.x; �/

�

� @
@�

�
�.x; �/

@

@x
V1.x; �/

��
d�

D im.x/ � @

@x

Z 1

0

�.x; �/

�
1C @

@�
w.x; �/

�
@

@x
V0.x/ d�

�
Z 1

0

@

@�

�
�.x; �/

@

@x
V1.x; �/

�
d�:

Since

@

@�
w.x; �/ D N�.x/

�.x; �/
� 1

and the last term

Z 1

0

@

@�

�
�.x; �/

@

@x
V1.x; �/

�
d�D �.x; 1/ @

@x
V1.x; 1/��.x; 0/ @

@x
V1.x; 0/D 0

because of the periodicity of � and V1, we finally get the equation

d

dx

�
N�.x/ d

dx
V0.x/

�
D im.x/:
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We recall that

Z 1

0

V .x; �/ d� D
Z 1

0

V0.x; �/ d� D
Z 1

0

V0.x/ d� D V0.x/;

hence V0 is denoted as the average potential.
In order to give a detailed approximation of the microscopic scale, one can
consider the first order correction

v�.x/ D V
�
x;
x

�

�
D V0.x/C �w

�
x;
x

�

� d
dx
V0.x/CO.�2/:

3.1.3 Traveling Waves

A traveling wave is a solution of a PDE on an infinite domain that travels at constant
velocity with fixed shape. Traveling waves are mainly divided into two types. The
first is a traveling front, where the wave consists of a transition between two different
levels: if v denotes the wave variable, then in front of the wave, v is steady at some
low value, and behind the wave, v is steady at a higher value. The second type of
traveling wave is a traveling pulse, where the wave begins and ends at the same value
of v and resembles a moving bump. Thus, the main difference between traveling
fronts and traveling pulses is that the former do not present recovery, while in the
latter recovery plays an important dynamic role; see e.g. [63, 273].

3.1.3.1 Traveling Fronts

The cable equation (3.1) has been extensively studied in the special version known
as the bistable equation

@t v D @xxvC f .v/; (3.11)

where

• f .v/ has three zeros at v D 0; ˛; 1, with 0 < ˛ < 1;
• f 0.0/ < 0 and f 0.1/ < 0.

The values v D 0 and v D 1 are stable steady solutions of the ODE @t v D f .v/. For
existence, uniqueness and stability of traveling wavefront solutions and long time
behavior of the solution of (3.11), see [173–175].

An example of f often used in this context is the cubic polynomial

f .v/ D av.v � 1/.˛ � v/; 0 < ˛ < 1:
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A traveling wave is a translation-invariant solution of (3.11), providing a
transition between the two stable rest states (zeros of f .v/) and it travels with
a constant speed c, i.e. a solution of the form

v.x; t/ D V.x C ct/ D V.�/; (3.12)

for a suitable value of c. When written as a function of the new traveling wave
variable �, the wave appears stationary. Because we use � D xC ct, a solution with
a positive c corresponds to a wave moving from right to left, while a solution with
a negative c moves from left to right.

By imposing that v.x; t/ given in (3.12) satisfies the bistable equation (3.11), one
obtains that any traveling wave solution solves the following second order ODE

V�� � cV� C f .V / D 0: (3.13)

If V.�/ provides a transition between rest values, it must hold that

lim
�!�1V.�/ D 0 and lim

�!C1V.�/ D 1; implying lim
�!˙1f .V.�// D 0:

From (3.13), it follows that a traveling wave solution of the bistable equation is a
solution of the first order ODE system

V� D W
W� D cW � f .V /;

connecting the steady states .V;W / D .0; 0/ and .V;W / D .1; 0/ in the .V;W /
phase plane. Such a trajectory, connecting two different steady states, is called a
heteroclinic trajectory and it approaches .0; 0/ as � ! �1 and .1; 0/ as � ! C1.
Beyond the steady states .0; 0/ and .1; 0/, which are saddle points, the other steady
state is .˛; 0/, which is a node, if c is positive, or a spiral point, if c is negative.
Because .0; 0/ and .1; 0/ are saddle points, in order to find a traveling wave solution,
we determine whether a parameter c exists such that the trajectory leaving .0; 0/ at
� D �1 reaches .1; 0/ at � D C1.

We first determine the sign of the velocity c. Supposing a monotone increasing
(V� > 0) connecting trajectory exists, multiplying (3.13) by V� and integrating from
� D �1 to � D C1, one obtains the following relationship

c

Z C1

�1
W.�/2d� D

Z 1

0

f .u/du: (3.14)

Thus, if the integral of f .u/ between u D 0 and u D 1 is positive, the traveling
waves move from right to left and the state variable V moves from V D 0 to V D 1,
while if the integral is negative viceversa.
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Theorem 3.1. Suppose
R 1
0
f .u/du > 0. Then there exists a unique velocity c > 0

with a corresponding traveling wave solution of the bistable equation.

Proof. To verify uniqueness, from

dW

dV
D c � f .V /

W
;

we observe that the slope dW
dV of trajectories in the .V;W / phase plane is a monotone

increasing function of the parameter c. Let c D c0 be a velocity value for which
a connecting trajectory exists. Suppose now that for a value c1 > c0, another
connecting trajectory exists. The trajectory leaving the saddle point .0; 0/ for c1
must lie above the connecting trajectory for c0. For the same reason, the trajectory
approaching the saddle point .1; 0/ for c1 must lie below the connecting trajectory
for c0. A single trajectory cannot lie above and below another one, thus there cannot
be a connecting trajectory for c > c0. Analogously, there cannot be a connecting
trajectory for c < c0. Hence the connecting trajectory is unique.

To verify existence, we first suppose c large. Let K be the smallest positive
number for which f .u/

u � K; 8u W 0 < u � 1 and let � be any fixed positive
number. On the line W D �V the slope of trajectories satisfies

dW

dV
D c � f .V /

W
D c � f .V /

�V
� c � K

�
:

With c large enough, it is assured that c � K
�
> � . Therefore once trajectories

are above the line W D �V , they stay above it. Because the slope of the unstable
trajectory leaving the saddle point .V;W / D .0; 0/ is the positive root of 
2 � c
C
f 0.0/ D 0, which is always larger than c, this trajectory starts above the curve
W D �V . Thus is stays always aboveW D �V and consequently passes above the
saddle point .V;W / D .1; 0/.

With c D 0, by multiplying (3.13) by V� and integrating, one obtains that the
trajectory leaving .V;W / D .0; 0/ satisfies

W 2

2
C
Z V

0

f .u/du D 0;

and if it reaches V D 1 for some value of W , then

W 2

2
C
Z 1

0

f .u/du D 0;

which can occur only if
R 1
0
f .u/du � 0. Since this is in contradiction with the

hypothesis that
R 1
0
f .u/du > 0, it follows that the trajectory cannot reach V D 1 and

neither it can remain in the first quadrant, because W > 0 implies that V increases.
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As a consequence, this trajectory must intersect W D 0 for some V < 1, thus it
cannot be the connecting trajectory.

Summarizing, we have found two trajectories, one with c large, which misses the
saddle point .V;W / D .1; 0/ staying above it, and one with c D 0, which intersects
the W D 0 axis for some V < 1. Because trajectories depend continuously on the
parameters of the problem, there is a family of trajectories depending continuously
on c between these two special trajectories, and therefore there must be at least one
trajectory reaching .V;W / D .1; 0/.
Example. Suppose f .v/ is the cubic polynomial

f .v/ D v.v � ˛/.1 � v/:

Our goal is to find a heteroclinic connection between 0 and 1, so we guess that

W D BV.1 � V /: (3.15)

By substituting (3.15) into (3.13), it follows that it must hold

.�2B2 C 1/V C .B2 � cB � ˛/ D 0;

which is identically zero only if we choose

B D 1p
2

c D 1p
2
.1 � 2˛/;

showing that the velocity is a decreasing function of ˛ and the direction of
propagation changes at ˛ D 1=2, according to the change of sign of

R 1
0
f .u/du.

From the solution of (3.15), we obtain the profile of the traveling wave

V.�/ D 1

2

	
1C tanh

�
x

2
p
2

�

:

3.1.3.2 Traveling Pulses

A traveling pulse is a traveling wave solution that starts and ends at the same
steady state of the governing equations. In the previous section, we have seen that
a traveling front solution of the bistable equation corresponds to a heteroclinic
trajectory in the .V;W / phase plane, i.e. a trajectory that connects two different
steady states of the system. Analogously, a traveling pulse corresponds to a
trajectory that starts and ends at the same steady state in the .V;W / phase plane.
Such trajectories are called homoclinic orbits.
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In order to study wave propagation in excitable media, we first consider the
following FitzHugh-Nagumo system

�@tv D �2@xxvC f .v;w/
@tw D g.v;w/; (3.16)

where � is a small positive number and, without any loss of generality, the space
variable x has been scaled so that the diffusion coefficient is �2, see e.g. [173–
175,532]. This type of reaction-diffusion singular perturbation problem develops in
a short time a sharp propagating interface, i.e. a steep wavefront. In fact, in [85,86],
it was shown that, after a time period of order O.� log �/, a sharp transition layer
of thickness of order O.�/ appears. Let us recall that the variable v represents the
transmembrane potential, while w represents a slow gating variable.

We now proceed further in understanding the structure of traveling wave
solutions of (3.16), by performing a singular perturbation analysis, see e.g. [79].
Starting from smooth initial data .v0.x/;w0.x//, the diffusion term �@xxv and the
variation of w from its initial data can be neglected for a short time. In fact, setting
� D t

�
, Ov.x; �/ D v.x; �t/ and Ow.x; �/ D w.x; �t/, then

@t Ov D �2@xx OvC f .Ov; Ow/
@t Ow D �g.Ov; Ow/: (3.17)

An approximation of order � is obtained by setting � to zero in (3.17), i.e.

@t Ov D f .Ov; Ow/
@t Ow D 0:

Thus Ow.x/ D w0.x/ and, using the notations introduced in Sect. 2.9.8 (see also
Fig. 2.6), in a short time (t D O.�/) Ov! h˙.w0/, if v0.x/ ? h0.w0/. The region of
space where v D hC.w/ is called excited region, while the region where v D h�.w/
is called recovered region. In these two regions, it holds

f .Ov; Ow/ D 0
@t Ow D g.Ov; Ow/; (3.18)

thus

Ov D h˙. Ow/
@t Ow D G˙. Ow/ D g.h˙. Ow/; Ow/:

However, there are regions of space, called interfaces, where diffusion is large and
(3.18) cannot be applied. To understand what happens when diffusion is large, we
rescale space and time by setting � D t and � D x�y.t/

�
, where y.t/ denotes the

position of the wavefront, i.e. the points

y.t/ W v.y.t/; t/ D h0.w0.x//:
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The original system of equations (3.16) becomes

Ov�� C y0.�/Ov� C f .Ov; Ow/ D �@� Ov
y0.�/ Ow� D �.g.Ov; Ow/� @� Ow/;

and, after setting � D 0, it reduces to

Ov�� C y0.�/Ov� C f .Ov; Ow/ D 0

y0.�/ Ow� D 0:
(3.19)

It follows from (3.19) that Ow is independent of �, but not necessarily of � , i.e. Ow.�/ D
Ow.y.�/; �/. Because (3.19) describes the transition layer between regions where
(3.18) holds, we require the matching condition

lim
�!˙1f .Ov.�; �/;w.�// D 0;

i.e.

Ov.˙1; �/ D h�. Ow.�//:

Since y.�/ represents the position of the wavefront, y0.�/ is the wave velocity.
The first equation in (3.19) is a bistable equation, in the form (3.13), thus, for

fixed Ow, there exists c D c. Ow/ for which the equation

Ov�� C c. Ow/Ov� C f .Ov; Ow/ D 0 (3.20)

has a heteroclinic orbit connecting two stable roots of f .Ov; Ow/ D 0. This means
that c. Ow/ is the unique value for which (3.20) has a solution with Ov ! hC. Ow/ as
� ! �1 and Ov! h�. Ow/ as � ! C1.

Summarizing, in most of space, (3.18) holds. At any transition between the two
types of (3.18), a sharp transition in v occurs, with a wavefront traveling at the
speed y0.t/ D c.w/ if v D hC.w/ on the left and v D h�.w/ on the right, or
y0.t/ D �c.w/ if v D h�.w/ on the left and v D hC.w/ on the right. We now
suppose that far to the right the medium is at rest, i.e. 9 wC W G�.wC/ D 0, and that
a wavefront of excitation moves from left to right with velocity y0.t/ D c.wC/ > 0.
Following the same procedure used to derive (3.14), one obtains

c.w/ D
R hC.w/
h�.w/

f .v;w/dvR C1
�1 v2�d�

;
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and thus c.wC/ > 0 if and only if

Z hC.w/

h�.w/
f .v;w/dv > 0: (3.21)

If (3.21) fails to hold, then the medium is not sufficiently excitable to sustain
a traveling pulse.

3.1.4 Conduction Velocity Restitution Curve

Conduction block is a key arrhythmogenic mechanism. It can result from a reduction
of inward membrane currents, a reduction of gap junctional coupling and from tissue
inhomogeneities. Conduction velocity (CV) of the propagating electric impulse in
the cardiac tissue depends, as the action potential duration (see Sect. 2.9.6), on
one or several previous diastolic or interbeat intervals. This dependence, called
restitution, is an important determinant of the stability of conduction and is
involved in the generation of arrhythmias. The CV restitution function describes
this dependence of the conduction velocity on the diastolic interval (DI). Figure 3.1
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Fig. 3.1 Conduction velocity (CV) restitution curve computed with the cable equation coupled
with the LRd model
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reports the CV restitution curve calculated using the cable equation coupled with
the LRd model, i.e. the following system of PDEs

8̂
ˆ̂̂̂<
ˆ̂̂̂̂
:

cm
@v

@t
� � @

2v

@x2
C iion.v;w; c/ D iapp;

dw

dt
� R.v;w/ D 0;

dc

dt
� S.v;w; c/ D 0;

with cm D �Cm, iion D �Iion, � D 1:2 � 10�3 ��1 cm�1 and the functions Iion, S , R
given by the LRd model.

3.2 Models of Cardiac Tissue

The cardiac tissue is composed of a collection of elongated cardiac cells having
roughly a cylindrical form with a diameter dc � 10�m and length lc � 100�m.
The cells are coupled together mainly in end-to-end and also in side–to–side
apposition by gap junctions, [237, 448]. These specialized membrane regions of
densely packed channels provide direct intercellular communication between the
cytoplasmatic compartments of two adjacent cells; they are large at the longitudinal
cell ends and small along the lateral borders. The end-to-end contacts form the
long fiber structure of the cardiac muscle whereas the presence of lateral junctions
establishes a connection between the elongated fibers.

At a cellular level the structure of the cardiac tissue can be viewed as composed
by two ohmic conducting media: the intracellular space ˝i (inside the cells)
and the extracellular space ˝e (outside) separated by the active membrane �m.
Due to the presence of gap junctions connecting the cardiac cells end-to-end and
side-to-side, ˝i and ˝e are regarded as two simply-connected open sets of R

3.
The effects of the microstructure on the current flow are also included in the
conductivity tensors˙i.x/; ˙e.x/ as inhomogeneous functions of space that reflect
the local variations of conductances because of the presence of structural intra
and extracellular inhomogeneities of resistance associated with e.g. gap junctions,
connective tissue, collagen and blood vessels. Let ui ; ue be the intra and extracellular
potentials and Ji:e D �˙i;erui;e their current densities. Let ni ;ne denote the unit
exterior normals to the boundary of ˝i and ˝e respectively, satisfying ni D �ne
on �m. Under the quasi-static assumption (see [394] and [215, Ch. 5.3] for the
validity of this condition for biological fields), due to the current conservation law,
the normal current flux through the membrane is continuous, thus Ji � ni D Je � ni ,
i.e in terms of potentials

nTi ˙i rui C nTe ˙e rue D 0; on �m:
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On the other hand, since the only active source elements lie on the membrane
�m, each flux equals the membrane current per unit area Im, which consists of a
capacitive and an ionic term (see [250, 317]):

� nTi ˙i rui D nTe ˙e rue D Im D Cm @v

@t
C Iion: (3.22)

Here Cm is the surface capacitance of the membrane per unit area and v WD ui j�m �
uej�m is the transmembrane potential evidencing that �m is a discontinuity surface
for the potential (in the following, we will simply write v D ui � ue).

Denoting by I si ; I
s
e the stimulation currents applied to the intra and extracellular

space, we have

� div.˙irui / D I si ; in ˝i; � div.˙erue/ D I se ; in ˝e . (3.23)

Assuming ˝H WD ˝i [ ˝e [ �m embedded into an insulating medium, then
homogeneous Neumann boundary conditions for ui ; ue on the remaining part of
the boundaries �i;e D @˝i;e n �m must be assigned

nTi;e˙i;erui;e D 0:

Finally, the system (3.22), (3.23) must be supplemented by the initial conditions

v.�; 0/ D v0; w.�; 0/ D w0; on �m:

For the electric potentials ui ; ue we can consider two characteristic length scales:
a micro scale related to typical cell dimensions fdc; lcg and a macro scale
determined by a suitable length constant of the tissue. At the latter scale length,
i.e. at a macroscopic level, in spite of the discrete cellular structure, the cardiac
tissue can be represented by a continuous model. To identify this macroscopic
scale, following [348], we consider a suitable non-dimensional form of the cellular
mathematical model.

The cellular conductivity matrices ˙i.x/ and ˙e.x/ are symmetric positive
definite matrices; setting N� D N�i C N�e , with N�i , N�e the average eigenvalues on
a cell element, we consider the dimensionless conductivity matrices

�i;e D ˙i;e= N�:

Let Rm be an estimate of the passive membrane resistance near the equilibrium
point vr , i.e. the resting transmembrane potential. Multiplying by Rm= N� both sides
of Eq. (3.22), we obtain

� �iRm nTi rui D CmRm

N�
@v

@t
C Rm

N� Iion: (3.24)
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We introduce the membrane time constant �m D RmCm, the length scale unit � Dp
lc N�Rm and we consider the following scaling of the space and time variables

Ox D x=�; Ot D t=�m:

Disregarding the presence of applied current terms, rescaling Eqs. (3.23) and (3.24)
in the intra and extracellular media, we obtain:

divOx.�irOxui / D 0 in ˝i divOx.�erOxue/ D 0 in ˝e;

�nTi �irOxui D nTe �erOxue D " @v

@Ot C Iion.v;w; c/ on �m;

where the dimensionless parameter is the ratio " D lc=� between the micro and the
macro length constants.

The two-scale method of homogenization can be applied to the previous current
conservation equations. The microscopic space variable measured in unit cell
is defined by � WD x=lc; then with respect to the dimensionless macroscopic
coordinates, the micro and macro scales are related to each other by the scaling
parameter "

� WD Ox="

For convenience, we will omit in the following the superscripts O of the dimension-
less variables.

Following the standard approach of homogenization theory, we are assuming
that the cells are distributed according to an ideal periodic organization similar to
a regular lattice of interconnected cylinders. Due to the longitudinal and transverse
intercellular interconnections, in the modeled periodic cellular aggregate the intra
and extracellular media are connected regions. If fe1; e2; e3g is an orthogonal basis
of R3, we denote by

Ei; Ee WD R
3 nEi ; with common boundary �m WD @Ei \ @Ee;

two reference open, connected and periodic subsets of R3 with Lipschitz boundary,
i.e. satisfying

Ei;e C ek D Ei;e; k D 1; 2; 3:

The elementary periodicity region

Y WD
n 3X
kD1

˛kek W 0 � ˛k < 1; k D 1; 2; 3
o
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is composed of the intra and extracellular volumes Yi;e D Y \ Ei;e and represents
a reference volume box containing a single cell Yi with cell membrane surface Sm D
�m \ Yi .
The main geometrical assumption is that the physical intra or extracellular regions
are the "-dilation of the reference lattices Ei;e , defined as

"Ei;e D
˚
"� W � 2 Ei;e

�
; with "�m WD

˚
"� W � 2 �m

�
:

Therefore, the decomposition of the physical region ˝H , occupied by the cardiac
tissue, into the intra and extracellular domains˝"

i;e (see e.g. Fig. 3.2) can be obtained
simply by intersecting ˝H with "Ei;e, i.e.

˝"
i D ˝H \ "Ei ; ˝"

e D ˝H \ "Ee; � "
m D @˝"

i \ @˝"
e D ˝H \ "�m:

The common boundary � "
m models the cellular membrane.

U

Ω ε
e

Ω ε
eΩ ε

e

Ω ε
i

Ω ε
i

Ω ε
i

Γ ε
m

Γ ε
m

Γ ε
m

ΩH ε

ε
Sm

Y

Yi

Ye

ξ = x
ε

Fig. 3.2 Right: The ideal periodic geometry in a bidimensional section of the simplified 3–D
periodic network of interconnected cells. Left: Unit cell in the microscopic variable � D x="
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Since the cardiac tissue exhibits a number of significant inhomogeneities, such as
those related to cell-to-cell communications, the conductivity tensors are considered
dependent on both the slow and fast variables, i.e. �i;e.x; x" /. The dependence of
�i on x

"
models the inclusion of gap-junction effects. We then define the rescaled

symmetric conductivity matrices

�"i;e.x/ D �i;e.x;
x

"
/;

where �i;e.x; �/ W ˝H �Ei;e !M
3�3 are continuous functions satisfying the usual

uniform ellipticity and periodicity conditions

� jyj2 � �i;e.x; �/y � y � ��1jyj2
�i;e.x; � C ek/ D �i;e.x; �/

)
8 .x; �/ 2 ˝H � Ei;e; y 2 R

3;

for a given constant � > 0.

3.2.1 The Dimensionless Cellular Model P"

Summarizing, we formulate the full reaction-diffusion system associated with the
cellular model P" as follows:

Let ˝H WD ˝"
i [˝"

e [ � "
m be the cardiac tissue volume;

˝"
i WD the intracellular space with dimensionless conductivity WD �"i ;

˝"
e WD the extracellular space with intracellular conductivity WD �"e ;

ni ;ne WD the exterior unit normals to @˝"
i ; @˝

"
e ;

� "
m WD the surface cellular membrane;

n D ni D �ne the normal to � "
m pointing toward ˝"

e :

Then the vector .u"i ; u
"
e;w

"; c"/, with v" D u"i � u"e satisfies the problem:

(
� div �"i .x/ru"i D 0 in ˝"

i

� div �"e .x/ru"e D 0 in ˝"
e

(3.25)

I "m D

8̂
ˆ̂<
ˆ̂̂:

��"i .x/nTru"i D " Œ
@v"

@t
C Iion.v

";w"; c"/ �

��"e .x/nTru"e D " Œ
@v"

@t
C Iion.v

";w"; c"/ �

(3.26)

@w"

@t
�R.v";w"/ D 0 on � "

m;
@c"

@t
� S.v";w"; c"/ D 0;
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supplemented by the following boundary conditions of Neumann type (assuming
for instance that the cellular aggregate is embedded in an insulated medium)

nTru"i D 0 on @˝"
i =�

"
m and nTru"e D 0 on @˝"

e=�
"
m;

and the following degenerate initial conditions on v";w"; c"

v".x; 0/ D v"0.x/; w".x; 0/ D w"0.x/; c
".x; 0/ D c"0.x/ su � "

m:

The variables v";w"; c" and I "m are defined only on the surface of the cellular
membrane � "

m.

3.2.2 Formal Two-Scale Homogenization

We briefly indicate how to use the two–scale method (see [23, 44, 260, 362, 454])
and formal asymptotic expansions to convert the microscopic model of the periodic
cellular aggregate into an averaged continuum representation of the cardiac tissue,
neglecting the presence of stimulation currents. We seek a solution .u"i ; u

"
e;w

"; c"/

where each component has an asymptotic form in powers of " of the following type:

u D u0.x; �; t/C "u1.x; �; t/C "2u2.x; �; t/C � � �

with coefficients uk Y –periodic functions of �. Considering the full derivative
operators

ru D "�1r�uCrxu;

div �ru D "�2 div� �r�uC "�1 div� �rxuC "�1 divx �r�uC divx �rxu;

substituting the asymptotic forms into the first equations of (3.25, 3.26) and equating
the coefficients of the powers �1; 0; 1; of " to zero, we obtain the following
equations for the functions uk.x; �; t/; k D 0; 1; 2 associated with u D u"i :

8̂̂
<
ˆ̂:

Find uk Y –periodic in � such that:

� div� �i .x; �/r�uk D fk.x; �/ � div� �iFk.x; �/ in Ei

nT� �i .x; �/r�uk D gk.x; �/C nT� �iFk.x; �/ on �m;

(3.27)

with

(
f0 D 0; F0 D 0 in Ei

g0 D 0 on �m;
(3.28)
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(
f1 D 2divx�ir�u0; F1 D 0 in Ei

g1 D nT� �irxu0 on �m;
(3.29)

8̂
<̂
ˆ̂:
f2 D divx �ir�u1 C divx �irxu0; F2 D ��irxu1; in Ei

g2 D �. @v0
@t
C Iion.v0;w0; c0//; on �m

v0 D ui0 � ue0; @tw0 � R.v0;w0/ D 0; @t c0 � S.v0;w0; c0/ D 0:
(3.30)

In problem (3.27), the variable x appears as a parameter. Let fk.x; �/, Fk.x; �/,
gk.x; �/ be Y –periodic functions in �. Then the problems for k D 0; 1; 2 admit
a unique solution uk , apart from an additive constant (consequence of an easy
extension of the result in [23] Th. 2 or [362] Th. 6.1) if and only if

Z
Yi

fkd� C
Z
Sm

gkds� D 0; k D 0; 1; 2: (3.31)

From the first cellular problem (3.28) for k D 0, it follows that the Y –periodic
solution u0 is independent of � and u0.x/, depending only on the macroscopic vari-
able x, represents a potential average over Yi if the subsequent terms uk.x; �; t/ are
determined with zero mean value on Yi . Since f1 D 0 and

R
Sm

nT� �irxu0 ds� D 0

the solvability of problem (3.28) related to the data (3.29) is assured and it is
easy to check that the solution with zero mean on Yi , i.e.

R
Yi

u1d� D 0, can be
represented as

u1.x; �; t/ D �w.x; �/Trxu0; (3.32)

where w.x; �/ D .w1;w2;w3/T is the unique zero mean value solution on Yi
satisfying

(
div� �i .x; �/r�wk D 0; in Yi ;

nT� �i .x; �/r�wk D n�k on Sm; k D 1; 2; 3: (3.33)

Then problem (3.27) related to the data (3.30) becomes

8̂̂
<
ˆ̂:
� div� �ir�u2 D � div� �irx.wTrxu0/

C divx �irxu0 � divx �ir� .wTrxu0/ in Yi

nT� �ir�u2 D �.
@v0
@t
C Iion.v0;w0//C nT� �i .wTrxu0/ on Sm:
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In order to assure its solvability, the following compatibility relation must be
satisfied

�
Z
Yi

divx �ir�.wTrxu0/ d�C
Z
Yi

divx �irxu0 d��
Z
Sm

.
@v0
@t
CIion.v0;w0// ds�D0:

Considering that u0 is independent of � and using (3.32) it follows that

divx

	Z
Yi

�i .x; �/
˚
I � r�w.x; �/T

�
d�



rxu0 D jS j. @v0

@t
C Iion.v0;w0//;

where I is the identity matrix, r�wT D Œr�w1;r�w2;r�w3� and jYi j, jSmj denote
the volume and the area of Yi and Sm, respectively.

Let ˇ D jSmj=jY j be the ratio between the surface membrane and the volume
of the reference cell and ˇi;e D jYi;ej=jY j. With reference to medium (i) u0 D ui0,
w D wi we set

Di.x/ D 1

jY j
Z
Yi

�i .x; �/
˚
I � r�.wi /T

�
d�:

Hence, we obtain the following “averaged equation” for the intracellular potential

divDi.x/rxui0 D ˇ
�
@v0
@t
C Iion.v0;w0/

�
:

Following [44], it is easy to verify that the macroscopic conductivity tensor of the
intracellularDi is symmetric and positive definite.

Proceeding similarly for u D ue and taking into account that the unit normal n
points inside ˝e , we obtain the following averaged equations for the extracellular
potential

divDe.x/rxue0 D �ˇ
�
@v0
@t
C Iion.v0;w0/

�
:

3.2.3 The Dimensionless Averaged Model P

Summarizing, for a periodic network of interconnected cells, the governing dimen-
sionless equations of the macroscopic intra and extracellular potentials at zero order
in " are given by

8̂
ˆ̂̂̂
ˆ̂<
ˆ̂̂̂
ˆ̂̂:

divDi.x/rxui D ˇ
�
@v

@t
C Iion.v;w/

�

divDe.x/rxue D �ˇ
�
@v

@t
C Iion.v;w/

�

v D ui � ue;
@w

@t
�R.v;w/ D 0; @c

@t
� S.v;w; c/ D 0:

(3.34)
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Here the effective conductivity tensors are given by

Di;e.x/ D 1

jY j
Z
Yi;e

�i;e.x; �/
˚
I � r� .wi;e/T

�
d�

and wi;e D .wi;e1 ;wi;e2 ;wi;e3 /T are solutions of

(
div� �i;e.x; �/r�wek D 0; in Yi;e

nT� �i;e.x; �/r�wi;ek D n�k; on S; k D 1; 2; 3:

The previous derivation based on the two-scale method is only formal, but the
averaged model can be rigorously justified in the framework of � �convergence
theory as a limit problem of the cellular model for "! 0, see [4].

3.2.4 Theoretical Results for the Cellular and Averaged Models

We introduce the functional space

V
" D ˚H1.˝"

i / �H1.˝"
e/
�
= f.; / W  2 Rg � L2.� "

m/
M �L2.� "

m/
R; (3.35)

the vector variables U WD .ui ; ue;w; c/ 2 V
"; OU WD .Oui ; Oue; Ow; Oc/ 2 V

", the vector

time derivative @tU WD .
@ui
@t
;
@ue
@t
;
@w

@t
;
@c

@t
/ and we set v D ui � ue, Ov D Oui � Oue.

Then we introduce the forms

b".U ; OU / WD "
Z
� "m

Œ v OvC w OwC c Oc � d;

a".U ; OU / WD
X
i;e

Z
˝"
i;e

�"i;e rui;e �r Oui;e dx;

F ".U ; OU / WD "
Z
� "m

ŒIion.v;w; c/ Ov �R.v;w/ Ow � S.v;w; c/ Oc � d;

and we consider the variational formulation of the differential problem P":

Find U " W Œ0; T �! V
" W b".@tU "; OU /Ca".U "; OU /CF ".U "; OU / D 0 8 OU 2 V

";

(3.36)

where the parabolic b" and elliptic a" forms are degenerate, but their sum is coercive
on V

". The variational formulation is supplemented by the initial conditions:

v".�; 0/ D v"0; w".�; 0/ D w"0; c".�; 0/ D c"0; on �m
";
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We consider the functional space

V WD ˚H1.˝H/ �H1.˝H/
�
= f.; / W  2 Rg � L2.˝H/

M �L2.˝H/
R

and we introduce the following bilinear and nonlinear forms associated with the
averaged model (3.34): for U D .ui ; ue;w; c/ 2 V; OU D .Oui ; Oue; Ow; Oc/ 2 V, and
v D ui � ue; Ov D Oui � Oue, we set

b.U ; OU / WD ˇ

Z
˝H

Œ@t v OvC @tw OwC @t c Oc � dx;

a.U ; OU / WD
X
i;e

Z
˝i;e

Di;e rui;e �rui;e dx

F.U ; OU / WD ˇ

Z
˝H

ŒIion.v;w; c/ Ov � R.v;w/ Ow� S.v;w; c/ Oc � dx:

The homogenized conductivity tensors Di;e can be characterized by solving the
following variational cellular problems for every y 2 R

3:

yTDi;e.x/ y WD min
n 1
jY j

Z
Yi;e

�ru.�/C y�T �i;e.x; �/�ru.�/C y� d� W
u 2 H1

loc.R
d /; uY -periodic

o
:

These tensors are symmetric and positive definite matrices, and the bilinear form
a.�; �/ is coercive on V.

The variational formulation of the averaged problem P, related to the macro-
scopic model (3.34), is given by:

Find U W Œ0; T �! V W b.@tU ; OU /C a.U ; OU /CF .U ; OU / D 0 8 OU 2 V;

(3.37)

supplemented with the initial conditions

v.�; 0/ D v0; w.�; 0/ D w0; c.�; 0/ D c0; in ˝H:

We now focus on the FitzHugh-Nagumo membrane model [178, 179]: the ionic
current is a cubic like function in v and is linear in the recovery variable w. In this
simplified model, the unknown is the vector .u"i ; u

"
e;w

"/ and it was shown in [105]
that both the cellular and the averaged models share the same variational structure
and yield well posed problems. More precisely, introducing the quotient space as
in (3.35)

V
" D ˚H1.˝"

i / �H1.˝"
e/
�
= f.; / W  2 Rg � L2.� "

m/; (3.38)

we have the following result for problem P".
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Theorem 3.2. Assuming � " is regular and supposing that the initial data satisfy

.v"0;w
"
0/ 2 L2.� "

m/ � L2.� "
m/;

then there exists a unique solution U " D .u"i ; u
"
e;w

"/ 2 C0.�0; T �IV"/ of the
variational formulation (3.36) of Problem P" with

@v"

@t
;
@w"

@t
2 L2.0; T IL2.� "

m//I

u
¯
" WD .u"i ; u

"
e/ solves the differential equations P " in the standard distributional

sense.

Introducing the quotient space

V WD ˚H1.˝H/ �H1.˝H/
�
= f.; / W  2 Rg � L2.˝H/

we have the following result for problem P.

Theorem 3.3. Assuming that the initial data satisfy

.v0;w0/ 2 L2.˝H/ � L2.˝H/;

then there exists a unique solution U D .ui ; ue;w/ 2 C0.�0; T �IV/ of the
variational formulation (3.37) of the averaged Problem P with

@v

@t
;
@w

@t
2 L2.0; T IL2.˝H//I

u
¯
WD .ui ; ue/ solves the differential equations P in the standard distributional sense.

We remark that the above abstract variational framework of the cellular (3.36) and
averaged (3.37) models in terms of the forms a"; b"; F " and a; b; F respectively,
share the same structural properties, see [105].

Well-posedness results for the cellular and the averaged models with ionic current
membrane dynamics, described by the classical Hodgkin-Huxley model [229] or by
the Luo-Rudy Phase I model [308], can be found in [540, 541].

3.2.5 � -Convergence Result for the Averaged Model
with FHN Dynamics

We now present a convergence result for the homogenization process related to the
Bidomain model with Nagumo membrane model (i.e. FHN without the recovery
variable); see [378] for details of the general FHN case.
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The problem P " is not a standard parabolic homogenization problem and its
main difficulties are associated with the fact that b" depends explicitly on ", it is
degenerate and the boundaries of ˝"

i;e could be quite irregular. For z" 2 L2.� "/,
u
¯
" D .u"i ; u"e/ 2 H1.˝"

i / �H1.˝"
e /, and z 2 L2.˝H/, u

¯
D .ui ; ue/ 2 .H1.˝H//

2,
we define the energy-like functionals

b".z"/ WD "
Z
� "m

jz"j2d; a".u
¯
"/ WD

X
i;e

Z
˝"
i;e

�"i;e ru"i;e �ru"i;edx;

b.z/ WD ˇ

Z
˝H

jzj2dx; a.u
¯
/ WD

X
i;e

Z
˝H

Di;e rui;e �rui;e dx;

G ".z"/ WD "

Z
� "m

G.z"/d; G .z/ WD ˇ

Z
˝H

G.z/dx; (3.39)

where G is a positive primitive of g in the FHN model.

Theorem 3.4. Let us assume that v"0 D u"i;0 � u"e;0; w"0 are converging to v0 D
ui;0 � ue;0; w0 in the following “distributional” sense, i.e.

lim
"#0

"

Z
� "m

v"0.x/�.x/ d D ˇ
Z
˝H

v0.x/�.x/ dx; 8� 2 C1
0 .˝H/

lim
"#0
"

Z
� "m

w"0.x/�.x/ d D ˇ
Z
˝H

w0.x/�.x/ dx; 8� 2 C1
0 .˝H/

lim
"#0

Z
˝"
i;e

u"i;e.x/�.x/ dx D ˇi;e
Z
˝H

ui;e.x/�.x/ dx; 8� 2 C1
0 .˝H/

and the related energies satisfy

lim
"#0
b".v"0/ D b.v0/; lim

"#0
b".w"0/ D b.w0/; lim sup

"#0

�
a".u"0/C G ".v"0/

�
< C1:

Let ˝0 		 ˝H be a reference open subdomain with positive measure, u" D
.u"i ; u

"
e/; v" D u"i � u"e; w" and u

¯
D .ui ; ue/; v D ui � ue; w be the solutions of

the cellular and averaged models with
R
˝0\˝" u"edx D 0; and

R
˝0\˝H uedx D 0,

respectively. Then for every time t 2 Œ0; T �

.u"i;e; v
";w"/! .ui;e; v;w/ as " # 0; in the distributional sense,
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with

a".u"/! a.u/; b".v"/! b.v/; b".w"/! b.w/:

Moreover, there exist extensions T "
i u"i ;T

"
e u"e of u"i ; u

"
e in the whole domain ˝H ,

solution of the cellular problem P", which converge in L2.0; T IH1
loc.˝H// to the

unique solution .ui ; ue/ 2 V of the averaged model P .

The variational approach for the convergence of the evolution problem is based
on the introduction of the time-semidiscrete approximation by the implicit Euler
method, which reduces the evolution system to discrete families of stationary
problems. More precisely, given U "

0, we introduce the sequence of variational
problems:

Find U "
�;n 2 V; n D 1; : : : ; N such that

b".
U "
�;n � U "

�;n�1
�

; OU /C a".U "
�;n;
OU /C F ".U "

�;n;
OU / D 0; 8 OU 2 V:

For � D T=N sufficiently small, the coercivity of aCb and the one-sided Lipschitz
condition on F " guarantee the recursive solvability of these equations.

The previous Theorem follows by combining � �convergence and uniform
error estimates for the Euler discretization; assuming, for simplicity, an instanta-
neous ionic current without recovery, i.e. Iion.v/ D g.v/, the discrete solution
U "
�;1; : : :U

"
�;N of the Euler scheme solves the iterated (convex) minimization

problem

U "
�;n D arg min

V 2V

n 1
2�
b".V � U "

�;n�1/C ˚".V /
o
; (3.40)

where ˚" is the Lyapunov functional

˚".U "/ WDa".u
¯
"/C G ".v"/

and a"; b";G " have been defined in (3.39). Analogously, we can define the same
quantities for the limit case " D 0, obtaining a discrete solution U �;n that solves
an iterated convex minimization problem (3.40) without " involving the Lyapunov
functional

˚.U / WDa.u
¯
/C G .v/;

with a; b;G again defined in (3.39).
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The general strategy for passing to the limit (see [378]) can be summarized in the
following diagram

Evolution Problem
Pε : Uε →

Stationary Problem
Uε n+1

τ :
minW 1

2τ b
ε(W −Uε n

τ )+Φε(W )
ε ↓ 0

Limit of the Evolution
Problem P : U

0 ← τ
Limit of the Stationary Problem
Un+1

τ : minW 1
2τ b(W −Un

τ )+Φ(W )

3.3 The Macroscopic Anisotropic Bidomain Model

The macroscopic Bidomain representation of the cardiac tissue (3.34) has been
derived in the previous chapter using homogenization techniques.

We now present a heuristic derivation of the Bidomain model, based on the notion
of the interpenetrating domains introduced in [463], formalized by [199, 329, 531],
see also [225, 391]. We denote by ˝H the cardiac tissue volume that we assume
represented as the superposition of two anisotropic continuous media, the intra- (i)
and extra- (e) cellular media, coexisting at every point of the tissue and separated by
a distributed continuous cellular membrane.

Given a point x 2 ˝H , we denote by Ji .x; t/; Je.x; t/ the local average
current densities per unit area in the intra- and extracellular media and by im
the transmembrane current per unit volume flowing across the membrane surface.
Consider a volume V surrounding x and denote by jV j its volume, @V its smooth
surface, n the outward normal on @V . Then the current conservation law on the
volume V states that

1

jV j
Z
@V

Je � nd� D � 1

jV j
Z
@V

Ji � nd� D cm 1

jV j
Z
V

im � dx;

i.e. the flux entering the extracellular volume must equal the flux exiting the
intra-cellular volume, and both must equal the transmembrane current across the
membrane (directed from the intra- to the extracellular media). Taking the limit as
jV j ! 0, it then follows

divJe.x; t/ D �divJi .x; t/ D im:

We recall that the cardiac tissue consists of an arrangement of fibers that rotate
counterclockwise from epi- to endocardium, and that have a laminar organization
modeled as a set of muscle sheets running radially from epi- to endocardium.
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The anisotropy of the intra- and extracellular media, related to the macroscopic
arrangement of the cardiac myocytes in the fiber structure, is described by the
anisotropic conductivity tensorsDi.x/ andDe.x/, defined as

�
Di;e.x/ D �i;el al .x/aTl .x/C �i;et at .x/aTt .x/C �i;en an.x/aTn .x/ D

D �i;el I C .�i;et � �i;el /at .x/aTt .x/C .�i;en � �i;el /an.x/aTn .x/:
(3.41)

Here al .x/; at .x/; an.x/, is a triplet of orthonormal principal axes with al .x/
parallel to the local fiber direction, at .x/ and an.x/ tangent and orthogonal to the
radial laminae, respectively, and both being transversal to the fiber axis (see e.g.
LeGrice et al. [292]). Moreover, �i;el ; �

i;e
t ; �

i;e
n are the conductivity coefficients

in the intra- and extracellular media measured along the corresponding directions
al ; at ; an. For axisymmetric anisotropic media �i;en D �

i;e
t . Since the anisotropic

intra- and extracellular media are ohmic, currents and potentials are related by

Ji D �Dirui ; Je D �Derue;

and we obtain the following parabolic - parabolic (PP) formulation of the Bidomain
system.

PP-formulation. Given the applied intra- and extracellular currents per unit
volume I si;e W ˝H � .0; T / ! R, and initial conditions v0 W ˝H ! R, w0 W
˝H ! R

k , z0 W ˝H ! .0;C1/m, find the intra- and extracellular potentials ui;e W
˝H � .0; T / ! R, the transmembrane potential v D ui � ue W ˝H � .0; T / ! R,
the gating variables w W ˝H � .0; T / ! R

k and the ionic concentrations variables
z W ˝H � .0; T /! R

m such that

8̂
ˆ̂̂̂
ˆ̂̂̂̂
ˆ̂̂̂
ˆ̂<
ˆ̂̂̂
ˆ̂̂̂̂
ˆ̂̂̂
ˆ̂̂:

cm
@v

@t
� div.Dirui /C Iion.v;w; z/ D I si in ˝H � .0; T /

�cm @v

@t
� div.Derue/� Iion.v;w; z/ D I se in ˝H � .0; T /

@w
@t
� F.v;w/ D 0; in ˝H � .0; T /

@z
@t
�G.v;w; z/ D 0; in ˝H � .0; T /

nT Di;erui;e D 0 in @˝H � .0; T /
v.x; 0/ D v0.x/; w.x; 0/ D w0.x/; z.x; 0/ D z0.x/; in ˝H;

(3.42)
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where we have assumed an insulated cardiac boundary @˝H . The nonlinear reaction
term Iion and the ODE system for the gating variables w and the ionic concentrations
c are given by the ionic membrane model.

PE-formulation. System (3.42) can be equivalently rewritten in terms of the
transmembrane and extracellular potentials v.x; t/ and ue.x; t/, thus obtaining the
parabolic-elliptic (PE) formulation of the Bidomain model

8̂
ˆ̂̂̂̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂<
ˆ̂̂̂̂
ˆ̂̂̂
ˆ̂̂̂̂
ˆ̂̂:

cm
@v

@t
� div.Dirv/� div.Dirue/C Iion.v;w; z/ D I si in ˝H � .0; T /

�div.Dirv/� div..Di CDe/rue/ D I si C I se in ˝H � .0; T /
@w
@t
� F.v;w/ D 0; in ˝H � .0; T /

@z
@t
�G.v;w; z/ D 0; in ˝H � .0; T /

nTDir.vC ue/ D 0 in @˝H � .0; T /
nT .Di CDe/rue C nT Dirv D 0; in @˝H � .0; T /
v.x; 0/ D v0.x/; w.x; 0/ D w0.x/; z.x; 0/ D z0.x/; in ˝H:

(3.43)

We note that, in the previous models, we have not included many anatomical
components, such as:

• The specialized ventricular conduction system, composed of the bundle of His,
the left and right bundle branches, and an extensive Purkinje network, which
connects to the myocardium at discrete sites known as Purkinje-ventricular
junctions, see e.g. [22, 55, 425, 520];

• The presence of the coronary vasculature, see [51, 52, 490];
• The deformation of the cardiac tissue induced by the mechanical contraction and

relaxation process [232, 245, 246, 527].

3.4 Well-Posedness Results Based on Semi-discretization
in Time

Following [105], we first consider the well-posedness of the variational formulation
of the macroscopic PP Bidomain model (3.42) coupled with a Fitzhugh-Nagumo-
like membrane dynamics.
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Let us suppose that

˝H is a Lipschitz domain of R3; (3.44)

Di.x/ and De.x/ are measurable and satisfy the uniform ellipticity condition

9˛; m > 0 W ˛j�j2 � Di;e.x/� � � � mj�j2; 8� 2 R
3; x 2 ˝H; (3.45)

and finally f is a continuous function with

f .0/ D 0I 9
f � 0 W f .x/ � f .y/
x � y � �
f ; 8x; y 2 R; with x ¤ y:

(3.46)

We will also require that f has a cubic growth at infinity, i.e.

0 < lim inf
jsj!C1

f .s/

s3
� lim sup

jsj!C1
f .s/

s3
< C1: (3.47)

Then consider the following Bidomain problem:

Problem (M). Given

I si;e W ˝h � .0; T /! R; and v0; w0 W ˝H ! R;

we seek

ui ; ue; w W ˝H � .0; T /! R; with v WD ui � ue;

which solve
8̂
ˆ̂̂̂̂
ˆ̂̂̂
<̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂:

cm
@v

@t
� div.Dirui /C f .v/C �w D I si in ˝H � .0; T /

�cm @v

@t
� div.Derue/� f .v/� �w D I se in ˝H � .0; T /

@w

@t
C w � �v D 0; in ˝H � .0; T /

nT Di;erui;e D 0 in @˝H � .0; T /
v.x; 0/ D v0.x/; w.x; 0/ D w0.x/; in ˝H;

(3.48)

with � positive parameter.
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Let us now introduce the Hilbert spaces

X WD H1.˝H/ �H1.˝H/ �L2.˝H/; V WD X=f.c; c; 0/ W c 2 Rg; (3.49)

whose generic element .ui ; ue;w/ we denote by u, the bilinear forms on V �V

b.u; Ou/ WD
Z
˝H

Œcm.ui � ue/.Oui � Oue/C �w Ow�dx; with � WD �

�
; (3.50)

a.u; Ou/ WD
X
i;e

Z
˝H

Di;erui;e � r Oui;e dxC �
Z
˝H

Œw.Oui � Oue/ � .ui � ue/ Ow �dx;

(3.51)

the functionals on X

8̂̂
<
ˆ̂:
hL.t/; Oui WD

X
i;e

Z
˝H

I si;e Oui;e dx;

h`0; Oui WD
Z
˝H

.cmv0 OvC �w0 Ow/ dx;
(3.52)

and the operator F W D.F / 	 V! V0

hFu; Oui WD
Z
˝H

f .ui � ue/.Oui � Oue/ dx; (3.53)

with domain

D.F / WD fu 2 V W f .ui � ue/ 2 L1.˝H/\ .H1.˝H//
0gI

this means that for every u 2 D.F / there exists a constant C > 0 such that

Z
˝H

f .ui � ue/� dx � C jj�jjH1.˝H /; 8� 2 H1.˝H/ \L1.˝H/:

Again we observe that all these definitions are compatible with the quotient space V,
provided that

Z
˝H

.I si C I se / dx D 0 for a.e. t 2 .0; T /: (3.54)

We can give now the precise statement of Problem (M) in a variational
abstract form.



3.4 Well-Posedness Results Based on Semi-discretization in Time 111

Problem (AM). Let us assume that

I si;e 2 L2.˝H � .0; T // and v0; w0 2 L2.˝H/; (3.55)

and (3.54) is satisfied. Then, if V; b; a; L; `0; F are defined by (3.49), . . . , (3.53)
respectively, and A; B are defined as

hAu; Oui WD a.u; Ou/; hBu; Oui WD b.u; Ou/ 8u; Ou 2 V;

we seek u.t/ WD .ui .�; t/; ue.�; t/; w.�; t//, with

u 2 L2.0; T IV/; Bu 2 W 1;1
loc .0; T IV0/\ C0.Œ0; T �IV0/;

satisfying

.Bu/0 C AuCFu D L in V0; a.e. in .0; T /;

together with the initial condition

.Bu/.0/ D `0:

It holds the following theorem, proved in [105] by applying the theory developed
in [457] for abstract evolution inequalities, based on semi-discretization in time,
a-priori error estimates and compactness properties.

Theorem 3.5. Assume that (3.54) and (3.55) are satisfied, together with

I si C I se 2 W 1;1.0; T IL2.˝H//:

Then Problem (AM) admits a unique solution u. In particular there exist a couple

ui ; ue 2 L2.0; T IH1.˝H//;

uniquely determined up to a family of additive constants c.t/, and a unique couple
.v;w/ with

v 2 C0.Œ0; T �IL2.˝H//\ L2.0; T IH1.˝H//; @tv 2 L2loc.0; T IL2.˝H//;

w; @tw 2 C0.Œ0; T �IL2.˝H//;

which solve Problem (M). Moreover, if

v0 2 H1.˝H/ and v0f .v0/ 2 L1.˝H/;

then

ui;e 2 C0.Œ0; T �IH1.˝H//; @tv 2 L2.˝H�.0; T //; w 2 C0.Œ0; T �IH1.˝H//:
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3.5 Well-Posedness Results Based on Faedo-Galerkin
Techniques

In this section, we will review the well-posedness results for weak solutions of
the PE-formulation of the Bidomain model, established in [60] by using a Faedo-
Galerkin technique. See also [42, 59] for a similar approach, based on a parabolic
regularization technique.

The result in [60] holds for simple membrane models, which neglect the ionic
concentrations z. In the following, assume for sake of simplicity that the membrane
model takes into account only one gating variable, thus k D 1, w D w and F D F .
With the previous assumptions, the PE-formulation of the Bidomain model becomes

8̂
ˆ̂̂̂̂
ˆ̂̂̂
ˆ̂<
ˆ̂̂̂
ˆ̂̂̂̂
ˆ̂̂:

cm
@v

@t
� div.Dirv/� div.Dirue/C Iion.v;w/ D I si in ˝H � .0; T /

�div.Dirv/� div..Di CDe/rue/ D I si C I se in ˝H � .0; T /
@w

@t
� F.v;w/ D 0; in ˝H � .0; T /

nTDir.vC ue/ D 0 in @˝H � .0; T /
nT .Di CDe/rue C nTDirv D 0; in @˝H � .0; T /
v.x; 0/ D v0.x/; w.x; 0/ D w0.x/; in ˝H:

(3.56)

Preliminary variational results. Denote by V D H1.˝H/, H D L2.˝H/, U D
V=R and, for any u 2 V , Œu� D u � R

˝H
u 2 U . Consider now the following

variational problem:
find .u; ue/ 2 U � U such that

ai .u; v/C ai .ue; v/C ai .u; ve/C .ai C ae/.ue; ve/ D< si ; v > C < si C se; ve >
(3.57)

8.v; ve/ 2 U � U . The bilinear forms ai;e.�; �/ on U � U are

ai .u; v/ D
Z
˝H

Diru �rvdx; ae.u; v/ D
Z
˝H

Deru �rvdx; 8.u; v/ 2 U �U;

si ; se 2 V 0 are given source terms and < �; � > is the V 0-duality.
Under the hypothesis of uniform ellipticity of the conductivity tensors Di;e , the

bilinear forms ai;e.�; �/ are symmetric, continuous and coercive. Define now the
bilinear form

b..u; ue/; .v; ve// D ai .u; v/C ai .ue; v/C ai .u; ve/C .ai C ae/.ue; ve/
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on .U �U /� .U �U /, which is also symmetric, continuous and coercive. We have
the following

Theorem 3.6. Let si;e 2 V 0 and u 2 U be given. The variational equations

.ai C ae/.Que; ve/ D �ai .u; ve/ 8ve 2 U; (3.58)

.ai C ae/.ue; ve/ D< si C se; ve > 8ve 2 U; (3.59)

have unique solutions Que; ue 2 U . For any u; v 2 U , we can define the mappings

a.u; v/ D b..u; Que/; .v; 0//; < s; v >D< si ; v > �ai .ue; v/:

The mapping a is bilinear, symmetric, continuous and coercive on U � U , and the
mapping s is bilinear and continuous on U .

Equation (3.57) has a unique solution .u; ue/ where u is also the unique
solution of

a.u; v/ D< s; v > 8v 2 U;

and ue D Que C ue .

We can now define the bilinear form a.�; �/ on V � V

a.u; v/ D a.Œu�; Œv�/ 8.u; v/ 2 V � V:

The following theorem holds.

Theorem 3.7. The bilinear form a.�; �/ is symmetric, continuous and coercive on
V . There exists an increasing sequence 0 D 
0 < : : : � 
i � : : : in R and an
orthonormal Hilbert basis of H of eigenvectors f i gi2N such that for all i 2 N,
 i 2 V and

8v 2 V a. i ; v/ D 
i . i ; v/:

Specific assumptions and notations. The existence of weak solutions of Problem
(3.56) hold under minimal regularity assumptions:

• ˝H has a Lipschitz boundary @˝H ;
• Di;e have L1.˝H/ coefficients;
• I si;e W Œ0;C1/! V 0 and

R
˝H
.I si .x; t/C I se .x; t//dx D 0 for a:e: t > 0.

In addition assume that there exists p � 2 such that:

(H1) The Sobolev embedding V D H1.˝H/ 	 Lp.˝H/ holds: p � 2 if d D 2,
2 � p � 6 if d D 3 (see [62]);



114 3 Mathematical Models of Cardiac Cells Arrangements: The Bidomain Model

(H2) The functions Iion and F are affine with respect to w:

Iion.v;w/ D I 1ion.v/C I 2ion.v/w; F .v;w/ D F1.v/C F2w;

where I 1ion; I
2
ion; F1 W R! R are continuous functions and F2 2 R;

(H3) There exist constants ci � 0 (i D 1; : : : ; 6) such that for any v 2 R

jI 1ion.v/j � c1 C c2jvjp�1
jI 2ion.v/j � c3 C c4jvjp=2�1
jF1.v/j � c5 C c6jvjp=2I

(H4) There exist constants a; 
 > 0, b; c � 0 such that for any .v;w/ 2 R
2


vIion.v;w/C wF.v;w/ � ajvjp � b.
jvj2 C jwj2/� c:

Remark 3.1. Three examples of membrane models that satisfy these assumptions
are the FitzHugh-Nagumo model [273], the Aliev-Panfilov model [1] and the Roger-
McCulloch model [422].

Existence for the initial value problem. Under the minimal regularity assumptions
on the data ˝H , Di;e , I si;e and defining D.0; T / as the space of real functions C1
on R with compact support in .0; T /, it is possible to write the

Definition 3.1. (Weak solutions). Consider � > 0 and the three functions v W t 2
Œ0; �/ ! v.t/ 2 H , ue W t 2 Œ0; �/ ! ue.t/ 2 H , w W t 2 Œ0; �/ ! w.t/ 2 H .
Given .u0;w0/ 2 H , we say that .v; ue;w/ is a weak solution of (3.56) if, for any
T 2 .0; �/,
1. v W Œ0; T �! H and w W Œ0; T �! H are continuous, and u.0/ D u0, w.0/ D w0

in H ;
2. For a.e. t 2 .0; �/, we have v.t/ 2 V , ue.t/ 2 V=R, v 2 L2.0; T IV / \ Lp.QT /

where QT D ˝H � Œ0; T �, and .v; ue;w/ verify in D0.0; T /

d

dt
.v.t/; Ov/C

Z
˝H

Dir.v.t/Cue.t// � rOvC
Z
˝H

Iion.v.t/;w.t//Ov D< Isi .t/; Ov >
d

dt
.w.t/; Ow/C

Z
˝H

F.v.t/;w.t// Ow D 0

respectively for all Ov 2 V and for all Ow 2 H , and

Z
˝H

Dirv.t/�r OueC
Z
˝H

.DiCDe/rue.t/�r Oue D< Isi .t/CI se .t/; Oue > 8Oue 2 V=R:
(3.60)
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Lemma 3.1. The functions v; ue;w are a weak solution of (3.56) if conditions 1–2
of Definition 3.1 hold and .u;w/ verify in D0.0; T /

d

dt
.v.t/; Ov/C a.v; Ov/C

Z
˝H

Iion.v.t/;w.t//Ov D< s.t/; Ov > 8Ov 2 V
d

dt
.w.t/; Ow/C

Z
˝H

F.v.t/;w.t// Ow D 0 8 Ow 2 H

where a.�; �/ and s 2 V 0 are defined in Theorem 3.6. The function ue is then
recovered from (3.60).

Theorem 3.8 (Global existence of a weak solution). Let ˝H , Di;e satisfy the
minimal regularity specified previously and suppose that the hypotheses (H1)–
(H4) on Iion and F hold for some p � 2. Let then be given u0; w0 2 H and
I si;e 2 L2.RCIV 0/ such that

R
˝H
.I si .x; t/ C I se .x; t//dx D 0 for a.e. t > 0. Then

the system (3.56) has a weak solution .v; ue;w/ in the sense of Definition 3.1 with
� D C1.

Sketch of the proof. The proof consists of three steps:

• Construction of an approximate solution using the Faedo-Galerkin technique,
based on the special orthonormal Hilbert basis (in H ) f i gi2N of eigenvectors
defined in Theorem 3.7;

• A priori estimates on the approximate solution;
• Compactness results and convergence of the approximate solution towards a

weak solution.

Uniqueness. Consider the function G W R2 ! R
2 defined by

G.v;w/ D
	
�Iion.v;w/
F.v;w/



8.v;w/ 2 R

2; for some � > 0:

Let z D .v;w/ 2 R
2, Q.z/ D 1

2
.rG.z/T C rG.z// be the symmetric part of rG

and denote by 
1.z/ � 
2.z/ its eigenvalues. Suppose that

(U1) 9C 2 R W 8z 2 R
2 
2.z/ � 
1.z/ � C:

Theorem 3.9 (Uniqueness). If the condition (U1) is satisfied, then the solution
obtained in Theorem 3.8 is unique.

A different proof based on a regularization argument has been given in [59] for
the PP-formulation of the Bidomain model. The proof holds true for the Bidomain
model coupled with the Laplace equation for the torso and, in addition to the
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generalized FitzHugh-Nagumo models considered in [60], a regularized version of
the Mitchell-Scheffer membrane model has been also taken into account. In this
ionic model, the functions Iion and F are given by:

Iion.v;w/ D w

�in
v2.v � 1/� v

�out
;

F .v;w/ D
�

1

�close
C �close � �open

�close�open
h1.v/

�
.v � h1/;

where

h1.v/ D 1

2

�
1 � tanh

�
v � vgate

�gate

��

and �in; �out; �open < �close; vgate; �gate are positive constants.
The regularized finite dimensional problems used in the Faedo-Galerkin proce-

dure are constructed by adding the terms

1

n

@ui;n
@t

and
1

n

@ue;n
@t

with n 2 N

into the first and second equations of the PP-formulation of the Bidomain system,
respectively.

3.6 Well-Posedness Results Based on Fixed Point Arguments

In this section, we will review the well-posedness result for the PP-formulation of
the Bidomain model, obtained in [541] using a fixed point argument. This result
covers a wide range of complex membrane models.

The ionic current. Assume that the ionic current

Iion W R � R
k � .0;C1/m ! R

.v;w; z/ ! Iion.v;w; z/

has the general structure:

Iion.v;w; z/ WD
mX
iD1

Ji .v;w; log zi /C QH.v;w; z/; (3.61)
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where, 8i D 1; : : : ; m,

Ji 2 C1.R � R
k � R/;

0 < G.w/ � @

@�
Ji .v;w; �/ � G.w/;ˇ̌̌

ˇ @@v
Ji .v;w; 0/

ˇ̌̌
ˇ � Lv.w/;

(3.62)

G, G, Lv belong to C0.Rk;RC/ and

QH 2 C0.R � R
k � .0;C1/m/\ Lip.R � Œ0; 1�k � .0;C1/m/: (3.63)

Remark 3.2. The functions QH (and Hi in the following) do not have a precise
physical meaning, but allow some currents which differ from Ji to be included in the
model, e.g. they could represent the Na-K pump and the non-specific Ca-activated
currents in [309].

The dynamics of the gating variables is described by the system of ODEs

@wj
@t
D Fj .v;wj /; j D 1; : : : ; k: (3.64)

Assume that

Fj W R2 ! R is locally Lipschitz continuous;
Fj .v; 0/ � 0 8v 2 R

Fj .v; 1/ � 0 8v 2 R;

(3.65)

8j D 1; : : : ; k.
In the membrane models considered, Fj has the particular form

Fj .v;wj / WD ˛j .v/.1 � wj / � ˇj .v/wj ; j D 1; : : : ; k;

where ˛j and ˇj are positive rational functions of exponentials in v. A general
expression for both ˛j and ˇj is given by

C1 exp. v�vn
C2
/C C3.v � vn/

1C C4 exp. v�vn
C5
/

;

where C1, C3, C4, vn are non-negative constants and C2, C5 are positive constants.
The dynamics of the ionic concentrations is described by the system of ODEs

@zi
@t
D Gi.v;w; z/ WD �Ji .v;w; zi /CHi.v;w; z/ i D 1; : : : ; m; (3.66)
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where Ji is the function described in (3.62) and

Hi 2 C0.R �R
k � .0;C1/m/\ Lip.R � Œ0; 1�k � .0;C1/m/; i D 1; : : : ; m:

(3.67)

Adding the two equations in (3.42), we have

� div.Dirui /� div.Derue/ D I si C I se :

Integrating on˝H and applying the divergence theorem and the Neumann boundary
conditions, we have the following compatibility condition for the system to be
solvable

Z
˝H

.I si C I se /dx D 0: (3.68)

We recall that the electric potentials in bounded domains are defined up to an
additive constant. In our case, ui and ue are determined up to the same additive
time-dependent constant, while v is uniquely determined. This common constant is
related to the choice of the reference potential. The usual choice consists in selecting
this constant so that ue has zero average on ˝H , i.e.

Z
˝H

ue dx D 0: (3.69)

Suppose then that Di.x/ and De.x/ are measurable and satisfy the uniform
ellipticity condition (3.45).

The condition on the initial datum. In view of the result of continuity for
the solution v of the Bidomain model, we must ask for the initial datum v0 to
be compatible, in a sense to specify, with the Neumann homogeneous boundary
conditions. Intuitively, if v0 D u0i � u0e , then we should have

Diru0i � n D 0 D Deru0e � n; on @˝H ;

but fixing both ui .x; 0/ and ue.x; 0/, as initial data, may render the problem
unsolvable, because the time derivative involves only the difference ui � ue. The
correct assumption may seem abstract, see [541, Sec. 3]: let v 2 H1.˝H/ be given,
then the following minimization problem has a unique solution:

min

(X
i;e

Z
˝H

Di;erui;e � ui;e dx W ui;e 2 H1.˝H/;

Z
˝H

ue dx D 0; ui � ue D v

)
:

(3.70)
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Now, if I si .0/ C I se .0/ 2 L2.˝H/, then the following elliptic problem admits
a unique solution u0b 2 H2.˝H/:

8̂̂
<
ˆ̂:

� div..Di CDe/ru0b/ D I si .0/C I se .0/ in ˝H;

..Di CDe/ru0b/ � n D 0 on @˝H ;Z
˝H

u0b dx D 0:

Finally, we say that an initial datum v0 satisfies the admissibility property if

�
the couple .ui ; ue/ solution of (3.70) w.r.t. v0; satisfies
Di.rui C u0b/ � n D De.rue C u0b/ � n D 0 on @˝H :

(3.71)

We can now state the main result of [541], concerning the existence of a
variational solution for (3.42).

Theorem 3.10. Assume that

˝H is of class C1;1; Di;e are Lipschitz in ˝H:

Let us take as given data

v0 2 H2.˝H/; satisfying the admissibility property (3.71);
w0 W ˝H ! Œ0; 1�k; measurable;
z0 2 .L2.˝H//

m; with log.z0/ 2 .L2.˝H//
m;

I si;e 2 Lp.0; T IL2.˝H//; for p > 4; satisfying (3.68) and
I si C I se 2 H1.0; T IL2.˝H//:

Let us also take as given the ionic currents satisfying (3.61)–(3.63), the dynamics of
the gating variables F.v;w/, satisfying (3.64) and (3.65), the dynamics of the ionic
concentrations G.v;w; z/, satisfying (3.66) and (3.67).

Then there exists a unique solution of Problem (3.42), given by k C m C 2

functions w1; : : : ; wk; z1; : : : ; zm; ui ; ue satisfying

ui;e 2 Lp.0; T IH2.˝H//;

v WD ui�ue 2 W 1;p.0; T IL2.˝H//\ Lp.0; T IH2.˝H//\ C0.Œ0; T �IC0.˝H//;

w W Q! Œ0; 1�k measurable; z W Q! .0;C1/m measurable;
wj .x; �/ 2 C1.0; T /\ C0.Œ0; T �/ for a.e. x 2 ˝H; j D 1; : : : ; k;
zi .x; �/ 2 C1.0; T /\ C0.Œ0; T �/ for a.e. x 2 ˝H; i D 1; : : : ; m;
z 2 H1.0; T IL2.˝H//

m \ L1.Q/m; log z 2 L1.Q/m;

where we have definedQ D ˝H � .0; T /.
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Sketch of the proof. The proof of Theorem 3.10 is divided into three parts.
In a first step, one fixes v and solves the ODE systems of the gating and
ionic concentrations variables, obtaining suitable a priori estimates and qualitative
properties of the solution.

In the second step, a reduction technique is used in order to split the degenerate
parabolic system into an elliptic equation coupled with a non-degenerate parabolic
equation inL2.˝H/, governed by the generator of an analytic semigroup. Consider-
ing Iion.v;w; z/ as a known function, we apply a result of maximal regularity in Lp ,
obtaining the existence and uniqueness of, and estimates for, the potentials ui ; ue
(and thus for v D ui � ue) in Lp.0; T IH2.˝H// \W 1;p.0; T IL2.˝H//.

These estimates, owing to classical interpolation techniques, provide a crucial
bound for v in L1.Q/. Then, by choosing the correct functional spaces for w, z
and v, it is possible to establish the existence and uniqueness of a solution .v;w; z/
for Problem (3.42), using Banach’s Fixed Point Theorem.

The main difficulties in the parabolic equation reside in its degenerate structure,
which reflects the differences in the anisotropy of the intra- and extracellular tissues,
and in the lack of a maximum principle. Moreover, the concentration variables zi
appear as arguments of a logarithm, both in the dynamics of the concentrations and
in the ionic currents, and therefore it is necessary to bound z far from zero.

3.7 Semi-discrete Approximation of the Bidomain Model
with FHN Dynamics

We conclude this section mentioning some examples of approximation results for
the averaged model P ; for other approximation results in the context of reaction-
diffusion problems, see e.g. [230, 259, 321, 334].

At first, we consider a semi-discrete scheme in space obtained using conforming
linear finite elements, (see e.g. [414] for a general introduction to the finite element
method). Assuming that ˝H is a polygonal convex domain in R3 and Th is a
family of triangulations associated with a reference polyhedron OE by an invertible
affine maps TE , for every E 2 T ; we denote by Vh the finite dimensional space
of continuous functions whose restriction to each element of T are polynomial
of degree 1. A semidiscrete problem is obtained by applying a standard Galerkin
procedure on Vh to the averaged model (3.34). In [455] various stability results are
shown and the following error estimate:

Theorem 3.11. For a regular and quasi-uniform mesh and a regular initial datum
w0 2 H1.˝H/, denoting by U h.t/ the finite element approximation of the
semidiscrete approximation of (3.37) with FitzHugh-Nagumo dynamics, then the
following optimal a priori error estimate holds

e2h WD max
t2.0;T / b

�
U .t/ � U h.t/

�C
Z T

0

a
�
U .t/ �U h.t/

�
dt � Ch2:
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We now consider a semi-discrete approximation in time of the averaged model
applying the implicit Euler scheme. More precisely, we choose a partition of the
time interval Œ0; T � into N subintervals

P D f0 D t0 < t1 < t2 < : : : tN�1 < tN D T g;with variable step �n D tn � tn�1

and we set � D max1�n�N �n.
uτ(t)

Given U 0, we introduce the sequence of variational problems: Find U n 2 Vh;
n D 1; : : : ; N such that

b.
U n �U n�1

�n
; OU /C a.U n; OU /C F.U n; OU / D 0; 8 OU 2 Vh: (3.72)

Considering the discrete solution U �.t/ given by the continuous piecewise linear
function interpolating the values fU ngNnD0 on the grid P , we have the following
error estimate

Theorem 3.12. For sufficiently regular initial data, the following a priori error
estimate between u and U � , measured by the natural variational (semi)norms holds:

e2� WD max
t2.0;T / b

�
U .t/ �U �.t/

�C
Z T

0

a
�
U .t/ � U �.t/

�
dt � C�2;

or equivalently

kpb.U � U �/kL1.0;T / C kU �U �kL2.0;T IV/ � C �;

with C independent of �:

We conclude presenting a result related to a posteriori error estimates. In [32],
resorting to the theory developed in [359] for evolution variational problems,
a posteriori error estimates were derived for general degenerate evolution equations.
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Theorem 3.13. For sufficiently regular initial data, let e� be the error between
U and U � measured by the natural variational (semi)norm

e2� WD max
h

max
t2.0;T / e

�2
gt b
�
U .t/ � U �.t//;

Z T

0

e�2
gta
�
U .t/ � U �.t/

�
dt
i

with 
g D
�

infv2R g0.v/
��

.

Then applying the theory of [32] to the Bidomain model, the error e� can be
estimated a posteriori by

e2� �
X
n

�
2
nDn C


2g

2

X
n

�
2
n

q
b
�
ıU n

�
;

where Dn D a
�
U n � U n�1

�C F �U n;U n � U n�1
� � F �U n�1;U n �U n�1

�
;

ıU n D U n �U n�1
�n

:



Chapter 4
Reduced Macroscopic Models:
The Monodomain and Eikonal Models

In the Bidomain model (3.42), the transmembrane potential v during the excitation
phase of the heartbeat exhibits a steep propagating layer spreading throughout the
myocardium with a thickness of about 0.5 mm. At every point of the cardiac domain,
this upstroke phase lasts about 1 ms. Therefore, the simulation of the excitation
process requires the numerical solution of problems with small space and time steps
(of the order of 0.1 mm and 0.01 ms). A further inconvenient of the Bidomain model
is its severe ill-conditioning, mainly due to the pure Neumann boundary conditions,
of the linear systems deriving from its discretization. The solution of such linear
systems with iterative methods such as the Conjugate Gradient, preconditioned
by standard cheap preconditioners (ILU or SSOR), is not effective, thus more
sophisticated computational demanding preconditioners are required (see Chaps. 7
and 8).

All these facts constraint 3–D simulations to limited blocks with dimensions of
a few cm, see [101, 102, 104, 226]. For large scale simulations involving the whole
ventricles, the computer memory and time requirements become excessive and less
demanding approximations have been developed, such as Monodomain and Eikonal
models.

4.1 Linear Anisotropic Monodomain Model

In order to reduce further the computational load many large scale simulations have
been performed using the so-called Monodomain model; it is well known that if
the two media have the same anisotropy ratio then the Bidomain system reduces
to the Monodomain model. We remark that this is not a physiological case, as it
clearly follows from well established experimental evidence. We shall present an
interesting derivation of a reduced Bidomain model, which does not make such a
priori assumption (see also [99,269]) and that we will still call Monodomain model.

© Springer International Publishing Switzerland 2014
P. Colli Franzone et al., Mathematical Cardiac Electrophysiology, MS&A 13,
DOI 10.1007/978-3-319-04801-7__4
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Denoting by Jtot D ji C je the total current flowing in the two media and by
D D DiCDe the conductivity of the bulk medium, since Jtot D �Dirui�Derue,
substituting ui D vC ue , we obtain

rue D �D�1Dirv �D�1Jtot: (4.1)

Therefore, the second equation in the Bidomain system (3.42) can be written as

� cm @v

@t
C div.DeD

�1Dirv/C div.DeD
�1Jtot/� iion.v;w; c/ D I eapp: (4.2)

Since the conductivity tensors are given by (3.41), then

DeD
�1 D �el I C .�et � �el /at .x/aTt .x/C .�en � �el /an.x/aTn .x/; (4.3)

with �el;t;n D �el;t;n=.�el;t;nC�il;t;n/. Assuming constant conductivity coefficients and
taking into account that divJtot D I iapp C I eapp, we have

div.DeD
�1Jtot/ D �el divJtot C .�et � �el / divŒat .x/aTt .x/Jtot�

C.�en � �el / divŒan.x/aTn .x/Jtot�

D �el .I iapp C I eapp/C .�et � �el / divŒat .x/aTt .x/Jtot�

C.�en � �el / divŒan.x/aTn .x/Jtot�:

(4.4)

From (4.1) it follows �DeD
�1Dirv D DeD

�1Jtot CDerue, so we have the flux
relationship

� nTDeD
�1Dirv D nTDeD

�1Jtot C nT Derue: (4.5)

Using the split form (4.3), the first term on the right hand side can be written as

nT .DeD
�1Jtot/ D�el nT Jtot C .�et � �el /.nT at /.aTt Jtot/

C .�en � �el /.nT an/.aTn Jtot/: (4.6)

The insulating conditions nT ji D nT je D 0 imply nT Jtot D 0, i.e. Jtot is tangent
to �H , and assuming that fibers are also tangent to �H we have nT an D 0 and
aTt Jtot D 0; substituting these conditions in (4.6), it follows

nTDeD
�1Dirv D 0: (4.7)

We remark that for media having equal anisotropic ratio, i.e. �el =�
i
l D �et =�

i
t D

�en=�
i
n, we have �el D �et D �en. Thus, the two additional terms in (4.4), related

to the projections of Jtot on the directions across fiber, disappear. Disregarding
these two additional source terms aTt Jtot and aTn Jtot, we have div.DeD

�1Jtot/ �
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�el .I
i
app C I eapp/. Substituting this approximation in (4.2) and considering the

boundary condition (4.7), we obtain an approximate model consisting in a single
parabolic reaction-diffusion equation for v and coupled with the same gating system

8̂
ˆ̂̂̂
<
ˆ̂̂̂
:̂

cm
@v

@t
� div.Dmrv/C iion.v;w; c/ D Imapp in ˝H � .0; T /

@w

@t
�R.v;w/ D 0; @c

@t
� S.v;w; c/ D 0 in ˝H � .0; T /

nTDmrv D 0 in �H � .0; T /
v.x; 0/ D v0.x/; w.x; 0/ D w0.x/; c.x; 0/ D c0.x/ in ˝H;

(4.8)

with the conductivity tensorDm D DeD
�1Di , Imapp D

�
I iapp�

e
l � I eapp�

i
l

�
=.�el C �il /.

The evolution equation determines the distribution of v.x; t/ and then the
extracellular potential distribution ue is derived by solving the elliptic boundary
value problem

(
�div.Drue/ D div.Dirv/C I iapp C I eapp in ˝H;

�nT Drue D nTDirv on �H :
(4.9)

We refer to the system consisting of Eqs. (4.8) and (4.9) as the anisotropic
Monodomain model. We remark that the Bidomain and the Monodomain model
are described by a system of a parabolic equation coupled with an elliptic equation,
but in the latter the evolution equation is fully uncoupled with the elliptic one in the
case of an insulated domain˝H .

4.2 Eikonal Models

Another route to avoid the high computational costs of the full Bidomain model is
based on the use of eikonal models for the evolution of the excitation wavefront
surface.

With these models the simulation of the activation sequence in large volumes of
cardiac tissue has become computationally practical but at the price of a loss of fine
details concerning the thin layer where the upstroke of the action potential occurs.
These numerical simulations are based on laws describing the macroscopic kinetic
mechanism of the spreading of the excitation wavefronts, and do not require a fine
spatial and temporal resolution.

We now outline the derivation of this kind of approximated models. The
FitzHugh–Nagumo approximation of the membrane kinetics is very useful for a
qualitative analysis of the non-linear dynamics of the R-D system. As we shall focus
only the excitation phase, we can neglect the recovery variable w hence iion D g.v/.
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The resulting simplified ionic model is widely used for gaining general insight
into wave propagation in the cardiac excitable medium. Although this model is not
suitable in a quantitative detailed study, at a fine scale, of the upstroke of the action
potential v through the excitation wavefront, it is nevertheless appropriate if we are
interested in the large scale behavior of the front-like solution. We note that during
the excitation phase of the heart beat the main feature, at a macroscopic level, is
the excitation wavefront configuration and its motion. In order to investigate the
propagation of this wavefront we must analyze more deeply the internal layer of v
which affects the spreading.

Denoting by � the membrane surface area per unit volume of the tissue, by Cm
the membrane capacitance per unit area of the membrane surface, and by Iion the
ionic current per unit area of the membrane surface, that is carried by the flow of
ions across the membrane, then the transmembrane current im per unit volume is
given by

im D
�
Cm

@v

@t
C Iion

�
�:

We recall that the so-called fast sodium current INa is the main current responsible
for the depolarization of cardiac cells during the excitation phase of the transmem-
brane action potential. Experimental findings in measuring INa in different cardiac
preparations justify the modeling of the sodium current mechanisms by means
of gating equations of the Hodgkin-Huxley type, see e.g. [193, 308] for guinea
pig, [367] for rat, [473] for rabbit, [209, 521] for human myocytes. Hence INa is
represented by

INa D NGNam
3 h j.v � vNa/;

where the m; h; j variables, modeling the sodium conductance dynamics, referred
to as the sodium activation and inactivation, satisfy the equations

dm

dt
D m1.v/�m

�1.v/
;

dh

dt
D h1.v/� h

�1.v/
;

dj

dt
D j1.v/ � j

�1.v/
: (4.10)

In the depolarization phase the time constant of the activation gatem for ventricular
cells is about 0.2 ms, whereas the inactivation time constants are of order 50
and 300 ms for h and j gates, respectively. Thus, we assume that the membrane
obeys the simplified time-independent ionic current-voltage relation, obtained by
considering an instantaneous change of sodium conductance, i.e. taking m D
m1.v/, h D h1.vr / ' 0:98, j D j1.vr / ' 0:99, where vr is the resting potential.
In this simplified approximation, the ionic current model is given by the non-linear
current-voltage law

Iion.v/ D INa.v/C IL.v/;
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Fig. 4.1 Cubic-like behavior of the ionic current per unit area of membrane surface Iion (�A=cm2)
as a function of the transmembrane potential v (mV)

with

INa.v/ D NGNam1.v/3.v � vNa/; IL D NGL.v � vL/;

where IL is the leakage current. Using the NGNa, vNa and m1.v/ expressions in the
sodium current of the LR1 model [308] and choosing NGL D 0:05mS=cm2, Vl D
�80mV, the behavior of Iion.v/ is of cubic-like type as displayed in Fig. 4.1, i.e. it
has the following properties:

1. Iion 2 C1.R/;
2. There exist only three zeros vr < vth < vp;
3. I 0

ion.vr / > 0 and I 0
ion.vp/ < 0;

4.
R vp

vr
Iion.v/dv < 0.

We want to investigate the approximate kinematic properties of traveling wave-
front solutions of the Bidomain system (3.42), neglecting some details of the
transmembrane action potential, but retaining its essential features. In order to gain
this information, we carry out a singular perturbation analysis of an appropriately
scaled form of system (3.42). Our interest concerns the description of the stationary
or regular propagation of the excitation wavefronts, that is, the spreading away from
the initial phase related to the starting stimuli or from front-front or front-boundary
collisions.

In the stationary propagation, we can scale the x and t variables, taking spatial
(L) and temporal (T ) scale factors in such a way that the corresponding mean
wavefront velocity becomes of unitary order. In this phase of the excitation process,
the velocity varies between 0:3 and 0:7mm/ms, according as it is measured
longitudinally of transversally to the fiber direction. Since the upstroke of the
transmembrane potential lasts about 2ms, for an average propagation velocity of
� D 0:5mm/ms, we estimate an average thickness of the excitation layer 1mm. It
follows that a characteristic time T D 20ms is the average time required by the
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traveling impulse to cover a characteristic distance of L D 1 cm corresponding to
the transmural thickness of the ventricular wall. Therefore, rescaling the x and t
variables using L and T as

Ox D x

L
Ot D t

T
;

and setting

NgNa D � NGNa g.v/ D �Iion

NgNa
;

the rescaled Bidomain system becomes

8̂
<̂
ˆ̂:

cm

NgNaT

@Ov
@Ot D div Ox

�
1

NgNaL2
Dir Ox Oui

�
C g.Ov/ in ˝H

� cm

NgNaT

@Ov
@Ot D div Ox

�
1

NgNaL2
Der Ox Oue

�
� g.Ov/ in ˝H:

(4.11)

Using the following typical parameters values

Cm D 1�F=cm2; NGNa D 20ms=cm2; � D 103 cm�1;

and recalling that the conductivity coefficients �i;el;t;n are in the range 0.1–2 mS=cm2,
we obtain

cm

NgNaT
D ��m;

�i;el;t;n

NgNaL2
D �2 O�i;el;t;n;

with � of order 10�2, �m of unitary order and O�i;el;t;n in the range 0.1–1.
Hence, the macroscopic dimensionless form of the Bidomain model can be

written as the following singularly perturbed reaction-diffusion (R-D) system

8̂<
:̂
��m

@Ov
@Ot D �

2 div Ox. ODir Ox Oui /C g.Ov/ in ˝H

���m @Ov
@Ot D �

2 div Ox. ODer Ox Oue/� g.Ov/ in ˝H:

(4.12)

In the following, we will denote by v" D Ov, u"i;e D Oui;e, and for the sake of simplicity
in the notations, we will drop all theOsymbols out elsewhere.

The R-D systems with excitable dynamics are studied by mathematical tools
from singular perturbation theory, see e.g. [174, 273]. Given the previous singular
perturbation structure, u"i , u"e diffuse quite slowly, while the reaction takes place
much faster; hence, the development of a moving layer associated with a traveling
wavefront solution is to be expected. Exploiting the singular perturbation approach,
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we can derive anisotropic geometric evolution laws capturing the asymptotic
behavior of traveling wavefront solutions of the R-D system (4.12) (see [37, 39,
112, 113, 268, 271–273] and for isotropic media [492]).

Assuming that the excitation propagates in fully recovered tissue, a monotonic
temporal behavior of v" is expected; then the excitation wavefront S".t/ can be
represented by the level surface of the transmembrane potential of value .vrCvp/=2,
i.e.:

S".t/ D fx 2 ˝H; v".x; t/ D .vr C vp/=2g: (4.13)

We define the activation time  ".x/ as the time instant at which the potential v"

at x reaches the value .vr C vp/=2. Then the excitation wavefront S".t/ is also
represented by the level surface of the activation time at the time instant t , i.e.:

S".t/ D fx 2 ˝H;  ".x/ D tg: (4.14)

Let

qi;e.x; �/ D �T Di;e.x/� (4.15)

be the conductivity coefficient at a point x in the intra- and extracellular media,
respectively, measured along the direction of the unit vector �. We define the
harmonic mean of the quadratic forms associated with the conductivity tensorsDi;e

by

q.x; �/ D .qi .x; �/�1 C qi.x; �/�1/�1: (4.16)

The non-linear form q.x; �/ admits the following representation

q.x; �/ D �TQ.x; �/� with Q.x; �/ D qi.x; �/2De.x/C qe.x; �/2Di .x/
Œqi .x; �/C qe.x; �/�2 ;

(4.17)

which gives the conductivity measured along the direction � of the bulk medium
composed by coupling in series the media (i) and (e). Then we introduce the
following indicatrix function

˚.x; �/ Dpq.x; �/: (4.18)

Under the assumptions 1, 2, 3, 4 let (c,a) be the unique bounded solution of the
eigenvalue problem (see Sect. 3.1.3):

�
a00 C c a0 C g.a/ D 0
a.�1/ D vp ; a.1/ D vr ; a.0/ D .vp C vr /=2:

(4.19)
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A formal inner asymptotic expansion in powers of " of .u"i ; u
"
e/ solution of (4.12)

and v" D u"i � u"e can be performed using two different types of variable stretching.
Let � be the Euclidean unit vector normal to the wavefront S".t/ oriented toward
the resting tissue and for s.t/ 2 S".t/ we define the vector n˚.s/ D ˚�.s; �/. As
in [39] we use a Lagrangian point of view and we consider the moving reference
.s; y; �/ defined by

y D �

"
; x D s.t/C � n˚.s.t//; � D t; 8s.t/ 2 S".t/; (4.20)

i.e. stretching the space coordinate along the n˚ direction.
Using the moving frame (4.20) the asymptotic expansion for the Bidomain model

(4.12) shows that (see [39], Appendix B), at least formally, the front associated with
(4.13) moves along the relative normal vector n˚ with velocity ��.n˚/ given at any
s.t/ 2 S".t/ by:

�".n˚/ D c � " div n˚
�m

C O."2/; (4.21)

where c is related to the traveling wave solution a of (4.19). Since n˚ � � D
˚.s; �/, the velocity ��.�/ in the Euclidean normal direction � of S".t/ is given
by ˚.s; �/��.n˚/ then:

��.�/ D ˚.s; �/
�m

.c � " div ˚�.s; �//C O."2/: (4.22)

Therefore dropping O."2/ terms, the front behaves as an hypersurface S.t/,
propagating with the anisotropic geometric law with normal velocity �.�/ given
by:

�.�/ D ˚.s; �/
�m

.c � " div ˚�.s; �//: (4.23)

Equations of this type are also called eikonal-curvature models since k˚ D
div n˚ D div ˚�.s; �/ is the anisotropic mean curvature with respect to a suitable
Finsler metric; see [15, 37–39] for definitions and properties.

A formal derivation based on an Eulerian point of view was developed in [112,
113]; in this approach the new frame .�; �/ is defined by stretching the time variable
with respect to the activation time, i.e.:

� D x; � D t �  �.x/
"

: (4.24)
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Using the fixed Eulerian frame (4.24) and developing the asymptotic expansion
of the Bidomain model (4.12), we obtain the following expression, equivalent to
formulae (59) and (61) derived in [113]:

1

˚.x;r "/
�
�m C " div

�
˚.x;r "/˚�.x;r "/

�� D c C O."2/: (4.25)

Since

� D r "jr "j and �".�/ D 1

jr "j ;

we obtain

�".�/

˚.x; �/

�
�m C " div

�
˚.x; �/˚�.x; �/

�".�/

��
D c C O."2/; (4.26)

or equivalently

�m
�".�/

˚.x; �/
D c � " div ˚�.x; �/C "˚.x; �/

�".�/
r
�
�".�/

˚.x; �/

�
� ˚�.x; �/C O."2/:

(4.27)

Since both Eqs. (4.22)–(4.27) imply
�".�/

˚.x; �/
D c C O."/, then the two eikonal

equations (4.22), (4.27) are equivalent up to second order terms. Equations (4.23)
and (4.27), disregarding the O."2/ term, are called respectively eikonal–curvature
and eikonal–diffusion equations, [121, 522].

The rigorous justification of the connection between the evolution of a suitable
level set of v and the surface flowing under geometric evolution law, remains
to our knowledge an open problem. A partial rigorous characterization in the
� �convergence framework was obtained for the stationary Bidomain model in [4].
We introduce the family of vectorial integral Lyapunov functionals dependent on
the couple u" WD .ui ; ue/

F ".u/ WD "
Z
˝

�
Dirui �rui CDe rue �rue

�
dx

C 1

"

Z
˝

G.ui � ue/ dx;

(4.28)

where G0 D g.
The degenerate reaction-diffusion system associated with (4.12) in the couple of

unknowns u WD .u"i ; u"e/ can be obtained by taking the gradient flow of the Lyapunov
functional with respect to the positive but degenerate bilinear form in L2.˝IR2/
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b.u;w/ WD
Z
˝

.ui � ue/ .wi � we/ dx; u D .ui ; ue/; w D .wi ;we/:

This yields the following system of variational evolution equations

b.@tu"; v/C ıF ".u"; v/ D 0 8v 2 H1.˝IR2/; (4.29)

where @tu" D
�
@ui
@t
;
@ue
@t

�
and ıF ".u; �/ is the Euler-Lagrange first variation

of the functional F " [201], which is the variational formulation of (4.12). Since
the anisotropic curvature k˚ corresponds to the first variation of the anisotropic
surface energy integral functional associated with ˚ given by (4.18) see [38], in
order to justify the form of the anisotropic curvature term, we have studied in
[4] the asymptotic limit, as " # 0, of the stationary problem associated with the
singular reaction–diffusion system (4.12) for a function g D G0, where now G is
a potential having wells of equal depth. More precisely, the � �limit of Lyapunov
functionals associated with the family (4.28) is a surface integral functional whose
energy density is a continuous family of norms ˚�.x; �/ characterized by solving a
localized minimization problem, see [4] for details.

Formal asymptotic results in the Bidomain case (see [39, 112, 113]) suggest that
˚�.x; �/ D ˚.x; �/ D p

q.x; �/: On the other hand, in some pathophysiological
setting, such as regional ischemia and a healed infarction, the corresponding
conductivity tensors Di;De yield a nonconvex ˚ : since ˚� is always convex, in
this case the previous equality does not hold. It would be interesting to check if the
convex envelope of ˚ is a good substitute in this case.

4.3 Relaxed Non-linear Anisotropic Monodomain Model

We can easily see that, rescaling as in (4.12) the reaction-diffusion equation related
to the Monodomain model (4.8) and using formal asymptotic expansions as before,
the anisotropic evolution law of the front does not coincide with that derived from
the Bidomain model. In fact, although the eikonal-curvature equation up to terms of
orderO."2/ presents the same structure

�.�/ D ˚.s; �/
�m

.c � " div ˚�.s; �//; (4.30)

the non-linear function ˚.x; �/ D pq.x; �/ for the Monodomain model is defined
by

q.x; �/ D �TDm.x/� where Dm.x/ D De.x/.Di .x/CDe.x//�1Di .x/;
(4.31)

i.e. Dm is the harmonic mean tensor associated with Di;e .
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We now consider the following Monodomain model with non-linear diffusion
term, which we call the relaxed Monodomain model

@v

@t
� 1
"
g.v/ � " div .Q.x;rv/rv/ D Iapp; (4.32)

with Q.x; �/ defined in (4.17) and written explicitly in terms of the conductivity
tensors as

Q.x; �/ WD
 

�TDi .x/�
�TD.x/�

!2
De.x/C

�
�TDe.x/�

�T D.x/�

�2
Di .x/; D WD Di CDe:

(4.33)

The diffusion term is non-linear except when De D 
Di , with a constant 
 2 R,
i.e. for equal anisotropic ratio of the two media, Q.x; �/ D 


1C
Di .x/.
Proceeding by formal asymptotic expansions (see [39] Appendix A), the relaxed

Monodomain model admits the same eikonal-curvature equation associated with
the Bidomain model. The non-linear conductivity tensor of the medium Q.x;rv/,
being homogeneous of degree zero in the second variable, is a function of the local
direction of propagation of the front-like solution given by the unit vector rv=jrvj.
In [39], we show that the eikonal-curvature equation as an approximate model for
describing the evolution of the relaxed transmembrane potential v can be justified
rigorously by estimating the distance between a suitable level set of the relaxed
evolution v solution of (4.32) and the surface flowing under the geometric law (4.23).
We observe here that a suitable convexity property of ˚ is crucial for this rigorous
result (see [39] for details). Such a property is true in a wide range of physiological
choices but is not guaranteed for generic choices of matrices Di , De . Pathological
anisotropies, e.g., modeling ischemic tissue can lead to a nonconvex ˚ , hence to
a not well-posed relaxed model. This issue requires further study since it could be
related to mechanisms of reentry phenomena associated with cardiac arrhythmias in
presence of ischemic substrates (see [16]).

4.4 Dimensional Form of the Reduced Models

Recalling the definition of the function ˚ in (4.18), the motion of the excitation
wavefront is described by the following kinetic equation

�.�/ D ˚.x; �/
�
� � 1

cm
div˚�.x; �/

�
; (4.34)

which is the dimensional form of Eq. (4.23). In terms of the activation time  .x/,
since � D r 

jr j and thanks to the homogeneity properties of ˚ and ˚� , we obtain
the
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Eikonal-Curvature equation (see (4.23) for the dimensionless form)

� 1

cm
˚.x;r .x// div

�
˚�.x;r .x//

�C �˚.x;r .x// D 1 in ˝H:

(4.35)

An equivalent formulation of (4.34) can be derived using the level set approach,
in terms of the zero level set of a function w.x; t/. Setting the depolarized cardiac
region at time t by

Hd.t/ D fx 2 ˝H W t <  .x/g

and considering a function w.x; t/ positive inside Hd.t/ and negative outside, the
excitation wavefront S.t/ at time t can be represented as

S.t/ D @Hd .t/ D fx 2 ˝H W w.x; t/ D 0g:

Denoting as previously by � the normal to the excitation wavefront pointing toward
the resting region, we have that

� D � rw

jrwj :

Since the normal velocity can be now written as

�.�/ D � @tw

�Trw
;

Eq. (4.34) becomes

@w

@t
D ˚.x;rw/

�
�C 1

cm
div˚�.x;rw/

�
: (4.36)

Eikonal-Diffusion equation (see (4.25) for the dimensionless form)

� 1
cm

div
�
˚.x;r .x//˚�.x;r .x//

�C �˚.x;r .x// D 1 in ˝H:

(4.37)

We remark that, in isotropic homogeneous media (Di D �iI and De D �eI ),
the propagation velocity �.�/ along the normal � of a plane activation wavefront is
derived from (4.35) dropping the curvature term, i.e.

�˚.r / D �jr j˚.�/ D 1;



4.4 Dimensional Form of the Reduced Models 135

thus

�.�/ D 1

jr j D �˚.�/ D �
p
�; with � D �i�e

�i C �e :

The membrane constant � can be computed analytically in the case of Fitzhugh
equation. In the case of complex membrane models, in order to estimate �, one
considers the propagation of the action potential along a one dimensional fiber. For
given membrane area per unit volume � and conductivity coefficient � , one solves
numerically the cable equation

�

�
Cm

@v

@t
C Iion

�
D �

@2v

@x2
;

coupled with the membrane model considered. Then, estimating the steady velocity
of the action potential � along the cable and the conductivity coefficient � , we derive
� D �p

�
.

While we have focused so far on the use of reduced models for the excitation
phase, we note that the linear anisotropic Monodomain model and the relaxed
Monodomain model could also be used as reduced models in all phases of the
heartbeat. These two models in dimensional form are

Linear Anisotropic Monodomain model

8̂
ˆ̂̂̂<
ˆ̂̂̂̂
:

cm
@v

@t
� div.Dmrv/C iion.v;w; c/ D Imapp in ˝H � .0; T /

@w

@t
�R.v;w/ D 0; @c

@t
� S.v;w; c/ D 0 in ˝H � .0; T /

nTDmrv D 0 in �H � .0; T /
v.x; 0/ D v0.x/; w.x; 0/ D w0.x/; c.x; 0/ D c0.x/ in ˝H;

(4.38)

with Dm D De.Di CDe/
�1Di .

Relaxed Monodomain model (see (4.32) for the dimensionless form)

8̂
ˆ̂̂̂
<
ˆ̂̂̂
:̂

cm
@v

@t
� div.˚.x;rv/˚�.x;rv//C iion.v;w; c/ D Iapp in ˝H � .0; T /

@w

@t
�R.v;w/ D 0; @c

@t
� S.v;w; c/ D 0 in ˝H � .0; T /

nT ˚.x;rv/˚�.x;rv/rv D 0 in �H � .0; T /
v.x; 0/ D v0.x/; w.x; 0/ D w0.x/; c.x; 0/ D c0.x/ in ˝H:

(4.39)
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4.4.1 Well-Posedness Results for Reduced Models

From (3.45), it follows that there exist cm1 ; c
m
2 > 0 such that

cm1 jzj2 � zT Dm.x/z � cm2 jzj2 8z 2 R
3;8x 2 ˝H:

This property, coupled with the assumptions of Theorem 3.10, guarantees the well-
posedness of the Linear Anisotropic Monodomain model (4.38).

Assuming that 8x 2 ˝H the map � ! ˚2.x; �/ is uniformly strongly convex,
i.e. there exists c > 0 independent of x such that ˚2.x; �/ � c

2
j�j2 is convex, then

the mapping � ! ˚.x; �/˚�.x; �/ is uniformly strongly monotone, i.e.

.˚.x; �/˚�.x; �/� ˚.x; �/˚�.x; �// � .� � �/ � cj� � �j2:

This monotonicity property, coupled with the assumptions of Theorem 3.10 on the
non-linear reaction terms of FitzHugh-Nagumo type, ensures the well-posedness of
the Relaxed Monodomain model (4.39).

Considering the Eikonal-Diffusion equation (4.37) with mixed Dirichlet-
Neumann boundary conditions, the same monotonicity property should guarantee
the well-posedness.

Regarding the level set formulation (4.36) of the Eikonal-Curvature model, we
remark that the mapping associated to the right hand side of (4.36) is continuous,
degenerate elliptic and geometric. Moreover, it is easy to verify that the map˚.x; �/
satisfies the properties (6.1) and (6.2) of [37]. Thus, proceeding as in [37], one
can prove that Eq. (4.36) admits a unique continuous viscosity solution by applying
Theorem (4.9) of [204], see also [27, 202, 203].

We recall that differently from to the Relaxed Monodomain and Eikonal models,
the convexity assumption on the map ˚2 is not needed for the well-posedness of
the Bidomain model, and the only assumption required on the tensors Di;e is the
uniform ellipticity (3.45).

We refer to [3,40] for works investigating a generalized multidomain system and
eikonal models with non-convex indicatrix function ˚ .

4.4.2 Frank and Wulff Diagrams

We have seen before that the solvability of both the eikonal curvature and diffusion
equations, as well as of the relaxed Monodomain model, is guaranteed if the function
� ! ˚2.x; �/ is strictly convex. Such property depends on the conductivity tensors
Di.x/, De.x/. After some relatively easy computations, this strict convexity is
equivalent to the following property:
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1 � 4!.x;p/
T ŒQ.x;p/��1!.x;p/

pTD.x/p
> 0; 8p 2 R

n jjpjj2 D 1 8x 2 ˝H; (4.40)

where

!.x;p/ WD pTDi .x/p
pTD.x/p

De.x/ p � pT De.x/p
pT D.x/p

Di.x/ p; D WD Di CDe;

Q.x;p/ WD
�

pTDi .x/p
pTD.x/p

�2
De.x/C

�
pT D�

e .x/p
pT D.x/p

�2
Di .x/:

The conductivity tensors are defined as in (3.41) by

Di;e.x/ D A.x/D�
i;eA.x/

T ;

where

D�
i;e.x/ D diag.�i;el .x/; �

i;e
t .x/; �

i;e
n .x//:

Since A.x/ is an orthogonal matrix, then it easy to verify that the previous property
(4.40) is equivalent to

min
jj�jj2D1

�TD�.x/� � 4!�.x; �/T ŒQ�.x; �/��1!�.x; �/ > 0 8x 2 ˝H; (4.41)

whereD� WD D�
i CD�

e , the diagonal matrix Q� is defined by

Q�.x; �/ WD .�TD�
i .x/�/ D

�
e .x/C .�TD�

e .x/�/ D
�
i .x/;

and

!.x; �/ WD .�TD�
i .x/�/ D

�
e .x/� � .�TD�

e .x/�/ D
�
i .x/�:

After some computations, the property (4.41) reduces to the condition

0<F .�il;t;n.x/; �
e
l;t;n.x// D

min
jj�jj2D1

�TD�
i .x/� � 4 .�TD�

i .x/� � �TD�
e .x/�/

2 �T

D�
e .x/Q

�.x; �/�1D�
i .x/

�
�:

(4.42)

Therefore the property (4.42) depends on the six parameters �i;el .x/; �
i;e
t .x/; �

i;e
n .x/.

Assuming axially symmetric anisotropy, F depends on the anisotropy ratios
defined by

�i D �il
�it
; �e D �el

�et
; rt D �it

�et
:
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In order to visualize the convexity property, we introduce the unit sphere of the
indicatrix function ˚.x; �/ at x

B˚.x/ D f� 2 R
n W ˚.x; �/ � 1g;

called Frank diagram, and the unit sphere associated with the dual function ˚�

B �̊
�.x/ D f�� 2 R

n W ˚�.x; ��/ � 1g; with ˚�.x; ��/ D f�� � � W � 2 B˚.x/g;

usually called the Wulff form of the anisotropy in cristal growth and multiphase
problems.

Neglecting the dependence on x, the boundary of B˚ is given by the set

@B˚ D
�

� 2 R
n W � D �

˚.�/
; jj�jj2 D 1

�
:

Thanks to [37, Lemma 2.1], the following identity holds

˚�.˚.�/˚�.�// D ˚.�/;

implying that

�� 2 @B�
˚� ” �� D ˚�.�/ with � 2 @B˚ :

Thus

@B�
˚� D

�
�� 2 R

n W �� D ˚�

�
�

˚.�/

�
D Q.�/�

˚.�/
; � D �

˚.�/
; jj�jj2 D 1

�
:

In Figs. 4.2–4.7, we display the Frank diagram and Wulff form using a nom-
inal anisotropy and various estimates of the conductivity coefficients taken from
[100, 123, 131, 420, 421] and related to a normal cardiac tissue. From the graphics,
we see that all these estimates guarantee the convexity of ˚ and ˚�. In Fig. 4.8,
we display the Frank and Wulff diagrams for the extreme case called reciprocal
anisotropy (�i D 1=�e), where it is evident that convexity is lost. We remark that
at the concave portion of the Frank diagram corresponds a caustic in the Wulff
diagram. We recall that the conductivity coefficients are average values over a unit
volume of tissue and in particular �it is related to the density of the gap-junctions
in the across fiber direction. Particularly in a pathological tissue as in presence
of myocardial ischemia, the decreasing number of across gap-junctions yields a
reduction of �it . Considering the conductivity values in Fig. 4.6, but with �it reduced
in order to have �i D 20, the diagrams displayed in Fig. 4.9 show that the two sets
are not convex, as clearly evidenced by the presence of caustics in the Wulff form,
see Fig. 4.10.
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Fig. 4.2 Frank and Wulff diagrams for the conductivity values �il D 0:2, �it D 0:02, �el D 0:8,
�et D 0:2 (all in mS cm�1)
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Fig. 4.3 Frank and Wulff diagrams for the conductivity values �il D 1:74, �it D 0:193, �el D
6:52, �et D 2:36 (all in mS cm�1) (From [100])
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Fig. 4.4 Frank and Wulff diagrams for the conductivity values �il D 2:78, �it D 0:263, �el D
2:94, �et D 1:33 (all in mS cm�1) (From [421])
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Fig. 4.5 Frank and Wulff diagrams for the conductivity values �il D 3:43, �it D 0:596, �el D
1:17, �et D 0:802 (all in mS cm�1) (From [420])
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Fig. 4.6 Frank and Wulff diagrams for the conductivity values �il D 3, �it D 0:315, �el D 2,
�et D 1:35 (all in mS cm�1) (From [123])
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Fig. 4.7 Frank and Wulff diagrams for the conductivity values �il D 1:55, �it D 0:243, �el D
2:32, �et D 1:04 (all in mS cm�1) (From [131])
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Fig. 4.8 Frank and Wulff diagrams for the conductivity values �il D 0:2, �it D 0:02, �el D 0:02,
�et D 0:2 (all in mS cm�1)
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Fig. 4.9 Frank and Wulff diagrams for the conductivity values �il D 3, �it D 0:15, �el D 2,
�et D 1:35 (all in mS cm�1)
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Fig. 4.10 Zoom of the Wulff
diagram displayed in Fig. 4.9
for the conductivity values
�il D 3, �it D 0:15, �el D 2,
�et D 1:35 (all in mS cm�1)
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4.5 Numerical Comparison

The complex interactions between epi-to-endocardial counterclockwise fiber rota-
tion and orthotropic anisotropy described in Sect. 1.3 determine a complex propa-
gation of cardiac excitation. Many experimental works have studied the complex
pattern of epicardial excitation generated by epicardial and intramural ventricular
pacing in animals, see e.g. [12, 184, 506, 507, 516]. The first computer simulations
of the spread of cardiac excitation were based on eikonal equations in order
to understand possible mechanisms of the complex excitation patterns, see e.g.
[102, 112–115, 226, 251, 268, 271, 272, 275, 470, 575].

In this section, we compare the activation time (AT) maps computed by solving
the Eikonal-Diffusion (4.37), the linear Monodomain (4.38) and the Relaxed
Monodomain (4.39) models with those computed by solving the reference Bidomain
model (3.42).

The domain considered is a half truncated ellipsoid described by the parametric
equations

8<
:
x D a.r/ cos � cos' 'min � ' � 'max;
y D b.r/ cos � sin ' �min � � � �max;
z D c.r/ sin � 0 � r � 1;

where a1 D b1 D 0:2; a2 D b2 D 0:5; c1 D 0:85; c2 D 1, all in cm, 'min D ��2 ,
'max D �

2
, �min D � 3�8 and �max D �

8
. The fibers rotate counterclockwise from

epicardium .r D 1/ and endocardium .r D 0/ for a total amount of 120ı, see the
schematic drawing of Figs. 1.4 and 9.28. The orthotropic conductivity coefficients
of the 3D conductivity tensors (3.41) are



144 4 Reduced Macroscopic Models: The Monodomain and Eikonal Models

�il D 2:687 � 10�3; �it D 3:515 � 10�4; �in D 1:137 � 10�4;
�el D 1:792 � 10�3; �et D 1:141 � 10�3; �en D 3:839 � 10�4:

All values are given in ��1cm�1. The membrane model considered is the Luo-
Rudy I model [308]. The external stimulus of 200 mA=cm3 lasting 1 ms is
applied in a small volume of about 0:04 � 0:04 � 0:02 cm3 at the center of
the epicardial surface. The computed AT is defined at each point in space x
as the unique instant ta during the upstroke phase of the action potential when
v.x; ta/ D �50mV.

The space discretization of all the four models considered is performed by Q1

finite elements in space and semi-implicit finite differences in time; for details see
Chap. 7. The AT considered as a reference solution is computed by solving the
Bidomain model on a mesh of 512 � 512 � 128 finite elements, yielding a total
amount of 67 897 602 degree of freedom (dof).

In Table 4.1, we report the l2 relative errors of the AT computed by solving
the Bidomain, Linear Monodomain and Relaxed Monodomain models on four
increasing Q1 finite element meshes with respect to the reference AT. At the finest
level, the errors of the Linear Monodomain and Relaxed Monodomain models are
about 4:5 and 1:5%, respectively.

The Eikonal-Diffusion equation is solved on a very coarse mesh of 64� 64� 16
elements, with a total amount of only 71 825 dof. The relative error in l2 norm
between the AT computed by the Eikonal-Diffusion equation and the reference AT
is 0.0772. The AT maps reported in Figs. 4.11–4.14 confirm that, even on a such
coarse mesh, the Eikonal-Diffusion equation is able to approximate very accurately
the AT.

Table 4.1 Relative errors in l2 norm of the activation time computed by solving the Bidomain,
Linear Monodomain and Relaxed Monodomain models on four increasing Q1 finite element
meshes with respect to the reference activation time computed by solving the Bidomain model
on a mesh of 512�512�128 finite elements. The degrees of freedom (dof) are also reported. Note
that in the case of the Bidomain model the dof are doubled because the unknowns are both the
transmembrane potential v and extracellular potential ue . The Bidomain dof for the computation of
the reference solution are 67 897 602

Mesh dof Bidomain Linear monodomain Relaxed monodomain

128 � 128 � 32 549 153 0.0301 0.0649 0.0387

192 � 192 � 48 1 825 201 0.0198 0.0493 0.0239

256 � 256 � 64 4 293 185 0.0129 0.0463 0.0185

384 � 384 � 96 14 377 825 0.0047 0.0471 0.0158
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Fig. 4.11 Epicardial activation time isochrones computed by solving the Bidomain model (a), the
Linear Monodomain model (c) and the Relaxed Monodomain model (d) with a mesh of 384 �
384 � 96 finite elements, and the Eikonal-Diffusion equation (b) with a mesh of 64 � 64 � 16

finite elements (b). Below each panel are reported the minimum, maximum and step in mV of the
displayed map and the colorbar denotes the range of values of the displayed equipotential lines
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Fig. 4.12 Mid-myocardial activation time isochrones computed by solving the Bidomain model
(a), the Linear Monodomain model (c) and the Relaxed Monodomain model (d) with a mesh of
384�384�96 finite elements, and the Eikonal-Diffusion equation (b) with a mesh of 64�64�16
finite elements (b). Below each panel are reported the minimum, maximum and step in mV of the
displayed map and the colorbar denotes the range of values of the displayed equipotential lines
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Fig. 4.13 Endocardial activation time isochrones computed by solving the Bidomain model (a),
the Linear Monodomain model (c) and the Relaxed Monodomain model (d) with a mesh of 384�
384 � 96 finite elements, and the Eikonal-Diffusion equation (b) with a mesh of 64 � 64 � 16

finite elements (b). Below each panel are reported the minimum, maximum and step in mV of the
displayed map and the colorbar denotes the range of values of the displayed equipotential lines
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Fig. 4.14 Transmural activation time isochrones computed by solving the Bidomain model (a),
the Linear Monodomain model (c) and the Relaxed Monodomain model (d) with a mesh of 384�
384 � 96 finite elements, and the Eikonal-Diffusion equation (b) with a mesh of 64 � 64 � 16

finite elements (b). Below each panel are reported the minimum, maximum and step in mV of the
displayed map and the colorbar denotes the range of values of the displayed equipotential lines



Chapter 5
Anisotropic Cardiac Sources

The electrical activity of the heart is revealed and usually detected by measuring the
time–dependent extracellular or extracardiac potential u.x; t/.

Definition 5.1. The electrogram (EG) at a point x inside or outside the myocardium
is defined as the time course of the potential u.x; t/, i.e. with x fixed and t variable.

In electrocardiography what is really measured is a difference between the
potential at an observation point and a reference potential. In the usual practice
body surface, epicardial, intramural and intracavitary EGs are recorded against
the potential average on a given set of points or against the potential at a distant
electrode. The classical reference potential is the average of the potentials at three
different points on the torso (Wilson Central Terminal), see Sect. 1.5. More generally
we can consider as reference potential the average potential on a given surface.
In this study we choose the reference potential which yields zero average on the
insulated boundary of the volume conductor where the heart is embedded (see
[510]).

As described in Sect. 3.3, the representation at macroscopic level of the cardiac
tissue is given by the anisotropic Bidomain [225], constituted by two interpene-
trating anisotropic continua, intra- and extracellular, connected by the distributed
cellular membrane. In the Bidomain model the following potentials are consid-
ered:

• ui .x; t/; ue.x; t/ intra- and extracellular potential;
• v.x; t/ D ui .x; t/ � ue.x; t/ transmembrane potential;
• u0.x; t/ the extracardiac potential;

then the potential u.x; t/ is given by ue.x; t/ inside the myocardium and by u0.x; t/
outside. The bioelectric sources generating the electric potential field in the heart
(extracellular potential ue) and outside (extracardiac potential u0) are related to
the gradient of the transmembrane potential distribution v.x; t/, as detailed in the
following of this chapter.

© Springer International Publishing Switzerland 2014
P. Colli Franzone et al., Mathematical Cardiac Electrophysiology, MS&A 13,
DOI 10.1007/978-3-319-04801-7__5
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We shall present and compare two different equivalent formulations of the
mathematical model related to the generation of electrograms; this model assumes
that the transmembrane potential is known, which is equivalent to know the time
dependent distribution of the electric sources.

In the following we shall denote by ˝H the heart tissue, by ˝0 an extracardiac
medium in contact with˝H (cavitary blood and/or fluid adjacent to the epicardium),
by Di; De; D0 the conductivity tensors in the intra- extracellular and extracardiac
media.

5.1 Differential Formulation of the Potential Field

We recall that the current vector densities associated to the intra, extracellular
and extracardiac potentials are given by Ji D �Dirui , Je D �Derue and
J0 D �D0ru0. Assuming that there are no externally applied sources, then the
total field Ji C Je in the cardiac tissue ˝H must be solenoidal, see Sect. 3.3; the
same holds for J0 since there are no sources in ˝0. Hence we have:

div .Ji C Je/ D 0 in ˝H (5.1)

div J0 D 0 in ˝0: (5.2)

If˙ D @˝H \ @˝0 denotes the parts of the epi and/or endocardium in contact with
˝0, then the flux continuity across˙ implies the transmission conditions:

ue D u0 .Ji C Je/ � n D J0 � n on ˙:

Setting ˝ D ˝0 [˝H , �H D @˝H n˙ , �0 D @˝0 n ˙ , � D @˝ D �H [ �0,
and assuming that the total volume˝ is insulated, we have:

.Ji C Je/ � n D 0 on �H J0 � n D 0 on �0:

The unit normal n is outward to ˝H or ˝ according as we consider the boundary
condition on˙ or on � ; hence on˙ the normal n points outside˝H (see Fig. 5.1).
In the following, we set D D Di CDe (“bulk” conductivity tensor),

OD D
�
D in ˝H

D0 in ˝0

and u.x; t/ D
�

ue.x; t/ in x 2 ˝H

u0.x; t/ in x 2 ˝0

and we define the equivalent cardiac source for the extracardiac and extracellular
potentials by

Jv.x; t/ D �Dirv.x; t/; (5.3)
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where v.x; t/ is the transmembrane potential. Then problem (5.1)–(5.2) can be
written as:

8̂
ˆ̂̂̂<
ˆ̂̂̂̂
:

div ODru.x; t/ D
�

div Jv.x; t/ in ˝H

0 in ˝0

ŒŒ u.x; t/ ��˙ D 0 ŒŒ . ODru.x; t// � n ��˙ D Jv.x; t/ � n
.D0ru.x; t// � n D 0 on �0
.Dru.x; t// � n D Jv.x; t/ � n on �H

(5.4)

where ŒŒ ' ��˙ denotes the jump of ' through ˙ , i.e. ŒŒ ' ��˙ D '
˙C
� 'j˙� with

'j
˙˙

the traces taken on the positive and negative side of ˙ with respect to the
oriented normal. Therefore problem (5.4) provides the extracellular or extracardiac
potential u.x; t/ from the knowledge of v.x; t/.

In the remaind of this Chapter we will assume:

• ˝ and˝H bounded Lipschitz open set of R3;
• The conductivity tensorsDi.x/; De.x/ 2 C1.˝H/;
• 8t 2 Œ0; T � the transmembrane potential v.x; t/ 2 W 2;p.˝/ with p > 3.

These regularity properties imply that Jv 2 W 1;p.˝H/ and div Jv 2 Lp.˝H/,
hence n � Jvj@˝H

2 W 1=p;p.@˝H/ and the first Green formula holds, see e.g. [305].
The conormal derivative, in the boundary value problem (5.4), exhibits a jump
discontinuity on ˙ . Defining the following bilinear form

a.'; 	/ D
Z
˝

. OD.x/r'/ � r	 dx; 8'; 	 2 W 1;2.˝/ (5.5)

the variational formulation of (5.4) is:
8t 2 Œ0; T � find u.x; t/ 2 W 1;2.˝/ such that

a.u; 	/ D
Z
˝H

Jv.x; t/ � r	.x/ dx 8	 2 W 1;2.˝/: (5.6)
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We remark that 8t 2 Œ0; T � problem (5.6) admits a solution u.x; t/ 2 W 1;2.˝/

unique up to an additive constant. This constant depends on t and it is related to the
reference potential chosen.

It is easy to verify, applying the Green formula, that the solution of (5.6) satisfies
problem (5.4) in the sense of distributions and of the trace theorems (see e.g. [305]).

5.2 Integral Formulation of the Potential Field

Usually EGs are recorded at a limited number of points x, from 12 to 24 derivations,
see Sect. 1.5. Consequently the differential formulation (5.4) is not computationally
convenient, since for any t 2 Œ0; T � the solution of the elliptic problem (5.4) is
needed and yields u.x; t/ for all nodes of the mesh (at the given time instant t),
while we are interested only in the value of u.x; t/ in few points x on Œ0; T �. An
integral formulation [197,198] of the potential u.x; t/ turns out to be a more efficient
tool, because this formulation requires the solution of only a number of problems
given by the chosen set of points x, i.e. x appears as a parameter. This integral
representation is given by:

u.x; t/� uref D
Z
˝H

Jv.x; t/ � r� d� D �
Z
˝H

.Dirv/ � r� d�: (5.7)

This formulation gives a potential difference with respect to a reference potential.
In this study, we consider as reference potential the one given by the potential
at a reference point x0 or by the average on the insulated boundary � . The
representation (5.7) uses the function  .�I x/ defined as the potential field in the
medium˝ with conductivity tensor OD. This function is generated by a unit current
source at lead x and a unit current sink at lead x0 or a current sink uniformly
distributed on the surface � with density 1=j� j according to the first or the second
choice of the reference potential, see [197, 214, 570]. More precisely, the potential
field  , usually called lead field in electrocardiographic literature, is the Green
function associated to the following boundary value problem of Neumann type:

8̂
<
:̂
�div �

ODr� D �˝ in ˝

ODr� � n D �� on �;
(5.8)

where, for the first choice of reference potential with x0 2 ˝ , we define:

�˝ D ı.� � x/� ı.� � x0/; �� D 0; when x 2 ˝
�˝ D �ı.� � x0/; �� D ı.� � x/; when x 2 � (5.9)
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and, for the second choice of reference potential, we have:

�˝ D ı.� � x/; �� D � 1

j� j when x 2 ˝

�˝ D 0; �� D ı.� � x/� 1

j� j when x 2 �;
(5.10)

with ı.� � x/ denoting, as usual, the Dirac ı-function at point x.
Formal derivation of (5.7). Proceeding formally we apply the second Green

formula to the couple .u;  / in˝0 and in˝H . Adding these two relations we obtain:

Z
˝0[˝H

h
u div ODr �  div ODru

i
d�

D
Z
�

u . ODr / � n d�� �
Z
�

 . ODru/ � n d��

C
Z
˙

ŒŒ . ODr / � n ��˙ u d�� �
Z
˙

ŒŒ . ODru/ � n ��˙  d�� : (5.11)

Taking into account that, if x; x0 … ˙ , then ŒŒ . ODr / � n ��˙ D 0 otherwise, if
x 2 ˙ , ŒŒ . ODr / � n ��˙ D ı.� � x/, from (5.11) we have:

u.x; t/C
Z
˝0[˝H

 div ODru d� �
Z
�

 . ODru/ � n d��

�
Z
˙

ŒŒ . ODru/ � n ��˙  d�� � uref D 0;

where uref D u.x0; t/ or uref D 1

j� j
Z
�

u d�� according as  .�I x/ satisfies (5.9)

or (5.10). Hence taking into account (5.4) and denoting by w.x; t/ the potential
difference with respect to the chosen reference potential, i.e. w.x; t/ D u.x; t/�uref ,
it follows:

w.x; t/ D �
Z
˝H

 div Jv d� C
Z
@˝H

 Jv � n d��

and applying the first Green formula we obtain the integral representation:

w.x; t/ D
Z
˝H

Jv � r� d� D �
Z
˝H

.Dirv/ � r� d�: (5.12)

The previous derivation can be easily justified, in the framework of Sobolev spaces,
when OD is assumed regular in ˝ . When OD exhibits, as in real cases, a jump
discontinuity on the interface˙ then the Green function is solution of a boundary
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value problem with discontinuous coefficients and cannot be uniquely defined in the
sense of distributions.

Rigorous mathematical derivation of (5.7). To rigorously introduce Green
functions associated to the previous Neumann problems we consider a notion of
weak solution similar to the one proposed by Stampacchia for the Dirichlet problem
(see [343, 495]).

We denote by A D �div ODr� and by @�A D ODr� �n with D.˝/ and D.� / the
set of measures with bounded variation and support on ˝ and on � respectively.

Problem (5.8) is a non homogeneous Neumann problem of the type:

�
A ! D �˝ in ˝
@�A! D �� on �

(5.13)

with data as measures given by (5.9) and (5.10). Extending the classical approach
of Stampacchia [495], we introduce the following notion of weak formulation
of (5.13):

Definition 5.2. Given �˝; �� measures of bounded variation on ˝ and �

respectively, such that
Z
˝

d�˝ C
Z
�

d�� D 0, a function ! 2 L1.˝/=R is a

weak solution of problem (5.13) if

Z
˝

!A ' D
Z
˝

' d�˝ C
Z
�

' d�� (5.14)

8' 2 C0. N̋ /\W 1;2.˝/; A ' 2 C0. N̋ /; @�A 'j@˝H D 0:

We remark that the set of the test functions is not empty since, due to Corollary 7.8
in [343], the following regularity result holds:

Theorem 5.1. Let ˝ be a domain with Lipschitz continuous boundary, f0 2
Lp.˝/ such that

R
˝
f0 dx D 0 and F 2 .Lp.˝//3 with p > 3. If z 2 W 1;2.˝/=R

is the unique solution of

a.z; '/ D
Z
˝

f0' dxC
Z
˝

r' � F dx 8' 2 W 1;2.˝/;

then

max
N̋
jzj � C �jjf0jjLp C jjFjj.Lp/3� :

Taking into account that the operator A is self-adjoint, by duality of this
regularity result we obtain the existence and uniqueness of the solution ! of
problem (5.13) with ! 2 W 1;p0

.˝/ and p0 < 3=2 (p0 conjugate number of p).
Therefore, defining the Green function  .�I x/ of problem (5.8) as the weak

solution of (5.13) with �˝ and �� given by (5.9) and (5.10), we have 8x 2 N̋ :
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Z
˝

 .�I x/ A ' d� D '.x/� 'ref (5.15)

8' 2 C0. N̋ / \W 1;2.˝/; A ' 2 C0. N̋ /; @�A 'j@˝H D 0;

where 'ref D '.x0/ or 'ref D 1
j� j
R
�
' d�� ; moreover, since A is self-adjoint,

 .�I x/ D  .xI �/.
For g 2 C0. N̋ / with

R
˝
g dx D 0, we consider ' 2 C0. N̋ /\W 1;2.˝/ solution

of

�
A ' D g in ˝
@�A ' D 0 on �:

(5.16)

From (5.15) we have the following integral representation for the solution of
problem (5.16) 8x 2 N̋ :

'.x/� 'ref D
Z
˝

 .�I x/ g.�/ d�: (5.17)

Using Fubini’s theorem and formula (5.17) with 'ref D 0, it follows that:

Z
˝

' d�˝ C
Z
�

' d�� D
Z
˝

g.x/
�Z

˝

 .xI �/ d�˝ C
Z
�

 .xI �/ d��
�

dx

and, comparing with (5.14), we obtain that the solution !.x/ of problem (5.13),
apart from an additive constant !ref , is given by:

!.x/ D
Z
˝

 .xI �/ d�˝ C
Z
�

 .xI �/ d�� C !ref : (5.18)

Going back to the variational problem (5.6) and defining the potential u.x; t/, it is
easy to verify that u.x; t/ is also a weak solution of problem (5.13) for the data
�˝; �� defined by the functional on C0. N̋ /

' 7! �
Z
˝H

' div Jv C
Z
˙

' Jv � nC
Z
�H

' Jv � n:

From the representation formula (5.18), since  2 W 1;p0

.˝/ with p0 < 3=2,
applying the Green formula, u.x; t/, apart from an additive constant, is given by

u.x; t/� uref D
Z
˝H

Jv � r� d�: (5.19)
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This formula coincides with (5.12), which represents the solution having zero
reference potential and holds 8x 2 N̋ since, from the regularity Theorem 5.1, we
have that u.x; t/ 2 C0. N̋ /. In conclusion the following Proposition holds:

Proposition 5.1. The solution of (5.6) with zero reference potential is given by:

w.x; t/ D
Z
˝H

Jv � r� .�I x/ d� 8x 2 N̋ ; 8t 2 Œ0; T �;

where, 8x 2 N̋ ,  .�I x/ is solution of problem (5.15).

In the following, we denote by

w0.x; t/ D w.x; t/ for x 2 ˝ n˝H

we.x; t/ D w.x; t/ for x 2 ˝H:

Finally, we observe that in both the differential and integral formulations of the
Bidomain representation of the multicellular cardiac tissue, the macroscopic cardiac
bioelectric sources generating the extracellular and extracardiac potentials consist of
the volume dipole density Jv.

5.3 Approximate Representation of Cardiac Sources

During the excitation phase of the heartbeat, the transmembrane potential v exhibits
a steep transition layer propagating throughout the myocardium with a thickness
of about 1 mm. At every point of the cardiac domain, this upstroke phase lasts
about 1 ms. Therefore, the accurate simulation of the excitation process requires
discretization methods based on small space and time steps (of the order of 0.1 mm
and 0.01 ms). This fact constrained 3–D simulations, see e.g. [102, 104, 226, 544]
and the recent survey [545], and in order to reduce the computational costs for the
simulations of potential maps and electrocardiograms, approximate models of the
cardiac sources have been developed and used.

The evolving thin layer of cells undergoing the depolarization upstroke and
sweeping the whole ventricle is called the excitation wavefront and the excitation
wavefront surface is defined by means of the so called excitation or activation time
of the cell. During the excitation phase of the heart beat, each cell undergoes a
fast upstroke of the transmembrane potential, starting from the resting state vr ,
increasing monotonically during the depolarization upstroke and reaching finally
a depolarized state vd .

Therefore, at any point x 2 ˝H there exists a unique instant '.x/, called the
activation time, such that

v.x; '.x// D vr C vd
2

:
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Hence, at time t , the set

Hd.t/ D fx 2 ˝H W '.x/ � tg

denotes the depolarized volume and we call its boundary

@Hd.t/ D St D fx 2 ˝H W '.x/ D tg

the excitation wavefront.

5.3.1 Heart Surface Source Model

In this subsection, we assume that the observation point x 2 ˝ n ˝H and the

two conducting media have equal anisotropy ratios, i.e.
�el;t;n

� il;t;n
D 
 constant, which

impliesDe D 
Di . By Green’s formula

Z
˝H

.r�v/TDir� .�I x/ d� D
Z
@H

v nT Dir� .�I x/ d��

�
Z
˝H

v div.Dir� .�I x// d�;

where @H is the surface (endocardial and epicardial) bounding the ventricular
myocardium ˝H . Due to (5.8), because x 2 ˝ n ˝H , the second term above is
zero, in fact in ˝H we have

0 D div..DiCDe/r� / D div..1C
/Dir� / D .1C
/ div.Dir� /: (5.20)

Therefore, from Proposition 5.1, we obtain for x 2 ˝ n˝H

w0.x; t/ D �
Z
@H

v.�; t/ nTDir� .�I x/ d�� : (5.21)

Thus, under the assumption of equal anisotropy ratio, the cardiac sources are
represented as a dipole layer distributed on the epi-endocardial heart surface. For
this reason, this model is called heart surface source model, see [197–199,329,570].
The dipole distribution has dipolar moment proportional to the transmembrane
potential v.�; t/, with oblique direction parallel to Din and oriented outward the
cardiac tissue since nTDin > 0.

Remark 5.1. If the transmembrane potential v is constant on the heart surface,
then (5.21) predicts a zero potential w0 at any point x outside the cardiac tissue.
Indeed, for v D c constant, due to (5.20) we have
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Z
@H

v nTDir� .�I x/ d�� D c
Z
@H

nTDir� .�I x/ d��

D c
Z
˝H

div.Dir� .�I x// dx D 0: (5.22)

It is reasonable to assume that the cardiac fibers are tangential to the cardiac surface,
i.e. al ; an?n on @H . Then we haveDin D �it n, hence

w0.x; t/ D �
Z
@H

�it v.�; t/n
Tr� .�I x/ d�� :

This model describes the evolution of w0 during the entire heartbeat. Given the time
interval Œ0 T �, the average of the extracardiac potential w0 can be written as

1

T

Z T

0

w0.x; t/dt D �
Z
@H

1

T

� Z T

0

v.�; t/dt
�
�it nTr� .�I x/ d�� :

This formula can be used to obtain the following two interesting expressions for
time averages of the extracardiac potential.

(a) QRS – T average. During the QRS – T interval, the average transmembrane
potential, shifted with respect to the resting value vr ,

v.�/ D 1

T

Z T

0

.v.�; t/ � vr /dt;

where T is the time of the T-wave ending, is the normalized area below the
action potential time course. Hence we can express the QRS – T average of the
extracardiac potential

w0.x/ D 1

T

Z T

0

w0.x; t/dt

as a heart surface integral involving the normalized area v.�/ below the
transmembrane potential v,

w0.x/ D �
Z
@H

v.�/�it nTr� .�I x/ d��:

(b) QRS average. During the QRS interval, the action potential is in the depolar-
ization phase and it can be approximated with an activation profile v.�; t/ D
A.t �'.�//, where '.�/ is the activation time at point �. Then the QRS average

w0.x/ D 1

Td

Z Td

0

w0.x; t/dt;
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where Td is the ending time of the QRS interval, has the representation

w0.x/ D � 1

Td

Z
@H

� Z Td

0

A.t � '.�//dt
�
�it n

Tr� .�I x/ d��: (5.23)

If we further approximate the activation profile with a Heaviside step function
H from the resting value of vr to the depolarized value vd of v

A.t � '.�// DH .t � '.�//.vd � vr /C vr ;

then
Z Td

0

A.t � '.�//dt D vdTd � .vd � vr /'.�/ and the QRS average (5.23)

becomes

w0.�/ D vd � vr
Td

Z
@H

'.�/�it nTr� .�I x/ d��;

since by (5.22) it holds
Z
@H

c�it nTr� .�I x/ d�� D 0 for any constant c. Thus,

we can express the QRS average of the extracardiac potential as the heart surface
integral involving the activation time.

5.3.2 Oblique Dipole Source Model

In this subsection, we assume general anisotropy of the intra- and extracellular
media, but we focus only on the depolarization phase. Then, if the heart tissue is
initially at rest and all cells undergo the same action potential profile A.�/ during
the upstroke, the transmembrane potential can be approximated as

v.x; t/ D A.t � '.x//:

From the representation formula in Proposition 5.1, we then have

w.x; t/ D
Z
˝H

A0.t � '.x//.r�'.�//T Dir� .�I x/ d�:

Applying the co-area formula, see [5, 167],

Z
˝H

g.�/jr�'.�/j d� D
Z
R

� Z
'�1.�/DS�

g.�/d��

�
d�
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for a non-negative measurable function g and a Lipschitz function ', and setting

n�.�/ D r�'.�/jr�'.�/j , we have

w.x; t/ D
Z
R

Z
'�1.�/DS�

A0.t � '.x//n�.�/T Dir� .�I x/d��d�

D
Z
R

A0.t � �/
� Z

S�

.Din�/Tr� .�I x/d��
�
d�: (5.24)

By approximating the action potential profile during the depolarization phase with
the jump discontinuity described by

A.t � �/ DH .� � t/.vd � vr /C vr ;

where H is the Heaviside step function, then A0.t � �/ D .vd � vr /ı.� � t/. In
the limit when � tends to t , we then obtain from (5.24) the following representation
formula for x 62 St

w.x; t/ D .vd � vr /
Z
R

ı.� � t/
� Z

S�

.Din� /Tr� .�I x/d��
�
d�

D .vd � vr /
Z
St

.Din�/Tr� .�I x/d��d�: (5.25)

In this formula, the cardiac excitation sources are represented as a dipole distribution
supported on the excitation wavefront St , having oblique directions parallel toDin�
and with dipolar moment per unit surface area given by .vd � vr /kDin�k2.

Assuming an infinite extracardiac medium and the same constant conductivity
for the extracardiac and bulk tissue, i.e. D0 D Di C De D �0I , then the Green
function becomes

 .�I x/ D 1

4��0

1

j� � xj ;

so the extracellular potential w in (5.25) can be written as

w.x; t/ D .vd � vr /

4��0

Z
St

.Din�/Tr� 1

j� � xjd�� :

If we assume further that Di D �iI , then

w.x; t/ D 1

4��0

Z
St

�i .vd � vr /
@

@n�
j� � xj�1d��; (5.26)
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which coincides with the representation of the cardiac excitation source in terms of
normal dipoles uniformly distributed over the excitation surface St , also known as
uniform double layer, see [535, Ch. 6]. If we define the moment per unit surface

p D �i .vd � vr /;

then (5.26) becomes

w.x; t/ D 1

4��0
p

Z
St

@

@n�
j� � xj�1d��:

Setting

d!.x; �/ D @

@n�
j� � xj�1d�� D nT� r� j� � xj�1d�� ;

and defining the so-called solid angle

!.x/ D
Z
St

d!.x; �/ D �
Z
St

nT� .x � �/
jx � �j3 d��; (5.27)

we obtain the representation

w.x; t/ D 1

4��0
p!.x/: (5.28)

This formula shows that the magnitude of the potential at a point x is proportional
to the solid angle !.x/ under which the activation wavefront is seen from x. The
solid angle formula (5.27) and the associated potential representation (5.28) yield
immediately some important consequences:

(a) The potential field external to a closed surface St is zero;
(b) The potential field due to an open surface St is completely defined by its

boundary (rim);
(c) The potential is positive at a point x located “in front” of the surface St , i.e.

where nT� .� � x/ < 0, since there the solid angle is negative; viceversa, the
potential is negative at a point x located “behind” the surface St , i.e. where
nT� .� � x/ > 0, since there the solid angle is positive.

These properties can be applied to the simple case of a single depolarizing wave-
front spreading through the myocardium to obtain an approximate explanation of the
ECG inflections. Indeed, by (c) a depolarization front propagating toward a positive
electrode located at point x produces a positive signal, while a depolarization front
propagating away from a positive electrode located at point x produces a negative
signal. Moreover, if an excitation wavefront St1 at time t1 propagates to a larger
wavefrontSt2 at time t2 > t1 toward a positive electrode, then the potential increases,
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w.x; t1/ < w.x; t2/, while if the propagation is away from the electrode then the
potential decreases, w.x; t1/ > w.x; t2/. The previous prediction takes not into
account the role of the anisotropic structure of the myocardium, which is instead
incorporated in the following Sects. 5.4 and 5.5.

5.4 Cardiac Source Splitting

We present now a useful split form of the potential field, previously introduced in
[116–118, 121, 510] to investigate some features of the potential u.x; t/. It is used
also as a tool for a more accurate computation of u.x; t/. We focus first on the case,
frequently considered, of a cardiac tissue which is characterized by conductivity
tensors that are axially symmetric with respect to the local fiber direction; the
extension of the split form to tensors with no axial symmetry can be found at the
end of this paragraph.

5.4.1 Axially Symmetric Media

If a D a.x/ is the unit vector defining locally the fiber direction and �i;el , �i;et are
the conductivity coefficients along and across fiber in the intra- and extracellular
medium, then the assumption of axial symmetry implies that the conductivity
tensorsDi; De can be defined as

Di;e D �i;et I C .�i;el � �i;et /a˝ a:

We recall that the bulk conductivity tensor D is given by

D D Di CDe D �tI C .�l � �t /a˝ a;

where �t D �it C �et and �l D �il C �el . The conductivity coefficients may depend
on the position x according to the local state, normal or diseased, of the various part
of the myocardial tissue. It is easy to verify the following identity:

Di D ˛ D C ˇ a˝ a (5.29)

with ˛ D �it =�t , ˇ D �il � �it
�l

�t
, �l D �il C �el , �t D �it C �et . In fact, from the

definition of the bulk conductivity tensor D, we have that

�tI D D � .�l � �t /a˝ a:



5.4 Cardiac Source Splitting 163

Substituting it into the definition of the intracellular conductivity tensor Di , we get

Di D �it
�t
.D � .�l � �t /a˝ a/C .�il � �it /a˝ a

D �it
�t
D C

�
�il � �it �

�it
�t
.�l � �t /

�
a˝ a

D �it
�t
D C

�
�il � �it

�l

�t

�
a˝ a;

thus identity (5.29) holds true.
The split (5.29) of Di leads to the corresponding split of the “impressed” or

“source” current density Jv D �Dirv yielding

Jv D �Dirv D Ja C Jc (5.30)

where

Ja D �ˇ .a˝ a/rv and Jc D �˛Drv: (5.31)

We call Ja; Jc axial and conormal current densities since they define two distribu-
tions of dipolar current sources in the heart with dipole axes parallel respectively to
the fiber direction a and to the vectorDrv.

Setting

w.x; t/ D u.x; t/� 1

j� j
Z
�

u.x; t/ d�

and using the split form (5.30) of Jv, relation (5.12) can be written as:

w.x; t/ D wa.x; t/C wc.x; t/ (5.32)

with

wa.x; t/ D
Z
˝H

Ja � r� d� and wc.x; t/ D
Z
˝H

Jc � r� d� (5.33)

axial and conormal potential components. We remark that wc and wa, similarly to
w, have zero average on � .

We can perform a further split of the field component wc ; in fact since ˛rv D
r.˛v/ � vr˛ it follows that:

Jc D �˛Drv D �Dr.˛v/C vDr˛
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hence, if the observation point x … ˙ :

wc.x; t/ D
Z
˝H

Jc � r d� D �
Z
˝H

˛ .Drv/ � r d�

D �
Z
˝H

.Dr.˛v// � r d� C
Z
˝H

v .Dr˛/ � r d�

D �
Z
@H

˛v .Dr� / � n d�� C
Z
˝H

˛v divDr d�

C
Z
˝H

v .Dr˛/ � r d�:

Noting that  is solution of problem (5.8) with (5.10) if x 2 � , we obtain:

wc.x; t/ D uhs.x; t/C ud .t/C uj .x; t/C unh.x; t/; (5.34)

where

uhs.x; t/ D �
Z
˙

˛v .Dr� / � n d�� heart surface component (5.35)

ud .t/ D 1

j� j
Z
�H

˛v d�� drift component (5.36)

uj .x; t/ D
� �˛v.x; t/ x 2 ˝H

0 x 2 ˝0

jump component (5.37)

unh.x; t/ D
Z
˝H

v .Dr˛/ � r� d� non-homogeneous component. (5.38)

Note that ud .t/ is independent of the observation point x hence it acts as a drift
component; moreover the component unh.x; t/ gives a contribution only for tissue
with non homogeneous anisotropy, i.e. when ˛ is not constant.

The above decomposition of the conormal component holds if the observation
point x does not lie on the non insulated boundary ˙ (e.g. the endocardium in
contact with intracavitary blood). If x 2 ˙ then the splitting of the conormal
component must account for the discontinuity of the two components uhs and uj
on ˙ . More precisely applying classical limit formulae for the generalized double-
layer potentials on ˙ (see formula 15.3 of Theorem 15.II in [332]) we obtain the
following trace and jump relationships:

uḣs D 

1

2
˛vj˙ �

Z
˙

˛v .Dr / � n d��; ŒŒ uhs ��˙ D �˛ vj˙
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where uḣs denotes the trace of the function on the positive and negative side of ˙
with respect to the oriented normal n. We remark that wc.x; t/ D uhs.x; t/Cud .t/C
uj .x; t/ is continuous across˙ and has the following expression:

x 2 ˙; wc.x; t/ D �1
2
˛vj˙ �

Z
˙

˛v .Dr / �n d�� C ud .t/C uj .x; t/C unh.x; t/:

In the special case of˝H fully insulated (i.e. �H D @H and˙ D ;) and ˛ constant
(i.e. r˛ D 0) the conormal component reduces to:

wc.x; t/ D �˛v.x; t/C ˛

j� j
Z
�

v d�� (5.39)

5.4.2 Orthotropic Media

Recent findings suggest that the cardiac tissue anisotropy is not symmetric across
fibers, but, due to the presence of myocardial sheets (or laminae) (see [352]), three
material principal axes can be identified, thus it presents an orthotropic structure.
Actually, the split form of the potential w.x; t/ can be extended to the case of no
axial symmetry for the conductivity tensorsDi ; De . In fact we can assume thatDi;e

have three distinct eigenvalues �i;el ; �
i;e
t and �i;en with the same principal axes given

by the set of orthonormal eigenvectors ak; k D l; t; n with ak � aj D ıjk and al D a,
i.e. tangent locally to the fiber. SettingA D .al ; at ; an/,Di;e

diag D diag.�i;el ; �
i;e
t ; �

i;e
n /

and using the property that AAT D ATA D I , where AT and I denote respectively
the transpose of A and the identity matrix, we obtain:

Di;e D ADi;e
diagA

T :

The equivalent expression of Di;e is

Di;e D �i;et I C .�i;el � �i;et /al ˝ al C .�i;en � �i;et /an ˝ an;

and as a by-product the bulk conductivity tensor is given by

D D �tI C .�l � �t /al ˝ al C .�n � �t /an ˝ an;

with �l;t;n D �il;t;n C �el;t;n. It is easy to verify that, if the axial symmetry is not
assumed (i.e. distinct eigenvalues) then

Di D ˛D C ˇal ˝ al C .I � al ˝ al /; (5.40)

with ˛ D .�in � �it /=.�n � �t /; ˇ D �il � ˛�l ;  D �it � ˛�t . In fact, given ˛ 2 R,
we have
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Di � ˛D D .�it � ˛�t /I
C .�il � �it � ˛.�l � �t //al ˝ al
C .�in � �it � ˛.�n � �t //an ˝ an:

Choosing ˛ D .�in � �it /=.�n � �t /, the last term vanishes and we get the split
form (5.40). We remark that I � al ˝ al is the orthogonal projection matrix on a
plane perpendicular to the fiber direction al .

If �i;en D �i;e�
i;e
t , then the media (i) and (e) tend to become axially symmetric

for �i;e ! 1 with the limit values �i;en D �i;et . Setting �i;e D 1 � �i;e , if �i=�e ! 1

as �i;e ! 1 then it is easy to verify that ˛; ˇ;  tend to �it =�t , �
i
l � �it

�l

�t
, 0

respectively, which are the values obtained directly under the assumption of axial
symmetry.

In the orthotropic case, the split of the conductivity tensor Di leads to a
corresponding split of the impressed current Jv yielding:

Jv D Jc C Ja C Jo

with Ja and Jc defined as before with different ˛ and ˇ whereas Jo D �.I � al ˝
al /rv is a new current density of dipoles transverse to the fibers.

5.5 Interpretation of the Field Components

From the relation between the field components and their sources we establish some
correlations between pattern features displayed by the full potential and some struc-
ture of the underlying cardiac sources. The potential components deduced from the
potential split depend on v.x; t/, which is a quantity of direct electrophysiological
significance since it characterizes the electric state of the myocardial cells. The
analysis of these components can shed light on the properties of the full potential
field. In the following, we focus only on the axisymmetric components of the
splitting.

Axial component (wa): the potential wa can be related to the source Ja by

wa.x; t/ D
Z
˝H

JTar� d� D �
Z
˝H

ˇ.aTl rv/aTl r� d�:

This expression shows that the potential wa is generated by volume sources repre-
sented by a current dipole density with dipole moment per unit volume proportional
to the vector .aTl rv/al . Therefore the dipole current sources are parallel to the local
fiber direction al and we call wa axial potential. Since the fiber architecture defines
the direction of the current source flow, we expect that structural properties like epi–
endocardial fiber rotation will be the major determinants affecting the axial potential
pattern.
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When the excitation wavefront propagates through the heart muscle, it occupies
a thin layer of myocardium, 1 or 2 mm thick, that is passing from the resting to the
excited state. Within this layer, the distribution of axial sources has greater dipole
strength per unit volume in those regions in which the wavefront is spreading mainly
along fibers, i.e. where rv is nearly parallel to al .

Jump component (uj ): we recall that the resting value vr has been set to zero
so that in our model v measures the deviation of the transmembrane potential from
the resting state. We remark that the potential component uj .x; t/ D �˛v.x; t/
is zero in ˝0, whereas in ˝H it is proportional to the spatial distribution of the
transmembrane potential. Since v, in our model, displays an upstroke in a thin layer
of tissue containing the wavefront and it is practically constant everywhere else, this
field component does not generate an appreciable current flow at distance from the
front. Moreover in the fully activated region the effect of uj on the full potential u
reduces only to a shift proportional to the jump of the transmembrane potential from
the resting to the plateau value. For this reason we call uj jump component.

Heart surface component (uhs): the potential component uhs is given by

uhs.x; t/ D
Z
˙

.˛vDn/Tr� d�� : (5.41)

We remark that uhs contributes to the full potential u only when the heart surface is
in contact with an extracardiac conducting medium (i.e. the non-insulated cardiac
interface ˙ is not empty) and depends on the trace on ˙ of the transmembrane
potential v. Since the sources lie on the non-insulated heart surface ˙ , we refer to
this field component, as usual in the literature (see e.g. [197, 198, 483]), as heart
surface component.

The differential formulation shows that uhs exhibits a jump through ˙ equal to
˛v and the moment of the dipole layer source on ˙ is proportional to this jump; on
the unexcited parts of ˙ , i.e. where v is practically zero, this jump vanishes.

In order to describe in a different and more meaningful way the relationship
between the field component uhs and its heart surface source, we make the following
simplifying assumptions: uniform anisotropy on @H , homogeneity on @˝0 (i.e. �i;el ,
�i;et , �0 constant on ˙) and the fibers tangent to the epi- and endocardial surfaces
(i.e. aTl n D 0 on ˙). Hence in particular on ˙ we have Dn D �tI , D0n D �0I

implying Dn D 
D0n with 
 D �t=�0; consequently uhs can be viewed as the
potential generated by a source term Jhs satisfying in the sense of distribution (see
[110, 305]) the equation

divDruhs D div Jhs in ˝; with Jhs D �it vı˙n˙ ; (5.42)

where D D D in ˝H and D D 
D0 in ˝0, n˙ is the unit normal to ˙ and ı˙
the Dirac measure on ˙ . Therefore uhs can be viewed as the field generated by a
normal dipole layer on ˙ with moment �it v. If the excitation wavefront is far from
˙ then v and consequently uhs are practically zero. Otherwise, denoting by ˙d the
intersection on ˙ of the activated region, since v, apart a thin strip near @˙d , is
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very close to vJ on ˙d and ˛ is constant, it follows that the normal dipole layer is
practically uniform on ˙d . Thus, the most remarkable property of uhs is that it can
be well approximated by means of the classical model, i.e. the potential generated
by a normal and uniform dipole layer on ˙d in the conducting medium described
by the tensor OD.

Non-homogeneous component (unh): the field component unh is given by

unh.x; t/ D
Z
˝H

v.Dr˛/Tr� d�:

Component unh makes no contribution to the potential distribution when ˛ is
constant, i.e. when the anisotropy ratio �et =�

i
t is constant characterizing a cardiac

tissue with a transverse ‘uniform’ anisotropy. Hence in normal cardiac tissue, this
field component should not affect the potential distribution. This is due to the fact
that the normal tissue can be modeled assuming a uniform anisotropy. This field
component should significantly affect the full potential pattern only in presence
of pathological myocardial tissue with inhomogeneous transverse conductivity,
as occurs for instance in the surviving tissue near a chronic infarct. Due to this
interpretation we call unh the non-homogeneous tissue component.

In the previous derivation of the split form we have implicitly assumed that ˛.x/
is a smooth function; when ˛.x/ presents a discontinuity interface�, a new surface
integral term appears given by

Z
�

v ŒŒ ˛ ��nT Dr� d�� ; (5.43)

where ŒŒ ˛ �� measures the jump through the interface �, i.e. ŒŒ ˛ �� D ˛C � ˛�,
where ˛˙ are the traces taken on the positive and negative side of � with respect
to the oriented normal. A sudden variation of ˛ could model the transition from a
region with normal conduction to a pathological one with depressed conduction.
Moreover if ˛ is piecewise constant in two contiguous tissue volumes, the unh

component reduces to the surface integral (5.43), which is a potential generated
by a secondary source distributed on the discontinuity interface � having a current
dipole moment density v ŒŒ ˛ ��Dn, hence with dipoles parallel to Dn.

This component should affect the electrocardiogram (ECG) waveform, recorded
from the transition regions, in a manner similar to the one described in [45, 297].

5.6 The Limit Case: Oblique Dipole Layer Model

Let us denote by Hd.t/ the depolarized region, by Hr.t/ the resting region and
by ˙d and ˙r their intersections with ˙ (one of the two can be void). The two
regionsHd.t/ and Hr.t/, are characterized by an activation time '.x/ whose value
is respectively smaller or greater than the fixed time instant t . Remembering that
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the transmembrane potential v is approximated by v.x; t/ D A.t � '.x//, the
upstroke phase is characterized by the steepest part of the profile of the action
potential A and by a corresponding thin layer of tissue, containing the excitation
wavefront, across which the fast variation of the transmembrane potential occurs.
Focusing on the potential pattern at a distance from the excitation wavefront,
the details of the upstroke phase can be neglected and it is natural to consider
the limit case obtained when A .�/ approaches the step function vJH .�/, where
H is the Heaviside function. Remembering that v measures the deviation of the
transmembrane potential from the resting state, then the jump component uj D �˛v
in ˝H approaches �˛vJH .t � '.x//, i.e. it is constant in the activated and
resting regions and undergoes a jump through the wavefront surface St D fx 2
˝H; '.x/ D tg. Hence the jump component does not contribute to the extracellular
current. At the same time rv.x; t/ tends to �vJnSt ıSt in the distributional sense,
where ıSt is the Dirac measure on St and nSt is the unit normal to St directed toward
the resting tissue. Thus using Eq. (5.19), in the limit case, we obtain

u.x; t/ D
Z
St

vJnTStDir� d�� D
�

ua.x; t/C uhs.x; t/ t < '.x/
ua.x; t/C uhs.x; t/� ˛vJ t > '.x/;

(5.44)

where the axial and the heart surface components, in the limit case, are given by the
following surface integrals:

ua.x; t/ D ˇ
Z
St

vJ .aTl nSt /a
T
l r� d�� and uhs.x; t/ D ˛

Z
˙d

vJnTStDr� d�� :
(5.45)

In Eq. (5.44), the current sources are concentrated on the wavefront surface St and
are defined by a dipole layer with local dipole directionDin. This model, also called
oblique dipole layer model, was proposed in [108] and subsequently investigated in
[110, 113].

We remark that the uhs component presents a jump equal to ˛vJ through ˙d

whereas it is continuous across ˙r . This means that different depolarized regions
Hd having the same ˙d on ˙ give rise to the same field component uhs. This is
reminiscent of a property of the potential field generated by a uniform normal dipole
layer. Indeed, the potential generated by these sources, when they are imbedded in
an infinite homogeneous isotropic medium (i.e. D .jx��j�1�jx0��j�1/=.4��0/)
is given by uhs D ˛vJ !.x/, where ! is the solid angle subtended in x 2 Hr by the
surface ˙d . Thus for a given˙ the field component uhs depends only on the rim of
the wave front intersection on˙ .

In summary, we have shown that when the anisotropic myocardial tissue is in
contact with conducting media, the potential presents a component uhs, having, in
the anisotropic context, the same features as the classical solid angle formula.
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In particular, this component has the peculiarity that it acts only when either
the epicardial or endocardial surface or both are not completely insulated and is
revealed, becoming measurable, only when activation reaches these non-insulated
boundaries; moreover the magnitude of its contribution is practically independent of
the wave front shape but depends only on the activated areas enclosed by the wave
front rim lying on the noninsulated boundaries. The jump component uj , related to
activated region (see Eq. (5.44)), introduces a shift of the potential. The sum of these
two components uj and uhs is the conormal component uc , usually referred to as the
heart surface source model, see [197, 198, 483].

From the split form it follows that for tissue having uniform anisotropy the full
potential is derived by superimposing the axial potential to the previously mentioned
potential components (due to the heart surface model and activating volume).

For tissue having uniform anisotropy, i.e. �i;el , �i;et constant in ˝H , as assumed
in the numerical simulations, the full potential is derived by superimposing the
axial potential to the conormal component which in turn is the sum of the heart
surface component uhs and the potential jump uj across the wave front. The ability
of expressing the field as the sum of the axial and conormal components enables
us to underline the difference between the field produced by the classical conormal
model and the actual cardiac field.

It is worth mentioning here that the estimates of the intra- and extracellular
conductivities do not verify the condition of equal anisotropy ratio. Nevertheless
many computational studies in electrocardiology have often used this assumption.
Under this hypothesis ˇ D 0 hence ua drops out and consequently the cardiac fiber
arrangement plays no role in determining the structure of the current source density.
Cardiac anisotropy influences only the current conduction flow in the bulk medium,
described by the tensorD but frequently handled as an isotropic conducting medium
[108, 113, 198, 295, 483]. Therefore under the equal anisotropy ratio condition the
model reduces to u D uc C uhs C uj and coincides with the heart surface source
model used in [197,198,483]. As a consequence this model reduces to the conormal
one.

The more realistic physiological situation of a Bidomain model with unequal
anisotropy ratio, involves the heart surface model with the addition of the axial
potential component; the latter introduces a strong dependence of the cardiac
sources on the fiber anisotropy and architecture.

5.7 Experimental and Simulation Results

Figure 5.2 illustrates the connections between the epicardial potential patterns and
the intramural currents produced by the various source components described in the
previous section. Potential distributions are shown on the epicardial surface and
on three intramural sections: vertical, horizontal and oblique. On the intramural
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Full Axial

Conormal Heart surface

Fig. 5.2 Source splitting of the full extracellular potential into axial, conormal and heart surface
components at 30ms after endocardial pacing. In each panel, the potentials are shown on epicardial
(a), meridian (b), horizontal (c), oblique (d) sections of a truncated ellipsoid in contact with
intracavitary blood, with �i D 9:5; �b D 6mS cm�1

sections (panels b, c, d) the axial and conormal components produce substantially
different current fields. In fact, the inspection of the potential gradients shows that
the currents generated by the conormal component flow from all portions of the
wavefront toward the epicardial surface (outflowing currents), whereas the axial
component produces currents that flow toward and into extensive portions of the
advancing wavefront, propagating mainly across fibers (inflowing currents). The
densely packed lines characterizing the intersection of the wavefront with the three
sections b, c, d, indicate a strong gradient associated with the conormal component.
Conversely, the potential gradients produced by the axial component where the
currents flow toward the wavefront are comparatively weaker. The conormal and
heart surface panels of Fig. 5.2 show that, at 30 ms, the two components coincide on
the epicardium. This indicates an extremely weak effect of the jump component (the
difference between the conormal and heart surface components) on the epicardial
surface, in accordance with the lack of epicardial breakthrough. In addition, in the
heart surface panel of Fig. 5.2, the narrow strip of level lines, located at the basis
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of the wavefront in contact with the intracavitary blood, indicates that the heart
surface component presents a jump through this basis. This jump characterizes a
source, lying on this interface, generating a current that spreads through the wall
thickness and reaches the insulated epicardial surface tangentially. If we disregard
the medium anisotropy, the heart surface features are similar to those exhibited by
the potential field generated in an isotropic medium by a classical source model, i.e.
a normal dipole layer lying on the same wavefront basis and having dipole moment
proportional to the jump component.

Figure 5.3 shows other simulation results on an oblique section in a test with
intracavitary blood and extracardiac conducting medium (outside the red contour
delimiting the cardiac tissue). The full (left panel) and conormal (right panel)
components are shown on an oblique section of the domain. The full component
shows that at 30 ms the epicardial breakthrough has not yet occurred, so in the
potential map on the epicardium we observe a typical pattern characterized by
the presence of two positive maxima separated by a negative area surrounding a
central minimum. Most of the epicardial current lines, issuing from the area of
maximum positivity, point toward the minimum site, either directly or after bending.
Consequently this minimum acts as a sink for the current flow, whereas the conormal
component predicts that any portion of the wavefront surface acts as a source for the
current flow.

These simulated results are confirmed by the experimental results of Fig. 5.4,
where the current lines are shown (in red) both inside the cardiac domain and in
the torso, on the indicated diagonal section. As in the simulated results of Fig. 5.3,
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Fig. 5.3 Source splitting; full (left) and conormal (right) components of extracellular potentials at
30ms on truncated ellipsoid, with �i D 9:5; �b D 6mS cm�1
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Fig. 5.4 Experimental results of extracellular potentials related to an isolated heart embedded in
a torso tank (Courtesy of prof. B. Taccardi)

the current lines issue from two positive maxima and point toward the sink (marked
in green in the right panel of Fig. 5.4). For more details, analysis and physiological
interpretation of the potential and current pathways in the extracardiac medium, see
[350, 513, 514, 516].



Chapter 6
The Inverse Problem of Electrocardiology

Since the end of the 1970s, automated instruments have been employed to record
potential Body Surface Maps (BSM), see e.g. [144, 504, 505, 511]. The spreading
of these techniques of potential recording is motivated by the fact that BSM
provide diagnostic information which could not be obtained by conventional
electrocardiograms in many heart diseases, such as Wolff-Parkinson-White and
myocardial ischemia. In fact some features of the potential surface field, such as
the number, location and time course of potential maxima and minima on the
chest surface, are correlated to the shape of the depolarization wavefronts and to
the spatial distribution of the repolarization processes in the heart, which are the
phenomena generating bioelectrical currents.

BSM exhibit a highly changeable surface pattern as characterized by equipo-
tential lines; moreover there is a high variability of the surface signal magnitude
over the entire heartbeat. The diffusion of BSM technique has raised the problem
of the interpretation of potential distribution on the thorax. The problem of the
best use of the information content of the large amount of data provided by
BSM may be attempted by solving the so-called Forward and Inverse problems of
Electrocardiology. Two approaches are possible:

• (P) in terms of potential alone;
• (S) in terms of cardiac sources.

In the first approach (P), the Forward problem consists of:
simulating the BSM from the epicardial extracellular potential distribution,

while the Inverse problem consists of:
estimating the epicardial extracellular potential distribution from the BSM.

We remark that this approach is justified by experimental studies on animals both
in vitro and in vivo, which show that epicardial maps contain a great amount of
information more directly readable in terms of the underlying cardiac events than
BSM; moreover in this approach it is possible to compare quantitatively computed
epicardial maps with the measured ones collected in experiments on animals.

© Springer International Publishing Switzerland 2014
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The second approach (S) consists of modeling the cardiac sources by means of the
so-called equivalent cardiac generators, hence the Forward problem consists of:

simulating the BSM by means of an adequate Equivalent Generator Model,
while the Inverse problem consists of:

identifying an adequate Equivalent Generator of the heart from BSM.
Many groups have investigated methods for reconstructing the cardiac electric

activity with both the approaches, see e.g. [29, 64, 89, 106, 107, 111, 143, 210, 215,
222, 325, 353, 407, 440–442, 534, 550].

6.1 Inverse Problem in Terms of Potential Alone

In relation to the feasibility of the inverse problem in terms of potential alone, the
following question arises: to what extent can the potential distribution on the heart
surface be computed from BSM? We discuss here the relevant features concerning
this question.

The human body˝ can be considered as an isotropic linear resistive conducting
medium excluding the cardiac region ˝H . At any time instant of the heartbeat the
electric field can be considered quasi-static (see [394]) and the volume conductor
˝ is embedded into an insulating medium (the air), i.e. the normal derivative of
the potential is zero on � D @˝ . We set ˝0 D ˝ n ˝H , i.e. the extracardiac
medium, k.x/ the electrical conductivity and �H D @˝H represents a fixed surface
surrounding the heart and lying in proximity of the heart surface; in the following,
�H is referred to as epicardial surface. At any time t let V.x/ be the electric potential
distribution in˝0. If u.x/ D V.x/j�H is known, then V.x/ in˝0 is characterized by
the following mixed boundary problem:

8̂
<̂
ˆ̂:

div k.x/rV.x/ D 0 in ˝0

V.x/ D u.x/ on �H
@V.x/
@n

D 0 on �

and the forward problem consists of evaluating V.x/ on � . If no information is
available about V.x/ on �H , but it is possible to measure V.x/ D z.x/ on ˙ 	 � ,
then we have:

8̂
<̂
ˆ̂:

div k.x/rV.x/ D 0 in ˝0

V.x/ D z.x/ on ˙
@V.x/
@n

D 0 on �

(6.1)

and the inverse problem consists of estimating V.x/ on �H . If the observed potential
z on˙ were measured error-free, the Cauchy problem for the elliptic operator (6.1)
would define a unique solution V.x/, but in a highly unstable fashion, since, as it
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is well known, the Cauchy problem for elliptic operators is an ill-posed problem
in usual Sobolev spaces, see [236, 249, 374, 518]. Let v 2 L2.�H / define the state
y.xI v/ D y.v/ as the unique solution in H

1
2 .˝0/ of

8̂̂
<
ˆ̂:

div k.x/ry.v/ D 0 in ˝0

y.v/ D v on �H
@y.v/

@n
D 0 on �;

then we introduce the following operator

Av D y.v/j˙
and for z 2 L2.˙/ the cost function

J.v/ D
Z
˙

jy.v/� zj2d� D jjAv � zjj20;˙ :

We consider the minimization problem:

find u 2 L2.�H / W J.u/ D inf
v2L2.�H /

J.v/: (6.2)

If z 2 A.L2.�H //, i.e. there exists a unique solution of the Cauchy problem,
then u D V.x/j�H 2 L2.�H / satisfies Au D z, hence u is the unique minimizer
of J . But the problem is still unstable, i.e. the operator A admits an unbounded
inverse operator in the spaces Hs , 8s 2 R. In order to solve the problem one must
approximate it with a family of stable problems. Many methods are available to
perform this stabilization. We first present Tikhonov regularization techniques, by
imposing smoothing constraints justified by the physical problem. We consider the
following Tikhonov zero-order, first-order and second-order regularizations:

Space of admissible Regularization
Controls U Operator B
U D L2.�H/ with B D Ij�H

U D H1.�H/ D fv 2 L2.�H/ W Bv 2 L2.�H /g with B D rj�H
U D H2.�H/ D fv 2 L2.�H/ W Bv 2 L2.�H /g with B D �j�H :

Defining the regularization cost function

J�.v/ D J.v/C �
Z
�H

jBvj2d�; v 2 U; � > 0 “small”; (6.3)
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then the inverse problem (6.2) is approximated by the following family of stable
problems dependent on �:

find u� 2 U W J�.u�/ D min
v2U J�.v/: (6.4)

We refer to [304] for the existence, the uniqueness of the minimizer u of (6.4) and
for the convergence of u� to u.

Some Authors have also recently considered L1-regularizations considering the
total variation of v, i.e.

J�.v/ D J.v/C �
Z
�H

jrvjd�; v 2 U; � > 0 “small”;

yielding two non-linear minimization problems, see e.g. [200, 477].
For the numerical approximation of the regularized problem (6.4), it is necessary

to introduce a finite dimension approximation Uh of the control space U and an
approximate observation operator Ah of A. If we consider a parametrization of the
control u (having n degrees of freedom):

u.x/ D
nX
iD1

uiw
0
i .x/ then y.xI u/ D

nX
iD1

uiyi .x/;

where yi .x/ is the solution of:

8̂
ˆ̂̂̂<
ˆ̂̂̂̂
:

divK.x/ryi.x/ D 0 in ˝

yi.x/j�0 D w0i .x/;
@yi .x/
@n j�1

D 0 i D 1; : : : ; n

Au D
nX
iD1

ui yi .x/j˙:
(6.5)

Hence a way of building an approximate operator of A consists in the numerical
solution of the previous n mixed boundary elliptic problems. The approximate
solution yhi .x/ of yi .x/, solution of (6.5), can be obtained by means of the
finite element method applied to the three-dimensional variational formulation of
problem (6.5). The numerical computation can be performed using finite elements
of first order, see [111]. Denoting by˙h; � h

0 the discretized surfaces respectively of
˙ and �0 and by fx˙j gjD1;m; fx�0k gkD1;n the mesh points of ˙h and � h

0 , we define:

Ahuh D yh.xI uh/j˙h D
nX

kD1
uky

h
k .x/j˙h; (6.6)

where uh D Pn
kD1 ukw0k.x/, fw0kgkD1;n is a basis of the finite element space used

on � h
0 and u D .u1; : : : ; un/T is the vector of the nodal values of uh on � h

0 . Setting
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z D f.Ahuh/.x˙j /gjD1;m the vector of nodal values of Ahuh on ˙h then in terms of
z and u the relation (6.6) implies

z D T u;

where

T D fTjig with Tji D yhi .x˙j / i D 1; n j D 1;m

is the so called transfer matrix between � h
0 and ˙h. Moreover the matrix T

depends only on the geometric data ˝ . The first step of the numerical procedure
consists in the computation of T ; T is obtained solving the nmixed boundary value
problems (6.5), which differ only for the Dirichlet data on �0, by implementing a
suitable version of the frontal method which performs a triangular factorization only
once for all the n problems. The matrix T is a very ill-conditioned matrix reflecting
the ill-posedness of the inverse problem (6.2). We remark that the transfer matrix can
also be computed by means of methods based on boundary integral representations
of the potential. Since the accuracy of the transfer matrix is not a relevant factor
in the experimental inverse problem, all the following results will be related to the
transfer matrix computed by the three dimensional method outlined above, which is
convenient in order to reduce computational time and storage requirement. It is easy
to verify that the discretized form of the regularized problem (6.4) can be restated
in the following least square form:

find u� 2 R
n W min

v2Rn jjT v � bjj2
Rm
C �jjRvjj2

Rn
; (6.7)

where T is a suitable matrix related to the transfer matrix T , b is related to the
observation z.x/ on ˙ and R is obtained by discretizing the operator B (see [111]
for details). For results about convergence and error estimates of the solution of
the approximate regularized problem to the solution of the continuous one (6.4),
we refer to [111]. We will limit the discussion about the numerical results obtained
using T D T , i.e. instead of the residual

R
˙h jAhuh � zj2 d� we consider the

discrete residual jjT u � z
m
jj, where z

m
is the vector of the measured potential

values at the nodes of ˙h. In the application no improvement in accuracy was
achieved using a distributed observation z.x/ obtained by interpolating suitably z

m
.

We remark that the problem (6.7) must be solved for a sequence of z
m

data, i.e.
the measured surface potential at different time instants of the heartbeat and several
values of the smoothing parameter � must be considered. Hence in order to reduce
the computational load it is important to apply a very efficient procedure. This can
be done by computing, only once, the generalized singular value decomposition of
the matrix T and R, after that the solution u� can be written explicitly as a function
of �. Further regularization techniques used in inverse electrocardiography are the
truncated singular value decomposition and truncated iterative Krylov methods. For
an improved spatio-temporal approach for estimating the epicardial potential on a
whole heartbeat we refer to [211].
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6.2 Macroscopic Equivalent Excitation Cardiac Sources

Let˝ be the body volume and˝H the heart muscle. We suppose that˝ and˝H are
open connected sets of class C2 and˝H 	 ˝ . We recall that at a macroscopic level
the excitable cardiac tissue ˝H is conceived as the superposition of two continuous
media: the intra-(i) and extra-(e) cellular media. We denote by Di andDe the intra-
and extracellular conductivity tensors of these media. The anisotropic conduction
properties characterized by the tensors Di;e are related to the fiber structure of the
heart muscle. We make the following assumptions regarding the anatomical fiber
architecture:

(i) The fibers are mathematically described by regular curves;
(ii) Through any point of˝H passes a unique fiber;

(iii) On those parts of @˝H , which lie on the heart surface (epi- or endocardium),
the fibers are tangent to @˝H .

During the excitation phase of the myocardium, a layer of cardiac cells, changing
in time, undergoes the so-called depolarization process, i.e. a rapid change occurs
in the transmembrane electric potential v.x; t/, with an approximately monotone
variation from a resting value vr to a plateau value va. The following assumption is
usually made:

(iv) The depolarization of a cell is instantaneous and is the same for all cells (vr <
va constants).

For x 2 ˝H , let �i;el .x/ be the (i)-(e) conductivity coefficients along the fiber
direction at point x. Assuming axial symmetry around the fiber direction, let �i;et .x/
be the (i)-(e) conductivity coefficients in any direction perpendicular to the fiber
direction at point x. If fal ; at ; ang denotes a local basis of R3 with al parallel to the
fiber direction, then the (i)-(e) conductivity tensors are defined by:

Di;e D �i;et I C .�i;el � �i;et /alaTl :

The axis at ; an are defined up to a rotation around al . MoreoverDi;e do not depend
on the orientation of al parallel to the longitudinal fiber direction. If n is a unit vector
at point x, then:

Din D �it nC .�il � �it /.n � al /al I

moreoverDin is independent of the orientation of al . In the following, we will make
the simplifying assumption that:

(v) The bulk cardiac medium and the body volume are isotropic homo–geneous
with constant conductivity �0 (Di CDe D �0I ).
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Assuming an instantaneous depolarization process at any time instant t , we
denote by

HC.t/ D fx 2 ˝H W v.x; t/ D vag;
H�.t/ D fx 2 ˝H W v.x; t/ D vrg;

with H
C [ H� D ˝H , HC \ H� D ; and S D @HC \ @H�, the excitation

wavefront surface. We also assume that vr ; va are constant and S is an orientable
regular surface. Denoting by u.x/ the potential in˝ and by J D �0ru, Ji D �Dirv
the current density in ˝ and in the intracellular medium, the current conservation
implies (see Sect. 3.3):

8<
:

div.JC Ji / D 0 in ˝H

div J D 0 in ˝ n˝H (no sources)
nT J D 0 on � D @˝ (insulating boundary):

The boundary condition on � D @˝ describes the fact that the thorax is surrounded
by air, which is an insulating medium. In terms of potential, we have:

8̂
<̂
ˆ̂:
�0�u D

� � divDirv
0

in ˝H

in ˝ n˝H

@u

@n
D 0 on �:

Denoting by ıS the Dirac measure on S :

< ıS; ' >D
Z
S

'dS ' 2 D.˝/

and observing that

�rv D .va � vr /ıSnS

where nS is the normal to S directed toward H�.t/, we obtain the following
boundary value problem:

8̂
<
:̂
�u D va � vr

�0
divDi.ıSnS / in ˝

@u

@n
D 0 on �:

(6.8)
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Setting

M D va � vr
�0

Di D Adiag.mt ;mt ;ml/A
T ; mt D va � vr

�0
�it ; ml D va � vr

�0
�il ;

(6.9)

where A D .al ; at ; an/, and using the results of [305] (for the Sobolev spaceHs see
e.g. [305]), the following result holds:

Theorem 6.1. Assuming that:

• The elements of M can be extended in the whole ˝ as functions of C1.˝/;
• S is a surface of class C2 and if S is open there exists an open subset ˝ 0 of ˝

of class C2 such that ˝ 0 	 ˝ ,

then there exists a solution u 2 H 1
2��.˝/, 8� > 0 of problem (6.8) defined up to an

additive constant.

Using the Green’s formula it is also possible to prove the following theorem, see
[110]:

Theorem 6.2. Under the assumptions of Theorem 6.1, the solution of (6.8) in
H

1
2��.˝/, 8� > 0, satisfies the following boundary value problem:

8̂̂
ˆ̂̂̂
<
ˆ̂̂̂
ˆ̂:

�u D 0 in ˝ n S
@u

@n
D 0 on � .in the sense of H�1��.� //

Œu�S D ujSC � ujS� D nTMn .in the sense of H��.S//	
@u

@n



S

D @u

@n jSC
� @u

@n jS�
D divS ˇ .in the sense of H�1��.S//;

(6.10)

where ˇ D Mn � .nTMn/n is a tangential field on S and divS is the divergence
operator on S .

In order to investigate the structure of the source model on the wavefront S
generating the potential u and also for the numerical approximation of u we state
the following useful theorem, see [109, 110]:

Theorem 6.3. Under the assumptions of Theorem 6.1, the solution of (6.8) admits
the following boundary integral representation:

u.x/ D �
Z
�

v.�/
@s.x; �/
@n�

d�� C
Z
S

nT� Mr�s.x; �/dS� ; 8x 2 ˝ n S; (6.11)

where v is the unique solution in L2.� /=R of the following Integral Equation on �

1

2
v.x/C

Z
�

v.�/
@s.x; �/
@n�

d�� D
Z
S

nT�Mr�s.x; �/dS� a.e. on �; (6.12)



6.2 Macroscopic Equivalent Excitation Cardiac Sources 183

and s.x; �/ D 1
4�jx��j is the fundamental solution of the Laplace operator� in R

3.
Moreover uj� D v.

In the integral representation given by Theorem 6.3, there appear two terms: the
first of them takes into account the presence of the insulating boundary� , while the
second is related to the source model on the wavefront S , see also [238]. Since we
have:

Z
S

nTMrsdS D
Z
S

jjMnjj @s
@�

dS; � D Mn
jjMnjj ;

we derive that, under the assumption (iv), the mathematical model of the excitation
wavefront S consists of:

an oblique dipole (double) layer on S having the same orientation of the vector
Mn and moment density on S given by jjMnjj.

Hence M can be viewed as a dipolar moment tensor. Introducing the unit vectors
al , at such that al is parallel to the longitudinal fiber direction, at is perpendicular
to al and coplanar with n, al and orienting at , al toward the resting tissue so that
at � n � 0 and al � n � 0, it is easy to verify:

Z
S

nTMrsdS D
Z
S

mt .n � at / @s
@at

dSC
Z
S

ml.n � al / @s
@al

dS:

The source can be viewed as the superposition of a transverse dipole layer with
density mt.n � at / and an axial dipole layer with density ml.n � al /, where, in this
context, transverse and axial means respectively perpendicular and parallel to the
local fiber direction.

Moreover the following decomposition holds:

Z
S

nTMrsdS D
Z
S

mt

@s

@n
dSC

Z
S

.ml �mt/.n � al / @s
@al

dS;

which shows that the oblique dipole layer potential can be thought of as the
superposition of a normal dipole layer with density mt and of an axial dipole layer
with density .ml �mt/.n � al /. Ifmt D ml constant, we recover the classical model,
i.e. the source is represented by a normal dipole layer. We remark that mt D ml

implies �it D �il , i.e. the intracellular medium is isotropic; however experimental
measurements have shown that �it ¤ �il and the experimental data of [30, 134] did
not agree with the prediction of the normal dipole layer model, thus questioning
the general validity of the classical model. The model presented here generalizes
the classical model and also the axial model introduced in [134] for explaining the
discrepancy with the prediction of the classical model in dog heart experiments. Our
source model is an anisotropic oblique dipole model where the anisotropy derives
from the properties of the tensor M .
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6.3 Boundedness of the Potential

If the wavefront S is a closed surface, the solution u of problem (6.8) belongs to
L1.˝/. We now discuss the condition for boundedness of the potential field u in
the case of an open surface S .

From the integral representation (6.11), we have:

u.x/ D �
Z
�

v
@s

@n
d� C P.x/; with P.x/ D

Z
S

nTMrsdS:

If S is an open surface, the following decomposition holds:

P.x/ D
Z
S

˛
@s

@n
dS �

Z
S

divS ˇsdSC
Z
@S

ˇ � nbsd@S;

where ˛ D nTMn, ˇ D Mn � ˛n and nb is the normal to @S contained in
the tangent plane to S . This decomposition shows that the presence of the simple
layer on @S introduces a logarithmic singularity in the potential. Since the physical
potential is bounded in ˝ , we must impose that the line integral must be zero
8x 2 ˝ n S , hence

ˇ � nb D 0 on @S: (6.13)

On electrophysiological grounds, we assume that:

(vi) The fiber direction on @˝H (the epi-endo-cardial heart surface) is tangent to
@˝H , i.e. al � nH D 0 on @˝H (where nH is the unit normal to @˝H ) and, if S
is open, @S 	 @˝H .

It is not difficult to verify that (see [109]):

Proposition 6.1. Under the assumption (vi) and if mt.x/ ¤ ml.x/ 8x 2 @S , then

8<
:

ˇ � nb D 0 on @S if nS is parallel to nH or
nS is perpendicular to nH or
al is tangent to @S:

(6.14)

That is the wavefront surface S and the heart surface @˝H are, respectively, tangent
or perpendicular or else intersect at an arbitrary angle in the point of @S in which
al is tangent to @S .
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6.4 Numerical Approximation of the Integral Representation
of the Potential

The numerical approximation of the potential u in ˝ n S was obtained considering
the boundary integral representation of u given by Theorem 6.3, i.e.

u.x/ D �
Z
�

v
@s

@n
d� C

Z
S

nTMrsdS 8x 2 ˝ n S;

where v is the solution of

1

2
v.x/C

Z
�

v
@s

@n
d� D

Z
S

nTMrsdS on �:

The numerical approximation of the integral equation on � can be performed
using:

(i) The Galerkin boundary element method;
(ii) The collocation boundary element method.

We remark that for (i) an optimal error estimate was proved in [103] in the case of
linear finite element approximation of the surface and function:

jjv� vhjjL2.� /=R D O.h2/:

For (ii) we do not know error estimate results. However in the following we will
present this second strategy, that is the most used in practice due to the high
computational costs required by the approximation of a double surface integral in
the (i) procedure.

The surfaces � , S are approximated by means of two polyhedral surfaces � h,
Sh with triangular elements. The potential v is approximated by a piecewise linear
continuous function vh.x/ on � h, i.e.

vh.x/ D
NX
jD1

vj pj .x/; with pj .xk/ D ıjk; vk D vh.xk/;

where xk denote the nodes on � h. Applying the collocation method at the nodes of
� h, the integral equation is approximated by:

!.xk/vkC
Z
� h

vh.�/
@s.xk; �/
@nh;�

d� h
� D

Z
Sh

nTh Mr�s.xk; �/dSh� for k D 1; : : : ; N;
(6.15)
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where

!.xk/ D ˛.xk/
4�

with ˛.x/ D �
Z
� h

@s.x; �/
@nh;�

d� h
� ;

i.e. ˛.x/ is the solid angle under which the surface � h is seen from the point x, nh
is the normal to the triangular elements belonging to � h or Sh. Setting

K D
�
akj D !.xk/ıkj C

Z
� h
pj .�/

@s.xk; �/
@nh

d� h
�

�

b D
�
bk D

Z
Sh

nTh Mr�s.xk; �/dSh�

�
; v D .v1; : : : ; vN /T ;

the solution of (6.15) is equivalent to the solution of the linear system

Kv D b: (6.16)

With !.x/ defined as above, matrix K admits the zero eigenvalue associated to the
right eigenvector

e D .1; : : : ; 1/T :

We remark that the integral operator associated to the first side of Eq. (6.12) admits
zero as a simple eigenvalue; in the following we assume that zero is a simple
eigenvalue also for the approximate operator K . Hence the solution of the linear
system is defined up to an additive constant; moreover system (6.16) admits a
solution if `T b D 0, where `TK D 0T , i.e. ` is the left eigenvector ofK , associated
to the zero eigenvalue. While in the continuous case the corresponding compatibility
condition is exactly satisfied by the term

R
S

nTMrsdS, on the other hand due to
approximation errors, the term b does not satisfy exactly the condition `T b D 0.
For solving the singular linear system by direct methods, the following deflation
method is used. Let q be a vector such that qT b D 1. It is easy to verify that:

if `T b D 0 then the solution w of the system Bw D .K C eqT /w D b,
where B is non-singular, satisfies the equationsKw D b; qT w D 0.

For `T b ' 0, we solve the linear system

.K C eqT /v D b

and we consider v as an approximation of vh.x/.
In practice we choose pi D ıij. We remark that K is a full matrix. The

determination of the coefficients requires the computation of the integrals

Z
T

p.�/
@s.x; �/
@n�

dT� ;
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where T is a triangle of � h. These integrals are computed by means of Gaussian
quadrature rules if x is not very near to T , otherwise the computation is performed
analytically.

6.5 Inverse Problem in Terms of Wavefront

In this section, we present the inverse problem in terms of wavefront, using the
oblique dipole layer model as a representation of the depolarization wavefront.

The problem can be roughly formulated a s follows: is it possible to determine
the wavefront S from the knowledge of the potential on the thorax � ?

We recall that the knowledge of:

• The myocardial fibers direction (al);
• The jump of the intracellular action potential (ua � ur );
• The coefficients of the longitudinal and transverse intracellular conductivity

(�il ; �
i
t );

• The extracellular and extracardiac conductivity (�0)

characterizes the matrix M given in (6.9).
In the following, we assume that �il ; �

i
t are positive constants and �il ¤ �it , i.e.

we have homogeneous intracellular anisotropy, or equivalently we assume:

the eigenvalues of M are independent of x in ˝H and
mt ¤ ml with mt; ml > 0; .mt double eigenvalue/:

(6.17)

We introduce the following family W of admissible wavefront S :

W D

8̂̂
<
ˆ̂:

set of the open orientable connected surfaces S of
class C2 contained in ˝H with boundary @S 	 @˝H and S can be
considered as a part of a C2 closed surface contained in ˝
moreover @S satisfies contition (6.14)

9>>=
>>;

Then for S 2 W we consider the following operator, defined up to an additive
constant:

S ! US D uj� ;

where u is the solution of problem (6.8) of Theorem 6.1 or equivalently

S ! US D v;

where v is the solution of the integral equation (6.12) of Theorem 6.3. That is, given
S we consider the potential US on the insulating boundary � generated by the
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oblique dipole layer on S . We remark that in the special case in which al is always
perpendicular or tangent to a given surface S , i.e. al D nS or al � nS D 0 then the
oblique dipole layer on S is a normal double layer; if S1 and S2 are two surfaces of
W satisfying the preceding constraint, then it is well known that US1 D US2 implies
@S1 D @S2, i.e. the potential characterizes only the boundary @S of S . Assuming
that the wavefront is generally oblique w.r.t the fiber direction, i.e. al is not always
perpendicular or tangent to the wavefront, the following uniqueness result holds (see
[110]):

Theorem 6.4. If S1; S2 2 W and on at least one of them, e.g. S1, al is generally
oblique to S1, i.e. al �nS ¤ 0 or al �nS ¤ 1, but there exists at least one point where
al � nS D 1 or al � nS D 0, then

US1 D US2 ) S1 D S2:

Under the same hypotheses of Theorem 6.4, the uniqueness result holds also for
closed wavefronts, i.e. S1 and S2 are C2 closed surfaces one inside the other. These
first results and others suggest the conjecture that the uniqueness result should hold
under the same hypotheses of Theorem 6.4 in a more general admissible wavefront
class W and for ml ¤ mt variable in ˝H . Finally we outline the following open
problems:

• Extension of the results to an extracellular anisotropic medium and to a body
volume with piecewise constant conductivity;

• Numerical approaches for solving the inverse problem.

We now describe the inverse problem presented in [142,143,241,534,536] for the
reconstruction of the activation time on the endo- and epicardial surfaces, assuming
homogeneous isotropic properties of the cardiac and extracardiac media. As we have
seen in Chap. 5, in the general anisotropic case, the spatio-temporal transmembrane
potential distribution over the whole heart muscle must be taken into account as
primary cardiac electric source. Indeed, the integral representation of the electric
potential u at a point x of the body surface is

u.x; t/ D �
Z
˝H

Dirv.y; t/ � r .y; x/dy;

where Di is the intracellular conductivity tensor and  the Bidomain Green func-
tion, see Eq. (5.7). However, if we assume isotropy for the intra- and extracellular
domains and accept the model error involved, only the transmembrane potential
distribution over the heart’s surface (epi- and endocardium) takes effect as primary
source, because the volume integral is converted to a surface integral by means
of Gauss divergence theorem. In fact, assuming all the media isotropic and the
extracardiac medium unbounded, we obtain

u.x; t/ D � �i

4��0

Z
˝H

rv.y; t/ � r 1

jy � xjdy;
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which, applying the Green formula, becomes

u.x; t/ D � �i

4��0

Z
@˝H

v.y; t/r 1

jy � xj � n.y/dy: (6.18)

This simplification is necessary because the fiber orientation of the individual patient
is unknown and cannot be assessed by current imaging methods.

The onset of the transmembrane potential v is described by the activation time
� . The non-linear relationship between the activation time � and the transmembrane
potential v makes the problem non-linear. This non-linear problem can be reduced
to a linear problem in the unknown activation time � by approximating the time
evolution of the transmembrane potential by a Heaviside step function H , i.e.

v.y; t/ D vr C .va � vr /H .t � �.y//:

For depolarization, this assumption is reasonable, because the excitation wavefront
has a thin spatial layer. Thus, Eq. (6.18) becomes

u.x; t/ D ��i .va � vr /

4��0

Z
@˝H

H .t � �.y//r 1

jy� xj � n.y/dy;

and, integrating over the QRS interval .0; T /, we obtain finally the following linear
problem in �

Z T

0

u.x; t/dt D �i .va � vr /

4��0

Z
@˝H

�.y/r 1

jy � xj � n.y/dy;

which relates the measured body surface potential u with the unknown activation
time � on the heart surface. A minimum-norm least-square solution to this linear
problem, however, contains unphysiological characteristics and additional regu-
larization is inevitable. The additional regularization yields a non-linear inverse
problem. For a comparison between the potential- and the activation-based inverse
problems see [89].

An alternative strategy followed e.g. by [335] consists of representing the
transmembrane potential v as an analytical function with a sigmoidal shape,

v.y; t/ D va
2

�
1C 2

�
arctan

�
�
t � �.y/

w

��
C vr ;

where the unknowns are

• The activation time �.y/;
• The resting and depolarized potential values vr and va;
• The time constant of rise w.
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The same type of approach can be extended to the entire heartbeat, representing
the transmembrane potential waveform by an analytical function involving some
parameters as vr and va and markers of local depolarization and repolarization time,
see [534, 537].

The inverse method described here attempt to reconstruct the electrical activity
on the epi- and/or endocardial surfaces of the heart. In recent years, there have also
been several attempts to reconstruct cardiac electrical activity inside the myocardial
wall, see e.g. [217,222,325,326,468,478,549–551]; see also [353,354] for inverse
problems to locate transmural ischemia. This problem is even more difficult than
that of reconstructing surface electrical activity, as it is less constrained and hence
more likely to loose uniqueness of solutions.



Chapter 7
Numerical Methods for the Bidomain
and Reduced Models

In this chapter, we review the main numerical techniques used in the literature for the
space and time discretizations of the Monodomain and Bidomain cardiac models.
Then we present a Bidomain discretization based on the finite element method
in space and finite difference methods in time. The latter can be fully implicit
or semi-implicit, and can employ decoupling techniques and operator splitting
methods between the ordinary and partial differential equation components of the
cardiac models. The chapter is concluded by a review of numerical methods for the
eikonal-diffusion equation.

7.1 Space Discretization of Monodomain and Bidomain
Models

Many different approaches have been developed for the space discretization of
the Bidomain and Monodomain equations. Finite difference methods have been
studied in [66, 223, 368, 399, 413, 449, 529, 568, 569, 591]. Finite element methods
have been widely used, see e.g. [104, 124, 177, 302, 303, 318, 388, 455, 543, 544].
Finite volume methods, which have the advantage of conserving local flux, have
been developed in [43, 139, 218, 220, 252, 375, 528]. Some researchers have also
investigated spectral element methods [54] and high-order finite elements [13, 14].
Non-conforming finite element discretizations have been studied in [376, 377]. In
order to reduce the computational load of the Bidomain system and of general
parabolic reaction-diffusion systems, also adaptive remeshing techniques have been
developed, see e.g. [35, 36, 90, 91, 124, 147, 290, 336, 524, 556, 577, 578]; these
techniques have been proven successful for problems of moderate size and are
currently under investigation. Numerical methods and simulations for different
eikonal approaches can be found in [268, 271, 272, 365] and in [115, 116, 121, 522].

© Springer International Publishing Switzerland 2014
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Variational formulation. Finite element discretizations of the Bidomain and
Monodomain systems are based on the classical Galerkin procedure for the vari-
ational formulation of these systems.

Let V be the Sobolev space H1.˝H/=R and define by

.';  / D
Z
˝H

' dx 8'; 2 L2.˝H/

ai;e.';  / D
Z
˝H

.r'/TDi;e.x/r dx 8'; 2 H1.˝H/

a.';  / D
Z
˝H

.r'/TD.x/r dx 8'; 2 H1.˝H/

the usual L2�inner product and elliptic bilinear forms. The variational formulation
of the Monodomain model reads as follows. Given v0;w0 2 L2.˝H/; Iapp 2
L2.˝H � .0; T //, find v 2 W 1;1.0; T IV / and w 2 W 1;1.0; T IL2.˝H/

M / such
that 8t 2 .0; T /
8̂̂
<̂
ˆ̂̂:

�Cm
@

@t
.v.t/; '/C a.v.t/; '/C �.Iion.v;w/; '/ D .Iapp; '/ 8' 2 V

@

@t
.w.t/;  / D .R.v.t/;w.t//;  / 8 2 L2.˝H/

M ;

(7.1)

with appropriate initial conditions on v; w.
Analogously, the variational formulation of the Bidomain model (3.42) reads

as follows. Given v0;w0 2 L2.˝H/; I i;eapp 2 L2.˝H � .0; T //, find ui;e 2
L2.0; T IV / and w 2 L2.0; T IL2.˝H/

M / such that @v
@t
2 L2.0; T IV /; @w

@t
2

L2.0; T IL2.˝H/
M /; and 8t 2 .0; T /

8̂
ˆ̂̂̂̂
ˆ̂̂<
ˆ̂̂̂
ˆ̂̂̂
:̂

�Cm
@

@t
.v.t/; Oui /C ai .ui .t/; Oui /C �.Iion.v;w/; Oui / D .I iapp; Oui / 8Oui 2 V

��Cm @
@t
.v.t/; Oue /C ae.ue.t/; Oue /� �.Iion.v;w/; Oue / D .I eapp; Oue/ 8Oue 2 V

@

@t
.w.t/; Ow/ D .R.v.t/;w.t//; Ow/; v.x; t/ D ui .x; t/� ue.x; t/ 8 Ow 2 L2.˝H /

M ;

(7.2)

with the proper initial conditions on v;w and compatibility condition on I i;eapp.
Finite element discretizations. Let T h be a uniform hexahedral triangulation of

˝H and V h the associated finite element space, see [414]. Choosing a finite element
basis f	ig for V h and appropriate quadrature rule, we denote by

M D fmrs D
Z
˝H

	r 	sdxg; Ai;e D fai;ers D
Z
˝H

.r	r/T Di;e r	sdxg;
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the symmetric mass matrix and stiffness matrices, respectively, and by Ihion; I
h
app

the finite element interpolants of Iion and Iapp, respectively. In the following, we
will denote by the same letters finite element functions and the vectors of their
nodal values. In the Monodomain model, the finite element approximation vh of the
transmembrane potential is the solution of

�CmM
@vh
@t
CAvh C �MIhion.vh;wh/ D MIhapp; (7.3)

while in the Bidomain model, the finite element approximations ui;h;ue;h of the intra
ed extracellular potentials are the solutions of the system

8̂̂
<̂
ˆ̂̂:

�CmM
@vh
@t
C Aiui;h C �MIhion.vh;wh/ D MIi;happ

��CmM
@vh
@t
C Aeue;h � �MIhion.vh;wh/ D MIe;happ;

(7.4)

where vh D ui;h � ue;h. In both cases, these equations are coupled with the
semidiscrete approximations of the gating and concentration system

@wh

@t
D R.vh;wh/:

The Bidomain system can be written in compact form as

�CmM
@

@t

�
ui;h
ue;h

�
CA

�
ui;h
ue;h

�
C �

�
MIhion.vh;wh/

�MIhion.vh;wh/

�
D
 

MIi;happ

MIe;happ

!
; (7.5)

where

M D
	

M �M
�M M



; A D

	
Ai 0

0 Ae



:

The Bidomain system (7.4) can alternatively be written in a parabolic-elliptic
formulation in terms of vh;ue;h. By adding the two equations and substituting
ui;h D vh C ue;h into the first equation, we obtain:

8̂
<̂
ˆ̂:
�CmM

@vh
@t
CAivh CAiue;h C �MIhion.vh;wh/ D MIi;happ

Aivh C .Ae C Ai /ue;h D M.Ii;happ C Ie;happ/:

(7.6)

In the language of Differential-Algebraic equations (DAE), this formulation sep-
arates the differential variable (vh) from the algebraic variable (ue;h). Since this
parabolic-elliptic formulation lends itself to different operator splitting techniques,
treated in the next chapter, it has been and still is used by many researchers
in the field.
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7.2 Time Discretization of Monodomain and Bidomain
Models

The time discretization of the Bidomain and Monodomain equations can be
performed by several techniques employing explicit, semi-implicit or implicit
schemes, requiring accordingly vector updates or the solution of linear or non-
linear systems at each time step. We refer, e.g., to Ethier and Bourgault [166] for
a comparative study of the stability and accuracy of several semi-implicit Bidomain
time discretizations.

Explicit methods. Explicit schemes, in particular the Forward Euler method,
have been used e.g. in [97, 368, 409, 520].

Operator splitting and decoupling PDE/ODE techniques. One of the most
popular technique is known as operator splitting, and is based on separating the
diffusion operator, associated with the conduction in the media, from the reaction
operator, associated with the ionic current, gating and ionic concentrations dynam-
ics. The advantage of operator splitting methods is to allow different numerical
schemes for the diffusion and the reaction terms in order to maximize computational
efficiency and eliminate complex dependencies between variables. The disadvan-
tage is a loss of accuracy, because the simultaneous dependencies between variables
is neglected. For the parabolic-elliptic formulation of the Bidomain model, a further
splitting method consists in solving sequentially the elliptic equation, followed by
the parabolic one. For more details on Bidomain operator splitting techniques, we
refer e.g. to the studies [319, 389, 399, 410, 501–503, 544, 545, 552]. Finally, we
mention the approximation results related to semi-discrete approximation in time of
the Bidomain model with the FHN membrane model. In [32] a priori and a posteriori
error estimates have been developed for the implicit Euler scheme.

Linear implicit methods. Additional methods that show a good compromise
between stability and efficiency are the linear implicit methods, which require at
each time step the solution of a few (2–4) linear systems. Bidomain linear implicit
methods have been studied e.g. in [124, 147, 340, 574].

We will now give some more details in case of implicit and semi-implicit dis-
cretizations of the Bidomain system in its parabolic–parabolic form. For simplicity
of notation, we will now drop the mesh size index h from all finite element functions,
writing e.g. vn instead of vnh.

7.2.1 Fully Implicit Methods

The advantage of implicit methods is that they do not require stability constraints
on the choice of the time step, but they can be quite expensive, because at each time
step one has to solve a non-linear system. Fully implicit methods in time have been
considered in [233, 338–340, 342, 574].
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Considering for simplicity the Backward Euler (BE) method with time step size
� D tnC1 � tn, the Bidomain system requires at each time step the solution of the
non-linear system

F.u/ D 0;

defined as

F.u/ D

2
6666666664

.M CA /

 
unC1
i

unC1
e

!
C �

 
MIion.vnC1;wnC1; cnC1/
�MIion.vnC1;wnC1; cnC1/

!
�

�M
 

uni
une

!
�
 

MIiapp

MIeapp

!

wnC1 � �R.vn;wnC1/ D wn; cnC1 D cn C � S.vn;wnC1; cn/

3
7777777775
;

where

 D �Cm

�
; M D

	
M �M
�M M



; A D

	
Ai 0

0 Ae



:

7.2.2 Decoupled Implicit Methods

A first attempt to reduce the computational cost of fully implicit methods is based
on decoupling the gating variables w from the potentials ui ; ue (hence v). This
strategy could be motivated by the nonzero pattern of the Jacobian of a fully-implicit
discretization when this shows a weak coupling between the gating and the potential
variables (for example using the LR1 ionic model the Jacobian is dominated by
its diagonal entries). Another motivation is that these two groups of variables are
associated to two very different submodels (the ionic model and the tissue model,
respectively) that describe different scales and are expressed mathematically by
different systems (an ODE and a PDE system, respectively).

We describe this decoupling technique here by employing for simplicity a
backward Euler scheme for the parabolic reaction-diffusion system.

Decoupled backward Euler (BE) method. Each time step of a decoupled
backward Euler (BE) time discretization of the Bidomain system (7.5) consists
of the following two steps. Analogous decoupled techniques could be applied to
high-order time discretizations, such as, e.g., third-order Rosenbrock methods (see
[338]). For simplicity, we will consider a fixed time step size � .

Step 1: Updating gating and ionic concentration variables. Given vn, wn,
cn, computed at the previous time step tn, first update the gating and ion
concentration variables at time tnC1 by solving



196 7 Numerical Methods for the Bidomain and Reduced Models

wnC1 � �R.vn;wnC1/ D wn; cnC1 D cn C � S.vn;wnC1; cn/;

where � D tnC1 � tn is the time step size.
Step 2: Updating intra- and extracellular potentials. Given the potentials

uni ;u
n
e ; v

n computed at the previous time step and the gating and ionic con-
centration variables wnC1, cn, computed at Step 1, find unC1

i ;unC1
e and hence

vnC1 D unC1
i � unC1

e , by solving the non-linear system

F.unC1
i ;unC1

e / D G; (7.7)

where

F.unC1
i ;unC1

e / D .M CA /

	
unC1
i

unC1
e



C �

	
MIion.vnC1;wnC1; cnC1/
�MIion.vnC1;wnC1; cnC1/



;

 D �Cm

�
;

and

G D M
	

uni
une



C
"

MIi;nC1
app

MIe;nC1
app

#
:

7.2.3 Decoupled Semi-implicit Methods

Semi-implicit methods (also known as implicit-explicit methods) for the Bidomain
system have been studied e.g. in [104, 125, 166, 270, 455, 487, 494, 555]. We here
sketch a semi-implicit time discretization of the Bidomain system, using for the
diffusion term the implicit Euler method, while the non-linear reaction term Iion

is treated explicitly. The implicit treatment of the diffusion terms appearing in the
Monodomain or Bidomain models is essential in order to adaptively change the
time step according to the stiffness of the various phases of the heartbeat. The ODE
system for the gating variables is discretized by the semi-implicit Euler method
and the explicit Euler method is applied for solving the ODE system for the ion
concentrations. Given the potential vnM at the previous time-step, the Bidomain
system is decoupled by first solving for the gating and ion concentrations and then
by solving a linear system for the intra- and extracellular potentials.

Decoupled method for the parabolic–parabolic formulation.

Step 1: Updating gating and ionic concentration variables.

wnC1 � � R.vn;wnC1/ D wn; cnC1 D cn C � S.vn;wnC1; cn/:
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Step 2: Updating intra- and extracellular potentials. Find unC1 D
.unC1
i ;unC1

e / by solving the linear system

AbidunC1 D F (7.8)

where

Abid D M CA D 
	

M �M
�M M



C
	

Ai 0

0 Ae



;  D �Cm

�
; (7.9)

and

F D
 

MŒ�Iion.vn;wnC1; cnC1/C Ii;nC1
app �

MŒ Iion.vn;wnC1; cnC1/C Ie;nC1
app �

!
: (7.10)

As in the continuous model, vn is uniquely determined, while uni and une are
determined only up to the same additive time-dependent constant chosen by
imposing the condition 1TMune D 0. Hence, at each time step we have to solve
the large linear system (7.8), that, as shown in [104], is very ill-conditioned and
increases considerably the computational costs of the simulations.

Following the techniques from [166], we now investigate the stability of this
semi-implicit scheme. For sake of simplicity, we consider a membrane model with
only one gating variable and without stimulus currents Iiapp; I

e
app. Since the reaction

terms are taken explicitly, we suppose that Iion and F satisfy the following Lipschitz
condition:

jjIion.v;w/jj0 � 
ion.jjvjj0 C jjwjj0/
jjF.v;w/jj0 � 
F .jjvjj0 C jjwjj0/: (7.11)

Using as test functions the solutions unC1
i , unC1

e and wnC1 in their respective
variational equations, we obtain

Z
˝H

vnC1 � vn

�
unC1
i C ai .unC1

i ; unC1
i /C

Z
˝H

Iion.v
n;wnC1/unC1

i D 0

�
Z
˝H

vnC1 � vn

�
unC1
e C ae.unC1

e ; unC1
e /�

Z
˝H

Iion.v
n;wnC1/unC1

e D 0Z
˝H

wnC1 � wn

�
wnC1 �

Z
˝H

F.vn;wnC1/wnC1 D 0:

Adding these three equations and using the identity

2.anC1 � an/anC1 D .anC1/2 C .anC1 � an/2 � .an/2;
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we get

jjvnC1jj20 C jjvnC1 � vnjj20 � jjvnjj20C
2�ai .u

nC1
i ; unC1

i /C 2�ae.unC1
e ; unC1

e /C
jjwnC1jj20 C jjwnC1 � wnjj20 � jjwnjj20 �

�2�
Z
˝H

Iion.v
n;wnC1/vnC1 C 2�

Z
˝H

F.vn;wnC1/wnC1;

which, thanks to the uniform ellipticity of the conductivity tensors Di;e and to the
Lipschitz condition (7.11), becomes

jjvnC1jj20 C jjvnC1 � vnjj20 � jjvnjj20C
2�mi junC1

i j21 C 2�mejunC1
e j21C

jjwnC1jj20 C jjwnC1 � wnjj20 � jjwnjj20 �
�2
ionjjvnC1jj20 C �.
ion C 3
F /jjwnC1jj20 C �.
ion C 
F /jjvnjj20:

Denote now by M the index of the final time step (thus T D M�) and sum the
previous inequality for n going from 0 to m � 1 with 1 � m �M , to obtain

jjvmjj20 C
m�1X
nD0

jjvnC1 � vnjj20 C 2�m

m�1X
nD0

.junC1
i j21 C junC1

e j21/C jjwmjj20 C
m�1X
nD0

jjwnC1 � wnjj20 �

jjv0jj20 C jjw0jj20 C �C1.jjvmjj20 C jjwmjj20/C �C2

m�1X
nD0

.jjvnjj20 C jjwnjj20/;

where m D min.mi ;me/, C1 D max.2
ion; 
ion C 3
F / and C2 D max.3
ion C

F ; 
ion C 3
F /. Hence it follows

.1 � �C1/.jjvmjj20 C jjwmjj20/C 2�m
m�1X
nD0

.junC1
i j21 C junC1

e j21/ �

jjv0jj20 C jjw0jj20 C �C2
m�1X
nD0

.jjvnjj20 C jjwnjj20/:

Lemma 7.1 (Discrete Gronwall). Let fkng, fpng be two sequences of non-negative
real numbers,˚m a discrete real-valued function and g0 a non-negative real number
such that ˚0 � g0. Suppose also that 8m � 1,

˚m � g0 C
m�1X
nD0

pn C
m�1X
nD0

kn˚
n:

Then the following property holds true:

˚m �
 
g0 C

m�1X
nD0

pn

!
e
Pm�1
nD0 kn :
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The lemma implies that, assuming � < 1=C1,

max
nD1;:::;M.jjv

njj20 C jjwnjj20/ �
�

1

1 � �C1 .jjv
0jj20 C jjw0jj20/

�
e

TC2
1��C1 :

We can now use this inequality to bound the H1 terms as

m�1X
nD0

�.junC1
i j21 C junC1

e j21/ �
1

2m
.jjv0jj20 C jjw0jj20/C

TC2

2m
max
n
.jjvnjj20 C jjwnjj20/:

We shall now consider the stability of a semi-implicit second order BDF method
(SBDF). Taking unC1

i ; unC1
e ; wnC1 as test functions, the associated variational

equations read as follows

Z
˝H

3vnC1 � 4vn C vn�1

2�
unC1
i Cai .unC1

i ; unC1
i /CZ

˝H

.2Iion.v
n;wn/� Iion.v

n�1;wn�1//unC1
i D 0

�
Z
˝H

3vnC1 � 4vn C vn�1

2�
unC1
e Cae.unC1

e ; unC1
e /�Z

˝H

.2Iion.v
n;wn/� Iion.v

n�1;wn�1//unC1
e D 0Z

˝H

3wnC1 � 4wn C wn�1

2�
wnC1 �

Z
˝H

.2F.vn;wn/ � F.vn�1;wn�1//wnC1 D 0:

Adding these three equations, multiplying by 4 and applying to the time discretiza-
tion terms the identity

.6anC1 � 8an C 2an�1/anC1 D .anC1/2 C .2anC1 � an/2 C .ıt t anC1/2�
.an/2 � .2an � an�1/2;

where ıt t anC1 D anC1 � 2an C an�1, we obtain

jjvnC1jj20 C jj2vnC1 � vnjj20 � jjvnjj20 � jj2vn � vn�1jj20C
4�.ai .u

nC1
i ; unC1

i /C ae.unC1
e ; unC1

e //C
jjwnC1jj20 C jj2wnC1 � wnjj20 � jjwnjj20 � jj2wn � wn�1jj20 �
��8

Z
˝H

.2Iion.v
n;wn/� Iion.v

n�1;wn�1//vnC1C

8�

Z
˝H

.2F.vn;wn/� F.vn�1;wn�1//wnC1:
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Thanks to the uniform ellipticity of the conductivity tensorsMi;e and to the Lipschitz
condition (7.11), we get

jjvnC1jj20 � jjvnjj20 C jj2vnC1 � vnjj20 � jj2vn � vn�1jj20C
4�.mi junC1

i j21 CmejunC1
e j21/C

jjwnC1jj20 � jjwnjj20 C jj2wnC1 � wnjj20 � jj2wn � wn�1jj20 �
�12.
ionjjvnC1jj20 C 
F jjwnC1jj20/C

�4.
ion C 
F /.jjvnjj20 C jjwnjj20 C jjvn�1jj20 C jjwn�1jj20/:

Denoting now by M the index of the final time step (thus T D M�) and summing
the previous inequality for n going from 0 to m � 1 with 1 � m � M , we will see
the values v�1 and w�1 appear. They are used during the first time step of the SBDF
scheme and we take them v�1 D v0 and w�1 D w0. Then we get

jjvmjj20 C jj2vm � vm�1jj20 C 4�m

m�1X
nD0

.junC1
i j21 C junC1

e j21/C jjwmjj20 C jj2wm � wm�1jj20 �

2.jjv0jj20 C jjw0jj20/C �C1.jjvmjj20 C jjwmjj20/C �C2

m�1X
nD0

.jjvnjj20 C jjwnjj20/;

with C1 D max.12
ion; 12
F / and C2 D max.24
ion C 12
F ; 12
ion C 24
F /.
Hence it follows

.1 � �C1/.jjvmjj20 C jjwmjj20/C 4�m
m�1X
nD0

.junC1
i j21 C junC1

e j21/ �

2.jjv0jj20 C jjw0jj20/C �C2
m�1X
nD0

.jjvnjj20 C jjwnjj20/:

From the Gronwall lemma, it follows that, assuming � < 1=C1,

max
nD1;:::;M.jjv

njj20 C jjwnjj20/ �
�

2

1 � �C1 .jjv
0jj20 C jjw0jj20/

�
e

TC2
1��C1 :

We can now use this inequality to bound the H1 terms as

m�1X
nD0

�.junC1
i j21 C junC1

e j21/ �
1

4m
.jjv0jj20 C jjw0jj20/C

TC2

4m
max
n
.jjvnjj20 C jjwnjj20/:

A further decoupling approach consists of splitting the parabolic PDE from the
elliptic PDE in the parabolic-elliptic formulation of the Bidomain model (7.6). We
will now present some stability estimates originally developed by Fernandez and
Zemzemi [172] for this decoupled method. At each time step, the numerical scheme
consists of the following steps.
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Decoupled method for the parabolic–elliptic formulation.

Step 1: given the initial conditions vn, wn, cn computed at the previous time step,
find wnC1, cnC1

wnC1 � � R.vn;wnC1/ D wn; cnC1 D cn C � S.vn;wnC1; cn/:

Step 2: given vn, update the extracellular potential une by solving the elliptic PDE

.Ai C Ae/une D �Aivn C Ii;napp C Ie;napp:

Step 3: given une , wnC1, cnC1 update the transmembrane potential vnC1 by solving
the parabolic PDE

�
�Cm

�
MC Ai

�
vnC1 D �Cm

�
Mvn � Aiune � Iion.vn;wnC1; cnC1/C Ii;nC1

app :

Following [172], let us investigate the stability of this decoupled semi-implicit
scheme in the case of a membrane model with only one gating variable, satisfying
the Lipschitz condition (7.11). For simplicity, we now disregard the presence of
the applied currents. Using as test functions the solutions vnC1, une and wnC1 in
their respective variational equations, we obtain

Z
˝H

vnC1 � vn

�
vnC1 C ai .vnC1; vnC1/C ai .une ; vnC1/C

Z
˝H

Iion.v
n;wnC1/unC1

i D 0
ai .u

n
e ; u

n
e /C ae.une ; une /C ai .vn; une / D 0Z

˝H

wnC1 � wn

�
wnC1 �

Z
˝H

F.vn;wnC1/wnC1 D 0:

Adding these three equations and using the identity

2.anC1 � an/anC1 D .anC1/2 C .anC1 � an/2 � .an/2;

we get

jjvnC1jj20 C jjvnC1 � vnjj20 � jjvnjj20C
2�ai .v

nC1; vnC1/C 2�ai .une ; vnC1/C 2�ai .une ; une /C
2�ae.u

n
e ; u

n
e /C 2�ai .vn; une /C

jjwnC1jj20 C jjwnC1 � wnjj20 � jjwnjj20 �
�2�

Z
˝H

Iion.v
n;wnC1/vnC1 C 2�

Z
˝H

F.vn;wnC1/wnC1:
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By summing and subtracting the term 2�ai .vnC1; une / at the left hand side, we get

jjvnC1jj20 C jjvnC1 � vnjj20 � jjvnjj20C
2�ai .v

nC1 C une ; v
nC1 C une /C 2�ae.une ; une /C 2�ai .vn � vnC1; une /C

jjwnC1jj20 C jjwnC1 � wnjj20 � jjwnjj20 �
�2�

Z
˝H

Iion.v
n;wnC1/vnC1 C 2�

Z
˝H

F.vn;wnC1/wnC1:

Let us now focus on the term 2�ai .vn � vnC1; une / and perform the following
computations

2�ai .v
n � vnC1; une / D 2�ai .vn � vnC1; une � vnC1 C vnC1/

D 2�ai .vnC1 � vn; vnC1/C 2�ai .vn � vnC1; vnC1 C une /
D �ai .vnC1; vnC1/C �ai .vnC1 � vn; vnC1 � vn/ � �ai .vn; vn/C
2�ai .vn � vnC1; vnC1 C une /:

Moving the term 2�ai .vn � vnC1; vnC1C une / to the right hand side and using the
Lipschitz condition (7.11), we finally get

jjvnC1jj20 C jjvnC1 � vnjj20 � jjvnjj20C
�ai .v

nC1 C une ; v
nC1 C une /C 2�ae.une ; une /C �ai .vnC1; vnC1/ � �ai .vn; vn/
jjwnC1jj20 C jjwnC1 � wnjj20 � jjwnjj20 �

�2
ionjjvnC1jj20 C �.
ion C 3
F /jjwnC1jj20 C �.
ion C 
F /jjvnjj20:

Denoting now by M the index of the final time step (thus T D M�), summing
the previous inequality for n going from 0 to m � 1 with 1 � m �M and using
the uniform ellipticity of the conductivity tensorsMi;e, we obtain

jjvmjj20C
m�1X
nD0

jjvnC1 � vnjj20C �
m�1X
nD0

.mi jvnC1C une j21 C 2mejune j21/C

�mi jvmj21 C jjwmjj20 C
m�1X
nD0

jjwnC1 � wnjj20 �

jjv0jj20C �Ci jv0j21 C jjw0jj20 C �C1.jjvmjj20 C jjwmjj20/C �C2
m�1X
nD0

.jjvnjj20 C jjwnjj20/;

where C1 D max.2
ion; 
ion C 3
F / and C2 D max.3
ion C 
F ; 
ion C 3
F /.
Hence it follows

.1� �C1/.jjvmjj20Cjjwmjj20/C �
m�1X
nD0

.mi jvnC1C une j21C 2mejune j21/C �mi jvmj21 �

jjv0jj20C �Ci jv0j21Cjjw0jj20C �C2
m�1X
nD0

.jjvnjj20 C jjwnjj20/:
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The Gronwall lemma implies that, assuming � < 1=C1,

max
nD1;:::;M.jjv

njj20 C jjwnjj20/ �
�

1

1 � �C1 .jjv
0jj20 C �Ci jv0j21 C jjw0jj20/

�
e

TC2
1��C1 :

We can now use this inequality to bound the H1 terms as

m�1X
nD0

�.mi jvnC1 C une j21 C 2mejune j21/C �mi max
nD1;:::;M jv

nj21 �
jjv0jj20 C �Ci jv0j21 C jjw0jj20 C TC2 max

n
.jjvnjj20 C jjwnjj20/:

7.2.4 Operator Splitting Methods: Splitting ODEs and PDEs

In this section, we will present two operator splitting techniques for the Bidomain
model, based on splitting the ODEs of the membrane model from the PDEs. The
first method, Godunov splitting, is first order accurate in time, while the second
method, Strang splitting, is second order accurate in time. Both methods were first
introduced for the Bidomain model by Sundnes et al. [501]. The Godunov splitting
for the Monodomain model was developed by Qu and Garfinkel [410].

Godunov splitting.

Step 1: given the initial conditions vn, wn, cn computed at the previous time step,
find QvnC1, wnC1, cnC1 by solving the ODEs system

8̂
ˆ̂̂<
ˆ̂̂̂
:

�Cm
dv
dt
D �Iion.v;w; c/ tn � t � tn C �

dw
dt
D R.v;w/ tn � t � tn C �

dc
dt
D S.v;w; c/ tn � t � tn C �:

Step 2: given the initial condition QvnC1 computed at Step 1, find unC1
i and unC1

e

by solving the PDEs system

8̂
<
:̂
�Cm

dv
dt
C Aiui D Iiapp tn � t � tn C �

��Cmdv
dt
C Aeue D Ieapp tn � t � tn C �:

Strang splitting.

Step 1: given the initial conditions vn, wn, cn computed at the previous time step,
find vnC1=2, wnC1=2, cnC1=2 by solving the ODEs system
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8̂
ˆ̂̂<
ˆ̂̂̂
:

�Cm
dv
dt
D �Iion.v;w; c/ tn � t � tn C �=2

dw
dt
D R.v;w/ tn � t � tn C �=2

dc
dt
D S.v;w; c/ tn � t � tn C �=2:

Step 2: given the initial condition vnC1=2 computed at Step 1, find QunC1
i and QunC1

e

by solving the PDEs system

8̂<
:̂
�Cm

dv
dt
C Aiui D Iiapp tn � t � tn C �

��Cmdv
dt
C Aeue D Ieapp tn � t � tn C �:

Step 3: given the initial conditions QvnC1 D QunC1
i � QunC1

e , wnC1=2, cnC1=2
computed at Step 1 and 2, find vnC1, wnC1, cnC1 by solving the ODEs system

8̂
ˆ̂̂<
ˆ̂̂̂:

�Cm
dv
dt
D �Iion.v;w; c/ tn C �=2 � t � tn C �

dw
dt
D R.v;w/ tn C �=2 � t � tn C �

dc
dt
D S.v;w; c/ tn C �=2 � t � tn C �:

In order to achieve the second order convergence for the Strang splitting scheme,
the sub-problems in each step must be solved to at least second-order accuracy.

7.3 Numerical Approximation of the Eikonal-Diffusion
Equation

Numerical methods for finding the evolving surface S.t/ based on a direct dis-
cretization of (4.23) encounters many difficulties, e.g. front–tracking techniques,
when high curvature and topological changes of the wavefronts occur. One way
to overcome the singularities due to collisions, merging and extinction is the level
set approach of (4.23) (see e.g. [365, 471]) which represents S.t/ as the zero level
surface of a function w.x; t/ formally solving

@w

@t
D ˚.x;rw/.c C " div ˚�.x;rw//: (7.12)

As observed before, during the excitation sequence in a fully recovered tissue
the wavefront surface S".t/ admits a cartesian representation. Therefore �".�/ D
1=jr j hence, dropping O."2/, the eikonal-curvature equation (4.22) reduces to

˚.x;r /.c � " div ˚�.x;r // D 1; (7.13)
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and the eikonal-diffusion equation (4.26) to

� " div .˚.x;r /˚�.x;r //C c ˚.x;r / D 1: (7.14)

In both equations, the term of order " is related to the influence of the wavefront
curvature on the propagation in an anisotropic medium.

In a fully recovered tissue the propagation front admits a cartesian representation
and, from (4.17), (4.18), it is easy to verify that

˚.x;p/ D
p

pTQ.x;p/p and ˚�.x;p/ D Q.x;p/p
˚.x;p/

;

with p D r . At the collision points, where r D 0, only a discontinuity appears
in the divergence term, thus the eikonal–diffusion equation (7.14) is more conve-
nient than the level set approach [365, 471] for the eikonal-curvature model, which,
under the same circumstances, exhibits singularities requiring a regularization of˚ .
Introducing boundary conditions, we have to solve the non-linear elliptic problem

8<
:
�" divQ.x;p/pC c

p
pTQ.x;p/p D 1 in ˝H

nT Q p D 0 on �;  .x/ D ta.x/ on Sa;
(7.15)

where Sa is the boundary of the initial activated region and ta.x/ the corresponding
activation instants. The solution  .x/ of this non-linear problem can be viewed as
the steady–state solution of the following parabolic problem associated with (7.15)

8̂̂
ˆ̂<
ˆ̂̂̂
:

@w

@t
� " divQ.x;rw/rwC c

p
rwTQ.x;rw/rw D 1 in ˝H

nT Q rw D 0 on �;

w.x; t/ D wa.x/ on Sa w.x; 0/ D w0:

(7.16)

Equation (7.16) belongs to a broad class of equations known as Hamilton-Jacobi
equations, with the Hamiltonian term given by c ˚.x;rw/ and a second order
non-linear diffusion term �" divQ.x;rw/rw. We considered the following dis-
cretization in time obtained by applying a semi–implicit approximation for the
diffusive term and an explicit one for the transport term

wnC1 � wn
�n

� " divQ.x;rwn/rwnC1 C c
p
.rwn/TQ.x;rwn/rwn D 1;

with wn the approximate solution at the time tn and �n D tnC1 � tn. The space
discretization was carried out by the usual Galerkin finite element method. We
remark that the solution of the discrete problem can exhibit spurious secondary
fronts originating at the domain boundary, see [102]. This is due to the fact that
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in Eq. (7.15) the transport term is dominant with respect to the non-linear diffusion
term. To overcome this problem the term ˚.x;rw/ required special treatment. A
way to avoid these numerical artifacts is to use the upwind scheme proposed by
Osher-Sethian for propagating fronts with curvature dependent speed. This upwind
method proved to be quite efficient and allowed us to solve our equation in every
case and using a mesh-size h of the order of 1 mm (see [102, 115] and also [522]).
Interested readers can find many results of numerical simulations with the eikonal
approach in [102, 114, 115, 117, 121] and [268, 271, 272, 369]. See [186] for recent
developments of numerical techniques to solve the eikonal equations.

Finally, we remark that the non-linear parabolic equation shares the same
non-linear diffusion term of the Relaxed Monodomain model. A similar implicit-
explicit time discretization could be applied for the numerical solution of the
Relaxed Monodomain model where the reaction term, modeling the ionic current
membrane, is treated explicitly instead of the Hamiltonian term. Therefore the semi-
discretization in time of the Relaxed Monodomain model reads:

8̂
<̂
ˆ̂:

wnC1 � �nR.vn;wnC1/ D wn

cnC1 D cn C �nS.vn;wnC1; cn/

cm
vnC1 � vn

�n
� div.Q.x;rvn/rvnC1/C iion.v

n;wnC1; cnC1/ D I nC1
app :



Chapter 8
Parallel Solvers for the Bidomain System

We have seen in Chap. 7 that most numerical approaches to solve the Bidomain
system lead to the solution of linear systems of equations. Linear solvers can be
classified as direct and iterative solvers. Direct solvers compute the solution of the
linear system in a finite number of steps, for instance by Gaussian elimination or
computing a factorization of the matrix, and in exact arithmetic would provide the
exact solution of the system. LU factorization is one of the most common direct
solvers, together with the Cholesky factorization for symmetric positive definite
matrices. On the other hand, in finite precision arithmetic, rounding errors and
the matrix ill-conditioning may spoil the approximate solution computed by direct
methods. Moreover, these direct methods have a high computational cost (cubic in
the number of unknowns of the linear system) and can suffer from fill-in, that is the
sparsity pattern of the original sparse matrix can be filled during the factorization
process, thus requiring large amounts of memory. One advantage of direct methods
in the context of evolution problems is that, if the system matrix does not change
during the time evolution, one needs to compute the factorization only once as a
preprocessing step.

The most popular methods to solve the linear systems arising from the dis-
cretization of Bidomain and Monodomain systems are iterative methods. In these
methods, approximate solutions of the linear system are computed iteratively until a
stopping criterion, typically involving the residual norm, is reached. Most published
approaches for the numerical discretisation of Monodomain and Bidomain models
leads to symmetric positive definite or semi-definite matrices. In this case, the
best choice of iterative method is the Conjugate Gradient method (CG). In some
cases, due to the formulation chosen and numerical scheme implemented, non-
symmetric matrices may arise, see e.g. [195,381,382], requiring alternative methods
as Krylov subspace solvers, in particular the Generalized Minimal Residual Method
(GMRES).

© Springer International Publishing Switzerland 2014
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In order to accelerate the convergence of iterative methods, several types of
preconditioners for the Bidomain system have been proposed in the literature: diag-
onal preconditioners [485], Symmetric Successive Over Relaxation [379], Block
Jacobi (BJ) preconditioners with incomplete LU factorization (ILU) for each block
[104, 371, 544], block triangular [195], optimized Schwarz [196], geometric multi-
grid [19, 499, 552], algebraic multigrid [381, 382, 389], and domain decomposition
preconditioners such as Multilevel Schwarz [341, 372, 373], Neumann-Neumann
and BDDC [581, 582]. We refer finally to [380] for substructuring preconditioners
applied to mortar discretizations of the Bidomain model.

In this chapter, we introduce Multilevel Schwarz methods for the Bidomain
system. Optimal convergence properties of the algorithms are established and
supported by numerical simulations in two and three dimensions. The numerical
tests were all performed on the Linux clusters described in Sect. 8.5. More details
and a proof of the main convergence rate bound can be found in [372]. Extensions
to hybrid and multiplicative Bidomain preconditioners can be found in [458, 459]
and to block preconditioners in [373]. For a general introduction to Domain
Decomposition methods and for Additive Schwarz preconditioners applied to
parabolic problems, we refer the interested reader to the monograph by Toselli and
Widlund [523] and to the papers by Cai [72, 73].

8.1 Bidomain Variational Setting

In this section, we briefly describe the variational formulation of the Bidomain
model. Assume that:

(H1) The cardiac region˝H is a bounded Lipschitz connected open subset of R3;
(H2) The tensorsDi;e.x/ satisfy the following uniform ellipticity condition:

9˛i;e; Ci;e > 0 W ˛i;ej�j2 � �T Di;e.x/� � Ci;ej�j2; 8� 2 R3; x 2 ˝H I
(8.1)

(H3) The coefficients of Di;e.x/ are Lipschitz continuous.

Let V be the Sobolev space H1.˝H/, define the spaces

QV D fv 2 V W
Z
˝H

v D 0g and U D V � QV D fu D .ui ; ue/ W ui 2 V; ue 2 QV g;

define the usual L2-inner product

.';  / D
Z
˝H

' dx 8'; 2 L2.˝H/
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and the elliptic bilinear forms

ai;e.';  / D
Z
˝H

.r'/TDi;e.x/r dx

a.';  / D
Z
˝H

.r'/TD.x/r dx 8'; 2 H1.˝H/; with D D Di CDe:

The variational formulation of the Bidomain model reads as follows. Given v0;w0 2
L2.˝H/, I i;eapp 2 L2.˝H � .0; T //, find ui 2 L2.0; T IV /, ue 2 L2.0; T I QV /, w 2
L2.0; T IL2.˝H/

M / and c 2 L2.0; T IL2.˝H/
M / such that

@v

@t
2 L2.0; T IV /,

@w

@t
2 L2.0; T IL2.˝H/

M /,
@c

@t
2 L2.0; T IL2.˝H/

S/ and 8t 2 .0; T / it holds

8̂
ˆ̂̂<
ˆ̂̂̂
:

cm
@

@t
.v; Oui /C ai .ui ; Oui /C .Iion.v;w; c/; Oui / D .I iapp; Oui / 8Oui 2 V

�cm @
@t
.v; Oue/C ae.ue; Oue/ � .Iion.v;w; c/; Oue/ D .I eapp; Oue/ 8 Oue 2 QV

@

@t
.w; Ow/ � .R.v;w/; Ow/ D 0; @

@t
.c; Oc/� .S.v;w; c/; Oc/ D 0 8 Ow; Oc 2 V

(8.2)

with the initial conditions (3.42).
We refer to [455] for a convergence analysis of finite element approximation of

the Bidomain model.
The anisotropic Bidomain model (8.2) is discretized by the finite element method

(see e.g. [61, 92]) in space and a semi-implicit method in time; see e.g. [414] for a
general introduction to these numerical methods.

Time discretization. The time discretization is performed by a semi-implicit
method using for the diffusion term the implicit Euler method, while the non-
linear reaction term Iion is treated explicitly. The implicit treatment of the diffusion
terms appearing in the Bidomain model is essential in order to adaptively change
the time step according to the stiffness of the various phases of the heart-beat.
The ODE system for the gating variables is discretized by the semi-implicit Euler
method and the explicit Euler method is applied for solving the ODE system for
the ion concentrations. As a consequence, the full evolution system is decoupled
by first solving the gating and ion concentrations system (given the transmembrane
potential vn D uni � une at the previous time-step)

.wnC1 ��t R.vn;wnC1/; Ow/ D .wn; Ow/ 8 Ow 2 V
.cnC1; Oc/ D .cn C�t S.vn;wnC1; cn/; Oc/ 8Oc 2 V;
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and then solving for .unC1
i ; unC1

e / 2 U the variational problem

(
.vnC1; Oui /C ai .unC1

i ; Oui / D . vn � Iion.vn;wnC1; cnC1/C I iapp; Oui / 8Oui 2 V
�.vnC1; Oue/C ae.unC1

e ; Oue/ D �. vn � Iion.vn;wnC1; cnC1/ � I eapp; Oue/ 8Oue 2 QV
(8.3)

where vnC1 D unC1
i � unC1

e and  D cm=�t .
Lemma 8.1. The symmetric bilinear forms ..�; �//; ..�; �//0 W U �U ! R defined by

..u; v// WD
Z
˝H

rui � rvi C
Z
˝H

rue � rve C
Z
˝H

.ui � ue/.vi � ve/

and

..u; v//0 WD
Z
˝H

ui vi C
Z
˝H

ue ve

are inner products.

Proof. Clearly ..u; u// � 0; 8u 2 U: If ..u; u// D 0 for some u 2 U , then its

extracellular component would satisfy
Z
˝H

jruej2 D 0: But
Z
˝H

ue D 0, hence,

since (H1) holds, ue � 0. This in turn implies that ui � 0, since ..u; u// D 0 also

implies
Z
˝H

u2i D 0; hence in conclusion u � 0. The proof for ..�; �//0 is trivial.

We denote by jjj � jjj W U ! R the norm induced by the ..�; �// inner product, i.e.

jjjujjj2 D
Z
˝H

jrui j2 C
Z
˝H

jruej2 C
Z
˝H

.ui � ue/
2:

Lemma 8.2. The bilinear form abid.�; �/ W U � U ! R defined by

abid.u; v/ WD
Z
˝H

Dirui � rvi C
Z
˝H

Derue � rve C 
Z
˝H

.ui � ue/.vi � ve/

is continuous and elliptic with respect to the jjj � jjj-norm.

Proof. The lemma follows from the uniform ellipticity condition (8.1) and the
definition of jjj � jjj-norm. (a) Continuity:

abid.u; v/ D
Z
˝H

Dirui � rvi C
Z
˝H

Derue � rve C 
Z
˝H

.ui � ue/.vi � ve/

� Ci
Z
˝H

rui � rvi C Ce
Z
˝H

rue � rve C 
Z
˝H

.ui � ue/.vi � ve/

� max.Ci ; Ce; /..u; v// � Cbidjjjujjj jjjvjjj:
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(b) Ellipticity:

abid.u; u/ D
Z
˝H

Dirui � rui C
Z
˝H

Derue � rue C 
Z
˝H

.ui � ue/
2

� ˛i
Z
˝H

.rui /
2 C ˛e

Z
˝H

.rue/
2 C 

Z
˝H

.ui � ue/
2

� min.˛i ; ˛e; /jjjujjj2 � ˛bidjjjujjj2:

Given the previous notations, the stationary Bidomain system (8.3) can be rewritten
in the compact form:

Given vn, wnC1, cnC1, find unC1 2 U such that

abid.u
nC1; Ou/ D . vn�Iion.v

n;wnC1; cnC1/; Oui � Oue/C.I iapp; Oui /C.I eapp; Oue/ 8Ou 2 U;
(8.4)

which in a more general setting reads:
Given F D .Fi ; Fe/ 2 L2.˝H/ �L2.˝H/, find u 2 U such that

abid.u; v/ D< F; v > 8v 2 U; (8.5)

where

< F; v >D .Fi ; vi /C .Fe; ve/:

To ensure the solvability of (8.5), F must satisfy the compatibility condition

< F; 1 >D 0; i.e.Z
˝H

Fi C
Z
˝H

Fe D 0;

which in case (8.4) implies

Z
˝H

.I iapp C I eapp/ D 0;

that is satisfied e.g. for

I iapp D �I eapp (8.6)

or for

I iapp D 0; and
Z
˝H

I eapp D 0: (8.7)
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In the following, we assume (8.6), and setting f D I iapp D �I eapp problem (8.5)
reduces to: find u 2 U such that

abid.u; v/ D .f; vi � ve/ 8v 2 U: (8.8)

Theorem 8.1. Given f 2 L2.˝H/, problem (8.8) is equivalent to: find u 2 U such
that

abid.u; v/ D .f; vi � ve/ 8v 2 V � V: (8.9)

Proof. (8.9)) (8.8) is trivial.
In order to prove (8.8)) (8.9), it is sufficient to verify that (8.9) holds true taking
v D .0; 1/. Substituting v D .0; 1/ in (8.9), we obtain



Z
˝H

ui D
Z
˝H

f;

but this follows from (8.8) with v D .1; 0/, hence (8.8) and (8.9) are equivalent.

Remark 8.1. We note that, if (H1)–(H2)–(H3) hold, problem (8.8) is H2-
regular, i.e.

jui jH2.˝H / C juejH2.˝H / � C jjf jjL2.˝H /: (8.10)

Space discretization. The domain ˝H is discretized by introducing a quasi-
uniform finite element grid Th. Le V h be an associated conforming finite element
space. Define also the spaces

QV h D fvh 2 V h W
Z
˝H

vh D 0g and Uh D V h � QV h:

The discrete Bidomain system is obtained by applying a standard Galerkin proce-
dure. Given vh;n 2 V h, wh;n 2 V h, ch;n 2 V h we first find wh;nC1 and ch;nC1 solving

.wh;nC1 ��t R.vh;n;wh;nC1/; Owh/ D .wh;n; Owh/ 8 Owh 2 V h

.ch;nC1; Och/ D .ch;n C�t S.vh;n;wh;nC1; ch;n/; Och/ 8Och 2 V h;

and then .uh;nC1
i ; uh;nC1

e / 2 Uh solving

8̂̂
<̂
ˆ̂̂:

.vh;nC1; Ouhi /C ai .uh;nC1
i ; Ouhi /

D . vh;n � I hion.v
h;n;wh;nC1; ch;nC1/C I iapp; Ouhi / 8Ouhi 2 V h

�.vh;nC1; Ouhe /C ae.uh;nC1
e ; Ouhe /

D .� vh;n C I hion.v
h;n;wh;nC1; ch;nC1/C I eapp; Ouhe / 8Ouhe 2 V h

(8.11)

where I hion is the finite elements interpolants of Iion.
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Choose a finite element basis f'ig for Vh and let M D .mrs/ and Ai;e D .ai;ers / be the
symmetric mass and stiffness matrices defined by

mrs D
X
E

Z
E

'r 'sdx; ai;ers D
X
E

Z
E

.r'r/T Di;e.x/r'sdx:

Numerical quadrature with a simple trapezoidal rule in three dimensions is used
in order to compute these integrals. We can now enunciate the matrix formulation
of (8.11). Given vn, wn, cn, we first find wnC1, cnC1 solving

wnC1 ��t R.vn;wnC1/ D wn

cnC1 D cn C�t S.vn;wnC1; cn/;

and then unC1
i ;unC1

e solving

Abid

�
unC1
i

unC1
e

�
D cm

�t

�
MŒ uni � une �
MŒ�uni C une �

�
C
 

MŒ�Ihion.v
n;wnC1; cnC1/C Iiapp�

MŒ Ihion.v
n;wnC1; cnC1/C Ieapp�

!
;

(8.12)

where

Abid D 
	

M �M
�M M



C
	

Ai 0

0 Ae




and uni , une , wn, cn, unC1
i , unC1

e , wnC1, cnC1, Ihion, Ii;eapp are the vectors of nodal

values of uh;ni , uh;ne , wh;n, ch;n, uh;nC1
i , uh;nC1

e , wh;nC1, ch;nC1, I hion, I i;eapp respectively.

As in the continuous model, vnC1 is uniquely determined, while unC1
i and unC1

e

are determined only up to the same additive time-dependent constant chosen by
imposing the condition 1TMunC1

e D 0. Hence, at each time step we have to solve
the large linear system (8.12), that, as shown in [104], is very ill-conditioned and
increases considerably the computational costs of the simulations.

In order to introduce in the next chapter multilevel Schwarz preconditioners for
the discrete Bidomain system, as we did in (8.4), we need to rewrite (8.11) in the
compact form:

Given vh;n, wh;nC1, ch;nC1, find uh;nC1 2 Uh such that 8Ouh 2 V h � V h

abid.u
h;nC1; Ouh/ D . vh;n�I hion.v

h;n;wh;nC1; ch;nC1/; Ouhi �Ouhe /C.I iapp; Ouhi /C.I eapp; Ouhe /;
(8.13)

which, assuming as before I iapp D �I eapp D f , we reformulate the problem as:
Given f 2 L2.˝H/, find uh 2 Uh such that

abid.u
h; vh/ D .f; vhi � vhe / 8vh 2 V h � V h: (8.14)
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Remark 8.2. Clearly, (8.14) arises from the finite element discretization of (8.8).

By defining the linear operator Abid W Uh ! Uh as

..Abiduh; vh//0 D abid.u
h; vh/ 8vh 2 V h � V h;

we have that (8.14) is equivalent to the linear operator equation

Abiduh D f h; (8.15)

with right-hand side f h 2 Uh defined as

..f h; vh//0 D .f; vhi /� .f; vhe / 8vh 2 V h � V h:

We will construct in the next chapter multilevel Schwarz preconditioners for
problem (8.15) and, following the standard abstract Schwarz theory described e.g.
in [489, 523], we will prove their convergence.

In the proof of our main result on the optimality of the multilevel preconditioner,
we need an L2-error estimate for the solutions of (8.8) and (8.14).

Theorem 8.2. Let u and uh be the solutions of (8.8) and (8.14), respectively. Then
the following error estimate holds

jjui � uhi jjL2.˝H / C jjue � uhe jjL2.˝H / � C h jjju� uhjjj: (8.16)

Proof. Consider the following dual problems:

D1. Given f 2 L2.˝H/, find '.f / 2 U :

abid.v; '.f // D .f; vi � ve/ 8v 2 U: (8.17)

D2. Given f 2 L2.˝H/ :
R
˝H
f D 0, find '.f / 2 U :

abid.v; '.f // D .f; vi C ve/ 8v 2 U: (8.18)

Let us define eh D .ehi ; e
h
e / WD u � uh D .ui � uhi ; ue � uhe /. Taking f D ehi and

v D eh in (8.17), one has

jjehi jj2L2.˝H / � .ehi ; ehe / D .ehi ; ehi � ehe / D abid.e
h; '.ehi //:

Thanks to the Galerkin orthogonality, for all vh 2 Uh it holds

jjehi jj2L2.˝H / � .ehi ; ehe / D abid.e
h; '.ehi /� vh/ � C jjjehjjj jjj'.ehi /� vhjjj:
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Choosing vh D .Pi'.e
h
i /; Pe'.e

h
i //, where Pi W V ! V h and Pe W QV ! QV h are

standard finite element interpolation operators, and using (8.10), we get

jjehi jj2L2.˝H / � .ehi ; ehe / � C h jjjehjjj jjehi jjL2.˝H /: (8.19)

Taking now f D ehe and v D eh in (8.18), and following the same arguments, we
have

jjehe jj2L2.˝H / C .ehi ; ehe / � C h jjjehjjj jjehe jjL2.˝H /: (8.20)

Summing (8.19) and (8.20), we obtain

jjehi jj2L2.˝H / C jjehe jj2L2.˝H / � C h jjjehjjj .jjehi jjL2.˝H / C jjehe jjL2.˝H //

and hence the thesis.

8.2 Abstract Convergence Theory for Schwarz Methods

In this section we recall the main results of the abstract Schwarz theory for Domain
Decomposition methods; for a more complete treatment, see the monographs
[489, 523].
Let U be a finite dimensional Hilbert space with inner product .�; �/, a.�; �/ a
symmetric elliptic bilinear form on U � U and f 2 U . Consider the following
problem:
Find u 2 U such that

a.u; v/ D .f; v/ 8v 2 U: (8.21)

Define the linear operator A W U ! U by

.Au; v/ D a.u; v/ 8v 2 U:
Then (8.21) is equivalent to the linear operator equation

Au D f: (8.22)

LetUm,m D 0; : : : ; N , be a set ofNC1 auxiliary spaces. In most application, these
subspaces are related to a decomposition of the domain ˝H into subdomains ˝m.
The subspace U0 plays a special role: it corresponds to a coarse mesh and provides
a global transportation of information. In addition, assume that there exists a set of
interpolation operators

Im W Um ! U:
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We will refer to the case whenUm 	 U as the nested case. In this case Im are simply
imbedding operators. Assume also that on each subspace Um there is a symmetric
positive definite bilinear form

am.�; �/ W Um � Um ! R

and define the projections QTm W U ! Um by

am. QTmu; v/ D a.u; Imv/ 8v 2 Um:

This formalism allows us to consider inexact solvers for the subproblems. If we use
exact solvers, then am.�; �/ D a.�; �/. Now define the operators

Tm D Im QTm W U ! U:

We can now introduce the Additive Schwarz operator TAS given by

TAS D BASA WD T0 C T1 C : : :C TN ; (8.23)

where BAS is the Additive Schwarz preconditioner. The Additive Schwarz method
replaces problem (8.22) by:
Find u 2 U such that

TASu D BASf; (8.24)

which can be solved by a Krylov subspace method, with BAS as preconditioner.
We will now describe the tools used in the convergence analysis of the Schwarz

methods, beginning with the following lemma.

Lemma 8.3. Let TAS be the Additive Schwarz operator defined in (8.23). Then
holds

a.T�1
AS u; u/ D min

um2Um;uDPm Imum

X
m

am.um; um/: (8.25)

Proof. We first construct a particular decomposition of u which satisfies (8.25)
exactly, and then prove

a.T�1
AS u; u/ �

X
m

am.um; um/ 8um 2 Um;
X
m

Imum D u: (8.26)
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Let um D QTmT�1
AS u, then

P
m Imum D .Pm Tm/T�1

AS u and

X
m

am.um; um/ D
X
m

am. QTmT�1
AS u; QTmT�1

AS u/

D
X
m

a.T�1
AS u;TmT�1

AS u/

D a.T�1
AS u; u/:

We now prove (8.26),

a.T�1
AS u; u/ D a.T�1

AS u;
X
m

Imum/

D
X
m

a.T�1
AS u; Imum/

D
X
m

am. QTmT�1
AS u; um/

�
"X

m

am. QTmT�1
AS u; QTmT�1

AS u/

#1=2 "X
m

am.um; um/

#1=2

D
"X

m

a.T�1
AS u;TmT�1

AS u/

#1=2 "X
m

am.um; um/

#1=2

D a.T�1
AS u; u/1=2

"X
m

am.um; um/

#1=2
:

Therefore it follows (8.26).

The abstract Schwarz convergence theory centers around three assumptions.

Assumption 8.1 (Stable decomposition). 9 C0 > 0 such that 8u 2 U there exists
a representation u DPm Imum; um 2 Um, with

X
m

am.um; um/ � C2
0 a.u; u/:

Assumption 8.2 (Strengthened Cauchy-Schwarz inequality). 9 0 � Eml � 1

such that

ja.Imum; Ilul /j � Emla.Imum; Imum/
1=2a.Ilul ; Ilul /1=2

8um 2 Um; ul 2 Ul m; l D 1; : : : ; N:

Define �.E / to be the spectral radius of E D fEmlg.
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Assumption 8.3 (Local stability). 9 ! > 0 such that

a.Imu; Imu/ � !am.u; u/ 8u 2 Um; m D 0; : : : ; N:

We recall for a linear operator L self-adjoint with respect to a.�; �/ the Rayleigh
quotient characterization of the extreme eigenvalues,


min.L/ D min
u¤0

a.Lu; u/

a.u; u/
; 
max.L/ D max

u¤0
a.Lu; u/

a.u; u/
:

We recall that for the condition number of L (�.L/) in the norm induced by a, it
holds

�.L/ D 
max.L/

min.L/

:

Note that by definition


min.L/a.u; u/ � a.Lu; u/ � 
max.L/a.u; u/ 8u 2 U:

Lemma 8.4. The operators Tm, and hence TAS, are self-adjoint with respect to
a.�; �/; that is

a.Tmu; v/ D a.u;Tmv/:

Proof. See [489].

We can now provide a bound on the condition number for the abstract Additive
Schwarz method.

Theorem 8.3. If Assumptions 8.1–8.3 are satisfied, then the condition number of
the abstract Additive Schwarz method is bounded by

�.TAS/ � !Œ1C �.E /�C 2
0 :

Proof. The bound on the smallest eigenvalue follows immediately from Lemma 8.3
and Assumption 8.1.
We now bound the largest eigenvalue. We first treat the subspaces Um, for m D
1; : : : ; N . The special subspace U0 is treated separately. Observe that

a.

NX
mD1

Tmv;
NX
mD1

Tmv/ D
NX

m;lD1
a.Tmv;Tlv/;

�
NX

m;lD1
Emla.Tmv;Tmv/1=2a.Tlv;Tlv/1=2;
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� �.E /
NX
mD1

a.Tmv;Tmv/;

� !�.E /
NX
mD1

am. QTmv; QTmv/;

� !�.E /
NX
mD1

a.v;Tmv/;

� !�.E /a.v;
NX
mD1

Tmv/;

� !�.E /a.v; v/1=2a.
NX
mD1

Tmv;
NX
lD1

Tlv/1=2:

It follows

a.Œ

NX
mD1

Tm�2v; v/ D a.
NX
mD1

Tmv;
NX
lD1

Tlv/;

� !2�2.E /a.v; v/:
Thus the largest eigenvalue of .

PN
mD1 Tm/2 is bounded by !2�2.E /. Hence the

largest eigenvalue of
PN

mD1 Tm is bounded by !�.E / and

a.

NX
mD1

Tmv; v/ � !�.E /a.v; v/: (8.27)

To estimate the largest eigenvalue of T0 we use

a.T0v;T0v/ � !a0. QT0v; QT0v/;
D !a.v;T0v/;
� !a.v; v/1=2a.T0v;T0v/1=2:

Thus

a.T0v;T0v/ � !2a.v; v/;

which implies

a.T0v; v/ � !a.v; v/:

Combine this with (8.27) and the proof is completed.
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8.3 Two-Level Additive Schwarz Methods for the Bidomain
System

In this section, we construct and analyze a two-level overlapping Additive Schwarz
method for problem (8.14). Let T0 D TH be a coarse shape-regular triangulation of
˝H consisting of N non-overlapping hexahedral subdomains ˝m, m D 1; : : : ; N

of diameter Hm and let H D maxm Hm. Let T1 D Th be a fine shape-regular
triangulation nested in T0, consisting of hexahedral elements �j , j D 1; : : : ; Ne
of diameter hj and let h D maxj hj . An overlapping partition of ˝H is then
constructed using the standard technique of adding to each subdomain ˝m all the
fine elements �j 2 T1 within a distance ı from its boundary @˝m. We denote
by ˝ 0

m the overlapping subdomain obtained by such extensions of ˝m. With each
subdomain˝ 0

m, we associate the following finite element spaces

Vm WD fv 2 V h W v.x/ D 0 x 2 ˝Hn˝ 0
mg and Um WD Vm � Vm:

Let V H be the space of trilinear finite elements associated to the coarse triangulation
T0 and define

QV H WD fv 2 V H W
Z
˝H

v D 0g; U0 D UH WD V H � QV H :

We remark that U0 	 Uh instead Um is not a subset of Uh, m D 1; : : : ; N . Define
the interpolation operators Im W Um ! Uh, m D 1; : : : ; N , as

given u D .ui ; ue/ 2 Um; Imu D .Im;iu; Im;eu/ WD
�

ui �
Z
˝H

ue; ue �
Z
˝H

ue

�
:

I0 W U0 ! Uh is simply the imbedding operator. Defining the projection operators

QTm W Uh ! Um

by

abid. QTmu; v/ D abid.u; Imv/ 8v 2 Um;

and Tm D Im QTm, we can define the Additive Schwarz operator as

TAS D BASAbid WD T0 C T1 C : : :C TN : (8.28)

where BAS is the two-level Additive Schwarz preconditioner. As in the scalar elliptic
case, it is easy to see that the matrix form BAS of BAS is

BAS D
NX
mD0

Bm D
NX
mD0

RTm A
�1
m Rm: (8.29)



8.3 Two-Level Additive Schwarz Methods for the Bidomain System 221

Here, for m D 1; : : : ; N , Rm are boolean restriction matrices and Am the local
stiffness matrices for the Bidomain problems restricted to the subdomain ˝ 0

m,
while for m D 0 R0 is the fine-to-coarse restriction matrix and A0 is the coarse
Bidomain stiffness matrix associated with the coarse space U0 D UH . More
general projection-like operators QTm associated with approximate bilinear forms
and inexact local solvers could be used as well, see [489, 523]. The use of
the BAS preconditioner (8.29) for the iterative solution of the Bidomain discrete
system (8.15) can also be regarded as replacing (8.15) with the preconditioned
system

TASu D g;

where g D BASf , which can be accelerated by a Krylov subspace method.
The following result extends the classical overlapping Schwarz analysis to the

condition number of TAS.

Theorem 8.4. The condition number of the 2-level additive Schwarz operator TAS

defined in (8.28) is bounded by

�.TAS/ � C
�
1C H

ı

�
;

with C independent of h;H; ı.

Proof. We apply the general abstract Schwarz theory of the previous section based
on verifying the three assumptions stable decomposition, strengthened Cauchy-
Schwarz inequality and local stability, that provide an upper and lower bound on
�.TAS/, see also [523, p. 40].

(a) Since we use exact local solvers, the local stability assumption holds true with
a unit constant.

(b) Using a standard coloring argument, see [523, Ch. 2], we obtain that the spectral
radius �.E / of the matrix in the strengthened Cauchy-Schwarz inequality is
bounded from above by the number of colors, hence we have a constant upper
bound.

(c) It only remains to prove a stable decomposition for our subspace decomposition.

We will prove that this assumption is satisfied with a constant C2
0 D C.1 C H

ı
/,

with C independent of h; H and ı.
Let

• QH W V h ! V0 be the L2-projection onto V0,
• I h the linear interpolation operator onto V h and
• �m a partition of unity such that �m 2 C1

0 .˝
0
m/, 0 � �m � 1,

PN
mD1 �m D 1,

jr�mj2L1 � C

ı2
; (8.30)
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and

k�m � N�mk2L1.K/ � C
�
h

ı

�2
; (8.31)

where N�m is the average of �m on the elementK 2 Th.

Given u 2 Uh, we define:

u0 2 U0 by u0;i WD QHui and u0;e WD QHueI
w 2 Uh by wi WD ui � u0;i and we WD ue � u0;eI
um 2 Um by um;i WD I h.�mwi / and um;e WD I h.�mwe/:

Thanks to the definition of Im and because I h is a linear operator, it follows that

u D
NX
mD0

Imum:

We can bound each scalar component as in the standard proof for scalar elliptic
problems (see e.g. [489, 523])

NX
mD0
jum;i j2H1.˝H /

� C
�
1C H

ı

�
jui j2H1.˝H /

and
NX
mD0
jum;ej2H1.˝H /

� C
�
1C H

ı

�
juej2H1.˝H /

: (8.32)

Moreover, for all m D 1; : : : ; N andK 2 Th, we have

kum;i � um;ek2L2.K/ D kI h.�mwi /� I h.�mwe/k2L2.K/ D
D kI h.�m.wi � we//k2L2.K/ � kwi � wek2L2.K/:

Since a finite bounded number (independent of h, H and ı) of um;i and um;e are
nonzero for any element K , summing overm we obtain

NX
mD1
kum;i � um;ek2L2.K/ � Ckwi � wek2L2.K/;

and summing over all the elementsK

NX
mD1
kum;i � um;ek2L2.˝H / � Ckwi � wek2L2.˝H /:



8.4 Multilevel Additive Schwarz Methods for the Bidomain System 223

Since

kwi � wek2L2.˝H / D kui � ue CQH.ue � ui /k2L2.˝H / � 4kui � uek2L2.˝H /;
ku0;i � u0;ek2L2.˝H / D kQH.ui � ue/k2L2.˝H / � kui � uek2L2.˝H /;

we obtain

NX
mD0
kum;i � um;ek2L2.˝H / � Ckui � uek2L2.˝H /:

Adding this and the bounds (8.32), we have

NX
mD0

.jum;i j2H1Cjum;e j2H1Ckum;i�um;ek2L2 / � C
�
1C H

ı

�
.jui j2H1Cjue j2H1Ckui�uek2L2 /;

hence

NX
mD0
jjjumjjj2 � C

�
1C H

ı

�
jjjujjj2:

From the continuity and coercivity of abid.�; �/, it follows the stable decomposition

NX
mD0

abid.um; um/ � C
�
1C H

ı

�
abid.u; u/:

8.4 Multilevel Additive Schwarz Methods for the Bidomain
System

The method described in the previous section uses two levels with a coarse and a
fine mesh. The smaller is H , the smaller are the local problems, but the algebraic
linear system corresponding to the problem in U0 becomes larger. We can then apply
recursively this two-level technique to the coarse problem and obtain an additive
multilevel method for the Bidomain system. We refer to the original works by
Dryja and Widlund [151], Zhang [584] and later Dryja, Sarkis and Widlund [153]
for an overview of these methods for scalar elliptic problems, including multilevel
diagonal scaling variants and different choices of coarse spaces.

Let us consider L � 2 rather than just two mesh levels: on each level k D
0; 1; : : : ; L � 1, ˝H is discretized with a shape-regular mesh Tk with elements of
characteristic size hk . Tk is a refinement of Tk�1, with level L� 1 being the finest,
hence hL�1 D h and h0 D H . On each level k D 0; : : : ; L � 1, we define a finite
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element space V hk , with V hL�1 D V h and V h0 D V H , and the spaces QV hk ,Uhk as in
the previous section. We introduceL�1 sets of overlapping subdomains f˝ 0

kmgNkmD1
for k D 1; : : : ; L� 1, such that on each level there is an overlapping decomposition
˝H D SNk

mD1 ˝ 0
km and we denote with ık the overlap at level k. As in [584], we

make the following assumption about the sets f˝ 0
kmg.

Assumption 8.4. On each level the decomposition˝H DSNk
mD1 ˝ 0

km satisfies:

(a) @˝ 0
km aligns with the boundaries of level k elements, i.e. ˝ 0

km is the union of
level k elements. The diameter(˝ 0

km)D O.hk�1/.
(b) The subdomains f˝ 0

kmgNkmD1 form a finite covering of ˝H , with a covering
constant Nc , i.e. we can color f˝ 0

kmgNkmD1 using at most Nc colors in such a
way that subdomains of the same color are disjoint.

(c) There exists a partition of unity f�kmg, associated with f˝ 0
kmgNkmD1, which satisfies

X
m

�km D 1; with �km 2 H1
0 .˝km/\ C0.˝km/; 0 � �km � 1;

jr�kmjL1 � C=ık and jj�km � N�kmjjL1.K/ � C.hk=ık/; (8.33)

where K 2 Tk and N�km is the average of �km on K .

For k D 1; : : : ; L � 1 and m D 1; : : : ; Nk, we define the spaces

Vkm WD V hk \H1.˝ 0
km/; Ukm D Vkm � Vkm:

Define the interpolation operators Ikm as in the two-level case. Defining the
projections QTkm W Uh ! Ukm by

abid. QTkmu; v/ D abid.u; Ikmv/ 8v 2 Ukm;

and Tkm D Ikm QTkm, we can introduce the Multilevel Additive Schwarz (MAS)
operator

TMAS D BMASAbid WD T0 C
L�1X
kD1

NkX
mD1

Tkm: (8.34)

As mentioned before, approximate local solvers could be used as well. The matrix
form BMAS of the preconditioner BMAS is given by

BMAS D RT0 A�1
0 R0 C

L�1X
kD1

NkX
mD1

RTkmA
�1
kmRkm;

where Akm is the local stiffness matrix of subdomain ˝ 0
km at level k and Rkm is the

restriction matrix from the finest level to subdomain˝ 0
km, see [489] for more details.

We can then prove our main result for the multilevel case.
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Theorem 8.5. The condition number of the multilevel additive Schwarz operator
TMAS defined in (8.34) is bounded by

�.TMAS/ � C max
kD1;:::;L�1

�
1C hk�1

ık

�
;

where C is a constant independent of the mesh sizes hk and the number of levels L.

Proof. Upper bound. The proof of the optimal upper bound follows from the steps
of the original proof by Zhang [584], from Lemma 3.2 to Lemma 3.5. These
results can be applied to our case since they hold also for general conforming
finite elements (Remark 3.2 in [584]) and uniform elliptic operators (Remark 3.3
in [584]).

Lower bound. In order to prove the left inequality, we need a stable decompo-
sition of u 2 Uh. For each level k D 0; : : : ; L � 2, we introduce the projections
Qk W Uh ! Uhk induced by the abid.�; �/ bilinear form, i.e.

abid.Q
ku; '/ D abid.u; '/ 8' 2 Uhk :

We denote by Qk
i and Qk

e the two components of Qk, i.e. Qku D .Qk
i u;Qk

eu/. It
follows from Theorem 8.2 that, given u 2 Uh

jjui �Qk
i ujjL2 C jjue �Qk

e ujjL2 � C hk jjju�Qkujjj: (8.35)

Let u0 D Q0u, uk D .Qk�Qk�1/u for k D 1; : : : ; L�2 and uL�1 D .I �QL�2/u.
8k let uk;i and uk;e be the two components of uk. It follows from (8.35) that

jjuk;i jjL2 C jjuk;ejjL2 � C hk�1 jjjukjjj: (8.36)

8u 2 Uh we use the abid.�; �/-orthogonal decomposition

u D u0 C u1 C : : :C uL�1:

Consider then for each k D 1; : : : ; L � 1 a partition of unity f�kmg as in
Assumption 8.4. Let Ihk be the linear interpolation operator onto V hk and ukm the
function in Ukm such that

ukm;i D Ihk .�kmuk;i / and ukm;e D Ihk .�kmuk;e/;

hence uk DPNk�1

mD1 Ikmukm. We prove first that for each k

NkX
mD1
jjjukmjjj2 � C jjjukjjj2:
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Thanks to a well-known inverse inequality, it holds that

jukm;i j2H1.K/
D jIhk .�kmuk;i /j2H1.K/

D jIhk . N�kmuk;i /� Ihk ..�km � N�km/uk;i /j2H1.K/
�

� 2j N�kmuk;i j2H1.K/
C Ch�2

k jjIhk ..�km � N�km/uk;i /jj2L2.K/:

The last term above is zero for all elementsK in the interior of an˝km, since �km DN�km D 1 on the non overlapping regions. Therefore, summing over all the elements,
the last term only includes the elements in the overlapping regions �ık;m. Hence

NkX
mD1
jukm;i j2H1.˝H /

� C.juk;i j2H1.˝H /
C

NkX
mD1

X
K2�ık;m

h�2
k jjIhk ..�km � N�km/uk;i jj2L2.K//

� C.juk;i j2H1.˝H /
C

NkX
mD1

ı�2
k jjuk;i jj2L2.�ık ;m//: (8.37)

We can bound the last terms using the following result by Dryja and Widlund [152]:

Lemma 8.5. Let˝H be a shape regular region, in R2 or R3, of diameterH and let
�ı be a strip along its boundary of width ı > 0. Then

jjujj2
L2.�ı/

� Cı2Œ.1C H

ı
/juj2

H1.˝H /
C 1

Hı
jjujj2

L2.˝H /
�:

Applying this lemma to (8.37), we obtain

NkX
mD1

jukm;i j2H1.˝H /
� C.juk;i j2H1.˝H /

C .1C hk�1

ık
/juk;i j2H1.˝H /

C 1

hk�1ık
jjuk;i jj2L2.˝H//;

and using (8.36)

NkX
mD1

jukm;i j2H1.˝H /
� C.1C hk�1

ık
/jjjukjjj2;

NkX
mD1

jukm;e j2H1.˝H/
� C.1C hk�1

ık
/jjjukjjj2:

Following the same arguments as in the two-level case, we get

NkX
mD1
jjukm;i � ukm;ejj2L2.˝H / � C jjuk;i � uk;ejj2L2.˝H / � C jjjukjjj2;

NkX
mD1
jjjukmjjj2 � C.1C hk�1

ık
/jjjukjjj2:
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Using the coercivity and the continuity of the Bidomain bilinear form abid.�; �/ and
summing over the levels, we finally obtain the stable decomposition

abid.u0; u0/C
L�1X
kD1

NkX
mD1

abid.ukm; ukm/ � C max
kD1;:::;L�1.1C

hk�1
ık

/abid.u; u/:

8.5 Numerical Results for Multilevel Schwarz
Preconditioners

The numerical experiments were performed on the Linux Cluster IBM CLX/1024 of
the Cineca Consortium (www.cineca.it), with 1024 processors (Intel Xeon Pentium
IV 3 GHz, 512 KB cache), grouped into 512 biprocessor nodes. The total RAM
is 1 TB and the peak performance is declared to 6.1 Tflops. We were allowed
to use up to 240 processors in each run. Our FORTRAN code is based on the
parallel library PETSc from the Argonne National Laboratory [24, 25]. We solve
the Bidomain system on a domain ˝H that is either a cartesian slab (see Fig. 8.2,
left) or the image of a cartesian slab using ellipsoidal coordinates, yielding a portion
of a truncated ellipsoid (see Fig. 8.1). This second choice can be used in simulations
with idealized ventricular geometries, see e.g. [104, 125] These two choices allow
us to also test the performance of our multilevel preconditioner in presence of severe
domain deformations.

The values of the conductivity coefficients used in the numerical tests are
reported in Table 8.1 and the capacitance per unit volume is set to cm D 1mF cm�3.
The values of the coefficients and parameters in the LR1 model are given in the
original paper [308].

For both types of domains, we denote a level mesh by the triplet T D Ti �Tj �Tk

indicating the number of subdivisions in each coordinate direction. When we scale
up the mesh, for brevity we define cT D cTi � cTj � cTk . In all tests, the the
finest mesh size is h D 0:1mm, which has been shown to accurately resolve the
steep excitation fronts in the Bidomain–LR1 model without numerical artifacts, see
[104, 125].

We perform 5 time steps of 0.05 ms each with the semi-implicit Euler scheme
described in Chap. 7 and at each time step we solve iteratively the discrete Bidomain
system (8.12) by the Preconditioned Conjugate Gradient (PCG, see [445]) method
with the L-level MAS preconditioner (8.34). The PCG initial guess is the discrete
solution of the previous time step and the stopping criterion is a 10�4 residual
reduction. The problem on the coarsest level is solved by PCG with 10�8 residual
reduction as stopping criterion. In all runs, we report the PCG condition number,
extreme eigenvalues, iteration counts and cpu timings relative to the 5th time step,
in order to avoid special right-hand side configurations associated with the first few
time steps.

www.cineca.it
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8 = 2⋅ 2⋅ 2 16 = 4⋅ 2⋅ 2

32 = 4⋅ 4⋅ 2

64 = 8⋅ 4⋅ 2 128 = 8⋅ 8⋅ 2
240 = 15⋅ 8⋅ 2

Fig. 8.1 Portions of ellipsoidal domain decomposed in 8, 16, 32, 64, 128, 240 subdomains for
scaled speedup test

Table 8.1 Conductivity coefficients used in the numerical tests

Conductivity coefficients

Normal tissue

�il D 3 � 10�3 ��1 cm�1 �el D 2 � 10�3 ��1 cm�1

�it D 3:1525 � 10�4 ��1 cm�1 �et D 1:3514 � 10�3 ��1 cm�1

�in D 3:1525 � 10�5 ��1 cm�1 �en D 6:757 � 10�4 ��1 cm�1

Ischemic tissue

�il D 3 � 10�4 ��1 cm�1 �el D 1 � 10�3 ��1 cm�1

�it D 6:305 � 10�6 ��1 cm�1 �et D 3:3785 � 10�4 ��1 cm�1

�in D 6:305 � 10�7 ��1 cm�1 �en D 1:6892 � 10�4 ��1 cm�1

8.5.1 Additive Preconditioner

Test MAS-3D-1. Increasing levels and increasing global size, cartesian slab. We
first consider in Table 8.2 a cartesian slab, see Fig. 8.2, left panel, and increase the
number of levels L in our MAS preconditioner from 3 to 6, while increasing the fine
meshes as TiC1 D 2Ti , starting with a fixed coarse mesh T0 D 8 �8 �2. The number
of processors and subdomains is fixed at 128, but the global problem size increases
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Table 8.2 Test MAS-3D-1. Increasing number of levels L for cartesian slabs on Fig. 8.2 with
increasing fine meshes TiC1 D 2Ti starting with a fixed coarse mesh T0 D 8 � 8 � 2; fixed number
of processors D 128

L Meshes d.o.f. � D 
max=
min it. Time

3 T0; 2T0; 4T0 19 602 7.76 D 4.217/0.543 15 1.05

4 T0; 2T0; 4T0; 8T0 143 650 7.97 D 4.501/0.564 17 2.74

5 T0; 2T0; 4T0; 8T0; 16T0 1.1 M 7.28 D 5.241/0.720 19 5.20

6 T0; 2T0; 4T0; 8T0; 16T0; 32T0 8.6 M 6.82 D 5.783/0.847 18 11.29

3 4 5 6
0

2

4

6

8

10

12

14

16

18

20

LEVELS

λmin

λmax

κ2

it.

Fig. 8.2 Left: Cartesian slab subdivided into 128 D 8 � 8 � 2 subdomains. Right: plot of

min; 
max; �; it. Reported in Table 8.2

from 19 602 d.o.f. (for L D 3, fine mesh T2 D 4T0) to 8.6 millions d.o.f. (for
L D 6, fine mesh T5 D 32T0). The MAS preconditioner has overlap size ık D hk
and ILU(0) local solvers for the subdomains of each level. The main results of this
table are also plotted in Fig. 8.2, right panel. The condition numbers and iteration
counts do not grow with increasingL (actually they even decrease for higher values
of L), in spite of the strong growth of the problem size. Of course, the cpu timings
reported in the last column grow because the global problem size grow, due to the
growth of the subdomain size on the finest mesh from 43.L D 3/ to 323.L D 6/.
These results confirm the optimality result of Theorem 8.5, with constant bounds

independent of L and depending only on max
kD1;:::;L�1

�
1C hk�1

ık

�
:

Test MAS-3D-2. Scaled speedup on ellipsoidal domains. In Table 8.3, we then
consider a scaled speedup test for our MAS operator with 2, 3, 4 levels. Again,
we fix the overlap size ık D hk and ILU(0) local solvers on the subdomains
of each level. The local size of each subdomain on the finest mesh is kept fixed
at the value 483 and each subdomain is assigned to one processor. The number
of subdomains (hence number of processors) is increased from 8 D 2 � 2 � 2 to
240 D 15 � 8 � 2 (first and second columns), forming increasing domains˝H that are
portions of a truncated ellipsoidal domain as shown in Fig. 8.1. These subdomains
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Table 8.3 Test MAS-3D-2. Condition numbers, extreme eigenvalues, iteration counts, cpu timings
for 2, 3, 4 level MAS, ık D hk , ILU(0) local solvers: scaled speedup with fixed subdomain size
48 � 48 � 48 on the ellipsoidal domains of Fig. 8.1

2 levels: T0; T1 D 48T0

Procs. T0 T1 D 48T0 d.o.f. (M) � D 
max=
min it. Time

8 2 � 2 � 2 96 � 96 � 96 1.8 183.50 D 2.268/0.012 45 53.1

16 4 � 2 � 2 192 � 96 � 96 3.6 172.44 D 2.265/0.013 45 65.0

32 4 � 4 � 2 192 � 192 � 96 7.2 228.63 D 2.455/0.011 50 65.8

64 8 � 4 � 2 384 � 192 � 96 14.4 226.95 D 2.479/0.011 50 74.7

128 8 � 8 � 2 384 � 384 � 96 28.7 150.31 D 2.413/0.016 43 66.2

240 15 � 8 � 2 720 � 384 � 96 53.8 149.98 D 2.415/0.016 43 68.1

3 levels: T0; T1 D 4T0; T3 D 48T0

Procs. T0 T2 D 48T0 d.o.f. (M) � D 
max=
min it. Time

8 2 � 2 � 2 96 � 96 � 96 1.8 21.70 D 2.903/0.134 23 23.9

16 4 � 2 � 2 192 � 96 � 96 3.6 23.33 D 3.092/0.132 24 30.4

32 4 � 4 � 2 192 � 192 � 96 7.2 25.07 D 3.263/0.130 24 34.2

64 8 � 4 � 2 384 � 192 � 96 14.4 25.56 D 3.269/0.128 25 32.0

128 8 � 8 � 2 384 � 384 � 96 28.7 30.70 D 3.347/0.109 26 40.2

240 15 � 8 � 2 720 � 384 � 96 53.8 30.99 D 3.381/0.109 26 40.8

4 levels: T0; T1 D 4T0; T2 D 16T0; T3 D 48T0

Procs. T0 T3 D 48T0 d.o.f. (M) � D 
max=
min it. Time

8 2 � 2 � 2 96 � 96 � 96 1.8 10.81 D 3.815/0.348 20 27.2

16 4 � 2 � 2 192 � 96 � 96 3.6 11.65 D 4.141/0.355 20 29.6

32 4 � 4 � 2 192 � 192 � 96 7.2 10.18 D 4.137/0.406 19 31.0

64 8 � 4 � 2 384 � 192 � 96 14.4 9.95 D 4.117/0.414 19 33.1

128 8 � 8 � 2 384 � 384 � 96 28.7 9.96 D 4.089/0.411 19 34.8

240 15 � 8 � 2 720 � 384 � 96 53.8 9.95 D 4.083/0.410 19 36.0

are the elements of the coarse mesh T0. The finest mesh is then 48T0, since the
local mesh size is kept fixed at 483. The intermediate level meshes in case of 3
and 4 levels are T1 D 4T0 and T2 D 16T0. With these data, the global size of
the discrete Bidomain system increases then from 1.8 million d.o.f. for the smallest
domain with 8 subdomains to 53.8 million d.o.f. for the largest domain with 240
subdomains. In each of these cases, the last columns of Table 8.3 report the condition
number �, extreme eigenvalues 
max; 
min, iteration counts it: and cpu timings of the
PCG solver with MAS preconditioner. The same data are plotted in Fig. 8.3 vs.
the processor count. The results clearly show the scalability of the MAS operator,
since all the reported quantities seem to approach constant values as the number
of subdomains (hence processors) increases. As expected, these asymptotic values
improve with the number of levels, since for increasing L the MAS preconditioner
becomes more powerful.

Table 8.4 reports the results of a scaled speedup test run recently on the BlueGene
Q cluster of the CINECA consortium (www.cineca.it). The preconditioner consid-
ered is the MAS(4), the domains are portions of a truncated ellipsoid, the number
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Fig. 8.3 Test MAS-3D-2. Scalability of 2, 3, 4 level MAS: condition numbers and iteration counts
reported in Table 8.3

Table 8.4 Test MAS-3D-2.
Weak scaling for MAS(4)
solvers on ellipsoidal
structured meshes, run on the
BlueGene Cluster

MAS(4)
Procs d.o.f. � D 
M=
m it. Time

64 4 319 890 41.85 D 8.70/2.08e-1 43 5.65

128 8 553 474 33.41 D 6.79/2.03e-1 39 5.57

256 17 040 642 36.37 D 6.81/1.87e-1 40 5.70

512 33 949 186 27.37 D 5.16/1.88e-1 36 5.48

1 024 67 766 274 29.53 D 5.16/1.75e-1 36 5.69

2 048 135 268 866 27.56 D 5.08/1.84e-1 34 8.50

4 096 270 274 050 28.91 D 5.09/1.76e-1 34 16.39

8 192 540 021 250 25.03 D 5.10/2.04e-1 32 16.51

16 384 1 079 515 650 26.55 D 5.11/1.92e-1 32 17.39

Average condition number (�), extreme eigenvalues (
M , 
m),
PCG iteration count (it) and CPU time in seconds (time) per time
step

Table 8.5 Test MAS-3D-3. Increasing number of levels L for fixed coarse mesh T0 D 8 � 8 � 2
(486 d.o.f.) and fine mesh TL�1 D 48T0 D 384 � 384 � 96 (28.7M d.o.f.), intermediate meshes
TiC1 D 2Ti ; ellipsoidal domain of Fig. 8.1, fixed number of processors D 128

L Meshes � D 
max=
min it. Time

2 T0; 48T0 150.31 D 2.413/0.016 43 66.2

3 T0; 2T0; 48T0 86.55 D 3.375/0.039 38 158.5

4 T0; 2T0; 4T0; 48T0 43.31 D 4.374/0.101 33 124.9

5 T0; 2T0; 4T0; 8T0; 48T0 17.82 D 5.118/0.287 24 139.1

6 T0; 2T0; 4T0; 8T0; 16T0; 48T0 10.94 D 5.892/0.539 20 32.7

of processors varies from 64 to 16 384, while the number of d.o.f. increases from
4 million to about 1 billion.

Test MAS-3D-3. Increasing levels and fixed global size, ellipsoidal domain.
In Table 8.5, we fix the coarse mesh T0 D 8 � 8 � 2 (486 d.o.f.) and fine mesh
TL�1 D 48T0 D 384 � 384 � 96 (28.7M d.o.f.), hence the number of subdomains
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and processors are fixed to 128 (the number of coarse elements). We then vary the
number of levels L from 2 to 6, with intermediate meshes defined by TiC1 D 2Ti .
The ellipsoidal domain is the one of Fig. 8.1 decomposed into 128 subdomains. Both
the condition numbers and iteration counts improve considerably when the number
of levels increases, because the improvement of the minimum eigenvalues more than
compensate a slight increase of the maximum eigenvalue.

Test MAS-3D-4. Scaled speedup with variable overlap and ILU/LU local
solvers, cartesian slab. We now focus on the effect of two variables that we have
kept fixed so far: the overlap size ık and the use of inexact/exact local solvers.
Therefore, we repeat a scaled speedup test as in Table 8.1 but on slab domains and
with smaller subdomain size 163 in order to be able to run our MAS preconditioner
with exact LU local solvers. The finest mesh is then always TL�1 D 16T0, while
the intermediate meshes for L D 3; 4 are 2T0 and 4T0. Table 8.6 reports the

Table 8.6 Test MAS-3D-4. Iteration counts and condition numbers of 2, 3, 4 level MAS: scaled
speedup with fixed subdomain size 16 � 16 � 16 and varying overlap size ık D 1; 2; 4 � hk , with
inexact ILU(0) local solvers (in brackets exact LU local solvers)

2 levels: T0; T1 D 16T0

ık D hk ık D 2 � hk ık D 4 � hk
Procs. T0 it. � it. � it. �

8 2 � 2 � 2 38 (23) 104.5 (36.1) 39 (17) 85.3 (14.6) 34 (14) 58.7 (10.2)

18 3 � 3 � 2 47 (24) 143.4 (51.5) 49 (18) 129.1 (19.6) 37 (16) 72.0 (12.3)

32 4 � 4 � 2 45 (21) 123.3 (33.1) 41 (17) 96.9 (17.2) 39 (17) 80.3 (12.6)

50 5 � 5 � 2 45 (21) 148.1 (30.1) 41 (17) 96.8 (16.7) 43 (18) 95.9 (13.9)

72 6 � 6 � 2 41 (20) 117.2 (27.5) 42 (18) 97.9 (19.1) 43 (18) 97.3 (13.9)

128 8 � 8 � 2 39 (20) 92.0 (24.5) 42 (18) 100.8 (17.5) 44 (17) 95.4 (11.5)

3 levels: T0; T1 D 2T0; T2 D 16T0

ık D hk ık D 2 � hk ık D 4 � hk
Procs. T0 it. � it. � it. �

8 2 � 2 � 2 18 (14) 11.6 (6.5) 18 (12) 10.5 (4.6) 17 (12) 9.7 (3.7)

18 3 � 3 � 2 19 (14) 13.3 (6.6) 18 (13) 12.0 (4.8) 18 (13) 11.6 (5.1)

32 4 � 4 � 2 19 (14) 13.6 (6.4) 19 (13) 12.9 (5.0) 19 (13) 12.2 (4.4)

50 5 � 5 � 2 19 (14) 13.6 (6.1) 19 (14) 12.9 (4.9) 19 (13) 12.3 (4.9)

72 6 � 6 � 2 19 (14) 13.4 (6.1) 19 (14) 12.8 (4.8) 19 (13) 12.1 (5.2)

128 8 � 8 � 2 19 (14) 13.5 (6.0) 19 (13) 12.8 (4.7) 19 (14) 12.0 (4.6)

4 levels: T0; T1 D 2T0; T2 D 4T0; T3 D 16T0

ık D hk ık D 2 � hk ık D 4 � hk
Procs. T0 it. � it. � it. �

8 2 � 2 � 2 18 (16) 8.9 (8.1) 18 (16) 8.9 (7.3) 18 (16) 8.3 (6.7)

18 3 � 3 � 2 20 (18) 14.6 (12.3) 20 (18) 14.4 (10.9) 19 (17) 13.9 (8.2)

32 4 � 4 � 2 17 (17) 7.5 (7.9) 17 (16) 7.2 (7.8) 17 (16) 7.0 (7.8)

50 5 � 5 � 2 17 (17) 7.4 (7.5) 17 (16) 7.1 (7.3) 17 (16) 6.8 (7.2)

72 6 � 6 � 2 17 (17) 7.3 (7.1) 16 (16) 7.0 (6.9) 16 (16) 6.7 (6.8)

128 8 � 8 � 2 16 (16) 7.3 (6.6) 16 (16) 7.0 (6.3) 16 (16) 6.7 (6.1)
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Fig. 8.5 Test MAS-3D-4. Scalability of 2, 3, 4 level MAS with LU local solvers and variable
overlap ık D 1; 2; 4 �hk : condition numbers (left) and iteration counts (right) reported in Table 8.6

iteration counts and condition numbers of 2, 3, 4 level MAS with inexact ILU(0)
local solvers; in brackets are the same quantities for MAS with exact LU local
solvers. We consider three cases of increasing overlap size ık D 1; 2; 4 � hk . The
ILU(0) results are then plotted in Fig. 8.4, and the LU results in Fig. 8.5, where the
2, 3, 4 level data are denoted by ı; ?; : : :, respectively. The scalability of the MAS
preconditioner is evident in all cases; as expected, the LU results are better than
the ILU(0) results and increasing the overlap size improves the conditioning of the
preconditioned operator but only by a marginal amount when L > 2 (in fact the
iteration counts are basically independent of ı for L > 2), except in the 2-level
ILU(0) case, where the results are a bit erratic. Increasing the levels improve the
results in the ILU(0) case, but in the LU case the 3-level MAS seems to be slightly
better conditioned than the 4-level MAS for this choice of meshes and parameters.
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8.5.2 Multiplicative and Hybrid Preconditioners

In this section, we study numerically the behavior of a hybrid variant BMHS of
the multilevel additive Schwarz preconditioner BMAS. This variant is multiplicative
among the levels and additive in the levels (see [489]). We recall the same notations
used in Sect. 8.4. Let Tk , k D 0; : : : ; L � 1 be a family of nested triangulations
of ˝H , coarsening from L � 1 to 0, and Ak the matrix obtained discretizing (8.2)
on Tk : so AL�1 D Abid. Rk are the restriction operators from TkC1 to Tk . We
decompose each grid Tk into Nk overlapping subdomains˝

0

km for m D 1; : : : ; Nk ,
such that the overlap ık at level k D 1; : : : ; L � 1 is equal to the mesh size hk of
the grid Tk . Let Rkm be the restriction operator from Tk to ˝

0

km and Akm the local
stiffness matrix of subdomain ˝

0

km. The action of this Multilevel Hybrid Schwarz
(MHS) preconditioner on a given residual r D rL�1 is given by:

uL�1  
NL�1X
mD1

RTL�1mA�1
L�1mRL�1mrL�1

rL�2  RL�2.rL�1 �AL�1uL�1/

uL�2  
NL�2X
mD1

RTL�2mA�1
L�2mRL�2mrL�2

: : :

u0  A�1
0 r0

u1  u1 CRT0 u0

u1  u1 C
N1X
mD1

RT1mA
�1
1mR1m.r1 � A1u1/

: : :

uL�1  uL�1 CRTL�2uL�2

uL�1  uL�1 C
NL�1X
mD1

RTL�1mA�1
L�1mRL�1m.rL�1 �AL�1uL�1/

u uL�1

In the following, we will denote the MHS preconditioner with L levels MHS(L).
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Fig. 8.6 Test MHS-2D-1. Patterns of level lines of the transmembrane and extracellular potentials
during the excitation phase (t D 25ms after the stimulus). Reported below each panel are the
minimum, maximum and step in mV of the displayed map

8.5.2.1 MHS: Two-Dimensional Domains

Test MHS-2D-1. Fixed global size, increasing number of subdomains, square
domain. We simulate the initial depolarization of a square section of cardiac tissue,
having dimensions of 2:56�2:56 cm2, applying a stimulus of 200mA=cm3 for 1 ms
on a small area of 2 � 2 elements at a vertex of the domain, see Fig. 8.6. The two-
dimensional conductivity tensors are given by

Di;e D
	
�i;el 0

0 �i;en



:

The global mesh is fixed to be of 256�256 elements (132 098 unknowns), 512�512
elements (526 338 unknowns) and 1 024 � 1 024 elements (2 101 250 unknowns).
The cases of 4, 16, 64 subdomains (processors) and 2–7 levels are considered. The
model is run for 200 time steps of 0.05 ms, i.e. for a time interval of 10 ms on
the CLX Linux cluster. In Tables 8.7 and 8.8, we report the average number of
PCG iterations per time step, the average condition number and the average time
needed to solve the linear system. The results show the scalability of the MHS
preconditioner, since both the condition numbers and the iteration counts remain
almost constant when the number of subdomains and levels increase.

Test MHS-2D-2. Increasing levels and increasing global size, square domain.
The aim of this test is to study the behavior of the preconditioner increasing the
number of levels from 2 to 9. The size of the fine mesh varies form 4 � 4 elements
(50 unknowns) with 2 levels to 512 � 512 elements (526 338 unknowns) with 9
levels, hence the dimensions of the square domain increase from 0:04 � 0:04 to
5:12 � 5:12 cm2. The number of subdomains (and processors) is kept fixed to 4. As
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Table 8.7 Test MHS-2D-1. Condition numbers, iteration counts, cpu timings for 2, 3, 4 level
MHS. Fixed global size, increasing the number of subdomains, square domain

2 levels 3 levels 4 levels
Procs. Mesh � it. Time � it. Time � it. Time

4 2562 1.05 4 2:93 1.05 4 1:17 1.05 4 0.98

16 2562 1.04 4 0:84 1.05 4 0:43 1.05 4 0.35

64 2562 1.04 4 0:68 1.05 4 0:43 1.05 4 0.35

4 5122 1.04 2 15:04 1.05 3 3:60 1.05 3 3.14

16 5122 1.04 2 4:02 1.05 3 1:25 1.05 3 1.15

64 5122 1.04 2 1:44 1.05 3 0:61 1.05 3 0.50

4 1 0242 1.06 2 81:89 1.07 2 21:96 1.07 2 14.20

16 1 0242 1.06 2 20:71 1.07 2 6:08 1.07 2 3.91

64 1 0242 1.06 2 6:91 1.07 2 1:98 1.07 2 1.29

Table 8.8 Test MHS-2D-1. Same format as in Table 8.7 for 5, 6, 7 level MHS

5 levels 6 levels 7 levels
Procs. Mesh � it. Time � it. Time � it. Time

4 2562 1.05 4 0:98 1.06 4 0:98 1.06 4 0.98

16 2562 1.05 4 0:38 1.05 4 0:33 1.05 4 0.36

64 2562 1.05 4 0:37 1.12 5 0:36 – – –

4 5122 1.05 3 3:10 1.05 3 3:08 1.05 3 3.09

16 5122 1.05 3 0:84 1.05 3 0:95 1.05 3 0.95

64 5122 1.05 3 0:47 1.05 3 0:43 1.05 3 0.57

4 1 0242 1.07 3 14:55 1.07 3 13:20 1.07 3 13.26

16 1 0242 1.07 3 3:44 1.07 3 3:23 1.07 3 3.28

64 1 0242 1.07 3 1:19 1.07 3 1:30 1.07 3 1.28

in the previous tests, we run the model for 10 ms after the stimulus. Table 8.9 reports
the average minimum and maximum eigenvalues, the average condition number, the
average number of PCG iterations and the average solving time per time step. The
condition numbers and iteration counts do not grow with increasing L, in spite of
the strong growth of the problem size. Of course, the cpu timings reported in the
last column grow because the global problem size grow, due to the growth of the
subdomain size on the finest mesh.

Test MHS-2D-3. Scaled speedup on square domains. In this test, we vary the
number of subdomains from 4 to 64, keeping fixed the local mesh in each subdomain
to 64� 64 elements (8 450 unknowns), hence varying the global number of degrees
of freedom (d.o.f.) from 33 800 in the smallest case with 4 subdomains to 540 800 in
the largest with 64 subdomains. The number of levels varies from 2 to 7. As in test
MHS-2D-1, we simulate the initial depolarization of a myocardial section, running
the model for 200 time steps on the CLX cluster of CINECA. Tables 8.10 and 8.11
report the average number of PCG iterations and the average solving time per time
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Table 8.9 Test MHS-2D-2. Increasing number of levels L for square domains with increasing fine
meshes TiC1 D 2Ti starting with a fixed coarse mesh T0 D 2 � 2; fixed number of processors D 4

L Meshes d.o.f. � D 
max=
min it. Time

2 T0; 2T0 50 1.16 D 1.05/0.90 4 0.01

3 T0; 2T0; 4T0 162 1.05 D 1.01/0.97 3 0.01

4 T0; 2T0; 4T0; 8T0 578 1.04 D 1.00/0.97 3 0.02

5 T0; 2T0; 4T0; 8T0; 16T0 2 178 1.04 D 1.00/0.97 3 0.03

6 T0; 2T0; 4T0; 8T0; 16T0; 32T0 8 450 1.05 D 1.01/0.96 4 0.08

7 T0; 2T0; 4T0; : : : ; 32T0; 64T0 33 282 1.05 D 1.01/0.96 4 0.25

8 T0; 2T0; 4T0; : : : ; 64T0; 128T0 132 098 1.05 D 1.01/0.96 4 0.99

9 T0; 2T0; 4T0; : : : ; 128T0; 256T0 526 338 1.01 D 1.00/0.99 3 3.12

Table 8.10 Test MHS-2D-3. Condition numbers, iteration counts, cpu timings for 2, 3, 4 level
MHS. Scaled speedup with fixed subdomain size 64 � 64 on square domains

2 levels 3 levels 4 levels
Procs. d.o.f. � it. Time � it. Time � it. Time

4 33 800 1.04 4 0.46 1.05 4 0.25 1.05 4 0.25

9 76 050 1.04 4 0.63 1.04 4 0.33 1.05 4 0.32

16 135 200 1.05 4 0.87 1.05 4 0.43 1.05 4 0.45

25 211 250 1.05 4 1.07 1.05 4 0.51 1.05 4 0.45

36 304 200 1.05 4 1.43 1.05 4 0.53 1.05 4 0.55

49 414 050 1.05 4 1.57 1.05 4 0.66 1.05 4 0.66

64 540 800 1.05 4 1.94 1.05 4 0.86 1.05 4 0.75

Table 8.11 Test MHS-2D-3. Same format as in Table 8.10 for 5, 6, 7 level MHS

5 levels 6 levels 7 levels
Procs. d.o.f. � it. Time � it. Time � it. Time

4 33 800 1.05 4 0.23 1.05 4 0.25 1.05 4 0.26

9 76 050 1.04 3 0.29 1.05 4 0.28 1.05 4 0.30

16 135 200 1.05 4 0.37 1.05 4 0.33 1.05 4 0.36

25 211 250 1.05 4 0.40 1.05 4 0.41 1.05 4 0.43

36 304 200 1.05 4 0.44 1.05 4 0.44 1.07 4 0.43

49 414 050 1.05 4 0.53 1.05 4 0.48 1.08 4 0.50

64 540 800 1.05 4 0.66 1.05 4 0.55 1.09 5 0.58

step. We observe that, in this case too, both condition numbers and iteration counts
remain constant when increasing the number of subdomains and levels.

8.5.2.2 MHS: Three-Dimensional Domains

Test MHS-3D-1. Increasing levels and increasing global size, cartesian slab. As
in test MAS-3D-1 of the previous section, the behavior of the MHS preconditioner
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Table 8.12 Test MHS-3D-1. Increasing number of levels L for cartesian slabs with increasing fine
meshes TiC1 D 2Ti starting with a fixed coarse mesh T0 D 4 � 4 � 2; fixed number of processors
D 32

L Meshes d.o.f. � D 
max=
min it. Time

3 T0; 2T0; 4T0 5 202 1.97D1.18/0.60 7 0.13

4 T0; 2T0; 4T0; 8T0 37 026 1.53D1.03/0.67 5 0.27

5 T0; 2T0; 4T0; 8T0; 16T0 278 850 1.46D1.01/0.68 5 0.94

6 T0; 2T0; 4T0; 8T0; 16T0; 32T0 2.1M 1.34D1.01/0.74 5 5.9

Table 8.13 Test MHS-3D-2. Condition numbers, iteration counts, cpu timings for 3, 4 level MHS.
Scaled speedup with fixed subdomain size 48 � 48 � 48 on the ellipsoidal domains of Fig. 8.1

3 levels 4 levels
Procs. d.o.f. (M) � it. Time � it. Time

8 1:8 1.17 4 19:11 1.18 4 16.67

16 3:6 1.17 4 21:21 1.18 4 19.82

32 7:2 1.18 4 21:86 1.20 5 20.57

64 14:4 1.18 4 23:8 1.20 5 21.32

128 28:7 1.30 5 25:83 1.30 5 22.02

240 53:8 1.30 5 28:27 1.30 5 23.13

is studied here increasing the number of levels from 3 to 6. We consider again a
slab domain. The size of the fine mesh varies form 16 � 16 � 8 elements (5 202
d.o.f.) with 3 levels to 128 � 128 � 64 elements (2 163 330 unknowns) with 6
levels, hence the dimensions of the slab domain increase from 0:16� 0:16� 0:08 to
1:28 � 1:28 � 0:64 cm3. The number of subdomains (and processors) is kept fixed
to 32 D 4 � 4 � 2. We run the model for 0.5 ms after the stimulus. Table 8.12
reports the average minimum and maximum eigenvalues, the average condition
number, the average number of PCG iterations and the average solving time per
time step. As in the two-dimensional case, the condition number and the iteration
counts are independent of the number of levels, result that confirms the optimality
of the MHS(L) preconditioner.

Test MHS-3D-2. Scaled speedup on ellipsoidal domains. We consider in this
case an ellipsoidal geometry (See Fig. 8.1). We vary the number of subdomains
from 8 to 240, keeping fixed the local mesh in each subdomain to 48 � 48 � 48
nodes (221 184 unknowns), hence varying the global number of degrees of freedom
(d.o.f.) from 1:7 � 106 in the smallest case with 8 subdomains to 5:3 � 107 in
the largest with 240 subdomains. We simulate the initial depolarization phase for
0.5 ms, i.e. 10 time steps. The number of levels varies from 3 to 6. Tables 8.13
and 8.14 report the average condition number, the average number of PCG iterations
and the average solving time per time step. These results show the scalability of the
MHS preconditioner also in a three-dimensional deformed domain. The condition
numbers and iteration counts are essentially the same for MHS with 3,4,5 levels
and only marginally larger with 6 levels. The best performance in term of CPU time



8.5 Numerical Results for Multilevel Schwarz Preconditioners 239

Table 8.14 Test MHS-3D-2.
Same format as in Table 8.13
for 5, 6 level MHS

5 levels 6 levels
Procs. d.o.f. (M) � it. Time � it. Time

8 1:8 1.18 4 15.98 1.38 5 16.86

16 3:6 1.18 4 16.97 1.38 5 17.07

32 7:2 1.21 5 21.71 1.43 6 21.32

64 14:4 1.21 5 21.62 1.39 5 20.96

128 28:7 1.30 5 21.36 1.56 6 22.81

240 53:8 1.30 5 22.82 1.56 6 24.65

Table 8.15 Test MHS-3D-3. Presence of transmural ischemia: comparison of the three precon-
ditioners BJ, MG(5) and MHS(5) in presence of discontinuous conductivity coefficients due to
ischemia

BJ MG(5) MHS(5)
Procs. � it. time � it. Time � it. Time

8 3 060 156 33:61 2.86 9 16:58 2.33 8 16.73

16 3 384 163 17:48 2.96 10 10:64 2.39 8 8.58

32 3 500 167 10:16 2.95 10 5:14 2.41 8 5.47

64 4 268 183 5:68 3.35 11 3:47 2.83 9 3.44

seems to be attained with 5 levels, hence in the following tests we focus on the
MHS(5).

Test MHS-3D-3. Presence of transmural ischemia. The domain considered
in this case is an anisotropic slab of dimensions 1:28 � 1:28 � 0:32 cm3, with a
transmural ischemic region of dimensions 0:32�0:32�0:32 cm3 located at the center
of the slab. The portion of tissue is discretized by a cartesian grid of 128� 128� 32
elements (1 098 306 unknowns). The excitation process is started by applying a
stimulus of 200�A=cm3 for 1ms on a small area of 2�2�2 elements at a vertex of
the endocardium. The ischemic condition is modeled by increasing the extracellular
concentration of potassium in the LR1 model from 5.4 mV (control) to 20 mV
(ischemia) (see [569]) and reducing the conductivity coefficients in the ischemia
region as indicated in Table 8.1 (see [235]), hence the conductivity coefficients
present discontinuities on the boundaries of the ischemic region and this makes the
resolution more difficult. See also Chap. 3 for more details on modeling ischemic
conditions.

We compare MHS(5) with the standard one-level Block Jacobi preconditioner
(BJ) and the multigrid preconditioner with 5 levels (MG(5)) proposed in [552].
We observe that the hybrid method is also in this case scalable and comparable
to (sometimes better than) the multigrid preconditioner MG(5) (Table 8.15).
MHS-3D-4. Complete cardiac cycle. In this last test, we simulate a complete
heartbeat (400 ms, about 3 000 time steps) in a portion of ventricle having dimension
1:92 � 1:92 � 0:48 cm3, discretized by a cartesian grid of 192 � 193 � 49 nodes
(3:6 � 106 d.o.f.). We run the simulation on 36 processors of the Linux cluster of
Milan (cluster.mat.unimi.it). Table 8.16 reports the average PCG iterations per time
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Table 8.16 Test MHS-3D-4.
Complete cardiac cycle

Prec. it. Time (s) Total time

BJ 205 46:02 29 h 49 min

MG(5) 8 11:11 7 h 21 min

MHS(5) 6 9:67 6 h 26 min

it average PCG iterations per time step,
time average execution time per time step
in seconds, total time total simulation time
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Fig. 8.7 Test MHS-3D-4. Time evolution of the PCG iterations with BJ preconditioners (left) and
multilevel preconditioners MG(5), MHS(5) (right)
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Fig. 8.8 Test MHS-3D-4. Patterns of level lines of the transmembrane and extracellular potentials
during the excitation phase (t = 40 ms). Reported below each panel are the minimum, maximum
and step in mV of the displayed map

step, the average execution time per time step and the total simulation time. The
detailed iteration counts as function of time during the complete heartbeat are shown
in Fig. 8.7 (left panel for BJ and right panel for MG(5) and MHS(5)). Figure 8.8
shows the spatial maps of the transmembrane and extracellular potentials computed
40 ms after the stimulus was given at a vertex of the domain, i.e. during the
excitation phase. Figure 8.9 shows the transmembrane and extracellular potentials
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Fig. 8.9 Test MHS-3D-4. Time evolution at a fixed point of the transmembrane and extracellular
potentials, computed with the three methods

computed in a fixed point of the domain by the three methods (the three plots are
indistinguishable because superimposed). MHS(5) reduces the computational time
of about 78 and 12%, compared to BJ and MG(5) respectively.

8.6 Block Preconditioners for the Bidomain System

Block preconditioners can be used, and combined with Schwarz preconditioners,
for both the parabolic-parabolic (PP, see 3.42) and parabolic-elliptic (PE, see 3.43)
formulations of the Bidomain system. Such block preconditioners for the Bidomain
system have been studied e.g. in [373, 379, 381, 382].

We recall that after the time and space discretization described in Chap. 7, the
Bidomain discrete systems in both PP (7.5) and PE (7.6) formulations involve
matrices with a 2 � 2 block structure

APP D
	
MC Ai �M
�M MC Ae



; APE D

	
MCAi Ai

Ai A



;

where  D �Cm
�

is proportional to the inverse time step size, see (7.9).

8.6.1 Block-Diagonal and Block-Factorized Bidomain
Preconditioners

Denoting by

A D
	

A11 A12

A12 A22
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either one of APP, APE, we will consider the following classical block precondition-
ers for A (see Axelsson [20]):

• The block-diagonal preconditioner

BD D
	

B1 0
0 B2



I (8.38)

• The block-factorized preconditioner

BF D
	

I 0

A12B�1
1 I


 	
B1 A12

0 B2



: (8.39)

The main abstract results for these preconditioners are given in the following two
propositions, see Axelsson [20] for a proof. For both propositions, we define the
constant

2 D sup
v2RnnKer.A22/

vTA12A�1
11 A12v

vTA22v
(8.40)

and the function 	.x/ D 1
2
.1C x/C

q
1
4
.1 � x2/C x2.

Proposition 8.1 (Axelsson [20, Th. 9.3]). If ˛1A11 � B1 � ˛2A11, ˇ1A22 � B2 �
ˇ2A22, with ˛2 � ˇ2, then

�.B�1
D A/ � ˛2

˛1.1 � 2/	
�
˛1

ˇ1

�
	

�
ˇ2

˛2

�
:

Proposition 8.2 (Axelsson [20, Th. 9.5]). If ˛1A11 � B1 � ˛2A11, ı1A22 � S2 �
ı2A22, where S D B2 C A12B�1

1 A12, with ˛2 � 1 � ˛1 > 2, ı2 � 1 � ı1 > 2,
then


min.B
�1
F A/ �

�
1C maxf˛2; ı2g � 1

1 � 2 	.r2/

��1
;

where r2 D minf ˛2�1
ı2�1 ;

ı2�1
˛2�1g, and ˛2 > 1 and/or ı2 > 1,


max.B
�1
F A/ �

�
1 � 1 �minf˛1; ı1g

1 � 2 	.r1/

��1
;

where r1 D minf 1�˛1
1�ı1 ;

1�ı1
1�˛1 g, and ˛1 < 1 and/or ı1 < 1.
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We now define the diagonal blocks B1;B2 of our block precondition-
ers (8.38), (8.39) as scalar overlapping Schwarz preconditioners for each scalar
component. Therefore, for the PP formulation, we define:

B�1
1 D scalar B�1

MAS preconditioner for ctMC Ai ;

B�1
2 D scalar B�1

MAS preconditioner for ctMC Ae; (8.41)

while for the PE-formulation, we define

B�1
1 D scalar B�1

MAS preconditioner for ctMC Ai ;

B�1
2 D scalar B�1

MAS preconditioner for Ai C Ae: (8.42)

We could also build our scalar blocks using the hybrid multilevel preconditioner
B�1

MHS instead of B�1
MAS.

The following convergence rate bound for the block-diagonal preconditioner can
be found in [373].

Lemma 8.6. For both Bidomain PP and PE formulations (A D APP or A D APE),
the condition number of the block-diagonal preconditioned operator with MAS
scalar blocks (8.41), (8.42) is bounded by

�.B�1
D A/ � c max

1�k�L�1

�
1C hk�1

ık

�
1C 
1�  :

This result shows that in addition to the standard domain decomposition param-
eters, convergence with the block-diagonal preconditioner BD depends on the
parameter  , which in turn depends only on the original Bidomain blocks. The
following estimates on 2 can be found in [381]:

(a) For the PP formulation, 2 � .1 C 
min.Ae;M//�1, where 
min.Ae;M/ is
the minimum eigenvalue of AeM�1 (see [381, Lemma 4.3]) and numerical
experiments show that  is very close to 1, so the bound of Lemma 8.6 might
be large and convergence slow;

(b) For the PE formulation, 2 � .1 C 
min.Ae;Ai //
�1, where 
min.Ae;Ai / is

the minimum eigenvalue of AeA�1
i (see [381, Lemma 4.1]) and numerical

experiments seem to indicate that  is close to 1=2, so the bound of Lemma 8.6
is satisfactory.

The following convergence rate bound for the block-factorized preconditioner
can be found in [373].

Lemma 8.7. For both Bidomain PP and PE formulations (A D APP or A D APE),
the extreme eigenvalues of the block-factorized preconditioned operator with MAS
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scalar blocks (8.41), (8.42) are bounded by


min.B
�1
F A/ �

0
BB@1C 2

c max
1�k�L�1

�
1C hk�1

ık

�
CNc

1 � 2

1
CCA

�1

;


max.B
�1
F A/ �

�
1 � 1 � .Nc C 1/

�1

1 � 
��1

:

These bounds are pessimistic because, due to Prop. 8.2, they require that 2 < ı1
and predict a large condition number when 2 approaches ı1, while our numerical
results seem to indicate that the same considerations on  for the block-diagonal
case also hold for the block-factorized case.

8.6.2 Numerical Results with Block Preconditioners

In this section, we present the results of parallel numerical experiments performed
on Linux Clusters using the parallel library PETSc [24, 25], from the Argonne
National Laboratory.

The Parabolic-Parabolic (PP) and Parabolic-Elliptic (PE) formulations of the
Bidomain system coupled to the LR1 model are integrated by the Implicit-Explicit
Method described in the previous sections. The values of the coefficients and
parameters in the LR1 model are given in the original paper [308]. The linear
system at each time step is solved by the preconditioned conjugate gradient (PCG)
method, using as stopping criterion a 10�4 reduction of the residual l2-norm.
We precondition the PCG iteration by the multilevel Schwarz preconditioner in
either its additive version MAS(L) with L levels defined in (8.34) or its hybrid
version MHS(L), studied in [458, 459]. These preconditioners are employed both
as coupled preconditioners for the whole PP and PE Bidomain systems and as block
preconditioners in the block-diagonal and block-factorized preconditioners. Inexact
ILU(0) local solvers are used for the local problems on the subdomains.

Domain geometry and fiber structure. The domain ˝ is the image of a
cartesian slab using ellipsoidal coordinates, yielding a portion of truncated ellipsoid
(see Fig. 8.10). The family of truncated ellipsoids is described by the parametric
equations

8<
:
x D a.r/ cos � cos	 	min � 	 � 	max;

y D b.r/ cos � sin	 �min � � � �max;

z D c.r/ sin � 0 � r � 1;
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procs. 8 16 128 256
2 · 2 · 2 4 · 2 · 2 8 · 8 · 2 16 · 8 · 2

96 ·96 ·96 192·96 ·96 384 ·384 ·96 768 ·384 ·96
d.o.f. 1.8M 3.6M

32
4 · 4 · 2

192 ·192 ·96
7.2M

64
8 · 4 · 2

384 ·192 ·96
14.4M 28.7M 57.4M

Fig. 8.10 Mesh parameters for weak scaling Tests 1 and 2

where a.r/ D a1Cr.a2�a1/; b.r/ D b1Cr.b2�b1/; c.r/ D c1Cr.c2�c1/; and
ai ; bi ; ci ; i D 1; 2 are given coefficients determining the main axes of the ellipsoid.
The fibers rotate intramurally linearly with the depth for a total amount of 120ı
proceeding counterclockwise from epicardium to endocardium. More precisely, in
a local ellipsoidal reference system .ue	; ue� ; uer /, the fiber direction al .x/ at a point
x is given by

al .x/ D ue	 cos˛.r/Cue� sin ˛.r/; with ˛.r/ D 2

3
�.1�r/��

4
; 0 � r � 1:

Conductivity coefficients. The values of the conductivity coefficients used in all
the numerical tests are the following:

�il D 3 � 10�3 ��1 cm�1 �el D 2 � 10�3 ��1 cm�1

�it D 3:1525 � 10�4 ��1 cm�1 �et D 1:3514 � 10�3 ��1 cm�1

�in D 3:1525 � 10�5 ��1 cm�1 �en D 6:757 � 10�4 ��1 cm�1:

Mesh hierarchy. We denote the cartesian mesh used to discretize our domains
by T D Ti �Tj �Tk , indicating the number of elements in each coordinate direction.
This notation applies to both fine and coarse meshes. When we scale up the mesh by
a factor c, for brevity we define cT D cTi � cTj � cTk , i.e. the number of elements
in cT is c3 times the number of elements in T . Figure 8.10 shows the domains
used in our parallel tests described below, reporting for each test the number of
processors (procs.), the coarse mesh (T0), the fine mesh (TL�1), and the number of
degrees of freedom (d.o.f). Our tests will range from 1.8 million d.o.f. on 8 procs.
to 57.4 million d.o.f. on 256 procs.

Stimulation site, initial and boundary conditions. The depolarization process
is started by applying a stimulus of Iapp D 200mA=cm3 lasting 1 ms on the face of
the domain modeling the endocardial surface. The initial conditions are at resting
values for all the potentials and LR1 gating variables, while the boundary conditions
are for insulated tissue. In all simulations, the fine mesh size is h D 0:01 cm. The
time step size is �t D 0:05ms.
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Fig. 8.11 Test 1, weak scaling on ellipsoidal domains of Fig. 8.10 for PP formulation with
coupled, diagonal and factorized MHS(4) preconditioners. Top: table with condition numbers (�),
extreme eigenvalues (
max; 
min), iteration counts (it.) for each preconditioner as a function of the
number of processors/subdomains (procs). Bottom: plots of condition numbers (left) and iteration
counts (right) from the table above

8.6.2.1 Test 1: Weak Scaling for Coupled, Diagonal, Factorized MHS
Preconditioners Applied to the PP Formulation

In this test, we compare the performance of coupled, diagonal, factorized MHS
preconditioners applied to the PP formulation. In the table of Fig. 8.11, a weak
scaling test on increasing ellipsoidal domains is considered. The number of levels is
kept fixed to 4. The results show that the MHS-coupled preconditioner is completely
scalable, with the PCG iterations which remain constant when increasing the
number of processors. On the other hand, both diagonal and factorized MHS
preconditioners are not scalable, because condition numbers and PCG iterations
increase considerably when the number of processors grows.

8.6.2.2 Test 2: Weak Scaling for Coupled, Diagonal, Factorized MHS
Preconditioners Applied to the PE Formulation

As in Test 1, we compare here the performance of coupled, diagonal, factorized
MHS preconditioners, but applied to the PE formulation. The same weak scaling
test on increasing ellipsoidal domains is considered, as in the previous Test 1.
The number of levels is kept fixed to 4. The results in the table of Fig. 8.12
show that now the coupled, diagonal and factorized MHS preconditioners are
all completely scalable, with the PCG iterations which remain bounded when
increasing the number of processors. The best convergence is achieved by the MHS-
coupled preconditioner (4 PCG iterations), the worst by the MHS-diagonal (21 PCG
iterations).
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Fig. 8.12 Test 2, weak scaling on ellipsoidal domains of Fig. 8.10 for PE formulation with
coupled, diagonal and factorized MHS(4) preconditioners. Top: table with condition numbers (�),
extreme eigenvalues (
max; 
min), iteration counts (it.) for each preconditioner as a function of the
number of processors/subdomains (procs). Bottom: plots of condition numbers (left) and iteration
counts (right) from table above

8.6.2.3 Test 3: Strong Scaling for Coupled, Diagonal, Factorized MHS
Preconditioners Applied to the PP and PE Formulations

In this strong scaling (standard speedup) test, we compare again the performance
of coupled, diagonal, factorized MHS preconditioners applied to both PP and PE
formulations. The number of levels is kept fixed to 4. The cardiac domain ˝ is the
portion of ellipsoid in Fig. 8.10, discretized by a fine mesh of 128 � 128 � 64 finite
elements, for a total amount of 2 163 330 dof. Since this is a strong scaling test,
the fine mesh is fixed, while the number of subdomains (D number of processors)
increases from 8 to 512. In this way, the subdomain size is reduced when the number
of subdomains is increased. The simulation is run for 0.5 ms during the excitation
phase, i.e. for 10 time steps.

Table 8.17 reports the average condition number, PCG iterations count and CPU
time per time step. The results show that the coupled preconditioners for both PP
and PE formulations have comparable performances and they are better than the
block preconditioners, especially for the PP formulation. The speedups, defined
with respect to the base 8 processors run, are good for the coupled preconditioners
up to 128 processors (up to 64 processors they are even superlinear for the PP
formulation), while they degenerate with 256 and 512 processors, because the local
problems become too small and the increasing communication costs deteriorate the
parallel performance. The block preconditioners have a much worse performance in
the PP formulation (as already seen in Test 1), showing reasonable speedups up to 64
processors but degenerating rapidly afterward, with even negative return (decreasing
speedups) for 512 processors. For the PE formulation the block preconditioners
show better timings, initially even better than the coupled preconditioner since
each iteration of the latter is more expensive, but such timings worsen rapidly
after 128 processors and become triple the coupled preconditioner timings for 512
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Table 8.17 Test 3, strong scaling test on ellipsoidal domain for PP and PE formulations with
coupled, diagonal and factorized MHS(4) preconditioners

MHS(4)-coupled MHS(4)-diagonal MHS(4)-factorized
Procs. � it. Time � it. Time � it. Time

PP formulation

8 2.56 7 8.4 1.1e C 5 239 88.6 3.6e C 3 90 49.2

16 2.63 7 3.6 1.3e C 5 255 51.0 3.4e C 3 89 26.5

32 2.63 7 1.9 1.3e C 5 254 24.8 3.4e C 3 89 13.0

64 2.63 7 1.0 1.3e C 5 254 16.5 3.4e C 3 89 6.8

128 3.20 8 0.6 2.1e C 5 319 10.9 4.4e C 3 96 4.8

256 3.21 8 0.5 2.1e C 5 317 10.1 4.5e C 3 96 4.7

512 3.21 8 0.5 2.1e C 5 316 12.8 4.5e C 3 96 7.9

PE formulation

8 2.61 7 8.2 27.62 25 5.9 21.82 21 6.1

16 2.68 7 4.0 27.60 25 3.3 21.62 22 3.3

32 2.68 7 2.0 27.60 25 1.7 21.62 22 1.6

64 2.68 7 1.4 27.60 25 1.0 21.62 22 0.9

128 3.27 8 0.8 27.16 25 0.9 19.67 23 0.8

256 3.29 8 0.6 27.16 25 1.1 19.70 23 0.9

512 3.29 8 0.5 27.16 25 1.5 19.70 23 1.4

Condition numbers (�), iteration counts (it.) for each preconditioner, CPU times (time) in seconds
as a function of the number of processors/subdomains (procs)

processors. This is also confirmed by the low speedups that degenerate rapidly and
start decreasing already at 256 processors.

In conclusions, these results show that block preconditioners for the Bidomain PP
formulation are not scalable, while they are scalable for the PE formulation, but with
higher iteration counts and computational costs than the coupled preconditioner.
Therefore, in our parallel tests (with idealized ventricular geometries and structured
finite elements) multilevel Schwarz preconditioners seem to be more efficient when
applied as coupled rather than block Bidomain preconditioners.



Chapter 9
Simulation Studies of Cardiac Bioelectrical
Activity

Anisotropic Bidomain computer simulations have been used to study cardiac
conduction since the beginning of the 1980s. At that time, computational power
limited investigations to simple geometries corresponding to two-dimensional
sheets [28, 392] and idealized three-dimensional cylindrical domains, which for
symmetry reduce to two-dimensional domains [426, 434]. With the evolution
of computer technology and in particular the development of parallel computer
platforms, Bidomain numerical simulations of the cardiac bioelectrical activity
have become three-dimensional [101, 102, 226, 295, 397] and increasingly more
realistic [399, 452, 526, 530], allowing a wider range of investigations to elucidate
the mechanisms underlying the propagation of electrical impulse in cardiac tissue
under normal and pathological conditions.

In this chapter, we illustrate how the orthotropic Bidomain system described in
the previous chapters can be used to simulate and study the space-time evolution
of the most important phenomena in cardiac electrophysiology. We consider three-
dimensional blocks modeling a portion of ventricular wall. Three-dimensional
models have been developed also for atrial tissue, accounting for both spatial
heterogeneity and anisotropy and they have been coupled with a human torso to
simulate body surface maps and electrocardiograms; for studies focusing on the
propagation in normal and fibrillating atria, we refer to e.g. [17, 219, 253, 466].

In the following, we will focus on:

• The genesis of cardiac excitation and virtual electrode polarization;
• The anisotropic propagation of excitation and recovery fronts;
• The effects of cardiac heterogeneities on fronts propagation and APD

distribution;
• The morphology of electrograms;
• The computation of excitation and repolarization time markers;
• The effects of ischemic regions;
• The simulation of cardiac reentry phenomena.

© Springer International Publishing Switzerland 2014
P. Colli Franzone et al., Mathematical Cardiac Electrophysiology, MS&A 13,
DOI 10.1007/978-3-319-04801-7__9
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9.1 Cardiac Excitation and Virtual Electrode Phenomena

It is well known that the macroscopic electrical properties of the cardiac muscle
are markedly anisotropic. Experimental studies have confirmed that the Bidomain
representation of the cardiac tissue as superimposition of two continuous conductive
media, the intracellular and extracellular spaces, exhibits different anisotropy ratios
on the order of 2 and 10, with the intracellular domain the most anisotropic one; see
e.g. [100,277,420,421]. The development of optical mappings of cardiac transmem-
brane action potential, starting in the mid 1990s, has led to experimental studies by
several groups that have investigated the effects of unipolar extracellular cathodal or
anodal stimulations of cardiac tissue, see e.g. [156, 157, 281, 349, 480, 559]. These
studies have established that the stimulation by a unipolar electrode produces a
characteristic transmembrane pattern called virtual electrodes response.

After an anodal stimulus, the transmembrane potential distribution exhibits
a virtual anode (VA), i.e. negatively polarized (hyperpolarized) volume around
the stimulating electrode having a dog-bone shape, and by two virtual cathodes
(VCs), i.e. positively polarized (depolarized) regions adjacent to the concave part
of the hyperpolarized anodal dog-bone boundary, see e.g. Fig. 9.4. The central
dog-bone VA is aligned across the fiber direction, while the two adjacent VCs
are aligned along the fiber direction. Conversely, after a cathodal stimulus, the
polarity is reversed, i.e. the transmembrane potential pattern exhibits a central dog-
bone shaped VC aligned across fiber and two adjacent VAs aligned along fiber. It
is well known that only Bidomain models with unequal anisotropy ratios of the
intra- and extracellular media are able to generate the observed virtual electrode
polarization regions, see e.g. [469, 557]. Therefore, the experimental detection of
virtual electrode responses by [281,349,559] strongly supports the evidence for the
unequal anisotropy ratios assumption in Bidomain models; see the recent survey of
the Bidomain theory of pacing in [256].

The heart can be stimulated electrically in four different ways, see e.g. [146,207,
300, 301]:

• By turning on a negative current (cathode make, CM);
• By turning on a positive current (anode make, AM);
• By turning off of negative current (cathode break, CB);
• By turning off of positive current, (anode break, AB).

See Fig. 9.1 for a schematic illustration of these four cardiac stimulations.
In [427, 435], the Bidomain model with unequal anisotropic ratio was first

proposed and used to establish a theoretical framework able to explain the make
and break mechanisms of excitability in terms of the underlying virtual electrodes
polarization. The effects and features of make and break excitation mechanisms,
generated by unipolar extracellular cathodal or anodal stimulations, have been
subsequently investigated by simulation studies in [164,390,416,428–430,432,436,
450,451,486] and by experimental studies in [156,157,480,559]; see also the recent
surveys [256, 558] and the book [158].
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Fig. 9.1 Schematic illustration of the cathode make (CM), cathode break (CB), anode make (AM),
anode break (AB) excitation mechanisms

We briefly recall the main activation features of these mechanisms. With the
make stimulation, activation occurs with the stimulus onset either at the central VC
during cathodal stimulation (cathode make CM) or at the two VCs along the fiber
direction during anodal stimulation (anode make AM). With the break stimulation,
activation occurs after the stimulus termination at the two VAs during cathodal
stimulation (cathode break CB) or at the central VA during anodal stimulation
(anode break AB).

The break modes CB and AB generated by local electrode stimulation have been
confirmed by optical recordings and Bidomain simulations when a short stimulation
is delivered during the relative refractory period (systolic phase), whereas the make
modes CM and AM have been observed experimentally and simulated during the
diastolic phase. Many studies have underlined the important role played by the
anode break excitation in reentry induction mechanisms [429] and defibrillation
[11, 156, 157, 486, 525].

Here we focus on the 3D investigation of the excitation mechanisms associated
with an anodal stimulation, which can be generated only in tissues with unequal
anisotropy ratio. Additional simulations and results can be found in [131, 132].
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9.1.1 Methods and Parameter Calibration

The anisotropic Bidomain model. Let us consider a three-dimensional domain˝H

modeling the cardiac tissue, in contact with a conducting medium˝0, representing
either the intracavitary blood or an extracardiac bath. We define ˝ D ˝H [ ˝0

and S D @ \ @˝0 the common not insulated interface. The remaining interface
@˝ is assumed insulated. The evolution of the transmembrane potential v.x; t/,
extracellular potential ue.x; t/, extracardiac potential ub.x; t/, gating variables
w.x; t/ and ionic concentrations c.x; t/ is described by the macroscopic Bidomain
model:

8̂
ˆ̂̂̂̂
ˆ̂̂̂
<̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂:

cm@tv � div.Dirv/� div.Dirue/C iion.v;w; c/ D 0 in ˝H

@tw � R.v;w/ D 0; @t c � S.v;w; c/ D 0 in ˝H

� div.Di CDe/rue D divDirvC i eapp in ˝H

nTDir.vC ue/ D 0 on @˝H

� div �brub D i eapp in ˝ n˝H

ue D ub on @˝H

nTDerue D nT �brub on @˝H

nT �brub D 0 on @˝

(9.1)

with appropriate initial conditions on v.x; 0/;w.x; 0/ and c.x; 0/. Here cm and iion

denote the capacitance and the ionic current of the membrane per unit volume,
iapp represents the applied current per unit volume with the compatibility conditionR
˝
ieapp D 0, and �b is the conductivity coefficient of the extracardiac medium.
Choice of reference potential. The extracellular potential ue is defined up to

an independent constant R.t/ determined by the choice of the reference potential.
In this paper, we consider as a reference potential the average of the extracellular
potential over the cardiac volume, i.e. we impose

R
˝H

ue.x; t/dx D 0.
Membrane model. In our implementation of the Bidomain model for cardiac

tissue with normal bioelectric properties, the Luo-Rudy phase I (LR1) action poten-
tial model is used to represent the nonlinear kinetics of the ventricular membrane
current according to the original parameters of [308], with the addition of

(i) The funny current If , modeled as in [31, 81, 82, 149, 579];
(ii) The electroporation current Ie , modeled as in [145];

(iii) The outward current Ia activated upon induced depolarization, modeled as
in [88].

We remark that the incorporation of (i) and (ii) have also been carried out in [16]
in order to investigate by means of 2D Bidomain simulations the cardiac tissue
response to electric shocks. The augmented LR1 model with the incorporation of
If , Ie and Ia currents in the following is called full membrane model.
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Myocardial conductivity tensors and fiber architecture. We recall that the
macroscopic fiber structure of the cardiac tissue induces anisotropic conductiv-
ity properties along and across the fiber directions. Assuming axial-symmetric
anisotropy, the macroscopic conductivity tensors Di.x/ and De.x/ at any point
x 2 ˝H are defined as

Di;e.x/ D �i;el al .x/aTl .x/C �i;et .I � al .x/aTl .x//; (9.2)

where al .x/ is a unit vector parallel to the local fiber direction and �i;el;t are the
effective intra and extracellular conductivity coefficients measured along (l) and
across (t) the fiber direction.

Computational domain. The cardiac domain ˝H considered in this study is
a cartesian slab of dimensions 0:96 � 0:96 � 0:32 cm3, modeling a portion of the
left ventricular wall. The endocardial surface is in contact with a smaller slab of
dimensions 0:96 � 0:96 � 0:16 cm3, modeling the extracardiac bath, where �b D
6e�3 ��1 cm�1 similar to the blood conductivity.

Stimulation site. Diastolic cathodal or anodal stimuli are delivered at the center
of the epicardial surface in a small region of dimensions 0:06 � 0:06 � 0:03 cm3

of a tissue at rest. In order to ensure the compatibility condition, we inject a total
stimulation current in a strip of dimensions 0:96�0:96�0:08 cm3 in the extracardiac
bath with equal strength and opposite polarity of that used at the subepicardial
level. Moreover, in order to reduce the effects of the delivered bath current on
the potential field in the subepicardial layer, we have lowered the excitability of
the subendocardial layer by strongly decreasing the maximal sodium conductance
during the stimulation interval. In order to simulate the break excitation mechanisms
during systole, we perform an S1-S2 stimulation protocol. We first apply an initial
S1 cathodal stimulus to the resting tissue and simulate the resulting action potential
propagation, that sweeps the cardiac domain until a suitable time during the relative
refractory period (RRP). At this instant, a subsequent S2 cathodal or anodal stimulus
is delivered and we simulate the resulting action potential propagation where the
surrounding tissue has recovered its excitability properties.

Activation time isochrones. During the Bidomain simulations, we process the
distribution of the transmembrane potential v.x; t/ in order to define the activation
time at.x/ as the first time instant for which v.x; at.x// D vup; we choose vup D
�50mV, a value above the threshold value of v capable of initiating the upstroke
of the action potential. Then the excitation wavefronts are displayed by drawing the
isochrone surfaces of the activation time.

Numerical methods. In all computations, a structured grid of 96 � 96 � 48
hexahedral isoparametric Q1 finite elements of size h D 0:1mm is used in space,
while the time discretization is based on the following double operator splitting
procedure, based on splitting both the ODEs from the PDEs and the elliptic PDEs
from the parabolic one, similar to the second decoupled semi-implicit method
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described in Sect. 7.2.3, with the addition of the blood volume. Thus, at the general
time step tnC1, given the transmembrane potential vn at the previous time step, we
find:

1. The gating variables wnC1, by solving the related ODEs with the Backward Euler
method;

2. The ionic concentration variables cnC1, by solving the related ODEs with the
Forward Euler method;

3. The extracellular and extracardiac potentials unC1
e and unC1

b , by solving the
algebraic linear system resulting from the finite element discretization of the
elliptic PDEs in (9.1);

4. The transmembrane potential vnC1, by solving the algebraic linear system
resulting from the finite element discretization of the parabolic PDE in (9.1).

This operator splitting strategy yields two large linear systems of algebraic
equations that must be solved at each time step. In order to ensure parallelization and
portability of our Fortran code, we use the PETSc parallel library [24,25], a suite of
data structures and functions for building large-scale parallel scientific applications,
based on the MPI communication library. The parallel strategy employed assigns
each subdomain to one processor and the information associated with the interior
of the subdomain is uniquely owned by that processor. The processor stores all
subvectors and a block of the matrices (mass, stiffness) associated to each over-
lapping subdomain. Our parallel code employs different DA (Distributed Arrays)
PETSc objects for representing v on the domain ˝H (tissue) and for unC1

e ; unC1
b on

the domain ˝ (tissue and bath). The two large linear systems at each time step are
solved by a parallel conjugate gradient method, preconditioned by the Multilevel
Hybrid Schwarz preconditioner, described in Chap. 8, for the ill-conditioned elliptic
system (461 041 d.o.f.) and the Block Jacobi preconditioner for the well conditioned
parabolic system (310 497 d.o.f.). These preconditioners are based on the multilevel
PETSc objects PCMG (MultiGrid) with ILU(0) local solvers.

9.1.2 Anode and Cathode Make Mechanisms

Figures 9.2 and 9.3 show the epicardial distribution of the intracellular potential
(top), extracellular potential (middle) and transmembrane potentials (bottom) 2 ms
after the anodal stimulus elicited in a slab without and with transmural fiber rotation,
respectively. In each figure, the panels on the right column refer to a tissue with
the unequal anisotropy ratios of Table 9.1, while the panels on the left column
refer to a tissue slab with equal anisotropy ratio. In the left panel of Fig. 9.2, the
intra- and extracellular potential elliptical patterns have the same major to minor
semi-axis ratio, yielding a transmembrane potential pattern (bottom left panel) with
more rounded elliptical lines around the anodal electrode. Conversely, in a slab
with unequal anisotropy ratio, the intra- and extracellular equipotential contour
lines, displayed in top and middle right panels of Fig. 9.2, have elliptical shapes
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Fig. 9.2 Slab without transmural fiber rotation. Epicardial distribution of the intracellular potential
(top), extracellular potential (middle) and transmembrane potentials (bottom) 2ms after an anodal
stimulus. Right panels: tissue with the unequal anisotropy ratios of Table 9.1. Left panels: tissue
with equal anisotropy ratio. Below each panel are reported the minimum, maximum and step of
the displayed map and the colorbar denotes the range of values of the displayed equipotential lines



256 9 Simulation Studies of Cardiac Bioelectrical Activity

intracellular potential

−98.55  220.16  10.00

−80

−60

−40

−20

0

20

intracellular potential

−93.87  120.38  10.00

−80

−60

−40

−20

0

20

extracellular potential

−12.68  452.39  5.00

−10

−5

0

5

10

15

20

25

30

extracellular potential

−7.95  334.97  5.00

−5

0

5

10

15

20

25

30

transmembrane potential

−232.22  −85.07  2.00
−100

−98

−96

−94

−92

−90

−88

−86

transmembrane potential

−214.59  −66.81  2.00

−95

−90

−85

−80

−75

−70

Fig. 9.3 Slab with transmural fiber rotation. Epicardial distribution of the intracellular potential
(top), extracellular potential (middle) and transmembrane potentials (bottom) 2ms after an anodal
stimulus. Right panels: tissue with the unequal anisotropy ratios of Table 9.1. Left panels: tissue
with equal anisotropy ratio. Below each panel are reported the minimum, maximum and step of
the displayed map and the colorbar denotes the range of values of the displayed equipotential lines
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with different ratio of the two semiaxis. The difference of these two epicardial
patterns yields a transmembrane potential distribution with the typical virtual
electrode response (Fig. 9.2, bottom right panel). In fact, the tissue within and
around the anodal electrode is negatively polarized (hyperpolarized) and it exhibits
an epicardial dog-bone shape, developing perpendicularly to the epicardial fiber
direction of �45ı. Two regions of positive polarization (depolarization), i.e. two
virtual cathodes, develop along the fiber direction adjacent to the concave parts of
the epicardial virtual anode boundary.

The same anodal stimulation was applied to a tissue slab with transmural fiber
rotation. In case of unequal anisotropy ratio, see right panels of Fig. 9.3, the
epicardial transmembrane potential pattern exhibits a virtual electrode response
with a twisted hyperpolarized dog-bone shaped region, which is not symmetric
with respect to the epicardial fiber direction because of the counterclockwise
fiber rotation from epicardium to endocardium. In fact, the equipotential surfaces
inside the virtual cathode volumes, shown in Fig. 9.4, are shaped as two horns
pointing counterclockwise when proceeding from the upper (epicardial) face to
the lower (endocardial) face. On intramural sections parallel to the epicardial
face, the equipotential lines inside the virtual anode preserve the same dog-bone
shape as on the epicardium but with a counterclockwise rotation, thus reducing

Table 9.1 Conductivity coefficients of the intra and extracellular media in S cm�1 and anisotropy
ratios �i;elt D �

i;e
l =�

i;e
t , �i;etn D �

i;e
t =�

i;e
n

Unequal anisotropy

Medium �il � it � in �ilt �itn
Intra 2.31724e�3 2.43504e�4 5.69083e�5 9.51622 4.27889

Medium �el �et �en �elt �etn
Extra 1.54483e�3 1.04385e�3 3.7221e�4 1.47993 2.80447

Equal anisotropy

Medium �il � it � in �ilt �itn
Intra 1.34511e�3 3.36278e�4 8.40695e�5 4 4

Medium �el �et �en �elt �etn
extra 5.35282e�3 1.3382e�3 3.34551e�4 4 4

Fig. 9.4 Slab with transmural fiber rotation. Anodal stimulation applied to a slab with unequal
anisotropy ratio. Two different views of the isopotential surfaces of the transmembrane potential
distribution of values �88 and �75mV, 2ms after the beginning of the stimulation
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their area and yielding a twisted tote bag; see Fig. 9.4. On the contrary, the same
anodal stimulus applied to a slab with equal anisotropy ratios and transmural fiber
rotation does not yield virtual cathodal regions but only an slightly twisted elliptical
hyperpolarized region centered at the stimulation site; see Fig. 9.3, bottom left panel.
This confirms that virtual electrodes can only be generated by bidomain models
with unequal anisotropy ratios of the intra- and extracellular media. The formation
of the two virtual cathodes elicited by the anodal stimulation explains why an anodal
stimulation is able to excite the myocardium, as shown by the excitation sequence
shown in Figs. 9.5 and 9.6 described below.

Anode make mechanism of excitability. We apply an anodal stimulus, lasting
10ms and with an amplitude of 0:1112mA, to the center of the epicardial face
of a tissue slab at rest with unequal anisotropy and with the full membrane
model. Figure 9.5 shows the snapshots of the simulated transmembrane potential
distributions on the epicardial surface and on the transmural diagonal sections.
The densely packed equipotential transmembrane lines indicate the location of the
excitation layers, propagating on the epicardial face and transmurally. The snapshots
in Fig. 9.5 reveal two distinct wavefronts propagating on the epicardial face and
transmurally, which subsequently merge at epicardial and intramural levels. In fact,
distinct activation wavefronts arise from two epicardial locations inside the virtual
cathodes and first propagate in all directions on the epicardial face. In particular,
they propagate outward and inward along the diagonal parallel to the fiber direction,
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Fig. 9.5 Diastolic anode make excitation. Anodal stimulation during the diastolic interval with
total current Iapp D 0:1177mA and 10ms duration, applied to a slab with unequal anisotropic
calibration and funny current. Top panel. Transmembrane potential distributions on the epicardial
section at 3 time instants during the diastolic interval for cathode make stimulation. Bottom panel.
Transmembrane potential distributions on the two diagonal transmural sections of the slab d1 (top)
and d2 (bottom) at 3 time instants during the diastolic interval. Same conditions as in the top panel
(Reproduced with permission from [131])
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Fig. 9.6 Diastolic anode make excitation. Anodal stimulation during the diastolic interval with
total current Iapp D 0:1177mA and 10ms duration, applied to a slab with unequal anisotropic
calibration and funny current. (a) Transmembrane potential distribution on the epicardial surface
0:5ms after the beginning of the stimulation. (b)-left. Transmembrane potential waveforms in
points C1 (blue continuous), A1 (red continuous), A2 (red dashed) and C2 (blue dashed), indicated
in figure (a). (b)-right. Activation time profiles on the diagonal across (blue) and along (red) fibers.
The black line indicates the instant (10ms), when the stimulus ends. (c). Epicardial isochrones of
activation time. (d). Isochrones of activation time on the two transmural diagonals. Same format
as in Fig. 9.6 (Reproduced with permission from [131])

but, when the excitation isochrones reach points lying on a boundary of the virtual
anode, a block of the inward propagation takes place during the stimulation interval,
as also shown by the large slope of the activation time of Fig. 9.6b inside the anodal
area. Therefore, from about 2 to 6ms, two distinct activation wavefronts propagate
outward, moving faster along fibers. At about 12 ms, the central epicardial area of
the virtual anode is suddenly activated (0.5 ms), since it becomes excitable only
after the stimulus turn off. Subsequently, all fronts finally merge in a unique large
wavefront.
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Excitation starts at about 2ms, as shown by the activation time plot along
the diagonal parallel to the epicardial fiber direction, displayed in Fig. 9.6b, thus
inducing an anode make excitation. The isochrones of activation time on the
epicardial surface and transmural diagonal sections (Fig. 9.6c, d) show clearly
that the first triggered areas are the two epicardial sites located at the center
of the virtual cathodes, generating two distinct excitation wavefronts propagating
intramurally and separated by a central region within the virtual anode volume,
which is inexcitable until the stimulus is turned off. These two wavefronts are open
surfaces, each having a closed curve as rim lying on the epicardial surface. There
are epicardial and intramural excitation pathways that, starting from the virtual
cathodes, proceed turning around the boundary of the virtual anode volume and
point toward its epicardial center. These pairs of pathways, coming from the virtual
cathodes, cause the merging of the two wavefronts forming an activated tissue
volume bounded by two intramural surfaces, one consisting of a wavefront moving
toward the epicardial boundary and intramurally toward the endocardial face, and
the other being the conduction block surface surrounding the inexcitable region,
which is suddenly activated after the stimulus is turned off. From the inspection
of the transmural isochrones pattern displayed in Fig. 9.6d, we observe that the
major transmural effect of the virtual electrode polarization is the propagation of
two wavefronts, separated by the transmural part of the virtual anode region, that
merge 5ms after the beginning of epicardial excitation at 1mm depth.

Cathode make mechanism of excitability. We now consider the application of
a cathodal stimulus, lasting 1ms and with an amplitude of �0:0378mA, to a slab
with unequal anisotropy and full membrane model. Figure 9.7 shows the snapshots
of the transmembrane potential distribution on the epicardial surface and on the two
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Fig. 9.7 Diastolic cathode make excitation. Cathodal stimulation with total current Iapp D
�0:0378mA and 1ms duration, applied to a slab with unequal anisotropic calibration and funny
current. Same format as in Fig. 9.5 (Reproduced with permission from [131])
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diagonal transmural sections (bottom panel) at instants subsequent to the end of the
stimulus pulse. The densely packed equipotential transmembrane lines indicates the
location of the excitation layer, propagating on the epicardial face and transmurally.
This excitation wavefront has an approximate ellipsoidal shape with the major
axis and one of the two minor axes parallel and perpendicular, respectively, to the
epicardial fiber direction of �45ı; the remaining minor axis develops intramurally
through the wall thickness and transversally to fiber layers.

Figure 9.8a illustrates the characteristic pattern of the epicardial transmembrane
potential at 0:5ms (at the beginning of the stimulation interval), with a dog-bone
shaped virtual cathode, located around the site of the stimulation electrode, and
two adjacent virtual anode areas. A cathode make excitation mechanism occurs,
because activation arises before the end of stimulation as confirmed by the activation
time plots at points A1;A2; C1; C2 along the two epicardial diagonals, displayed in
Fig. 9.8b.
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Fig. 9.8 Diastolic cathode make excitation. Cathodal stimulation during the diastolic interval
with total current Iapp D �0:0378mA and 1ms duration, applied to a slab with unequal anisotropic
calibration and funny current. Same format as in Fig. 9.6 (Reproduced with permission from [131])
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In order to describe in detail the origin, development and shape of the excitation
wavefronts, we plot in Fig. 9.8c, d the activation time isochrones on the epicardial
face and on two transmural diagonal sections. Excitation originates at locations
surrounding the physical cathode and propagates outward in all epicardial and
intramural directions, moving faster along fibers and assuming an approximate
semi-ellipsoidal shape. The epicardial velocities of propagation along and across
fibers are about 0:060 and 0:035 cm/ms, respectively, for unequal anisotropy, as also
confirmed by the activation time slope in Fig. 9.8b.

9.1.3 Anode and Cathode Break Mechanisms

In order to study the anodal and cathodal virtual electrode phenomena during
systole, an S1 � S2 stimulation protocol has been considered. The cathodal S1
stimulus is applied at the center of the epicardial surface and the entire activation-
repolarization process is simulated. At 380ms after the S1 stimulus, during the
relative refractory period (RRP) of the repolarization phase, a cathodal or anodal
S2 stimulus is applied at the same site of the S1 stimulus pulse. In the following,
we denote by T1 anisotropy the anisotropic calibration of Table 9.1, and by T 2
anisotropy a calibration with a 20 % reduction of intracellular anisotropy ratios, see
also [131].

Anode break mechanism of excitability. We consider an S2 anodal stimulus of
amplitude 0:2916mA and duration 10ms, in a slab with T1 anisotropy with the full
membrane model. Figure 9.9 shows the snapshots of the transmembrane potential
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Fig. 9.9 Systolic anode break excitation. Anodal stimulation during the systolic interval (S1-S2
protocol, S2 at 380 ms) with total current Iapp D 0:2916mA and 10ms duration applied to a slab
with unequal anisotropy and membrane model with the addition of If ; Ie; Ia. Same format as in
Fig. 9.5 (Reproduced with permission from [131])
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distribution at 10, 18, 22 ms after the end of the S2 anodal pulse. During the 10ms
of stimulation, a large dog-bone shaped region of strongly hyperpolarized tissue
(virtual anode) is generated, while two virtual cathodes develop along the fiber
direction near the concave portion of the anodal region, see Fig. 9.10. Although
the virtual cathode volumes are depolarized above threshold (above �20mV in
Fig. 9.10a), anode make stimulation does not occur, because the surrounding regions
are in the refractory period and still inexcitable, since the sodium inactivation gates
are closed. When the stimulus is turned off, the combined effects of the membrane
funny current If , of the electroporation current Ie and of the outward current Ia,
depolarize the tissue inside the virtual anode, inducing anode break excitation with
a delay of about 2ms. The densely packed equipotential lines in the snapshots of
Fig. 9.9 reveal the development of two epicardial excitation wavefronts propagating
mainly in the direction across the epicardial fibers. The intramural diagonal sections
exhibit a strongly different shape of the excitation layers, that originate from
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Fig. 9.10 Systolic anode break excitation. Anodal stimulation during the systolic interval (S1-
S2 protocol, S2 at 380 ms) with total current Iapp D 0:2916mA and 10ms duration applied to a
slab with unequal anisotropy and membrane model with the addition of If ; Ie; Ia. Same format as
in Fig. 9.6 (Reproduced with permission from [131])
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the center of the virtual anode and then reach and collide on the epicardial and
intramural boundary of the virtual cathode volumes, which are inexcitable. Then
the wavefront rims move around these obstacles until the activated tissue fully
surrounds them.

In order to describe in detail the origin, development and shape of the excitation
wavefronts, the isochrone lines drawn in Fig. 9.10c, d show clearly that the first
activated point is the epicardial central site of the anodal region. Moreover, there
are intramural excitation pathways that, starting from the epicardial anodal areas,
first point toward the endocardium, progressively bend and proceed around the
intramural boundary of the virtual cathodes, and finally point toward the epicardial
face where a wavefront collision happens.

The initial phase of this anode break mechanism is due to the interplay between
the If ; Ie currents, yielding a transmembrane potential above the threshold
excitability inside the virtual anode region, and the sodium channels dynamics.
Therefore, we have a membrane-based trigger excitation mechanism. Apart from
the different triggering process, the excitation wavefront pattern is strongly similar
to the activation sequence generated by a cathodal pulse applied at the center of the
epicardial surface in the presence of two obstacles (i.e. non conducting volumes),
located inside the virtual cathode regions, which are inexcitable.

Figure 9.11e reports the transmembrane potential distributions after the end of an
S2 anodal stimulus of 0:1512mA amplitude, lower than in the previous case, and
10ms duration. After the pulse turns off, the transmembrane potential in the virtual
cathode regions decays toward the resting value, while that in the virtual anode
area, due to the effect of the membrane funny current, depolarizes with a delay of
about 9 ms from the end of the stimulus pulse. The propagating wavefront assumes
an approximate semi-elliptical shape, as in the diastolic anode break excitation,
because the virtual cathodes at the end of the stimulation interval are excitable
again and do not behave like obstacles. The transition between the two systolic
break excitation patterns happens smoothly when decreasing the strength of the
anodal impulse. This is confirmed by the patterns displayed in Fig. 9.11, showing
that decreasing the pulse amplitude the cathodal volumes become re-excitable and
a dimple like inflection appears in the epicardial isochrones associated with slow
propagation along the fiber direction (panel c). Decreasing further the intensity of
the anodal stimulus allows an almost full re-excitability of the virtual cathodes after
the stimulus end, yielding approximate semi-ellipsoidal propagating wavefronts
with flat isochrone lines in the direction along fibers (panel e). Below the threshold
of 0:1512mA, anode break excitation does not occur.

The systolic anode break mechanism of excitation has been also simulated for a
slab with T 2 anisotropy and a strongly similar excitation sequences, depending on
the amplitude of the stimulus pulse, was observed (not shown). The velocities of
propagation along (across) fibers are 0:042 cm/ms (0:031) for T1 anisotropy and
0:040 (0:030) for T 2. The degree of anisotropy influences weakly the stimulus
threshold of the anode break excitation, which is slightly higher for T 2 anisotropy
(0:1809mA) than for T1 anisotropy (0:1512mA).
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Fig. 9.11 Systolic anode break excitation. Anodal stimulations during the systolic interval (S1-
S2 protocol, S2 at 380 ms) with total current Iapp D 0:2160mA (first row), Iapp D 0:1728mA
(second row), Iapp D 0:1512mA (third row), and 10ms duration applied to a slab with
unequal anisotropy and membrane model with the addition of If ; Ie; Ia. Panels (a-c-e): Epicardial
isochrones of activation time. Panels (b-d-f)-left: Transmembrane potential waveforms in points
C1 (blue continuous), A1 (red continuous), A2 (red dashed) and C2 (blue dashed), indicated in
Fig. 9.8a. Panel (b-d-f)-right: Activation time profiles on the diagonal across (blue) and along
(red) fibers. The black line indicates the instant (10ms) when the stimulus ends (Reproduced with
permission from [131])
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Cathode break mechanism of excitability. An S2 cathodal stimulus of
�0:2160mA in amplitude and lasting 10ms is applied to a slab with T1 anisotropy
and full membrane current model. The tissue under the cathode is strongly
depolarized and at the end of the S2 stimulus pulse, i.e. at 380 C 10 D 390ms,
the transmembrane potential reaches a maximum value of about 185mV, see
Fig. 9.12. The epicardial transmembrane potential pattern exhibits a cathodal region
around the site of stimulation with a pair of hyperpolarized regions (virtual anodes)
developing along fiber near the concave parts of the cathodal region. Because the
S2 stimulus is still applied during the relative refractory period, the depolarized
tissue under the cathode is not excitable, thus cathode make excitation does not
occur. After the termination of the stimulus, the hyperpolarized tissue around the
virtual anode areas removes the inactivation of the sodium channels, rendering the
tissue excitable. The electrotonic currents (charge diffusion), coming from strong
depolarization under the cathodal area and directed toward the virtual anode, are
able to originate simultaneously two activation wavefronts arising from the concave
portions of the epicardial boundary of the virtual cathode. Thus, a cathode break
excitation mechanism is induced immediately after the end of the stimulus pulse
with a delay of 0:05ms, as also confirmed by the inspection of the activation time
plot of Fig. 9.13b.

Figure 9.12 displays the transmembrane potential distribution on the epicardial
surface and on transmural sections at three instants after the start of the S2

cathodal stimulus, showing that two almost symmetrical wavefronts propagate on
the epicardial face and at subepicardial levels, mainly along the fiber direction,
assuming a semi-dumbbell shape.
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Fig. 9.12 Systolic cathode break excitation. Cathodal stimulation during the systolic interval
(S1-S2 protocol, S2 at 380ms) with total current Iapp D �0:2160mA and 10ms duration, applied
to a slab with unequal anisotropy and membrane model with the addition of If ; Ie; Ia. Same format
as in Fig. 9.5 (Reproduced with permission from [131])
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Fig. 9.13 Systolic cathode break excitation. Cathodal stimulation during the systolic interval
(S1-S2 protocol, S2 at 380ms) with total current Iapp D �0:2160mA and 10ms duration, applied
to a slab with unequal anisotropy and membrane model with the addition of If ; Ie; Ia. Same format
as in Fig. 9.6 (Reproduced with permission from [131])

From the isochrone lines displayed in Fig. 9.13c, we clearly see that the excitation
sequence between 10 and 21ms consists of two separated epicardial isochrones,
being the rims of two distinct wavefronts, which collide at 12ms. As a major
transmural effect of the virtual electrode polarization, Fig. 9.13d shows that each
of the two propagating open wavefront surfaces has a rim partly coinciding with
a curve lying on the transmural boundary surrounding the virtual cathode volume.
The transmural wavefronts merge at about 25ms in the midwall, then, after collision,
we have a unique wavefront propagating around the virtual cathode volume. Apart
from the virtual cathode volume, the activation patterns associated to the diastolic
anode make and to the systolic cathode break excitation mechanisms are similar,
especially after the merging of the separated wavefronts, as shown by comparing
the isochrones displayed in Figs. 9.13 and 9.6. Despite this qualitative similarity,
Fig. 9.13 shows that, for cathode break excitation, the first activated sites are not
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located in the epicardial central sites in the virtual anodes, but at the two concave
portions of the boundary surrounding the virtual cathode volume. The trigger of
the systolic cathode break mechanism is due to the interplay between the outward
electrotonic current from the cathodal region and the membrane current dynamics at
the locations around the virtual anode. The wavefront propagation coincides with an
activation sequence moving around an obstacle (i.e. unexcitable volume) associated
with the depolarized region under the cathode.

Cathode break excitability mechanism is simulated also for a slab with T 2

anisotropy and exhibits a strongly similar excitation sequence (not shown). The
epicardial velocities of propagation along (across) fibers are 0:049 cm/ms (0:030)
for T1 anisotropy and 0:040 (0:030) for T 2. These values are lower than the corre-
sponding diastolic velocities, because the tissue during the RRP is less excitable than
at rest. The degree of anisotropy influences the stimulus threshold of the cathode
break excitation, which is higher for the weaker T 2 anisotropy (�0:1075mA) than
for the stronger T1 anisotropy (�0:0578mA). Finally, the cathode break mechanism
occurs, as expected, independently of the membrane funny current incorporation
(not shown).

9.1.4 Cathodal and Anodal Strength-Interval S-I Curves

In order to investigate the influence of the electroporation current Ie on the shape
of the S-I curves, we have computed the S-I curves with both strong and weak Ie
electroporation currents, associated to the electroporation characteristic voltages of
Vep D 126mV and Vep D 258mV, respectively. Figure 9.14 reports the cathodal and
anodal S-I curves for an orthotropic three-dimensional slabs using the augmented
LRd model with the strong and weak electroporation currents.

S1-S2 stimulation protocol and S-I curves. We first apply at a small volume
centered on the epicardial surface of the resting tissue an initial S1 cathodal
(i eapp < 0) stimulus of 0:0324mA amplitude and 1 ms duration super-threshold
initiating a propagating excitation wavefronts that sweeps the cardiac domain. At
a suitable time (coupling interval) during the relative refractory period (RRP) a
subsequent premature S2 cathodal (i eapp < 0) or anodal (i eapp > 0) stimulus (with
duration 10 ms and amplitude specified case by case in the Results) is delivered at
the same subepicardial thin volume and we simulate the resulting action potential
propagation where the surrounding tissue has recovered its excitability properties.
We compute, for the augmented LRd model and the orthotropic anisotropic slab,
the cathodal and the anodal strength-interval (S-I) curve evaluating the minimal
amplitude S2 cathodal or anodal pulse able to elicit an excitation propagating
response thus, under which the tissue failed to respond. The values Istim of S2
stimulation amplitudes reported are given in mA, obtained multiplying i eapp times
the volume of the stimulation site. We first determine the S-I curve for S1-S2
coupling interval increasing with 5 ms steps. Since propagating excitation can be
elicited before and after the end of an S2 pulse, as usual, we call make and break
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Fig. 9.14 Cathodal (left) and anodal (right) strength-interval curves for strong (top) and weak
(bottom) electroporation. Bold points and empty circles denote make and break stimulation
responses, respectively (Reproduced with permission from [132])

stimulation responses the two type of responses. When computing the anodal S-I
curves described above, we refine the step from 5 to 1.25 ms around the break/make
transition in order to better resolve the S-I curve in this interval.

S-I curves. Both cathodal S-I curves display a monotonically decreasing behav-
ior in the portions corresponding to the cathode break stimulation response and the
subsequent phase corresponding to the cathode make stimulation response, with an
almost constant threshold stimulus strength. The use of strong electroporation has
a weak effect on the make portion of the S-I curve, while on the break portions
it induces a slight decrease of the threshold stimulus strength with a shift of the
effective refractory period which is increased from 180 to about 190 ms.

The anodal S-I curves displayed in Fig. 9.14 exhibit the following main features:
a dip close to the effective refractory period, a subsequent plateau or dome phase
corresponding to the anode break stimulation response and a sudden decrease close
to the end of the relative refractory period, separating the anode break and make
mechanisms. By relative refractory period, we mean the time interval, between the
effective refractory period and the resting phase, where another action potential can
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be elicited only by a sufficiently strong stimulus. The comparison of the strong
and weak electroporation S-I curves shows no significant threshold variation in the
make portion of the S-I curve, while the presence of weak electroporation increases
the threshold values in the break phase, with a more sudden and large jump in the
transition from break to make stimulation responses. Weak electroporation also
produces a slight increase of the relative refractory period, (from 20 to 27ms). The
break portion of the anodal S-I curves exhibits a typical dip followed by a dome
and a subsequent sudden fall sharing the same features of the S-I curves observed
experimentally in [146,324,480] and computed in [255,256,428]; we refer to [428]
for an explanation of these features.

In the cathodal S-I curve, the transition from break to make stimulation responses
occurs during the coupling interval between 210 and 215 ms. In the anodal S-I curve,
the same transition occurs between 215 and 220 ms with weak electroporation and
between 210 and 212.5 ms with strong electroporation. We remark that any pulse
amplitude above threshold yields the same type of response (make or break) as
the threshold response, except during a short interval around the transition between
break and make stimulation responses.

9.2 Anisotropic Propagation of Excitation and Recovery
Fronts

In this section, we present some simulations of excitation and repolarization
sequences on myocardial slabs of different sizes, showing how the distribution of
the action potential durations (APD) is influenced by both the anisotropic electrical
conduction and the fiber rotation. This influence occurs in spite of the homogeneous
intrinsic properties of the cell membrane. The APD dispersion patterns are closely
correlated to the anisotropic curvature of the excitation wavefront. More detailed
results can be found in [123].

Parameter calibration. In the following, we shall assume that both the intra-
cellular coupling and the extracellular matrix are uniform, i.e. the intra- and
extra-cellular conductivity coefficients along and across fibers �i;el;t;nu are independent
of position. The conductivity coefficients given in Table 9.2 have been calibrated so
that the associated propagation velocities (�l ; �t ; ��) of ideal plane wavefronts can be
conservatively estimated by (60, 25, 10) cm s�1, respectively. These estimates have
been obtained by simulating the activation sequence elicited by a vertex stimulation
of a 2D rectangular sheet of dimensions 3 � 3 cm2 with fibers parallel to a side.
The excitation wave front propagated along fiber with a velocity of 58.7 cm s�1,
while the velocity across fiber was 24.6 cm s�1 if the conductivity coefficient was
�i;et or 9.3 cm s�1 if the conductivity coefficient was �i;e� . Due to the convexity of
the fronts, i.e with a negative curvature sign, the wave front velocities were lower
than those of plane fronts propagating parallel or perpendicular to fiber direction,
as expected. In the following, we will consider 3D parallelepipedal slabs and we
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Table 9.2 Parameters calibration for numerical tests

� D 103 cm�1; Cm D 1�F=cm2

�el D 2 � 10�3 S cm�1; � il D 3 � 10�3 S cm�1

�et D 1:3514 � 10�3 S cm�1; � it D 3:1525 � 10�4 S cm�1

�e� D �et =�1; �
i
n D �it =�2

�1 D �2 D 1 axisymmetric case, �1 D 2; �2 D 10 orthotropic case

will identify the upper and lower face planes with the epicardial and endocardial
surfaces, respectively. The minimal velocity �� D 10 cm s�1 corresponds to a
propagation across fibers on intramural planes parallel to the epicardial surface,
while the velocity �t D 25 cm s�1 corresponds to a propagation across fibers in
directions perpendicular to the epicardial plane. The initial conditions are .u0i ;u

0
e/ D

.�84; 0/mV, so that v0 D �84mV and we apply a large stimulus of 200�A for
1 ms on a small volume (3 or 5 mesh points in each direction). The slow inward
current Isi in the LR1 model is scaled by a factor 2/3. This yields an action potential
duration (APD) of about 265 ms.

The fibers rotate intramurally linearly with depth for a total amount of 90ı, i.e.
al .x/ D uex cos˛.r/ C uey sin ˛.r/; ˛.r/ D �.1 � 2r/=4; r 2 Œ0; 1�. The fiber
direction on the epicardium is �45ı with respect to the horizontal side of the panels
displayed in Figs. 9.15–9.17, while on the endocardium is 45ı. In the orthotropic
anisotropy case, we choose a� D uex sin˛.r/ � uey cos˛.r/ and at D uez. In order
to strengthen the role played by the rotational anisotropy, the counter-clockwise
(CCW) intramural fiber rotation amounts to 90ı on a slab thickness of 0.5 cm,
with direction varying linearly from epicardium to endocardium. The stimulus was
applied at an appropriate epicardial vertex or at the center of the slab. In all cases,
the finite element mesh size is h D 0:1mm.

9.2.1 Excitation and Repolarization Sequences

In order to study the influence of fiber rotational anisotropy on the activation and
repolarization sequences and on the APD distribution, we simulate the electrical
activity in a slab of cardiac tissue, from the onset of excitation to the end of
repolarization. We consider the following test problems:

• Bidomain-LR1 model on a 2 � 2 � 0:5 cm3 slab, vertex stimulation (orthotropic
(left Panel) and axisymmetric (right Panel) in Fig. 9.15 top);

• Monodomain-LR1 model on a 2�2�0:5 cm3 slab, vertex stimulation (orthotropic
(left Panel) and axisymmetric (right Panel) in Fig. 9.15 bottom);

• Monodomain-LR1 model on a 4 � 4 � 0:5 cm3 slab (central stimulation,
axisymmetric in Fig. 9.16, orthotropic in Fig. 9.17).
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Fig. 9.15 Orthotropic (left Panels) and axisymmetric (right Panels) Bidomain Models (top row)
and Monodomain Models (bottom row) on a slab 2 �2 � 0:5 cm3 with vertex stimulation and
homogeneous cellular membrane properties. Patterns of level lines of the depolarization time (first
column ACTI), repolarization time (second column REPO) and action potential duration (third
column APD) on epi, midwall and endocardial planes and at the bottom 3D view. Reported below
each panel are the maximum, minimum and step in ms of the displayed map (Reproduced with
permission from [123])

9.2.1.1 Bidomain Model: Orthotropic Versus Axisymmetric Anisotropy

In order to contain the computational cost required by the simulation of an entire QT
interval (excitation plus recovery) using the Bidomain model, we consider a slab of
dimensions 2 � 2 � 0:5 cm3.

Previous experimental studies (see e.g. Burgess et al. [67], Osaka et al. [364],
Gotoh et al. [208], Taccardi et al. [512]) indicate that the main effects of anisotropy
on the APD occur in regions where the wave fronts move across fibers. To best
illustrate cross-fiber propagation, we oriented the epicardial fibers along a diagonal
and we stimulated a vertex situated at one end of the other diagonal, so that the
elicited wave fronts move mainly across fiber on the epicardium (see Fig. 9.15 top).
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Fig. 9.16 Axisymmetric monodomain model with intramural fiber rotation on a slab 4 � 4 �
0:5 cm3 with central epicardial stimulation. Same format as in Fig. 9.15 (Reproduced with
permission from [123])

The macroscopic sequences of excitation and recovery and the spatial distribu-
tion of the APDs are illustrated in Fig. 9.15 top, that relates to a Bidomain model
implemented in a slab with orthotropic and axisymmetric anisotropy, respectively.
Both anisotropic slabs exhibit similar qualitative features of the patterns of excita-
tion, recovery and APD distribution.

Activation sequence. It is well known that in the presence of rotational
anisotropy, intramural excitation, starting from an epicardial stimulation site, first
proceeds toward the endocardium but subsequently, due to fiber rotation, comes
back pointing toward the epicardial plane (see e.g. [67,102,116,184,506,508,509]).
Due to these intramural return pathways, propagation undergoes an acceleration,
in particular in epicardial areas where the excitation moves mainly across fibers.
In the orthotropic slab, the lower epicardial velocity across fiber (as compared
to axisymmetric model) causes the appearance of more pronounced dimple-like
inflections.

Repolarization sequence. Repolarization wave fronts exhibit a somewhat
smoother shape and faster propagation compared with the excitation sequence, as
shown by the isochronal lines on the epi, midwall and endocardial planes. Indeed,
the epicardial plane is fully activated in about 80.35 ms and repolarizes in 69.50 ms,
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Fig. 9.17 Orthotropic monodomain model with intramural fiber rotation on a slab 4�4�0:5 cm3

with central epicardial stimulation. Same format as in Fig. 9.15 (Reproduced with permission from
[123])

giving rise to a total amount of APD dispersion of 11.2 ms in the orthotropic case. In
the axisymmetric case, the same section is fully activated and repolarized in about
72 and 57 ms, respectively, with an APD dispersion of 15 ms.

APD distribution. The main common features, displayed by the APD on the
epicardial, intramural and endocardial planes, in both the anisotropic slabs are: a
maximum located at the epicardial stimulation site, higher APD values in regions
where propagation is mainly along fibers, an intramural valley configuration of APD
reduction, a relative minimum in areas of front-boundary collision, and a maximum
located on the endocardial plane. A detailed comparison between orthotropic and
axisymmetric cases shows that the former emphasizes some anisotropic features
displayed by the APD distribution pattern. In particular, the presence of a dimple-
like inflection exhibited by the excitation isochronal lines on intramural horizontal
planes ranging from the epicardium to the midwall, and of a corresponding finger-
shaped valley of low APD are more pronounced in the orthotropic slab, as shown
e.g. by comparing the midwall panels of Fig. 9.15 top.

We remark that the axisymmetric and the orthotropic slabs are fully excited
in about 72 and 87 ms, respectively. The extinction area of excitation is located
at a vertex on the endocardium in the orthotropic slab, whereas it appears at the
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epicardium in the axisymmetric slab. This is the result of the reduced velocity
�t across fibers on planes parallel to epicardium being lower than the transmural
velocity �� across the slab thickness, combined with the effects of the intramural
return pathways of the excitation toward the epicardium. The main quantitative
discrepancy between the two slabs lies at the epicardium, where different activation
and repolarization isochrone shapes in the front-boundary collisions are present;
they are associated with the appearance, in the APD pattern of the orthotropic
slab, of an epicardial relative maximum located at a side of the finger-shaped
valley of APD reduction which started from a relative minimum located at the
boundary.

The APD distributions show several common features in our different simu-
lations, namely: APDs are longest near the pacing site and tend to be shorter
near the front-boundary collisions. Moreover, the spatial distribution of APDs
are influenced by the anisotropic motion of the wave front. Thus, in a slab with
homogeneous cellular membrane properties, i.e. where all individual cells have the
same intrinsic transmembrane action potential, the rotational anisotropy produces
an APD variability displaying an anisotropic pattern. The orthotropic anisotropy
further increases the distortion of the propagating wavefront, emphasizing the
corresponding anisotropic features of the APD dispersion of the axisymmetric case.

9.2.1.2 Vertex Stimulation of Anisotropic Models: Bidomain Versus
Monodomain Models

Due to the high computational cost of the Bidomain model on a slab with
dimensions 2 � 2 � 0:5 cm3, we performed simulations including both excitation
and recovery using the Monodomain model on the same slab with orthotropic and
axisymmetric anisotropy. We focus the comparison on the shape and propagation
of the excitation and recovery isochrones, as well as the spatial distribution of the
APD.

Activation and repolarization sequences. The comparison of Fig. 9.15 top and
bottom for both orthotropic and axisymmetric slabs evidences a strong qualitative
similarity between the simulated isochrones of the Bidomain and Monodomain
models. This fairly good match is confirmed by the values of the correlation
coefficient CC.x; y/ D 1

n
.
P
.xi � x/.yi � y//=.�x�y/; where x D 1

n

P
xi is the

arithmetic mean of x, �x D
q

1
n

P
.xi � x/2 is the standard deviation of x and

analogously for y and �y . The correlation coefficient CC for the activation times
of the two models in the entire slab amounts to 0.9971 in the orthotropic case
and to 0.9997 in the axisymmetric case. Similarly, the CC for the repolarization
times on the entire slab amounts to 0.99976 and to 0.9998 in the orthotropic
and axisymmetric cases, respectively. The wave front velocity depends on the
propagating direction and the Bidomain and Monodomain models exhibit a different
anisotropic dependence. In spite of this difference, we found not only a strong
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qualitative agreement but also a small quantitative difference in the activation and
repolarization sequences between the Monodomain and the Bidomain model. The
relative error RE D kTB � TMk2=kTBk2 (with k � k2 the Euclidean norm) between
the activation times TB; TM of the Bidomain and Monodomain models is 0.115 in
the orthotropic case and 0.063 in the axisymmetric case. The relative error between
the repolarization times of the two models is 0.018 in the orthotropic case and 0.009
in the axisymmetric case. We remark that the repolarization isochrones simulated
by both models, especially on the epicardial plane, exhibit a smoother dimple-like
inflection than that appearing in the excitation sequence.

APD distribution. Both orthotropic model simulations exhibit a common
narrow valley of low APD values (see Fig. 9.15 top and bottom), corresponding
to the pathway joining the dimple-like inflections appearing in the epicardial and
intramural excitation isochrones. These dimple-like inflections are a reflection of
the intramural pathways of excitation that, starting from the stimulation site, first
proceed toward the endocardium but subsequently, due to fiber rotation, return
toward the epicardial plane. Therefore, the narrow valley configuration in the APD
distribution is an effect of the rotational anisotropy. We found a good qualitative and
quantitative agreement between the APD related to the Bidomain and Monodomain
models, since CC and RE on the entire slab are 0.9534 and 1.882 �10�3 in the
orthotropic case, while they are 0.987 and 8.9 �10�4 in the axisymmetric case.

The previous comparison validates the use of the Monodomain model as a
tool for investigating the qualitative macroscopic features of the activation and
repolarization sequences, as well as the APD distribution. Therefore, the high costs
required, at present, by the Bidomain simulations can be avoided by implementing
the Monodomain model, which qualitatively preserves the anisotropic features of
the APD distribution.

9.2.1.3 Central Stimulation in Anisotropic Monodomain Models

To further analyze the factors that modulate the APD in a model with homogeneous
membrane properties, we simulate the excitation and recovery sequences elicited
by a central epicardial stimulation, in case of axisymmetric and orthotropic Mon-
odomain slabs with intramural fiber rotation (Figs. 9.16 and 9.17).
The comparison between the APD dispersion patterns should allow us to detect the
role played by:

• The different phases of the wave front sequence of excitation and recovery
(i.e. the initial and extinction wave fronts, the occurrence of front-boundary
collisions) and the wave front shape;

• The anisotropic electrical conductivity (i.e. the different electrotonic currents
flowing along and across the fiber direction);

• The intramural fiber rotation, which causes the occurrence of return pathways of
excitation and recovery toward the stimulated plane.
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Since similar observations apply to both cases, in the results description we refer,
preferentially, to the orthotropic case in which some features are more pronounced.

Activation and recovery sequences. Stimulation at the center of the epicardial
face produces approximately elliptical excitation and repolarization isochrone lines,
a clear sign of their anisotropic propagation. Actually, activation and repolarization
spread symmetrically with respect to the center of the epicardial face. The major
axes of the oblong excitation isochrones are nearly parallel to the epicardial fiber
direction (�45ı with respect to the horizontal sides of the panels in Figs. 9.16
and 9.17) while those associated to repolarization isochrones are rotated CCW with
respect to epicardial fiber direction. The oblong epicardial isochrones are slightly
rotated and bulging CCW with respect to the fiber direction, see Figs. 9.16 and 9.17
Panels ACTI, REPO. The spread of excitation and the sequence of recovery show
an acceleration in the cross-fiber direction. Also, the excitation isochrones show
an inflection corresponding to a dimple-like inflection of the wave front. These
findings, i.e. the accelerating propagation across fibers, the bulging and the dimple-
like inflection of the isochrones, are attributed to the influence on the epicardium
of the activation and recovery processes through the deeper layers, where the fiber
direction rotates CCW relative to epicardial fibers.
Proceeding from epi- to endo-cardium, on the intramural planes parallel to the
epicardium the spacing between excitation (recovery) isochrones increases, the
wave front shapes become rounder and we observe a transmural twisting of the
isochrones, i.e. the major axis of the oblong isochrones progressively rotates CCW
with increasing depth. However, their rotation lags behind the rotation of the fiber
direction at corresponding depths (see e.g. the Panels MID of Fig. 9.17, where
the fiber direction is horizontal). It is worth mentioning that the total transmural
rotation of the recovery isochrones is slightly less than the rotation of the excitation
isochrones. The spacing between the recovery isochrones, in the sections parallel to
the epicardial face, is greater than the corresponding excitation spacing, denoting a
faster motion of the recovery fronts.
On the endocardial plane, both the excitation and recovery front-boundary collision
first occur at the center of the face. This happens because our current model does not
incorporate the epi- endocardial obliqueness of the fibers (Streeter [498], Taccardi
et al. [507]), that was included in some of our previous simulations (Colli Franzone
et al. [116, 116]). Subsequent excitation and recovery isochrones have a well
rounded, elliptical shape centered at the point of endocardial BKT of the excitation
and repolarization wave front with the endocardial plane. On the endocardium,
the large spacing between successive isochrones indicates a fast excitation and
repolarization progression with a maximum apparent speed at the BKT point where
a sudden change of the wave front curvature occurs and the high curvature values
bring about high speeds of propagation around the BKT site, see e.g. Colli Franzone
et al. [102], Keener [268], Fast et al. [169]. The results for the excitation sequence
confirm earlier findings of Colli Franzone et al. [102, 116] obtained with an eikonal
approach, and are in agreement with previous experimental data (Taccardi et al.
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[507]). The results relating the repolarization sequence are the main novelty of this
work.

APD distribution. Adding the intramural fiber rotation to the axisymmetric or
orthotropic anisotropic tissue, the epicardial and intramural APD distribution exhibit
a pattern displaying elongated level lines, (see Figs. 9.16 and 9.17), surrounding the
central point of the epicardial or intramural plane, corresponding to the stimulation
site and to first point reached by the excitation wave front. At first, the pattern
exhibits a quasi-elliptical shape with the major axis correlated with that of the
excitation isochrones. This indicates that APD decreases more rapidly when moving
away from the center of the face in the cross-fiber direction than along fibers.
Subsequently, the isochrones lose the quasi-elliptical shape but are still stretched
along a preferential direction, which does not coincide with the local fiber direction,
except at the epicardial level, see Panel MID in Figs. 9.16 and 9.17. The APD
decrease shows that the velocity of the repolarization front exceeds the one of the
activation front, both along and across the preferential directions, and moreover the
difference between the repolarization and the activation velocities is greater across
this direction, as confirmed by the more rapid APD decrease.
At some distance from the center of the face, the stretched portion of the level
lines of the APD, due to boundary effects, becomes straight while the presence of
valleys of APD reduction induces hollow, dog-bone profiles, more pronounced in
the orthotropic slab (see Fig. 9.17). The total dispersion in the axisymmetric and in
the orthotropic slabs amount to 16.7 and 14.8 ms, respectively.
On the intramural sections (from subepicardial (not shown) to midwall ones), two
valleys of decreasing APD values occur. Each valley exhibits a minimum located
at the boundary of the slab. These narrow valleys of low APD values are located
in the regions where excitation isochrones exhibit a dimple-like inflections. These
depression valleys are not related to boundary collisions but are strictly correlated
with the anisotropic influence of the intramural fiber rotation.
In the endocardial plane, the APD distribution displays a saddle point at the
endocardial BKT; the APD increases reaching a maximum when moving away from
the BKT point in a direction parallel to the endocardial fibers of 45ı CW, while
in the cross-fiber direction the APD decreases toward two minima located at the
boundary and corresponding to front-boundary collision points; the axis joining the
two maxima is roughly parallel to the endocardial fiber direction of 45ı CW and the
two maxima are separated by a valley of APD reduction.

We remark that the anisotropic features appearing in the APD pattern are more
pronounced in the orthotropic case; because these emphasized effects are likely
to help in the investigation of their origin and due to the recent interest about the
influence of orthotropic myocardial structure on the cardiac electric activity (see
LeGrice et al. [292,293], Costa et al. [137] for anatomical studies and Colli Franzone
et al. [121] for simulation studies), in the following the simulations have been
performed only for an orthotropic Monodomain model with orthotropic anisotropy.
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Intramural excitation and repolarization sequences in the wall thickness.
Excitation and recovery isochronal profiles on the epicardial, subepicardial (not
shown) and midwall intramural planes exhibit a dimple-like inflection, which is
smoothed in the repolarization sequence, in a region where excitation wave fronts
propagate mainly across fibers, see Fig. 9.17, Panels EPI, MID. These dimple-like
inflections are an effect of the presence of excitation and recovery pathways that start
from the stimulation site, proceed first toward the endocardium and subsequently,
due to fiber rotation, return toward the epicardium; this results in accelerated
propagation in some portions of the epicardial fronts that move mainly across fibers.

9.2.2 Discussion on APD Distribution and Dispersion

Previous simulation studies considered simulations of the entire excitation and
repolarization sequences on 1D cables (Joyner [264], Steinhaus [497], Shaw and
Rudy [474], Wang and Rudy [548], Viswanathan et al. [546]), 2D sheets (Burgess
et al. [67], Cates and Pollard [80]) and 3D slabs (Efimov et al.[155], Pollard et al.
[398], Garfinkel et al. [191]). A limited number of simulations studies used the
full Bidomain Model in three dimensions. Some histological findings (see LeGrice
[292, 293]) have supported the idea that the cardiac tissue anisotropy could be
orthotropic, but most simulations have been performed for axisymmetric anisotropy,
with the exception of Colli et al. [121], Hooks et al [234] for the excitation phase
and Colli Franzone et al. [120] for both the excitation and recovery phases.

The results presented in the previous Section describe the features of the
excitation and recovery sequence, using both the Bidomain and the Monodomain
models, and show that APD patterns present a definite spatial dispersion in spite
of the assigned homogeneity of the individual cellular membrane properties. These
patterns, are qualitatively similar in the Bidomain and the Monodomain models.
The anisotropic features of the excitation and recovery times, briefly mentioned
in describing the vertex simulations, are easier to detect and to interpret when we
inspect the patterns elicited by central epicardial stimulations (Figs. 9.16 and 9.17).
We considered both axisymmetric and orthotropic anisotropy and our simulations
show that several features are more pronounced in the orthotropic case.

Now we briefly review these main anisotropic features appearing in both the
excitation and repolarization processes, elicited by an epicardial central stimulation
in an orthotropic slab. A main anisotropic feature is the presence of return excitation
pathways, i.e. pathways that, starting from the epicardial stimulation site, proceed
toward the endocardium but about midway of the wall thickness return pointing
toward the epicardial side. Signs of these returning pathways are the dimple-
like inflections appearing in the excitation wave front profiles in the epi and
midwall planes parallel to the epicardial face (see Fig. 9.17), and, in planar sections
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perpendicular to the epicardium, V-shaped intramural profiles with the epi- and
endo-cardial foot of the profiles overcoming the peak of the Vs. The simulated
anisotropic behavior of the excitation sequence is in agreement with previous
experimental and simulated observations, e.g. Burgess et al. [67], Taccardi et al.
[506–508], Colli Franzone et al. [102, 114, 116, 121], Keener [268] and Henriquez
et al. [226, 344].

With regard to repolarization, the recovery isochrones on the epi, midwall and
endocardial planes elicited by an epicardial pacing exhibit a somewhat smoother
shape and faster propagation compared with the excitation sequence. In particular,
the epicardial repolarization isochrones propagate across fibers faster than the
excitation wave, yielding a progressive APD shortening in the cross-fiber direction
of propagation as shown by Figs. 9.16 and 9.17. This prediction is in agreement with
the data of Gotoh et al. [208] related to cardiac laminae. The recovery isochrones
through the thickness of the wall show the presence of repolarization return
pathways as in the excitation sequence. These pathways accelerate the repolarization
process in epicardial areas where the recovery proceeds mainly across fibers. Unlike
the excitation propagation, experimental studies of intramural repolarization is less
complete and their interpretation is still the subject of intense research.

The finger-shape valleys of APD reduction associated to the dimple-like inflec-
tions appearing in the excitation and recovery fronts are the result of the interaction
between excitation and repolarization return pathways. Since these valleys are not
present in APD distribution in a slab with parallel fibers, they can be attributed to
the rotational anisotropic structure of the ventricular wall. Moreover, these valley are
narrower in the orthotropic case. These results relating the repolarization sequence
and APD dispersion are the main novelty of this work.

Anisotropic spatial variations of the APD along and across fibers were observed
experimentally in 2D cardiac laminae by Osaka et al. [364] and Gotoh et al. [208]
and on the epicardium of dog hearts by Burgess et al. [67] and Taccardi et al. [512].
More precisely, Taccardi et al. [512] observed a typical tripolar epicardial APD
pattern, with one central maximum and two minima along a cross-fiber direction,
on the left ventricle of exposed dog hearts during left ventricular pacing. Results
were recently confirmed by optical mapping. On the other hand, Bertran et al. [48],
working with pig hearts, did not observe anisotropic APD differences only in 2D
laminae.

We remark that simulation studies and experimental data have shown that
excitation return pathways, proceedings toward the pacing level, have been observed
for pacing sites located at any intramural level, from epi- to endo-cardium. On this
ground, we expect that repolarization return pathways, here reproduced only for
epicardial pacing, will be present also for intramural pacing.

Rules for APD modulation. Even if the plane sections reported cannot com-
pletely capture the complex evolution of the excitation and repolarization surfaces
in a three-dimensional domain, the results suggest the following rules for APD
modulation on plane sections:
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(i) Relatively long APDs occur at points where the excitation and recovery fronts
diverge, with maxima attained at the stimulation site and at each breakthrough
point on intramural planes parallel to the epicardium with the exception of the
endocardial plane;

(ii) A relative APD shortening occurs at points where the excitation and recovery
fronts converge, with minima attained at points of front-boundary collision and
front extinction;

(iii) Moving away from the stimulation site, the APD shortening is greater in the
directions across fibers than along fibers;

(iv) Valleys of relative APD shortening are associated with areas containing
dimple-like inflection in the excitation isochrones and the level lines of the
APD display dog-bone shaped profiles.

Anisotropic curvature as a parameter affecting the APD modulation. The
motion of the excitation wave front first depends on the characteristics of the
anisotropic media, on the other hand it is well known that the shape of the wave
front is a factor which contributes to the wave propagation, see e.g. [102, 114, 116,
169, 268, 273].

In the following, we consider an excitation (or repolarization) wave front locally
convex, relative to the propagating direction, according to whether the front bulges
into the resting (excited) volume; concave when it bulges into the excited (resting)
volumes from which it is coming.

With regard to the electrotonic load, we observe that currents flowing from the
excitation layers of a locally concave front are focusing toward points ahead of
the front, whereas for locally convex front they are scattering; the former case,
producing a more rapid membrane depolarization, yields a speed up of the excitation
propagation, compared to the velocity of a local plane front, whereas a slower
spreading results in the latter case. The opposite electrotonic process takes place
when considering points ahead of repolarization fronts i.e. for locally concave
(convex) fronts we have a depletion (convergence) of repolarizing currents. In spite
of this opposite behavior, we have similar effects on the recovery propagation, i.e.
in the concave case a faster recovery while in the convex case a slowing down
repolarization.

The dependence of the conduction velocity on the wave front shape is quanti-
tatively described by means of the curvature of the wave front. It is well known
that in isotropic homogeneous media with conductivity � , the velocity, along the
Euclidean normal n of the front at a point x, oriented in the direction of motion, can
be approximated by �.x;n/ D �p .1CK=cm/, withK D p� k, where k D � div n
is twice the mean curvature of the front, see e.g [268, 273]. The velocity of a local
plane front �p also depends on the conductivity of the excitable medium, i.e. we
have �p D �p� , with the constant � only dependent on the membrane model. Then
a locally convex front, such as an expanding circle, has negative curvature, while a
locally concave front, such as a contracting circle, has positive curvature. Hence, a
locally convex (concave) front propagates with velocity smaller (greater) than that
of a plane wave.
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For an anisotropic Monodomain slab the velocity of the excitation wave front is
described by a similar law of motion �.x;n/ D �p.x;n/.1CK=cm/. The principal
term �p.x;n/ predicts the velocity of an ideal locally plane wave propagating along
the normal direction, given by �p.x;n/ D �

p
�.x;n/, with �.x;n/ D nT Dm.x/n

and Dm.x/ D Di.Di CDe/
�1De . The additional term is related to the anisotropic

curvature (see Bellettini et al. [37]), whose expression for the Monodomain model
is given byK D � div �, where differently from the usual Euclidean normal, �.x/ D
D.x/n=

p
nTDn; see Bellettini et al. [39, 102, 268].

Burgess et al. [67] observed in experiments on pulmonary cone preparations that
the repolarization pattern can be affected by the direction of the excitation wave
front and that anisotropic differences in conduction velocity induce electrotonic
effects on the cell repolarization. Their findings show that the APD is relatively long
at sites where the activation front decelerates and is relatively short at sites where
the activation front accelerates, suggesting that acceleration and deceleration of the
excitation wave front are associated with a relative APD reduction and prolongation,
respectively. They established a significant correlation between the APD distribution
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Fig. 9.18 Axisymmetric monodomain model with intramural fiber rotation on a truncated ellip-
soidal domain with central endocardial stimulation. Activation time isochrones on endocardial
(e), mid-myocardial (d), epicardial (a) and different transmural sections (b-c-f). All values are
expressed in ms
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Fig. 9.19 Axisymmetric Monodomain model with intramural fiber rotation on a truncated ellip-
soidal domain with central endocardial stimulation. Repolarization time isochrones on endocardial
(e), mid-myocardial (d), epicardial (a) and different transmural sections (b-c-f). All values are
expressed in ms

and an index related to �	.x/, where 	 is the activation time at point x. We
remark that, for isotropic homogeneous media, the anisotropic curvature reduces
to K D p�k, with k D � div.r	=kr	k/ D �	.x/ � rkr	kTr	, hence the
index used in Burgess et al. [67] is only a part of the front curvature in isotropic
media. Therefore Burgess et al. [67] implicitly established a correlation between the
shape of the wave front and the APD distribution, which is here confirmed using the
more appropriate anisotropic curvature index.

Similar considerations hold for the activation, repolarization and APD isochrones
elicited by an endocardial stimulation on a truncated ellipsoidal domain, see
Figs. 9.18–9.20.
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Fig. 9.20 Axisymmetric monodomain model with intramural fiber rotation on a truncated ellip-
soidal domain with central endocardial stimulation. Action potential duration isochrones on
endocardial (e), mid-myocardial (d), epicardial (a) and different transmural sections (b-c-f). All
values are expressed in ms

9.3 Heterogeneous Cardiac Tissue

In this section, we extend the simulations of excitation and repolarization sequences
of the previous section to cardiac slabs with heterogeneous intrinsic properties of
the cell membrane. More complete results can be found in [122, 126].

The cardiac domain considered is a cartesian slab of dimensions fL1 � L2 �
L3g D f5� 5� 1g cm3 modeling a portion of the left ventricle. A structured grid of
500 � 500 � 100 hexahedral isoparametricQ1 elements with size h D 0:1mm was
used in all computations.

Parameter calibration. In a parallelepipedal geometry, modeling a portion of
the ventricular wall, we consider the following simple fiber-sheet model sharing
the previous qualitative rules. In our slab geometry using the cartesian coordinate
system fx1; x2; x3g and associated axis unit vectors fue1; ue2; ue3g, the x3 coordinate
represents the transmural thickness from the endo to epicardial planes. Proceeding
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from endocardium to epicardium, we consider a linear transmural fiber rotation
(clockwise) for a total amount of 120ı, i.e.

˚
al .x/ D ue1 cos˛.x3/C ue2 sin˛.x3/; ˛.r/ D 2

3
�.1 � r/��

4
; 0�r�1:

The myocardial tissue is represented as a set of surfaces, called radial laminae or
sheets, that connect the epicardial with the endocardial surface having tangent plane
defined by al and by the transmural transverse fiber direction at D ue3; therefore,
the sheet normal is given by an.x/ D �ue1 sin ˛.x3/ C ue2 cos˛.x3/, i.e. laminae
develops intramurally with zero sheet angle and intersects perpendicularly the epi-
and endocardial surfaces.

For our slab geometry, the conductivity tensors are Di;eD�i;et IC.�i;el �
�i;et /al aTl C .�i;en ��i;et /an aTn . In any model of the cardiac tissue, the calibration of
the parameter values is not an easy task, because the data available in the literature
refer to diverse experimental setups. The macroscopic conductivities of the media
are here based on conservative values and are determined by requiring that the
simulated excitation wavefront motion has physiologically reasonable velocities of
propagations, see [102,123]. The conductivity coefficients, in mS cm�1, used in the
orthotropic anisotropic simulations are:

�el D 2 �et D 1:35 �il D 3 �it D 0:465 �en D 0:5�et ; �in D 0:1�it :

In the numerical tests, we have used the parameters Cm D 10�3 mF=cm2; � D
103 cm�1. The previous calibration parameters and the LR1 model, in case of
ideal plane wavefronts moving along the directions al ; at ; an, respectively, produce
conservative estimates of the propagation velocities equal to (60, 35, 10) cm s�1,
respectively. More precisely, one dimensional simulations using as a conductivity
coefficient �l;t;n D �il;t;n�

e
l;t;n=.�

i
l;t;n�

e
l;t;n/, yield propagation velocities equal to

(60.6, 32.01, 9.59), respectively, using a space resolution of 0.05 mm. These
velocities agree with those measured in canine experiments along fiber and across
fiber in the transmural direction, see [401, Table 16-1, p. 148]. Since the coupling
between adjacent laminae occurs through thin, sparse, muscle bundles bridging the
clefts that separate adjacent laminae (see [293]), it is expected that the intrinsic
cross-fiber velocity should be 2 or 3 times greater in the plane of a muscle lamina
than perpendicular to it. The conductivity coefficients �1;en have been calibrated so
that the propagation velocities (�n) of an ideal planar wavefronts moving across
the fiber sheet is reduced by a factor 3.5 with respect to �t . This epicardial cross-
fiber velocity is difficult to evaluate experimentally since the underlying fiber
rotation accelerates the excitation epicardial motion, as shown in our work [121],
for epicardial cross-fiber velocities in the range 14–25 cm/s.
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The initial conditions for the Monodomain model with the phase I Luo-Rudy
model (LR1) [308] are chosen at the steady state, so that the rest potential is v0 D
�83:84mV. In order to elicit the excitation front, we apply a stimulus of 250�A
for 1 ms on a small volume (containing 5 mesh points in each x� and y�direction
and 3 mesh points in the z�direction) at the center of the epi- or endocardial face.
Other than potentials and gating variables, at each time-step, we compute also the
activation (ACTI) and the repolarization (REPO) times, defined as the times when
the action potential crosses�60mV during the upstroke and when it reaches�75:46
in the downstroke phase (i.e. �90% of the resting value), respectively.

Intrinsic transmural heterogeneity. We consider three different types of
transmural distribution of the intrinsic APDs of the cells, the first homogeneous
(denoted by H-slab) and the other two heterogeneous, (denoted by 3-slab and W-
slab). We assume that the transmural intrinsic heterogeneity is the same along any
transmural epi-endocardial straight line, i.e. in any plane parallel to the epicardium
all cells have the same APD.

• H-slab: the cardiac slab has homogeneous intrinsic properties of the cellular
membrane; the IK current of the LR1 model is multiplied by 2.325, yielding
an APD of 250 ms.

• 3-slab: the cardiac slab is subdivided transmurally into three layers of 1=3 cm
thickness. More precisely, proceeding from the endocardial to the epicardial
surfaces, the values of intrinsic cellular APD amount to 235, 272, 225 ms
on the intervals Œ0; 0:33/; Œ0:33; 0:66/; Œ0:66; 1�, respectively. The transmural
heterogeneity is simulated by multiplying the current IK of the LR1 model
by (2.62, 1.952, 2.88), corresponding to intrinsic APDs of (235, 272, 225)
ms, respectively. See Fig. 9.21, left panel and the dashed plots in Fig. 9.23.
Figure 9.21 left panel, displays the three different action potential waveforms
related to the three different intrinsic properties of transmural cells, i.e. they are
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Fig. 9.21 Intrinsic action potential waveforms assigned to the intramural heterogeneity of type
3-slab (left) and W-slab (right). Each panel shows subendocardial, midwall and subepicardial
intrinsic action potentials obtained with 0D simulations and assigned to each transmural layer
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obtained by 0D simulations modeling the intrinsic response of the isolated cell.
We have considered this kind of transmural heterogeneity composed of three
layers of cellular types, (i.e. epi-subepicardial, mid-myocardial and subendo-
endocardial cells), since this simplified heterogeneity model was previously used
in simulations with 1D models in [546] and in [96].

• W-slab: the cardiac slab is subdivided transmurally into four layers with different
intrinsic membrane properties in order to reproduce qualitatively the APD
transmural behavior measured in wedge preparations, see e.g. [572], Fig. 4 and
[395] Fig. 5. More precisely, proceeding from the endocardial to the epicardial
surfaces, we subdivided the slab into four layers of thickness (0.12, 0.2, 0.55,
0.15) cm, respectively, and multiplied the current IK of the LR1 model by (2.715,
1.952, 2.47, 2.88), corresponding to intrinsic APDs of (232, 272, 242, 225)
ms, respectively, right panel. Hence, we assume that sub-endocardial and mid-
myocardial layers display a longer APD than the epi- and endocardial cells. See
Fig. 9.21 and the dashed plots in Fig. 9.23.

We remark that the two transmural heterogeneity assignments are not symmetric
in the slab thickness, therefore they could yield a different APD dispersion for
an epicardial and an endocardial pacing. In this study, we consider both epi- and
endocardial stimulations for both types of transmural heterogeneities, 3-slab and
W-slab.

9.3.1 Transmural Heterogeneity in 3-D Cardiac Slabs

We now consider 3-D simulations of the excitation and repolarization processes,
elicited by an epicardial or an endocardial stimulation, in an orthotropic slab
with homogeneous (H-slab) or heterogeneous (3-slab, W-slab) intrinsic cellular
membrane properties. Our main goal is to determine how intramural heterogeneity
affects the repolarization sequence and the spatial distribution of action potential
durations.

Because the complete set of results of these 3-D simulations are too large to
report for all sections, slab types and stimulation sites, we show first the results
along simple 1-D and 2-D transmural sections of the domain and then show the
results on the whole 3-D slab for endocardial stimulation. In particular, we present
the results on:

• A 1-D transmural line passing through the stimulation site and orthogonal to both
epicardial and endocardial surfaces, for both stimulations;

• 2-D transmural planar sections passing through the center of the slab and
orthogonal to both epicardial and endocardial surfaces (see Fig. 9.22):
- for endocardial stimulation, we focus on section C for all slabs, on sections A,
B and D for the W-slab;

• The whole 3-D slab and its planar intramural sections, parallel to the epicardium,
for endocardial stimulation.
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Fig. 9.22 Intramural sections A, B, C, and D of the orthotropic Monodomain slab of size 5 �5�
1 cm3, with isochrone contours elicited by epicardial central stimulation

We will then show some results on homogeneous and heterogeneous 3-D curved
walls.

In each case, we will examine the distributions of activation times (ACTI(x)),
repolarization times (REPO(x)) and action potential durations (APD(x)D
REPO(x)–ACTI(x)), generated by a stimulus at the center of the epicardial or
endocardial surface of each slab.

We remark that fiber direction at a depth of 0 cm from the epicardium is parallel
to section C; at 0.375, to section D; at 0.75 cm, to section A, while the fiber direction
is never parallel to section B.

9.3.1.1 1-D Transmural Line

(a) Epicardial stimulation. In the homogeneous case (H-slab), the profiles of
the activation time, displayed in Fig. 9.23 (top panel, top row left), are almost
linear. The intramural excitation wavefront reaches a quasi-stationary speed across
fibers, apart from the short acceleration in the initial phase of propagation and the
subsequent collision with the endocardial plane. On the other hand, the profile of
the repolarization time shows a less linear behavior and the recovery wavefront
does not reach a steady intramural speed, due to the interaction between the wave
length of the fast component of the repolarization process, i.e. the downstroke
phase of the action potential around the inflection point; we remark that, for an
across fiber velocity of 0.3 mm/ms, see Fig. 4 and a conservative duration of the fast
repolarization phase of the AP of 60 ms, it follows an estimate of 18 mm for the
wave length, which is greater than the wall thickness of the slab.



9.3 Heterogeneous Cardiac Tissue 289

EPI

0 0.5 1
245

250

255

260
APD

MIN = 246.93      MAX = 257.46

0 0.5 1
220

240

260

280

MIN = 235.66      MAX = 255.57

0 0.5 1
220

240

260

280

MIN = 231.10      MAX = 260.09

0 0.5 1
0

20

40
ACTI

H
−s

la
b

MIN = 0.13      MAX = 35.26

0 0.5 1
0

10

20

30

40

W
−s

la
b

MIN = 0.13      MAX = 35.26

0 0.5 1
0

20

40

3−
sl

ab

MIN = 0.13      MAX = 35.26

0 0.5 1
250

260

270

280

290
REPO

MIN = 257.58      MAX = 282.20

0 0.5 1

240

260

280

MIN = 233.20      MAX = 279.96

0 0.5 1

240

260

280

MIN = 236.52      MAX = 283.31

ENDO

0 0.5 1
245

250

255

260
APD

MIN = 246.84      MAX = 258.29

0 0.5 1
220

240

260

280

MIN = 226.79      MAX = 258.57

0 0.5 1
220

240

260

280

MIN = 223.44      MAX = 260.80

0 0.5 1
0

20

40
ACTI

H
−s

la
b

MIN = 0.13      MAX = 35.48

0 0.5 1
0

10

20

30

40

W
−s

la
b

MIN = 0.13      MAX = 35.48

0 0.5 1
0

20

40

3−
sl

ab

MIN = 0.13      MAX = 35.48

0 0.5 1
250

260

270

280

290
REPO

MIN = 258.42      MAX = 282.32

0 0.5 1
240

260

280

MIN = 245.15      MAX = 278.65

0 0.5 1
240

250

260

270

280

MIN = 252.94      MAX = 267.68

Fig. 9.23 Profiles along the 1-D transmural line (passing through the stimulation site and
orthogonal to both epicardial and endocardial surfaces) of the activation time (ACTI, first column),
of the repolarization time (REPO, second column), of the action potential duration (APD, third
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column are the intrinsic (0D) APD of the cells. Vertical axis reports times in ms and the horizontal
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Therefore, the intramural repolarization sequence is faster than the depolarization
sequence. This brings about a progressive intramural reduction of the APD away
from the stimulation site, see Fig 9.23. The time required for activation and recovery
to reach the endocardial side is about 35.26 and 24.62 ms, respectively. Thus,
transmural repolarization moves slightly faster than activation in the homogeneous
model, see Gotoh et al. [208] and Taccardi et al. [512]. The APD dispersion amounts
to about 10.53 ms, mostly concentrated around the stimulation site.

In the heterogeneous cases 3-slab, W-slab (middle and last rows of top panel of
Fig. 9.23), as expected, the activation time profiles are essentially unchanged with
respect to the H-slab, while the repolarization times have a higher dispersion of
about 47 ms. The APD dispersion amounts to 29 and 20 ms in the 3-slab and W-slab,
respectively, i.e., it is three or two times larger than in the homogeneous case. Due
to APD modulation induced by electrotonic currents, the intrinsic APD differences
between the three or four different cell layers are strongly smoothed, as shown
by comparing the profiles with the piecewise constant dashed lines in Fig. 9.23
right column, which displays the assigned intrinsic transmural APD distribution
in the three slab types. Moreover, both the 3-slab and W-slab cases exhibit a
strongly reduced transmural APD dispersion with respect to the intrinsic dispersion,
which amounts to 47 ms. In both heterogeneous slabs, the transmural profiles of the
repolarization time exhibit a maximum located in the cell layer with the greatest
intrinsic APD; this site is also associated with the collision of the primary recovery
front, which starts at the epicardial stimulation site, with a secondary recovery wave,
which starts from the endocardium. Also, the APDs reach a maximum in the layer
with highest intrinsic APD, but the magnitude is strongly reduced, compared with
the intrinsic value. As expected, longest APD is observed near the collision of the
recovery waves.

(b) Endocardial stimulation. We now examine the results described in the lower
panel of Fig. 9.23, obtained with an endocardial stimulation at the center of the
endocardial face of the slab. In the H- slab case, apart from the change of the epi
and endocardial sides, the activation, recovery and APD profiles practically coincide
with those elicited by the epicardial stimulation. The propagation of the excitation,
following epicardial and the endocardial pacing, along the transmural vertical line,
is strictly across fibers for symmetry reasons. Note that we did not incorporate fiber
imbrication in our model. For the endocardial stimulation, the total activation and
recovery times are 35.48 and 23.90, respectively, while in the epicardial stimulation
they are 35.26 and 24.62, respectively. These small differences in the total activation
and recovery times are expected and are mainly due to differences in the initial
direction and shape of the propagating excitation wavefront, since in all our slabs,
the endocardial fiber direction is 75ı, while on the epicardial surface it is �45ı.

In 3-slab and W-slab, transmural excitation profiles coincide with those of H-slab.
The repolarization processes are completed in 33.5 and 14.74 ms, respectively. This
large difference in the dispersion of the repolarization times is associated with the
different morphology of the transmural profiles, i.e. the presence of one maximum
in 3-slab, located at the midwall level, and of two relative maxima of comparable
values in W-slab, located one at subendocardial and the other at subepicardial level.
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The midwall maximum in 3-slab is related to the collision of the primary recovery
front, originated at the endocardial stimulation site, with a secondary phase front,
originating at the epicardial side at a later instant. In W-slab, two collisions of
the recovery fronts are present because an additional recovery wave, starting from
the intramural site corresponding to a minimum of the repolarization time profile,
spreads toward the endocardium and the other toward the epicardium. This dynamic
behavior is confirmed by the repolarization speed profile in which, the intramural
maxima correspond to points of collision.

The APD dispersions, amounting to 37.36 (3-slab) and to 31.78 ms (W-slab), are
about four and three times greater than in the H-slab.

In comparison with the H-slab case, the endocardial stimulus yields a reduction
or increase of the recovery dispersion depending on the type of heterogeneity.
Conversely, the epicardial stimulus produces recovery dispersions, in both 3-slab
and W-slab, that are roughly twice the H-slab dispersion. For both stimulations, the
APD dispersions are higher than the H-slab APD dispersion, with greater values
in case of endocardial stimulation and 3-slab heterogeneity. Thus, the type of
intrinsic transmural heterogeneities could be inferred by comparing repolarization
profiles and APD dispersions along the 1-D transmural line, where epicardial and
endocardial stimulations produce very different values of repolarization and APD
dispersions.

Comparing the results of the two stimulations, we observe that the repolarization
profiles display greater morphological changes than the APD profiles, suggesting a
major sensitivity of the former to the distribution of transmural heterogeneity.

9.3.1.2 Transmural Sections: Endocardial Stimulation

We first describe the transmural patterns elicited by a central endocardial stimula-
tion, displayed in Fig. 9.24, on section C of the three cases H-slab, 3-slab, W-slab.

(a) Transmural excitation sequence on section C. As occurred with epicardial
stimulation, the excitation sequence is unaffected by the transmural heterogene-
ity. We note that the epicardial side of section C is parallel to the fiber direction,
while its endocardial side forms an acute angle of 60ı with fiber direction.
After epicardial breakthrough, the foot of the wavefront on the upper side of the
section propagates along fibers, while the endocardial foot propagates slowly,
mainly across fibers and is overtaken by the subepicardial portions of the front.
This generates excitation pathways that return toward the endocardium. The
latest depolarized areas are near the vertices of section C on the endocardial
side.

(b) Transmural repolarization sequence on section C. In the H-slab case,
the repolarization isochrones follow the activation sequence: return pathways
toward the endocardial plane of stimulation are present and the areas that
repolarize last coincide with those that depolarize last.
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In the 3-slab case, recovery starts at the stimulation site. After about 13 ms,
a secondary recovery wave starts from the opposite point on the epicardial side.
After collision at midwall level, the merged repolarization front spreads laterally
with a smooth V-shaped profile. In the W-slab case, as discussed in Sect. 9.3.1.1,
the recovery process arises from three different sites and at different times: at
253 ms at the endocardial stimulation site, at 262 ms from the opposite point on the
epicardial side. Finally, at 265 ms, a new repolarization front arises at about midwall
point. After the merging of these three different recovery fronts, the transmural
isochrones exhibit V-shape profiles with some initial undulation associated with the
four different transmural layers of intrinsic heterogeneity.

The repolarization dispersion on section C amounts to (99.89, 110.84, 108.32)
ms for H-slab, 3-slab, W-slab, respectively. These values are lower then those for
activation dispersion, which amount to about 114.08 ms. This confirms that recovery
is slightly faster than excitation, especially in the homogeneous case (Table 9.3).

(c) Transmural APD distribution on section C. The APD dispersion on section
C amounts to (14.05, 37.62, 32.02) ms for H-slab, 3-slab, W-slab, respectively,
These values are comparable to the values of APD dispersion observed along
the 1-D transmural line described in Sect. 9.3.1.1. In the H-slab, the APD distri-
bution, displayed in Fig. 9.24 (bottom panel), exhibits the absolute maximum
at the stimulation site and two symmetric subepicardial minima. Shortening
of the APD and associated relative minima are present at points of front-
boundary collision of the excitation wavefront. Two maxima on the epicardial
side appear symmetrically with respect to the minimum located at the excitation
breakthrough point on the epicardium.

In both heterogeneous slabs, the APD distribution displays a striped pattern; the
stripe having the highest APD has the same location as the intramural layer with the
highest intrinsic APD.

9.3.1.3 3-D Slab: Epicardial, Endocardial and Planar Intramural Sections
Parallel to the Epicardium

We now consider the excitation, repolarization and APD values on the whole 3-D
slabs and their planar intramural sections parallel to the epicardial face, with both
endocardial and epicardial pacing.

Table 9.3 Dispersion (MAX–MIN value) of activation time (ACTI), repolarization time (REPO),
APD 90 on the transmural sections A and C

Epicardial stimulation, section A Endocardial stimulation, section C
ACTI REPO APD 90 ACTI REPO APD 90

H-slab 100.53 88.00 12.39 114.08 99.89 14.05

3-slab 100.53 107.81 38.42 114.08 110.84 37.62

W-slab 100.53 95.21 30.54 114.08 108.32 32.02
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(a) H-slab. In the homogeneous case, displayed in Fig. 9.25, the spread of excita-
tion and the sequence of recovery, displayed on five planar sections parallel to
the epicardial face (located at z = 0, 0.25, 5, 0.75, 1 cm, respectively), undergo
an acceleration in endocardial areas where the fronts proceed mainly across
fibers, due to the presence of underlying intramural returning pathways of
excitation and recovery, as shown by the isochrones displayed on the transmural
section C with endocardial stimulation (Fig. 9.24). Dimple-like inflections
appear in the isochrone profiles, due to the faster propagation of the fronts in
higher layers where the fiber direction rotates CW relatively to the lower planes.
The recovery isochrones on the endo, intramural and epicardial planes exhibit a
somewhat smoother shape and faster propagation compared with the excitation
sequence.

The rotational anisotropy of the media yields APD patterns strongly correlated
with the excitation wavefront motion and the front-boundary collisions. The APD
spatial distribution shows finger-shape valleys of APD shortening associated to the
dimple-like inflections appearing in the excitation and recovery fronts. The APD
level lines display also dog-bone shaped profiles. These features can be attributed
to the rotational anisotropic structure of the ventricular wall and to the interaction
between excitation and repolarization return pathways. Moreover, APD maxima
occur near the stimulation site and at breakthrough points on each plane section
parallel to the epicardium (except on the epicardial plane), see [123, Fig. 7] for more
detailed analysis of the APD pattern.

Similar features occur in case of epicardial stimulation (not shown), if we
exchange in the description the role of endocardial and epicardial planes.

(b) 3-slab and W-slab. We now compare the H-slab patterns with those of
the heterogeneous 3-slab and W-slab, see Figs. 9.26 and 9.27. Unexpectedly,
the repolarization sequence and the APD patterns on the intramural planar
sections parallel to the epicardium exhibit the same main anisotropic spatial
features as in the homogeneous case. Therefore, the transmural heterogeneity
remains mostly confined in the transmural direction and does not diffuse to the
orthogonal planes, in spite of the combined effects of electrotonic modulation,
orthotropic conduction velocity and fiber rotation. We have computed the
correlation coefficients of the repolarization time and APD between H-slab and
3-slab and between H-slab and W-slab on each of the 101 intramural planar
sections parallel to the epicardial face (the first being the endocardium and the
last the epicardium). These coefficients show a remarkably strong correlation
between homogeneous and heterogeneous repolarization times (the coefficients
differ from 1 by less than 2 � 10�4) and APD (the coefficients differ from 1
by at most 5:2 � 10�2 with epicardial stimulation and at most 7:1 � 10�2 with
endocardial stimulation), despite the different magnitude of the repolarization
times and APDs.
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Fig. 9.25 Orthotropic Monodomain–LR1 model, homogeneous H-slab of size 5 � 5 � 1 cm3.
Endocardial central stimulation. Isochrone lines of the depolarization time (first column ACTI),
repolarization time (second column REPO) and action potential duration (third column APD)
on five horizontal sections (z D 0, 0.25, 0.5, 0.75, 1 cm) and the whole slab. Reported below
each panel are the maximum, minimum and step in ms of the displayed map (Reproduced with
permission from [126])
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Fig. 9.26 Orthotropic Monodomain–LR1 model, heterogeneous 3-slab of size 5�5�1 cm3. Same
format as in Fig. 9.25 (Reproduced with permission from [126])
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Fig. 9.27 Orthotropic Monodomain–LR1 model, heterogeneous W-slab of size 5 �5 � 1 cm3.
Same format as in Fig. 9.25 (Reproduced with permission from [126])



298 9 Simulation Studies of Cardiac Bioelectrical Activity

In the intramural sections parallel to the epicardium, the APD patterns elicited
by an endocardial (epicardial) central stimulation in the homogeneous or heteroge-
neous slabs are characterized by the following features:

(i) The APD distributions on the endocardial (epicardial) and intramural planes
exhibit a maximum located at the endocardial (epicardial) stimulation site
or at the intramural points first reached by the excitation front, respectively;
see Figs. 9.25–9.27. These maxima are surrounded by level lines elongated
along the local fiber direction. This indicates that APD decreases more rapidly
when moving away from the center of the face in the cross-fiber direction
than along fibers. This finding confirms and extends to a three-dimensional
myocardial slab the experimental findings by Gotoh et al. [208], Osaka et al.
[364], Taccardi et al. [512].

(ii) On the intramural sections (from subendocardial (subepicardial) to midwall),
two valleys of decreasing APD values occur. Each valley exhibits a minimum
located at the boundary of the slab. These narrow valleys of low APD values
are located in the regions where excitation isochrones exhibit a dimple-like
inflections.

(iii) In the epicardial (endocardial) plane, the APD distribution displays a saddle
point at the epicardial (endocardial) BKT point. The APD increases reaching
a maximum when moving away from the BKT point in a direction parallel
to the epicardial (endocardial) fibers of �45ı (75ı), while in the cross-fiber
direction the APD decreases toward two minima located at the boundary and
corresponding to front-boundary collision points. The axis joining the two
maxima is roughly parallel to the epicardial (endocardial) fiber direction of
�45ı (75ı) and the two maxima are separated by the valley of APD reduction.

We remark that the heterogeneity we consider is only transmural, i.e. the
intrinsic membrane properties are constant in each intramural plane parallel to the
epicardium. Our results show that the presence of transmural heterogeneities cannot
be detected from the epicardial pattern of the APD distribution.

After the endocardial or epicardial breakthrough, the repolarization fronts spread
laterally in the slab (Fig. 9.24) and display similar shapes associated with the 1-D
transmural profiles of Fig. 9.23, independently of the pacing location.

9.3.2 Transmural Heterogeneity in 3-D Ellipsoids

We have extended the previous simulations to the case of a truncated ellipsoidal
domain with transmural homogeneous and heterogeneous membrane properties.

The numerical simulations are performed on a simplified left ventricular wall
shaped as an ellipsoidal volume, axisymmetric with respect to the vertical z–axis,
truncated at the base and at the apex, described by the parametric equations

x D a.r/ cos � cos	; y D a.r/ cos � sin 	; z D c.r/ sin �:
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Here r 2 Œ0; 1�; 	 2 Œ	min; 	max�; � 2 Œ�min; �max�; a.r/ D a1Cr.a2�a1/; c.r/ D
c1 C r.c2 � c1/ and ai ; ci ; i D 1; 2 are given coefficients determining the main
axes of the ellipsoid. We denote by r-layers the ellipsoidal surfaces described by
varying 	; � for a fixed value of r; analogously, we denote by 	-layers the plane
surfaces described by varying r; � for a fixed value of 	 and by �-layers the surfaces
described by varying r; 	 for a fixed value of � (see Fig. 9.28 and Table 9.4).
We consider transmural 3-wall and W-wall heterogeneous distribution of intrinsic
APD. More precisely:

W-wall. The cardiac tissue is subdivided transmurally into four layers: endo-
cardial (r 2 Œ0; 0:12/), sub-endocardial (r 2 Œ0:12; 0:32/), midmyocardial (r 2
Œ0:32; 0:85/) and epicardial (r 2 Œ0:85; 1�). The IK factor assumes the following
values

factWIK D

8̂̂
<
ˆ̂:

2:715 r 2 Œ0; 0:12/ (endo)
1:952 r 2 Œ0:12; 0:32/ (sub-endo)
2:47 r 2 Œ0:32; 0:85/ (mid)
2:88 r 2 Œ0:85; 1� (epi);

θ−layer

  r−layer

φ−layer

S
1S

2

P
1

P
2P

3
EPI (r=1)

MID (r=0.5)

ENDO (r=0)

r−layersφ−layer
(φ = − π/2)

θ − layer
(θ = π/8)

Fig. 9.28 Left: ellipsoidal domain and r, 	; � -layers, S1; S2 D endocardial and epicardial
stimulation sites, P1; P2; P3 D Purkinje ventricular junctions. Right: fiber direction on r, 	; � -
layers

Table 9.4 Parameter calibration for the monodomain and bidomain models

� D 103 cm�1 Cm D 10�3 mF=cm2

�el D 2� 10�3 ��1 cm�1 � il D 3� 10�3 ��1 cm�1

�et D 1:3514 � 10�3 ��1 cm�1 � it D 3:1525 � 10�4 ��1 cm�1

�en D �et =2 �in D �it =10

	min D ��=2, 	max D �=2 �min D �3�=8, �max D �=8

a1 D 1:5, a2 D 2:7 c1 D 4:4, c2 D 5

n	 D 500, n� D 500, nr D 100
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which yield APDs of 232 ms (endocardial), 272 ms (sub-endocardial), 242 ms
(midmyocardial) and 225 ms (epicardial). This type of transmural heterogeneity
composed of four cell layers reproduces qualitatively the APD heterogeneity
measured in wedge preparations, see e.g. [572].

3-wall. The cardiac tissue is subdivided transmurally into three layers: endocar-
dial (r 2 Œ0:0:33/), midmyocardial (r 2 Œ0:33; 0:66/) and epicardial (r 2 Œ0:66; 1�).
The factor for the IK current assumes the following values

fact3IK D
8<
:
2:62 r 2 Œ0; 0:33/ (endo)
1:952 r 2 Œ0:33; 0:66/ (mid)
2:88 r 2 Œ0:66; 1� (epi);

which yield APDs of 235 ms (endocardial), 272 ms (midmyocardial) and 225 ms
(epicardial). The three resulting action potentials waveforms are shown in Fig. 9.29.
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Fig. 9.29 Top: W-wall transmural intrinsic action potential profiles (left) and transmural intrinsic
APD distribution (right). Middle: 3-wall transmural intrinsic action potential profiles (left) and
transmural intrinsic APD distribution (right). Bottom: apex-to-base intrinsic action potential
profiles (left) and apex-to-base intrinsic APD distribution (right)
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This type of transmural heterogeneity composed of three cell layers has been
previously used in [546] for 1D simulations.

Figures 9.30–9.33 display the patterns of excitation, repolarization and APD
isochrones for the three ellipsoidal walls with endocardial stimulation. The same
qualitative features of the excitation, repolarization and APD patterns previously
described for the slab domains are also detected in these ellipsoidal walls. The visual
inspection of the repolarization patterns on r-layers of the H-wall, 3-wall and W-wall
shows that they are very similar, as confirmed by the high CC (� 0:991) reported
in Table 9.6. On the other hand, the APD correlation is lost on some r-layers. This
correlation loss of the intramural APD patterns could be attributed to the interaction
between the wall tapering and the associated curvature variation. This conclusion
differs from the one obtained for cartesian slabs, where both repolarization and
APD patters on intramural r-layers were found to be independent of the transmural
variation of the intrinsic cellular APD.

9.3.2.1 Discussion

In the present investigation we studied the combined influence of (a) the transmural
rotational anisotropy and (b) the transmural intrinsic APDs heterogeneity on the
sequence of repolarization and APD distribution. We have used the Anisotropic
Monodomain model coupled with the Luo-Rudy phase I membrane model, which
has a lower computational cost than more advanced models incorporating additional
ionic currents and a more complete intracellular calcium dynamics, see e.g. [243,
356]. We applied a single stimulus, either epicardial or endocardial, and compared
the results obtained with homogeneous membrane properties (H-slab/wall) with the
results obtained with two types of transmural heterogeneity (3-slab/wall and W-
slab/wall). By considering action potentials elicited by a single stimulus (as opposed
to a sequence of stimuli), our simulations are expected to enhance the disparity
between excitation and recovery sequences and the dispersion of APDs, since it is
well known that periodic stimulations, with relatively short cycle lengths, produce
relatively short APDs with a reduced dispersion, see [479, Fig. 3].

In case of homogeneous membrane (H-slab/wall), the repolarization wave
elicited by epi- or endocardial stimulation spreads anisotropically, like the
corresponding activation pattern. Repolarization exhibits a somewhat faster motion,
with intramural anisotropic patterns of APD distribution in sections parallel to
the epicardial face and on transmural sections A, B, C, and D. Although the
tissue is composed of cells with the same intrinsic properties, the electrotonic
effects generate anisotropic spatial variations (epicardial and transmural) of the
APD. The maximum of APD over the entire volume is consistently located at
the stimulation site. Anisotropic spatial variations of the APD along and across
fibers were observed experimentally in 2-D myocardial laminae by Osaka et al.
[364], Gotoh et al. [208] and on the epicardium of dog hearts by Burgess et al.
[67] and Taccardi et al. [512]. On the other hand, Bertran et al. [48], working with
pig hearts, did not observe anisotropic APD differences in 2-D laminae from the
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Fig. 9.30 Orthotropic Monodomain–LR1 model, homogeneous truncated ellipsoidal domain,
endocardial central stimulation. Isochrone lines of the depolarization time (first column ACTI),
repolarization time (second column REPO) and action potential duration (third column APD) on
epicardial (first row), mid-myocardial (second row) and endocardial (third row) sections and on the
whole domain (fourth row). Reported below each panel are the maximum, minimum and step in
ms of the displayed map
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Fig. 9.31 Orthotropic Monodomain–LR1 model, W-wall with endocardial central stimulation.
Isochrone lines of the depolarization time (first column ACTI), repolarization time (second column
REPO) and action potential duration (third column APD) on epicardial (first row), mid-myocardial
(second row) and endocardial (third row) sections and on the whole domain (fourth row). Reported
below each panel are the maximum, minimum and step in ms of the displayed map
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Fig. 9.32 Orthotropic Monodomain–LR1 model, 3-wall with endocardial central stimulation.
Isochrone lines of the depolarization time (first column ACTI), repolarization time (second column
REPO) and action potential duration (third column APD) on epicardial (first row), mid-myocardial
(second row) and endocardial (third row) sections and on the whole domain (fourth row). Reported
below each panel are the maximum, minimum and step in ms of the displayed map
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Fig. 9.33 Orthotropic Monodomain–LR1 model, homogeneous and heterogeneous truncated
ellipsoidal domains, endocardial central stimulation. Isochrone lines of the action potential
duration on epicardial (first row), mid-myocardial (second row) and endocardial (third row)
sections and on a transmural section (fourth row). Reported below each panel are the maximum,
minimum and step in ms of the displayed map
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left ventricle. In vitro experimental studies have demonstrated the heterogeneity of
the action potential morphology and duration within the ventricular wall, see e.g.
[7, 572] and the survey [8]. The intrinsic APD heterogeneity in the ventricular wall
is not uniform, depending on the part of the ventricular wall where the myocytes
or the transmural wedges are isolated [7] and also on the artificial environment
of the preparation [533]. Therefore, in our simulations we have considered, in
addition to homogeneous intrinsic membrane properties, also two different types
of transmural heterogeneity, labeled 3-slab/wall and W-slab/wall in the previous
sections, obtained by subdividing the cardiac domain into layers parallel to the
epicardium, and assigning different cellular APD to each layer. In the 3-slab/wall,
we considered three cell layers (subendo-, mid- and subepi-cardial), as used before
in 1D simulation studies [96, 467, 546]. In the W-slab/wall, we incorporated four
cell layers, in order to approximate the APD transmural distributions detected in
experiments with wedge preparations (see [395, 396, 572]).

We have examined the effects of reversing the transmural activation from
epicardial to endocardial central stimulation. In the heterogeneous cases, the
distributions of both the transmural intrinsic APD and the transmural rotation of
the fiber direction are not symmetric with respect to the intramural midwall plane,
since the fiber direction rotates CCW from �45ı at the epicardium to 75ı at the
endocardium. Thus, the repolarization sequence and the APD distribution obtained
with an endocardial stimulation display some differences with respect to the same
features produced by an epicardial stimulation, and cannot be obtained from the
latter by simply exchanging epicardium with endocardium.

Firstly, we have extracted from our 3D simulations the 1D profiles of the
activation and repolarization times and of the APD elicited by a local epicardial or
endocardial stimulation. These simulated profiles are qualitatively similar to those
obtained by using homogeneous and heterogeneous 1D models of the ventricular
wall, see [96, 452, 467, 496, 546], but they do not coincide due to the presence of
anisotropic curvature effects. Only the case of a plane front obtained by stimulating
the whole epicardial or endocardial face of our cardiac slab could be reduced to a
1D propagation, but this is not our case.

In our simulations on heterogeneous slabs, when we switched the pacing site
from epicardium to endocardium, the dispersion of repolarization times along the
vertical line passing through the pacing site decreased from 46 to 33 ms for the
3-slab and from 47 to 14 ms for the W-slab (Table 9.5); this is consistent with
the simulations and measurement in Fish et al. [176]. Also, the profile of the
repolarization time displayed very different shapes in the two pacing protocols
(see Figs. 3 and 5). On the other hand, unlike Fish et al. [176] findings, the APD
dispersion in the two pacing protocols increased, when we moved from epi to
endo pacing while the APD profiles showed very similar shapes. These large
differences between the epicardial and endocardial stimulations are not present in
the full domain of the slab: for example, epicardial pacing for the W-slab yields
a total dispersion of 103 ms for the repolarization time and 31 ms for the APD,
while endocardial pacing for the same slab yields dispersions of 108 ms for the
repolarization time and 34 ms for the APD.
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Table 9.5 Dispersion (MAX–MIN value) of activation time (ACTI), repolarization time (REPO),
APD 90 on the 1-D transmural line passing through the stimulation site and orthogonal to both
epicardial and endocardial surfaces

Epicardial stimulation Endocardial stimulation
ACTI REPO APD 90 ACTI REPO APD 90

H-slab 35.26 24.62 10.53 35.48 23.90 11.45

3-slab 35.26 46.76 28.99 35.48 33.50 37.36

W-slab 35.26 46.79 19.91 35.48 14.74 31.78

In our heterogeneous models, the amount of assigned transmural intrinsic
heterogeneity yields a dispersion of APDs which is lower than that observed in
experimental wedge preparations, but is sufficient to produce a transmural change
of the repolarization sequence, compared with the homogeneous model. This
sequence is partially independent of the activation process and the lateral spread
of repolarization is driven by the transmural intrinsic heterogeneity of APDs. The
APD distribution on transmural sections exhibits a striped structure with elongated
equilevel lines, which are mostly flat and parallel to the epi- and endocardial
surfaces.

In sections parallel to the epi- and endocardial faces the repolarization sequences
and APD patterns are not affected by the transmural APD heterogeneity, except for
the absolute values of the two variables. More precisely, the distributions of the
repolarization times and APDs on sections parallel to the epicardium are strongly
correlated in the three different slabs/walls.

On intramural sections parallel to the epicardial surface, in the 3-slab and W-slab,
the quasi-elliptical pattern of repolarization isochrones is qualitatively similar to
that observed in the homogeneous slab, showing that the spread of repolarization in
these sections is primarily determined by the activation sequence and the rotational
anisotropy. This confirms that the repolarization sequence is not associated with a
propagating wavefront, but it is a phase wave.

Thus, in spite of the coupling effects due to diffusion, reaction and modulation,
the transmural heterogeneity does not influence the patterns on intramural sections
parallel to the epicardial face, but produces effects that remain confined in the
transmural direction. The finding that the effects of the heterogeneity and the
rotational anisotropy are so clearly decoupled in the heterogeneous slabs was
unexpected. Clearly, the former effects prevail in the transmural direction and the
latter in the sections parallel to the epicardial surface. This complex interactions
between orthotropic anisotropy, fiber rotation and cell heterogeneities determine
complex excitation and repolarization wavefronts that cannot be understood by
using simple 1D simulations.

We remark that in vivo experimental studies, see e.g. in intact canine [9,161,515]
or human [517] hearts, the observed APD dispersions are lower than the dispersions
observed in isolated cells and in wedge preparations. We refer also to [9, 70] for a
discussion about the difference between in vivo and in vitro measurements. Recent
experimental studies [515] in exposed and isolated dog hearts have shown that the



308 9 Simulation Studies of Cardiac Bioelectrical Activity

transmural dispersion of APD in the left ventricular wall is on the order of 15–20 ms
during ventricular pacing with cycle length of 350 or 400 ms. In these preparations,
the repolarization sequence is often qualitatively similar to the activation sequence.
When the pacing site was epicardial, both the excitation and the repolarization
fronts returned toward the epicardium in a transmural plane perpendicular to the
epicardial fiber direction near the pacing site. However, confirmatory studies are
needed in order to determine whether these findings occur consistently in varying
experimental conditions. Moreover, Taccardi et al. [512] observed a typical tripolar
epicardial APD pattern, with one central maximum and two minima in the cross-
fiber direction, on the left ventricular epicardium of exposed dog hearts during left
ventricular pacing. Poelzing et al. [395, 396] found that in a narrow subepicardial
layer the intercellular conductance is lower than in deeper layers, due to a local
shortage of gap junctions. This factor contributes to the transmural inhomogeneity
of excitation velocity and recovery durations.

As mentioned before, the data on transmural dispersion of APD currently
available in the literature are not consistent, since there is a disparity between the
transmural dispersion of the APD observed in in vivo hearts, see e.g. [9, 258], and
in vitro experiments in wedge preparations, see e.g. [8, 572]. The transmural APD
dispersion reported by the former authors is less than the one reported by the latter.

In this simulation study on the electrotonic modulation in a three dimensional
structure, we assumed that: (i) the heterogeneity of the intrinsic APDs is transmural,
i.e. the APDs values are constant in each section parallel to the epicardial face;
(ii) the fibers have a constant orientation in each section parallel to the epicardial
face; (iii) an idealized sheet-fiber model (iv) a normal cell coupling (i.e. normal
conductivity coefficients). The simulations show that the electrotonic modulation
is not strong enough to level the intrinsic transmural APD differences, but these
strong differences are not revealed at the epicardial level. Hence, our results do not
explain why in intact hearts several investigators, see e.g. [9, 258], have observed
a strongly reduced dispersion of APD across the ventricular wall as compared with
the dispersion observed in wedge preparations.

In conclusion, the complex 3-D paths of electrotonic currents during the repo-
larization phase in our orthotropic medium do not seem to extend the effects of
transmural inhomogeneity to the sections parallel to the epicardium. These results
suggest the presence of two separate and competing mechanisms that modulate the
repolarization sequence and APD patterns, one due to the rotational anisotropy and
the other to the transmural heterogeneity of intrinsic APD. While the first seems to
prevail in the sections parallel to the epicardium, the second is the major determinant
of the transmural shape of repolarization fronts and APD patterns outside a volume
surrounding the transmural line issuing from the stimulation site.
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9.3.3 Transmural and Apex-Base Heterogeneity in 3-D
Ellipsoids

We now extend the previous simulations in ellipsoidal cardiac domains to the case
of apex-to-base and mixed transmural APD heterogeneities; for more results and
details we refer to [130]. In particular, we consider the following heterogeneous
ellipsoidal domains:

Apex-base-wall. The intrinsic APDs of cells vary in this case with respect to the
�-direction. We define the intrinsic APD along the apex-to-base direction decreasing
monotonically from apex to base, by introducing a scaling factor factIK of the IK
current depending linearly on � according to the following rule

fact AB
IK
.�/ D 2:88 � 1:952

�max � �min
.� � �min/C 1:952;

for � 2 Œ�min; �max�. The resulting dependence of APD on � is reported in Fig. 9.29,
showing an almost linear variation from 272 ms at the apex to 225 ms at the base,
with an intrinsic APD dispersion of 47 ms.

Mixed-wall. Both transmural 3-wall and apex-to-base-wall heterogeneities are
introduced in the cardiac tissue by setting factIK D fact3IK C factAB

IK
.�/, i.e.

factIK D
8<
:
2:62C factAB.�/ � 2 Œ�min; �max�; r 2 Œ0; 0:33/ (endo)
1:952C factAB.�/ � 2 Œ�min; �max�; r 2 Œ0:33; 0:66/ (mid)
2:88C factAB.�/ � 2 Œ�min; �max�; r 2 Œ0:66; 1� (epi):

We investigate the interaction between the two intrinsic APD heterogeneities
considered, one in the transmural direction (3-wall) and the other in the intramural
apex-to-base direction (apex-base-wall). Unexpectedly, the repolarization and APD
patterns on r-layers of the apex-base-wall (Fig. 9.34) and the mixed-wall (Fig. 9.35)
are very similar apart from their numerical values. On the other hand, the patterns
displayed on the transmural diagonal section are very dissimilar due to the
transmural heterogeneity in the mixed-wall. As in the case without apex-to-base
heterogeneity (Fig. 9.36), the transmural heterogeneity has only a weak influence on
the repolarization patterns on the r-layers, apart from a shift toward the ventricular
base of the site that repolarize first and an increase of the spatial dispersion.

In order to quantitatively study the influence of the two heterogeneities, we
computed the correlation coefficient (CC) on the intramural r-layers and transmural
	- and �-layers, for the pair 3-wall and mixed-wall, and for the pair apex-base-
wall and mixed-wall. The average CCs on each layer are reported in Table 9.6.
The results confirm that the two heterogeneities are somewhat decoupled, i.e. (a)
the high CC values on �-layers show that the repolarization and APD patterns
are independent of the apex-to-base heterogeneity and mostly determined by
the transmural heterogeneity; (b) the high CC values on r-layers show that the
repolarization and APD patterns are independent of the transmural heterogeneity
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Fig. 9.34 Apex-base-wall with central endocardial stimulation. Same format as Fig. 9.36 (Repro-
duced with permission from [130])
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Fig. 9.35 Mixed-wall with central endocardial stimulation. Same format as Fig. 9.36 (Reproduced
with permission from [130])
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Fig. 9.36 H-wall with central endocardial stimulation. Activation (ACTI, first column), repolar-
ization (REPO, second column), APD (third column) patterns on the epicardium (EPI, first row),
midwall (MID, second row), endocardium (ENDO, third row), diagonal section (fourth row). Below
each panel are reported the minimum, stepsize (in brackets), and maximum value of the displayed
map (Reproduced with permission from [130])
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Table 9.6 Average correlation coefficients of repolarization times and APD on r,	; � -layers

Endo stim. Epi stim.

Average CC on Average CC on

r-layer 	-layer � -layer r-layer 	-layer � -layer

H-wall,3-wall REPO 0.997 0.838 0.841 0.998 0.842 0.565

APD 0.590 0.460 0.442 0.699 0.386 0.366

H-wall,W-wall REPO 0.999 0.913 0.911 0.999 0.914 0.657

APD 0.830 0.273 0.275 0.873 0.373 0.376

3-wall,mixed-wall REPO 0.853 0.890 0.997 0.882 0.887 0.997

APD 0.146 0.673 0.999 0.150 0.668 0.999

Apex-base-wall, REPO 0.998 0.854 0.829 0.999 0.904 0.562

mixed-wall APD 0.993 0.745 0.455 0.992 0.739 0.375

and mostly determined by the apex-to-base heterogeneity. We remark that due
to the transmural fiber rotation and the presence of the fiber imbrication angle,
the complex three-dimensional anisotropic current density vectors cross each r�
and ��layers transversally. Nevertheless, the repolarization and APD patterns
on ��layers unmask the transmural heterogeneity and musk the apex-to-base
heterogeneity and opposite holds for the patterns on the r-layers.

We also consider a case with multiple stimulations in order to mimic the
presence of a few Purkinje ventricular junctions. More precisely, we consider on
the endocardium three stimulation sites near the apex, with stimuli delivered at
0, 4, 8 ms, see e.g. Fig. 9.37 for the apex-base-wall results. Similar results and
observations described above apply to this strongly different case with multiple
activation and repolarization wavefronts.

Our simulations have shown that in cardiac walls with constant curvature, such
as a slab or a spherical wall geometry, the repolarization sequence and APD patterns
on the wall surfaces parallel to the epicardium (r-layers) do not reveal the type of
underlying transmural APD heterogeneity.

In walls with variable curvature and tapering, the repolarization sequences on
all intramural r-layers (apart from their numerical values) again appear to be
independent of the underlying transmural heterogeneity, while only the epicardial
and endocardial APD patterns appear to be independent of the APD transmural
heterogeneity.

As a corollary, the epicardial repolarization and APD patterns are dominated
by the influence of the apex-to-base heterogeneity, whereas the same patterns on
the transmural layers are dominated by the transmural heterogeneity. Hence, the
epicardial features of the repolarization and APD patterns do not allow us to make
inferences about the variation of the underlying transmural heterogeneities, while
they allow us to detect the presence of apex-to-base heterogeneity. These findings
are independent of the stimulus location (epicardial, endocardial) and of Purkinje
involvement.
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Fig. 9.37 Apex-base-wall, Purkinje stimulation. Same format as Fig. 9.36 (Reproduced with
permission from [130])
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Our main finding is that for cardiac tissue with normal cell coupling the
anisotropic diffusion current (electrotonic modulation) is not sufficient to mask the
intrinsic repolarization differences (both transmural and apex-to-base) between each
myocyte and its neighboring cells. Thus, in our orthotropic ellipsoidal wall, the
complex 3D electrotonic modulation of APDs does not fully mix the effects of
the transmural and apex-to-base heterogeneity. The intrinsic spatial heterogeneity
of the APDs is unmasked in the modulated APD patterns only in the appropriate
transmural or intramural sections.

9.4 QRS Complex and T Wave Morphology in Electrograms

The factors determining the shape and polarity of the T wave in electrocardiograms
(ECGs) are still a matter of debate. According to the classical theory based on
the double layer source model (see e.g. [538] and the classical references therein),
an activation sequence starting from the endocardium and proceeding towards the
epicardium generates ECG waveforms at leads facing the epicardium with an R
wave. By applying the heart surface model (see e.g. [483, 538]), it is generally
believed that if the repolarization sequence follows the activation one, then a
negative T wave is expected, due to opposite direction of the transmembrane
potential gradients during the downstroke phase of the action potential. On the
contrary, measured human Einthoven leads II exhibit QRS complex and T wave with
the same positive polarity. In order to explain this discrepancy, a different transmural
repolarization sequence within the ventricular wall has been proposed, where the
epicardium recovers before the endocardium based on the assumption that the action
potential duration (APD) of epicardial cells is considerably shorter than the APD of
endocardial cells. Experimental evidence of transmural APD heterogeneity and of
transmural repolarization gradients has been established in [571] for isolated cells
and in vitro wedge preparations of canine left ventricles. Computational studies
on isotropic [95, 148, 176, 205] or anisotropic cardiac tissue [58], with transmural
APD cell heterogeneity, have been able to reproduce concordant R and T waves.
Nevertheless, a repolarization sequence directed from epicardium to endocardium
has never been observed in in vivo animal models; see [133, 183, 258, 517]. In
alternative to transmural repolarization gradients, apico-basal APD heterogeneities
have been proposed as a determinant of the T wave polarity. The aim of this section
is to provide some insight on how the tissue anisotropy, cellular APD heterogeneities
and shape of excitation wavefronts influence the polarity of the T wave in unipolar
and bipolar ECGs. The study is based on three-dimensional simulations of the
entire depolarization and repolarization phases of the propagating action potential,
using the insulated anisotropic Monodomain model in a slab of cardiac tissue. Then
the primary source is used to compute the extracardiac potential in an unbounded
homogeneous conducting medium.
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9.4.1 Methods and Parameter Calibration

The anisotropic Monodomain model. The evolution of the transmembrane poten-
tial v.x; t/, extracellular/extracardiac potential u.x; t/, gating variables w.x; t/ and
ionic concentrations c.x; t/, is described by the reaction-diffusion system

8̂̂
<
ˆ̂:

cm@tv � div.Dmrv/C iion.v;w; c/ D iapp in ˝H; nTDmrv D 0 on @˝H

@tw �R.v;w/ D 0; @t c � S.v;w; c/ D 0 in ˝H

� divDru D
�

divDirv in ˝H

0 in R
3 n˝H

where DD
�
DiCDe in ˝H

�0I in R
3 n˝H

(9.3)

with appropriate initial conditions. Here ˝H is the cardiac volume, cm and iion

denote the capacitance and the ionic current of the membrane per unit volume, iapp

represents the applied current per unit volume, and �0 is the conductivity coefficient
of the extracardiac medium.

The conductivity tensors Di.x/ and De.x/ at any point x 2 ˝H are defined as
in (3.41). The Monodomain conductivity tensor Dm is given by Dm D De.Di C
De/

�1Di , see Chap. 4.
The fibers rotate intramurally linearly with the depth for a total amount of

120ı and when the point of view is from the epicardial side, the rotation is
counterclockwise proceeding from the epicardium to endocardium. More precisely,
in the canonic reference system .e1; e2; e3/, the fiber direction al .x/ and the other
two principal axes at a point x are given by

al .x/Due1 cos˛.r/Cue2 sin˛.r/; at .x/Due3; an.x/Due1 sin ˛.r/ � ue2 cos˛.r/
˛.r/D 2

3
�.1 � r/� �

4
; with r 2 Œ0; 1�:

The conductivity tensors are assumed orthotropic with conductivity coefficients
along the principal axis given in the Table 9.7 (right) below.

Table 9.7 Parameter calibration for modeling the transmural heterogeneities (left) and conductiv-
ity coefficients in mS cm�1 (right)

Slab type H-slab 3-slab

Number of layers 1 3

Layer thickness (cm) Endo Mid Epi

1 0.33 0.34 0.33

fact_IK 1 2.62 1.95 2.88

APD (ms) 266 235 272 225

Conductivity coefficients

Intra Extra

�l 3 2

�t 0:3152 1:3514

�n 0:0315 0:6757

�0 D 6
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Transmural heterogeneity. The membrane model employed is the Luo-Rudy
phase I (LR1) ionic membrane model (see [308]), requiring six gating variables and
one calcium concentration variable. We consider two different types of transmural
distribution of the intrinsic APDs of the cells, one homogeneous (H-slab) and one
heterogeneous (3-slab). The transmural intrinsic APD heterogeneity is assumed
to be the same along any transmural epi-endocardial straight line, i.e. in any
plane parallel to the epicardium all cells have the same intrinsic APD. In the
heterogeneous slab, the intrinsic APD of the cells is obtained by multiplying the
potassium current IK in the LR1 model by a factor factIK . This modulation factor
is chosen in order to introduce a transmural APD profile with M-cell layers; see
Table 9.7, Fig. 9.38-right and [126, 205] for more details.

Computation of unipolar and bipolar electrograms. Unipolar ECGs u are
computed at an array of 3 � 3 points on planes located 2 cm (1 cm, not shown)
above the epicardium (planeL1) and 2 cm (1 cm, not shown) below the endocardium
(plane L2), see Fig. 9.38-left. In order to investigate the qualitative behavior of the
T wave of ECGs for sites at some distance from the active tissue, we disregard
the anisotropic conduction effects of the bulk tissue, but we take into account the
anisotropic cardiac source structure. Thus, the ECGs far away from the tissue slab
are computed by assuming Di C De � �0I , hence according to the formula (see
e.g. [117, 119, 295, 483])

u.x; t/ D � 1

4��0

Z
˝H

Di.y/rv.y; t/ � r
�

1

jy � xj
�
dy; (9.4)

where Di.y/rv.y; t/ represents the anisotropic cardiac electric sources generating
the extracardiac potential field.
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Fig. 9.38 Left: cardiac slab and location of the 3� 3 transmural ECG electrode array 2 cm above
the epicardial surface (plane L1) and 2 cm below the endocardial surface (plane L2). Right:
Epicardial, Midmyocardial and Endocardial action potentials in the transmural heterogeneous
3-slab calibration
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Decomposition of the ECG waveform. In order to study the contribution of
the anisotropic cardiac sources to the T wave morphology, we introduce an additive
splitting of the intracellular conductivity tensorDi D DHS CDAS given by

DHS D �it I and DAS D .�il � �it /al .x/aTl .x/C .�in � �it /an.x/aTn .x/:

This splitting of Di induces an analogous splitting of the cardiac sources into the
so called double layer or heart surface (HS) source model (see [483, 538]) and into
a residual anisotropic source (AS). Consequently, the source term is decomposed
as Dirv D DHSrv C DASrv and since u depends linearly on Dirv in Eq. (9.4),
the full unipolar ECG is decomposed as the sum of an isotropic (heart surface)
and anisotropic components u D uHS C uAS. Given two points xepi 2 cm above
the epicardium (plane L1) and xendo 2 cm below the endocardium (plane L2), we
introduce also the transmural bipolar ECG given by .xepi; xendo; t/ D u.xepi; t/�
u.xendo; t/: Using the same splitting as before, we also decompose the full bipolar
ECG  into the HS component  HS.xepi; xendo; t/ and the anisotropic component
 AS.xepi; xendo; t/.

Numerical methods. The cardiac domain ˝H considered is a cartesian slab of
dimensions 5� 5� 1 cm3 modeling a portion of the left ventricle; see Fig. 9.38-left.
In all computations, a structured grid of 500 � 500 � 100 hexahedral isoparametricQ1

elements of size h D 0:1mm is used in space. The time discretization is based on
an Euler Imex method.

9.4.2 Unipolar and Bipolar ECG Simulations

We consider two endocardial stimulation protocols: a single (ectopic) site stimula-
tion (S1), eliciting a twisted semi-ellipsoidal excitation front, or multiple (12) sites
stimulation (S2), modeling a simplified Purkinje network, eliciting a large excitation
front spreading transmurally mainly across fiber. These two protocols are applied to
both H-slab and 3-slab, for a total of four simulations.
S1: unipolar ECGs. The activation (ACTI) and repolarization (REPO90)

isochrones on a transmural section of the tissue are reported in Fig. 9.39a. The
HS components of all unipolar ECGs on plane L2 (2 cm below the endocardium)
for H-slab (see Fig. 9.40a) display a Q wave and a positive T wave, as expected. The
same behavior is also observed in 3-slab case (not shown), where the intramural
repolarization sequence displays a primary and a secondary fronts coming from
the endocardial and epicardial surfaces, respectively. Instead, the HS components
on plane L1 (2 cm above the epicardium) display a QRS complex with R and S
waves and, unexpectedly for a tissue without transmural heterogeneities, a positive
T wave, see Fig. 9.41a, c. The AS components of unipolar ECGs on both planes L1
and L2 display a Q wave and a positive T wave. The same morphology is shared
by the full unipolar ECGs on both planes L1 and L2 (Figs. 9.40a and 9.41a, c).
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Fig. 9.39 (a): Single site stimulation (S1), isochrones of activation time ACTI (first row) and
repolarization time REPO90 (second and third row) on a transmural diagonal section of H-slab,
3-slab. (b): Multiple sites stimulation (S2), same format as in (a)
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Fig. 9.40 H-slab: Unipolar ECGs at site 5 on plane L2 (site 5 is the central one in the 3� 3 array,
see Fig. 9.41). (a): Single site stimulation (S1). (b): Multiple sites stimulation (S2). Continuous
line: full unipolar ECG. Dashed line: HS component. Dashed-Dotted line: AS component

This fact indicates that the full unipolar ECGs are dominated by their anisotropic
AS components. The HS components have little influence on the full ECGs, since
their positive T waves reinforce those of the full ECGs but their R waves at almost
all sites on plane L1 are absent in the QRS complex of the full ECGs. Analogous
morphological considerations hold for the 3-slab (Fig. 9.42), although with slight
differences in magnitude.
S2: unipolar ECGs. The isochrones of ACTI and REPO90 on a transmural

section of the tissue are reported in Fig. 9.39b. The excitation wavefronts are larger
than those elicited by the ectopic stimulation. On plane L2, the morphology of the
unipolar ECGs is the same as in the ectopic case described before; see Fig. 9.40b. On
plane L1, all the AS components have Q waves and positive T waves, while the HS
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Fig. 9.41 H-slab: Unipolar ECGs on plane L1. Continuous line: full unipolar ECG. Dashed line:
HS component. Dashed-Dotted line: AS component (only in zoom). (a): Single site stimulation
(S1). (b): Multiple sites stimulation (S2). (c, d): zoom at site 5

components exhibit R waves and negative (H-slab, Fig. 9.41b, d) or positive (3-slab,
Fig. 9.42b, d) T waves. Nevertheless, the larger magnitude of the AS components
prevail in the full unipolar ECGs and they still exhibit a positive T wave and QRS
complex entirely negative or with RS configuration (small R and large S wave) and
positive T wave. Therefore, the full unipolar ECGs are still dominated by their AS
components.
S1: bipolar ECGs. Unlike unipolar waveforms, the bipolar ECGs (Figs. 9.43

and 9.44a, c) appear to be dominated by their HS components, all with R and S
waves and biphasic (for H-slab) or positive (for 3-slab) T waves. Since the AS
components of the unipolar ECGs on planes L1 and L2 are almost identical, the
bipolar AS component has a very small magnitude in comparison with the bipolar
HS component, hence they have a negligible influence on the full bipolar ECGs.
The negative minimum of the biphasic T wave appearing in the bipolar ECGs in the
H-slab case is due to the T peak of the unipolar HS components at sites on plane
L2 preceding the T peak of the symmetric sites on plane L1.
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Fig. 9.42 3-slab: Unipolar ECGs on plane L1. Same format as Fig. 9.41. (a) S1. (b) S2. (c) S1,
zoom at site 5. (d) S2, zoom at site 5

S2: bipolar ECGs. Bipolar ECGs now display a QRS complex with a large
R wave and negative T wave (Figs. 9.43 and 9.44b, d), similarly to their HS
components. The bipolar AS components have little influence because of their much
smaller magnitude and therefore, as in the ectopic case, the full bipolar ECGs are
dominated by their HS components.

Discussion of the results. By means of three-dimensional simulations based
on the anisotropic Monodomain model, we have studied the influence of tissue
anisotropy, cellular APD heterogeneities and the shape of the excitation wavefront
on the T wave polarity. The simulation results have shown that: (i) unipolar ECGs
exhibit a positive T wave mainly determined by the anisotropy of the cardiac
tissue, irrespective of cellular APD heterogeneities and the shape of the excitation
wavefront; (ii) on the other hand, bipolar ECGs are mainly determined by their
isotropic component and their T wave turns out to be positive only for a single
stimulation in presence of transmural APD heterogeneity, while it becomes always
negative in case of multiple stimulation generating large activation wavefronts,
regardless of the considered cellular APD heterogeneities. We remark that in our
ECG computation, we have used an idealized cardiac geometry taking into account
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Fig. 9.43 H-slab: Bipolar ECGs on plane L1. Continuous line: full unipolar ECG. Dashed line:
HS component. Dashed-Dotted line: AS component (only in zoom). (a): Single site stimulation
(S1). (b): Multiple sites stimulation (S2). (c, d): zoom at site 5

anisotropic cardiac sources but considering the widely used assumptions of the same
isotropic properties for bulk tissue and for the surrounding infinite extracardiac
medium. Previous studies [117, 119] have shown that including anisotropic bulk
tissue affects the ECGs magnitude far away from the cardiac surface but it does not
alter their QRS morphology. The extension of our conclusions on T wave polarity
to real 12-lead ECGs will require considering realistic geometries for both cardiac
tissue and torso, as well as the anisotropy of the bulk tissue. Nevertheless, the real
12-lead ECGs are far-field signals and we expect that the full ECG and the isotropic/
anisotropic ECG components will be smoothed out due to the greater distance from
the active tissue.
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Fig. 9.44 3-slab: Bipolar ECGs. Same format as Fig. 9.43

9.5 Extracellular Markers of Excitation and Repolarization
Times

The time evolution of the cardiac bioelectric activity is described by the time
and spatial distribution of the intracellular and extracellular potential fields
ui .x; t/; ue.x; t/, both dependent on a chosen reference potential. By taking the
difference between the intra- and extracellular potentials, we obtain the distribution
of the transmembrane potential v.x; t/ D ui .x; t/ � ue.x; t/; that is independent of
the reference potential. During a heart beat, the transmembrane potential of each
myocardial cell undergoes a time variation called transmembrane action potential
(TAP), characterized by a fast upstroke of about 1 ms and a subsequent slower
downstroke of about 50 ms, associated with the activation and recovery phases,
respectively, also called depolarization and repolarization phases.

Maps of the activation and recovery sequences provide important information for
identifying normal heart activity and cardiac arrhythmias that are often associated
with abnormal recovery times and action potential durations. Methods for determin-
ing activation and recovery times on the epicardial and endocardial surfaces, as well
as transmurally (i.e. in the thickness of the ventricular wall), are essential tools for
understanding the recovery process in normal and pathological conditions at both
experimental and clinical levels.
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While methods for determining activation sequences from direct leads (recorded
directly from the heart) are well established, the assessment of local recovery times
is more difficult, due to the larger time and space scales involved in the recovery
process. The activation time is generally defined as the time instant when the TAP
exhibits the fastest upstroke and the unipolar electrogram (EG) shows the fastest
downstroke (i.e. the intrinsic deflection) during the QRS complex; see e.g. [408]
for a recent update. The assessment of local recovery times is based on indexes
associated with the TAP downstroke phase and with the upstroke of the T wave in
the EG, see Fig. 9.45.

Widely used TAP recovery markers are the time of fastest repolarization RTtap,
defined as the instant of TAP fastest downstroke during the recovery phase, and the
late recovery time RT90tap, defined as the instant when the TAP reaches 90 % of its
resting value during the downstroke phase.

The potential drop across the membrane can be measured only from a few sites
in a given preparation by microelectrodes (micropipette). Therefore, transmembrane
potentials cannot be simultaneously recorded from hundreds of sites in vivo. Optical
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Fig. 9.45 Transmembrane action potential (v), unipolar electrogram (ue) and hybrid monophasic
action potential (hmap) waveforms and the associated activation and recovery time markers
(Reproduced with permission from [461])
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techniques can be used to detect the transmembrane potential on exposed tissue
surface, such as the epicardial surface, but cannot be used for intramural recordings.
Transmural and intramural explorations across the ventricular wall can only be
afforded with extracellular multi-electrode arrays. These recording techniques are
applicable especially when exploring large regions of a beating heart. Therefore, it is
very important to derive from the analysis of the extracellular potential time course
some recovery time markers that accurately estimate the recovery TAP markers.

The most widely accepted EG recovery time marker for the fastest recovery time
RTtap is the time RTeg of maximum upslope during the T wave, see e.g. [221, 566].
The RTeg marker has been widely employed in many experimental studies on
animals [9,135,160,194,363,512,515] and humans [84,87,194,517,567,580]; see
also the survey paper [133]. Nevertheless, its reliability in estimating the RTtap has
been assessed experimentally in only a few papers, i.e. [160,221], by evaluating the
correlation between the activation-recovery interval (ARI, defined as the difference
between RTeg and the activation time) and the action potential duration (APD,
defined as the difference between RTtap and the activation time), under a variety of
physiological conditions. A simulation study of the reliability of RTeg versus RTtap

has been carried out in [496], using a one-dimensional model of a cardiac strand.
Recently in [127], an EG marker for late recovery time based on the time RT90eg

of minimum second derivative of the EG waveform during the T wave has been
proposed.

Another extracellular technique for determining recovery times is based on
bipolar signals recorded by taking the potential difference between a site inside a
permanently depolarized area (obtained e.g. by pressure, suction or KCl injection)
and an exploring site. When the exploring and permanently depolarized sites are
very close to each other, we obtain the classical monophasic action potential (MAP),
see e.g. [181]. Instead, when we record the potential difference between a fixed
extracellular recording site inside a permanently depolarized region, and a generic
exploring site, we obtain the hybrid monophasic action potentials (HMAP), see
[553]. The TAP and MAP techniques cannot be implemented extensively in vivo.
Conversely, the EG and HMAP extracellular recording techniques are applicable in
studying the activation and recovery sequences in large regions of a beating heart
in vivo. Since both TAP and HMAP waveforms exhibit monophasic downstroke
phases, we can define the HMAP recovery markers RThmap and RT90hmap in the
same way as the TAP markers RTtap and RT90tap, respectively. Due to the close
resemblance of TAP and MAP waveforms at the same exploring site, there is a
general agreement on the reliability of MAP recovery times. On the other hand, the
use of a fixed extracellular recording site inside a permanently depolarized region
and the more varied morphology of the HMAP signal has made controversial the
information content of the HMAP, see e.g. [128, 135].

It is important to validate the previously described methods for assessing the local
recovery time from unipolar or bipolar recordings by comparing these markers with
the TAP markers, which are widely considered to be the best standard. The extension
of the pioneering one-dimensional investigation of [496] to three dimensions is
a demanding computational task, since it requires efficient numerical solvers for
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the Bidomain model describing the cardiac bioelectric activity at a macroscopic
tissue level. In the last years, the development of powerful computing platforms and
efficient numerical parallel solvers have made possible large scale three-dimensional
Bidomain simulations, see e.g. [104, 458, 545], allowing the investigators to plan
and accomplish reliability studies of EG recovery time markers in 3D cardiac tissue
models.

Recently, using parallel Bidomain solvers [399, 458], the reliability of RTeg

versus RTtap markers has been investigated in normal [400, 460] and pathological
[461] cardiac tissue. In the following sections, we will review some of the results
obtained in [460, 461].

9.5.1 Waveform Postprocessing and Repolarization Time
Markers

In addition to the intracellular, extracellular and transmembrane potential fields
ui .x; t/; ue.x; t/; v.x; t/ D ui .x; t/ � ue.x; t/ defined before, we will also consider
the hybrid monophasic action potential (HMAP)

hmap.x; t/ D ue.xPD; t/ � ue.x; t/;

where xPD is a point in a permanently depolarized region of ˝H , i.e. v.xPD; t/ D
vPD is constant in time. We now define some markers of activation time (AT) and
repolarization time (RT) derived from these potentials.

Transmembrane action potential (TAP) waveforms and markers. We recall
that the ventricular transmembrane action potential (TAP) given by the time course
of v.x; t/ at a given point x 2 ˝H (see e.g. Fig. 9.45 top left panel) displays
mainly five phases, having different time scales. The first (phase 0) is related to the
excitation process, also called depolarization, where the TAP undergoes an abrupt
temporal change lasting about 2 ms, followed by a fast initial repolarization (phase
1) characterized by a fast exponential decay toward a plateau value. The plateau
phase (phase 2) lasts about 250–300 ms during normal heartbeats (depending on
the heart rate) or about 50–100 ms during tachyarrhythmias. In this phase, the
potential varies very slowly in comparison with the other phases. The plateau phase
is followed by the faster terminal repolarization (phase 3), where the TAP returns
to the resting value and after which the tissue becomes normally excitable again
(phase 4).

The excitation phase of the TAP is characterized by a fast upstroke with a well-
defined activation time, given by the instant ATtap of the TAP maximum derivative.
On the other hand, local repolarization time can be assessed by different markers
associated with the TAP downstroke phase. Widely used repolarization markers are
the time RTtap of the TAP minimum derivative and the time RT90tap when the TAP
reaches 90 % of the resting value during the downstroke phase (phase 3). The former
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is related to the moment of fastest repolarization, while the latter indicates the
ending phase of repolarization. The TAP activation and repolarization time markers
(sketched graphically in Fig. 9.45) are defined as follows:

• ATtap.x/ D argmax f@tv.x; t/; t 2 upstrokeg,
i.e. the instant of maximum time derivative of v.x; t/ during the upstroke;

• RTtap.x/ D arg min f@tv.x; t/; t 2 downstrokeg,
i.e. the instant of minimum time derivative of v.x; t/ during the downstroke;

• RT90tap.x/ D
˚
t W v.x; t/ D 0:9vr during downstroke

�
,

i.e. the instant when v.x; t/ reaches 90 % of its resting value vr during down-
stroke.

The TAP activation and repolarization markers ATtap, RTtap and RT90tap are the gold
standards for determining cardiac activation and repolarization times.

Unipolar electrograms (EG) waveforms and markers. A typical morphology
of an electrogram (EG), given by the time course of ue.x; t/ at a given point x 2 ˝H ,
is displayed in the mid panel of Fig. 9.45. The excitation phase is related to the
QRS complex, while the faster terminal repolarization occurs during the T wave.
This wave has positive and negative polarity for sites that repolarize early and late,
respectively, while it has a biphasic waveform for intermediate repolarization states.
A firmly established marker for the activation time from the EGs is the instant ATeg

of minimum derivative during the QRS complex; see e.g. [408, 493]. The most
widely accepted EG repolarization marker is the time RTeg of maximum upslope
during the T wave, see e.g. [221, 566]. Recently, we have proposed an EG marker
for late repolarization based on the time RT90eg of minimum second derivative of
the EG waveform during the T wave, see [460]. Note that the second time derivative
of electrograms has been used in [187, 188, 311] in order to define the end of the T
wave. The EG activation and repolarization time markers (sketched graphically in
Fig. 9.45) are defined as follows:

• ATeg.x/ D arg min f@tue.x; t/; t 2 QRS complexg,
i.e. the instant of minimum time derivative of ue.x; t/ during the QRS complex;

• RTeg.x/ D argmax f@tue.x; t/; t 2 T waveg,
i.e. the instant of maximum time derivative of ue.x; t/ during the T wave;

• RT90eg.x/ D arg min f@t tue.x; t/; t 2 Twaveg,
i.e. the instant of minimum second time derivative of ue.x; t/ during the T wave.

Hybrid monophasic action potential (HMAP) waveforms and markers. The
extracellular waveforms, recorded by Weissenburger et al. [553], are the potential
difference between a fixed extracellular recording within a permanently depolarized
region and a generic exploring site. These signals can be obtained directly from
the heart or computed as the difference between the unipolar EG from a fixed
permanently depolarized site and the unipolar EG from a generic exploring site.
These computed signals are obviously independent of the (identical) reference
potential used for the two unipolar EGs. We call these extracellular signals, hybrid
monophasic action potentials (HMAPs) to distinguish them from the classical close
bipolar monophasic action potentials (MAP) of Franz [181], where the exploring
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and permanently depolarized sites are always very close to each other. HMAPs
are contaminated by far-field effects, while MAPs, being close bipolar signals,
are relatively insensitive to far-field effects. A typical morphology of an HMAP
waveform is displayed in the bottom panel of Fig. 9.45. The HMAP signal exhibits
multiple upstroke phases followed by the appearance of a monophasic component.
The fastest upstroke is associated with the activation of the exploring site and the
others with the depolarization of sites around the boundary of the PD volume. The
HMAP activation and recovery time markers are defined in the same way as the
TAP markers:

• AThmap.x/ D argmax f@thmap.x; t/; t 2 upstrokeg,
i.e. the instant of maximum time derivative of hmap.x; t/ during the upstroke;

• RThmap.x/ D arg min f@thmap.x; t/; t 2 downstrokeg,
i.e. the instant of minimum time derivative of hmap.x; t/ during the downstroke;

• RT90hmap.x D
˚
t W hmap.x; t/ D 0:9vr during downstroke

�
,

i.e. the instant when hmap.x; t/ reaches 90 % of its resting value during the
downstroke.

We recall that the information content of the HMAP waveform is controversial,
see e.g. [182, 265, 285, 347, 542, 553]. In particular, the reliability of recovery time
markers derived from HMAP signals has been questioned, see [128, 135, 560].

As a byproduct of the AT and RT markers defined above, the following action
potential duration (APD) and Activation–Recovery Interval (ARI) markers are
defined.

APD markers from TAP waveforms.

� APD.x/ D RTtap.x/�ATtap.x/; � APD90.x/ D RT90tap.x/� ATtap.x/:

ARI markers from EG waveforms.

� ARIeg.x/ D RTeg.x/� ATeg.x/; � ARIhmap.x/ D RThmap.x/� AThmap.x/I

� ARI90eg.x/ D RT90eg.x/�ATeg.x/; � ARI90hmap.x/DRT90hmap.x/�AThmap.x/:

ARIeg has been widely used in estimating the APD in experiments on animals
and humans, see e.g. [135, 221, 328] and [84, 194, 517], respectively.

We recall that the excitation process is a self-sustained propagating phenomenon
and the isochrones of the activation time define a propagating excitation front.
Conversely, the repolarization process is not a matter of conduction but it is
a synchronization phenomenon, see e.g. [133]. Nevertheless, the isochrones of
successive repolarization times define a sequence of repolarization fronts and even
if these fronts are not propagating in a classical sense, for convenience of notation
we will use in the following the terms acceleration, deceleration, collision regarding
the sequence of repolarization fronts sweeping the myocardial volume.
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9.5.2 Parameter Calibrations for the Model Simulations

In all computations, a structured grid of 192 � 192 � 48 hexahedral isoparametricQ1

finite elements of size h D 0:1mm is used in space. All simulations have been run
on a Linux Cluster with 56 Opteron AMD processors and Infiniband network. Each
simulation required about 8 h on 36 processors.

Multi-electrode array. The cardiac domain ˝H considered in this study is
a cartesian slab of dimensions 1:92 � 1:92 � 0:48 cm3, modeling a portion of
the left ventricular wall. In this slab, we consider a matrix of 12 � 12 exploring
multielectrode needles spaced 1.6 mm from each other and 0.8 mm from the slab
boundary, as shown in Fig. 9.46. Each needle carries 13 recording sites, spaced
0.4 mm along the shank. We then have 12 � 12 sites on each of the 13 intramural
planes, for a total of 12�12�13 D 1 872 recording sites in the slab, each recording
the intra and extracellular potentials. We will indicate each needle location by its
column and row indexes, shown in the left panel of Fig. 9.46. This multi-electrode
array mimics the experimental setup used in intramural mapping of the extracellular
potential, see e.g. [162, 184].

Transmural heterogeneity. Three different types of transmural distribution of
the intrinsic APDs of the cells are considered, one homogeneous (H-slab) and
the other two heterogeneous (3-slab and W-slab). The transmural intrinsic APD
heterogeneity is assumed to be the same along any transmural epi-endocardial
straight line, i.e. in any plane parallel to the epicardium all cells have the same
intrinsic APD. In the heterogeneous slabs, the intrinsic APD of the cells is obtained
by multiplying the potassium current IK in the LR1 model [308] by a factor factIK ,
as detailed in Table 9.8. This modulation factor is chosen in order to introduce a
transmural APD profile with M-cell layers as in [546] (3-slab) or as in [572, Fig. 4],
[395, Fig. 5] (W-slab), to mimic their experimental transmural APD profile; see
[126, 460] for more details.
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Fig. 9.46 Left: cardiac slab ˝H , PD sites, ischemic region, transmural needles. Right: needle
locations on the epicardial plane and their row and column indexes (Reproduced with permission
from [461])



330 9 Simulation Studies of Cardiac Bioelectrical Activity

Table 9.8 Parameter calibration for modeling the transmural heterogeneities in the three cardiac
slabs H-slab, 3-slab, W-slab

H-slab 3-slab W-slab

# of layers 1 3 4

Endo Mid Epi Endo Sub-endo Mid Epi

Thickness (cm) 0.48 0.16 0.16 0.16 0.058 0.096 0.254 0.072

fact_IK 1 2.62 1.95 2.88 2.71 1.95 2.47 2.88

APD (ms) 266 235 272 225 232 272 242 225

Subendocardial ischemia. Two simulations with subendocardial moderate (MI-
slab) and severe (SI-slab) ischemic regions (defined below) are performed. The
ischemic region has dimensions 0:4 � 0:4 � 0:16 cm3 and is located as shown in
Fig. 9.46. In the LR1 model, the current IK is scaled by a factor 2.325, yielding TAPs
with APD90 D 250ms. Inside the ischemic region, the extracellular potassium
concentration ŒK�o is increased from 5:4mM (control) to 10:5mM (MI-slab) or
18mM (SI-slab); for more details see [129].

Permanently depolarized (PD) volume. A permanently depolarized (PD) site
is obtained experimentally by contact pressure or by a KCl injection in a region
HD , holding the TAP in such a region to some fixed depolarized value vD , i.e. for
x 2 HD; v.x; t/ D vD . In our simulation study, such a PD site is obtained by
assigning the extracellular potassium concentration equal to the intracellular one,
i.e. IK1 is zero in the small PD volume. The PD site is labeled PD in Fig. 9.46 and it
has dimensions 0:8 � 0:8 � 0:8mm3.

Stimulation site. Inside the PD volume the transmembrane potential values
are above threshold thus generating a first excitation-recovery TAP that sweeps
the cardiac slab ˝H . We wait for 500 ms and take the steady state reached by
the Bidomain system as the initial condition for our simulations. An extracellular
stimulus (i eapp D �250mA=cm3 for 1 ms) is then applied in a small volume (3 mesh
points in each direction) at the locations A in Fig. 9.46 and an intracellular stimulus
i iapp D i eapp is also applied in order to satisfy the compatibility condition for the
solvability of the Bidomain system (3.42).

Figure 9.47 displays the isochrones of ATtap, RT90tap and APD90 on epicardial,
midmyocardial and endocardial intramural sections and on a transmural diagonal
section perpendicular to the epicardium in the PD3 case. The excitation wave front
starts at the stimulated endocardial corner A and proceeds faster along the fiber
direction than in the orthogonal direction. In fact, in Fig. 9.47 the endocardial
and transmural activation isochrones present a quasi-elliptical shape with major
axis parallel to the fibers. Excitation reaches the epicardial breakthrough about
20 ms after the stimulus, and then in about 40 more ms the whole epicardium
is depolarized. Two distinct repolarization sequences start, almost simultaneously,
on the endocardial and epicardial surfaces, and subsequently collide and merge
transmurally in the middle region of the cardiac wall. This produces an APD90
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Fig. 9.47 3-slab, PD3. Activation (ACTI), repolarization (REPO) and action potential duration
(APD) isochrone lines, computed with space resolution h D 0:1mm, related to the transmembrane
markers ATtap.x/, RT90tap.x/, APD90.x/. Left panel: intramural sections (epicardium, midwall,
endocardium). Right panel: transmural diagonal section A perpendicular to the epicardium (see
Fig. 9.46). Maximum, minimum and step of the displayed map are reported below each panel
(Reproduced with permission from [461])

transmural pattern with a maximum in the midmyocardial regions, where cells with
a longer intrinsic APD are located.

Postprocessing. We saved the extracellular and the intracellular potential wave-
forms ue.x; t/ and ui .x; t/ at the 12� 12� 13 locations of the multi-electrode array
described above. These waveforms for ue and for the byproduct v D ui �ue are then
post-processed by computing the additional activation and repolarization markers
defined previously. The TAP markers are assumed to be the reference markers.
The EG and HMAP markers are compared with the reference TAP markers, i.e.:
ATeg and AThmap vs ATtap; RTeg and RThmap vs RTtap; RT90eg and RT90hmap vs
RT90tap; ARIeg and ARIhmap vs APD; ARI90eg and ARI90hmap vs APD90.

In order to compare these large data sets, we then compute, for vectors X; Y of
length n D 1 872, the following quantities, reported in the Tables of the Results:

• mean.X/ D 1
n

Pn
1 Xi D the average of X ;

• std.X/ D kX0k=pn D the standard deviation of X , where X0 D X �
mean.X/1;

• corr.X; Y / D .X0=kX0k; Y0=kY0k/ D the correlation coefficient between X
and Y ;

• mrd D mean.jX�Y j/=mean.jY j/ D relative mean error ofX with respect to Y ,

where k � k; .�; �/ denote the Euclidean norm and scalar product.
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9.5.3 Global Quantitative Analysis of RT Markers

Effects of the PD location on the extracellular potential field. Table 9.9 reports
the comparison between the EG and HMAP repolarization markers and the refer-
ence TAP markers (RTeg vs RTtap, RThmap vs RTtap, RT90eg vs RT90tap, RT90hmap

vs RT90tap). The sites with discrepancies larger than 30ms are excluded but, in
each case, the points excluded are less than 3. All the extracellular estimates
show a high reliability as confirmed by a correlation coefficient always greater
than 0.95. The RT90eg marker exhibits the best performance, followed by RTeg

and then by RThmap, with average absolute discrepancies ranging between 1:5 and
3:2ms. Despite the high correlation coefficient, the RT90hmap estimate exhibits
a larger average discrepancy ranging between 3:1 and 11:3ms depending on the
location of the PD volume. The relevant increase of both average discrepancies and
standard deviations for all markers with respect to the case involving only isotropic
waveforms (see [461]) indicates that the anisotropic component of the extracellular
potential ue is the major determinant of the discrepancies between EG and TAP
repolarization markers.

The EG markers are weakly influenced by the location of the PD volume.
The global performance of the RThmap marker exhibits a weak dependence on the
position of the PD volume. Conversely, the performance of the RT90hmap marker,
in terms of average discrepancy not of correlation, is strongly dependent on the
PD volume location. This strong performance dependence on the location of the
PD volumes may be related to the different morphology of the EGs in the PD

Table 9.9 RT markers discrepancies, 3-slab, PD volume in PD1, PD2 and PD3. EG and HMAP
markers computed from extracellular waveforms (ue and hmap) versus TAP markers. meanjX �
Y j D average of jX � Y j; meanjY j D average of jY j; mrd D meanjX � Y j/meanjY j D relative
mean discrepancy; std D standard deviation of jX � Y j; corr.X; Y / D correlation coefficient
between X and Y

Mean Mean Corr

X Y mrd jX � Y j jY j Std .X; Y /

PD1 RTeg RTtap 0.76e�2 1.86 244.41 1.72 0.99
RThmap RTtap 1.30e�2 3.17 244.43 3.50 0.96
RT90eg RT90tap 0.63e�2 1.59 252.94 1.79 0.99
RT90hmap RT90tap 4.46e�2 11.29 252.92 6.28 0.97

PD2 RTeg RTtap 0.77e�2 1.91 246.87 1.63 0.98
RThmap RTtap 1.23e�2 3.04 246.78 3.54 0.95
RT90eg RT90tap 0.64e�2 1.64 255.58 1.95 0.99
RT90hmap RT90tap 1.21e�2 3.08 255.26 2.51 0.96

PD3 RTeg RTtap 0.78e�2 1.92 245.40 1.65 0.99
RThmap RTtap 0.97e�2 2.39 245.42 2.23 0.98
RT90eg RT90tap 0.64e�2 1.63 254.01 1.75 0.99
RT90hmap RT90tap 2.07e�2 5.26 254.02 2.45 0.98
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volumes. The EGs in the PD volumes exhibit an upstroke phase contaminated by
some spikes followed by a downstroke phase. The EGs in PD1 and PD3 present also
an undershooting behavior at the end of the downstroke phase, which is absent in
the EGs morphology for sites inside the PD2 volume, see Fig. 9.48. In the following
simulations, we fix the location of the PD volume in the PD3 region.

Transmural heterogeneity and subendocardial ischemia. We now simulate
the excitation and repolarization processes in tissue slabs with different heteroge-
neous cellular membrane properties, i.e. in H-slab, 3-slab, W-slab, MI-slab, SI-slab
with PD volume located in PD3, by applying a local stimulus at the endocardial
vertex A in Fig. 9.46. We evaluate the global performance of the extracellular
markers for each slab type and for the entire collection of the five simulations, by
considering marker values with discrepancies less than 30 ms. In the multielectrode
array of 1 872, the discarded marker values are at most 6 and mostly related to sites
within the inexcitable regions, i.e. the PD volume and the ischemic region in the
SI-slab type.

The comparison of the activation markers shows that both the extracellular
markers ATeg and AThmap are very accurate estimates of the reference marker ATtap,
with absolute discrepancies of the order of 0.05 ms. This shows that the instant of
maximum time derivative of the HMAP matches very well the instant ATtap in spite
of the possible presence of multiple upstrokes in the HMAP signal.

The results reported in Table 9.10 show that all the extracellular recovery
markers provide very reliable estimates of the reference transmembrane markers,
with correlation coefficients always greater than 0:98. This good match between
the EG repolarization markers and the reference TAP markers is also confirmed by
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Table 9.10 Recovery time (RT) markers discrepancies for H-slab, 3-slab, W-slab, MI-slab and
SI-slab with PD volume in PD3. Comparison between the RT markers (RTeg vs RTtap, RThmap vs
RTtap, RT90eg vs RT90tap, RT90hmap vs RT90tap): meanjX�Y j D average of jX�Y j; meanjY j D
average of jY j; mrd D meanjX � Y j/meanjY j D relative mean discrepancy; std D standard
deviation of jX � Y j; corr.X; Y / D correlation coefficient between X and Y

Mean Mean Corr

X Y mrd jX � Y j jY j Std .X; Y /

H-slab RTeg RTtap 0.84e�2 2.14 253.22 1.98 0.99
RThmap RTtap 0.72e�2 1.83 253.15 1.60 0.99
RT90eg RT90tap 0.36e�2 0.95 260.32 0.86 0.99
RT90hmap RT90tap 1.17e�2 3.04 260.38 2.15 0.98

3-slab RTeg RTtap 0.78e�2 1.92 245.40 1.65 0.99
RThmap RTtap 0.97e�2 2.39 245.42 2.23 0.98
RT90eg RT90tap 0.64e�2 1.63 254.01 1.75 0.99
RT90hmap RT90tap 2.07e�2 5.26 254.02 2.45 0.98

W-slab RTeg RTtap 0.56e�2 1.39 248.25 1.19 0.99
RThmap RTtap 0.84e�2 2.09 247.52 2.18 0.98
RT90eg RT90tap 0.41e�2 1.04 255.66 1.09 0.99
RT90hmap RT90tap 2.00e�2 5.10 255.79 1.99 0.99

MI-slab RTeg RTtap 0.86e�2 2.16 250.76 2.23 0.99
RThmap RTtap 0.77e�2 1.94 250.63 2.22 0.99
RT90eg RT90tap 0.51e�2 1.31 258.92 1.91 0.99
RT90hmap RT90tap 1.19e�2 3.07 258.95 2.24 0.98

SI-slab RTeg RTtap 0.79e�2 2.01 252.75 1.67 0.99
RThmap RTtap 0.75e�2 1.90 252.24 1.80 0.99
RT90eg RT90tap 0.52e�2 1.34 258.86 2.19 0.99
RT90hmap RT90tap 1.14e�2 2.95 258.94 2.13 0.98

Fig. 9.49, reporting the regression plots of RTeg vs RTtap, RThmap vs RTtap, RT90eg vs
RT90tap and RT90hmap vs RT90tap on all five simulations. In terms of accuracy, the
RT90eg marker gives the best performance, with a relative average discrepancy of at
most 0.64e�2 and an average absolute discrepancy of at most 1:63ms. The RTeg and
RThmap, as estimates of RTtap, show comparable global performance, because both
the absolute and relative averages of jRTeg–RTtapj and jRThmap–RTtapj are about 2ms
and 0.8e�2 with a range 0.56e�2 �

� 0.97e�2. As previously observed only for the
3-slab, despite a global correlation coefficient of 0:98, the RT90hmap marker exhibits
larger absolute (relative) average discrepancies, ranging between 3:04 (1.17e�2)
and 5:3ms (2.1e�2), than the other EG markers.

These global performance findings are also confirmed by the distributions of
the discrepancies RTeg–RTtap, RThmap–RT90tap, RT90eg–RT90tap and RT90hmap–
RT90tap, reported in Fig. 9.50. These distributions clearly show that almost all
discrepancies range between �10 and 10ms and most of them are confined within
�5 and 5. Figure 9.51 reports the discrepancies with respect to the transmural
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Fig. 9.49 Regression lines of RTeg vs RTtap (first column), RT90eg vs RT90tap (second column),
RThmap vs RTtap (third column) and RT90hmap vs RT90tap (fourth column) for all the five slab types
H-slab, 3-slab, W-slab, MI-slab and SI-slab (Reproduced with permission from [461])

position of the electrodes for the 3-slab, i.e. the discrepancy variation over an
intramural plane.

For 3-slab, we found that the largest discrepancies are located in the midmyocar-
dial regions, where the two repolarization fronts, that started from the endocardium
and the epicardium, merge. An analogous consideration apply to the subendocardial
regions in W-slab. We refer to our recent paper [460] for a discussion of the locations
and origin of the RTeg and RT90eg markers largest discrepancies, as well as for a
study of the associated artifacts appearing in the repolarization sequences. Signs
of the presence of these discrepancies are the correlation coefficients of the APD
markers, reported in Table 9.11, which are always lower than those of the associated
RT markers, indicating a loss of precision of the extracellular RT markers. We
remark that in all simulations the global performance indexes (mrd, mean, std)



336 9 Simulation Studies of Cardiac Bioelectrical Activity

−20 −10 0 10 20
0

1000

2000

3000 3000

RTeg − RTtap

−20 −10 0 10
0

1000

2000

RT90eg − RT90tap

−20 −10 0 10 20
0

1000

2000

3000

−20 −10 0 10 20

20

0

1000

2000

3000

RThmap − RTtap
RT90hmap − RT90tap

N
U

M
B

E
R

 O
F 

S
IT

E
S
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for all the five slab types H-slab, 3-slab, W-slab, MI-slab and SI-slab (Reproduced with permission
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reported in Table 9.10, except the correlation coefficients (corr), are the same for
the pairs ARIeg (ARIhmap) vs APD and RTeg (RThmap) vs RTtap, as well as for the
pairs ARI90eg (ARI90hmap) vs APD90 and RT90eg (RT90hmap) vs RT90tap, because
the relative and absolute discrepancies of jATeg�ATtapj and jAThmap�ATtapj are of
the order of 1.e�4 and of 0.05 ms, respectively.

When considering exploring sites located a few mm from the PD volume, the
bipolar signal HMAP simulates the condition of the classical monophasic action
potential (MAP), see Franz [181], because the exploring and the PD reference
electrode are very close. In order to evaluate the markers performance at these
particular sites, we now consider in each simulation the six electrodes close to the
PD volume (within 2mm distance), yielding a total amount of 30 electrodes, and
we compare the RT markers at these sites. The average indexes (mean, std, corr) are
(1.06, 0.60, 0.99) for jRThmap–RTtapj and (1.99, 0.56, 0.96) for jRT90hmap–RT90tapj,
to be compared with (3.84, 1.24, 0.99) for jRTeg–RTtapj and with (2.04, 1.70, 0.95)
for jRT90eg–RT90tapj, respectively.
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permission from [461])

Table 9.11 Correlations
between action potential
duration markers. ARIeg vs
APD, ARIhmap vs APD,
ARI90eg vs APD90,
ARI90hmap vs APD90

ARIeg ARIhmap ARI90eg ARI90hmap

vs vs vs vs

APD APD APD90 APD90

H-slab 0.84 0.77 0.91 0.72

3-slab 0.95 0.94 0.94 0.92

W-slab 0.96 0.92 0.98 0.95

MI-slab 0.91 0.93 0.95 0.90

SI-slab 0.90 0.84 0.90 0.63

These results show that near the PD volume RThmap (RT90hmap) is a better
estimate of RTtap (RT90tap) than RTeg (RT90eg) and consequently confirms that the
downstroke phase of the HMAP yields a more accurate approximation of the TAP
downstroke phase. This fact is also confirmed by the comparison of a suitable scaled
and shifted TAP waveform with the HMAP waveform displayed in Fig. 9.52-top for
a site close to the PD volume. Figure 9.52-bottom shows the plots of TAP, EG and
HMAP waveforms at three endocardial sites, for the 3-slab in the PD3 case. The EGs
exhibit T waves with different polarity, i.e. positive, biphasic and negative. We have
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Fig. 9.52 Top panel. 3-slab, PD3: TAP (first row), EG (second row) and HMAP (third row)
waveforms in the epicardial site located in the needle (2,12), see Fig. 9.46. The TAP waveform,
plotted in dashed line in the third row superimposed to the HMAP, is shifted in order to have
the same resting value of the HMAP waveform and it is scaled by a factor ˛. The vertical lines
indicate RTtap (first row, left), RTeg (second row, left) and RThmap (third row), RT90tap (first row,
right), RT90eg (second row, right) and RT90hmap (third row, right). Bottom panel. 3-slab, PD3: same
format as in the top panel for the waveforms on the three endocardial sites located in the needles
(2,2) (A), (6,6) (B) and (11,11) (C), see Fig. 9.46 (Reproduced with permission from [461])

not observed a significant dependence of the performance of the EG markers on the
T wave polarity, in agreement with [127,135] and in contrast with the controversial
experimental findings of [87].



9.6 Subendocardial Ischemia, ST Depression and Elevation 339

9.6 Subendocardial Ischemia, ST Depression and Elevation

Myocardial ischemia is a reduction of blood supply to a region of the myocardium,
normally due to the occlusion of one or more coronary arteries. The ischemic
region is classified either as subendocardial if it begins at the endocardial surface
and extends partially through the heart wall, or as transmural, if it reaches the
epicardium. Understanding the consequences of subendocardial ischemia on the
epicardial surface has an important clinical interest. One way to locate ischemia in
clinical electrocardiography is the so-called ST segment elevation in the electrocar-
diogram (ECG), but both the choice of this criterion and the mechanism underlying
ST shifts are still controversial.

Several experimental works have studied these phenomena: Samson et al.[453],
Prinzmetal et al.[403], Kjekshus et al.[286], and Kleber et al.[279], suggested
that subendocardial ischemia produces ST elevation at the epicardial level, while
Wolferth et al.[565] and Li et al.[298] found ST depression. MacLeod et al.[314]
observed depression only under conditions of combined coronary occlusion and
elevated heart rate. Many simulation studies (e.g. [235, 262, 263, 313]) investigated
the mechanisms behind the ST segment shifts found in experiments as a marker
for predicting and locating the myocardial injury within the first 15–20 min of an
acute ischemic episode. These studies are mainly based on a time independent
Bidomain model assuming a stationary transmembrane potential distribution with a
sharp variation across the ischemic boundary during the diastolic or systolic phases
of the heartbeat. It is shown in [235, 313] that for a subendocardial ischemic region
the epicardial ST elevation is associated with the transmural ischemic boundary,
while ST depression is associated with the lateral ischemic boundaries.

In this section, we simulate the entire QRST complex of the heartbeat by integrat-
ing the Bidomain model, a degenerate system of two parabolic reaction-diffusion
equations, coupled with Luo-Rudy type models for the ionic currents, described
by a stiff systems of ordinary differential equations. We study the influence of an
ischemic subendocardial region on the excitation and the recovery sequences, the
distribution of the action potential duration (APD) and the extracellular potential
patterns at intramural and epicardial levels. In order to better understand the
mechanism of ischemic ST segment shifts, we decompose the cardiac current
sources into conormal, axial and orthogonal components and investigate which
component is dominant during the ST interval. Other recent simulation studies of
ischemic regions can be found in [353, 354, 456].

9.6.1 Mechanisms for the ST Segment Potential Patterns

We briefly recall the well-established mechanism at a cellular level (see [564] Ch. II
Fig. 2.13) of the potential changes during ST interval, evidenced first by Samson
and Sher[453], Prinzmetal et al.[403] and later confirmed by Kleber et al.[279]; see
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also the updated surveys[257, 276] and the references therein. Due to the reduction
of APD, the transmembrane potential in the ischemic cells during the ST interval is
lower than in non-ischemic cells. This transmembrane potential difference produces
a local intracellular current of injury flowing from non-ischemic to ischemic cells,
associated with a local extracellular current flowing in opposite direction. This latter
current is the cause of an elevation of the extracellular potential (ST elevation)
recorded from the ischemic zone and a depression detected in the healthy part.

Thus, during the ST interval, at the tissue level we have a distribution of local
injury currents sources around the ischemic boundary. According to Holland and
Brooks[231], one way to extend the cellular mechanism to the ventricular wall
is based on assuming that the elementary injury sources can be model as: (i) a
dipole layer on the ischemic boundary, with dipole direction normal to this boundary
and with moment proportional to the transmembrane potential jump; (ii) the dipole
layer is embedded into an isotropic homogeneous and infinite conducting medium.
This modeling of the injury sources, known as solid angle theory, predicts at
the epicardial side an ST depression associated with the subendocardial ischemic
volume. This extension of the cellular mechanisms to a tissue level is questionable,
since the cardiac tissue exhibits a strong anisotropic structure and the injury currents
sources are embedded in rotational anisotropic intra and extracellular media.

We apply now the source split of the extracellular potential field described in
Chap. 5 to the particular case of the ST segment in the presence of an ischemic
subendocardial region. Denoting by ˝i the ischemic tissue, define �i D @˝i ,
˙i D �i \ ˙ , and �l D �i n ˙i , where ˙ is the non-insulated boundary of
˝H , see Fig. 5.1. In the ST segment, the distribution of the transmembrane results
can be practically approximated by a piecewise constant distribution. Denoting
by vIr , vNr the values of the transmembrane potential in the ischemic and normal
tissue, respectively, then v.x; t/ D vNr C .vIr � vNr /�˝i .x/, where �˝i denotes the
characteristic function of the set ˝i (i.e.�

˝i
.x/ D 1 if x 2 ˝i or 0 if x 62 ˝i ).

The injury current sources are concentrated on the ischemic boundary �i , hence
rv.x; t/ D .vIr � vNr /r�˝i .x/ D .vIr � vNr /n�i ı�i .x/, where n denotes the normal
vector to �i pointing inside the ischemic domain ˝i and ı�i .x/ is a Dirac measure
on �i . Therefore, the injury current can be represented as an oblique dipolar layer
with moment given by

Jv D .vIr � vNr / Di .x/n.x/ ı�i .x/:

Applying the split of the tensorDi given in (5.40), the oblique dipole layer Jv.x/ can
be viewed as the superposition of a conormal dipole with direction Dn, of a axial
dipole layer having the same direction of the fiber al , and of a cross-axial dipole
layer, since the matrix I � alaTl is the projection matrix on the plane orthogonal to
al , i.e.

Jv D Jc C Ja C Jo:
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Here

Jc D � ǪDn ı�i Ja D � Ǒ
�
aTl n

�
al ı�i ; Jo D � O

�
I � alaTl

�
n ı�i ;

with Ǫ D .vIr � vNr /.�
i
t � �in/=.�t � �n/, Ǒ D .vIr � vNr /.�

i
l � ˛�l / and O D

.vIr � vNr /.�
i
t � ˛�t / D .vIr � vNr /.�

i
n � ˛�n/. We remark that since vIr > vNr ,

�it > �
i
n and �et > �

e
n , it follows that Ǫ > 0, Ǒ > 0 and O < 0.

The conormal, axial and orthogonal current densities Jc; Ja; Jo define three
distributions of dipolar current sources lying on the ischemic boundary with dipole
axes parallel to the conormal direction Dn, to the fiber direction al and orthogonal
to the fiber direction, respectively. Since only rv appears in the current density, we
shift the distribution v by introducing the discrepancy with respect to the normal
resting value vNr , i.e. Ov D v � vNr D .vIr � vNr /�˝i .x/.
The transmembrane component uOv is given by

uOv.x/ D � Ǫ .vIr � vNr /

�
�˝i .x/�

j˝i j
j˝H j

�
:

In the case of the endocardial surface in contact with the cavitary blood, we have

uc.x; t/ D uOv C uhs.x; t/;

where uhs is the heart surface component, see (5.41) and (5.42).
The full potential distribution u is the superposition of its field components

u.x; t/ D uOv.x; t/C uhs.x; t/C ua.x; t/C uo.x; t/:

This expression leads to the following remarks.

(a) The transmembrane component uOv is a jump component, because its effect on
the full potential u reduces to a shift proportional to the jump vIr � vNr of the
transmembrane potential from the ischemic to the normal resting values through
the ischemic boundary. Therefore, uOv does not contribute to extracellular
currents and potential pattern.

(b) Since Ov.x; t/ D 0, when x 2 ˙i D ˙ \�i , we have ŒŒ u.x; t/ ��˙i D ˛Ov.x; t/ on
˙i and ŒŒ u.x; t/ ��˙i D 0 on ˙ n ˙i . Therefore, the heart surface component
uhs depends on the ischemic resting value and on the area of boundary of the
ischemic region in contact with the cavitary blood. This field is the potential
generated by a dipole layer on ˙i with moment ˛vIr and direction orthogonal
to ˙i and pointing toward the blood cavity. Thus it is similar to the classical
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uniform dipole layer source on ˙i , but embedded in the anisotropic bulk
medium. We remark that for a fully insulated slab, the heart surface contribution
disappears.

(c) The axial and orthogonal potentials ua; uo are generated by surface sources
on �i represented by a current dipole density parallel and orthogonal to
the local fiber direction al on the ischemic boundary, respectively; since the
fiber architecture defines the direction of the current source flow we expect
that structural properties like epi-endocardial fiber rotation on the ischemic
boundary will be the major determinants affecting the axial and orthogonal
potential patterns.

An alternative and equivalent way to relate the potential field to its current source
density is to use an integral representation that turns out to be more efficient than
the previous differential representation for e.g. the computation of electrograms at a
limited number of sites (see e.g[118, 483]).

Using as a reference potential the average potential on the cardiac volume˝H ,

w.x; t/ D u.x; t/� 1

j˝H j
Z
˝H

u.�; t/ d�:

For x 2 ˝H [ ˝b , i.e. within the cardiac wall or in the extracardiac medium, the
full potential can be expressed by means of the following integral over the cardiac
domain

w.x; t/ D
Z
˝H

JTv r��.�; x/ d� D �
Z
˝H

.rv.�; t//T Di .�/r��.�; x/ d�;
(9.5)

where �.�; x/ is the solution of the following lead field problem

8̂
ˆ̂̂̂
<
ˆ̂̂̂
:̂

�div� ODr�� D � 1

j˝H j �˝H .�/C ı.� � x/ � 2 ˝H [˝b

ŒŒ � ��˙ D 0; ŒŒ nT ODr�� ��˙ D 0 � 2 ˙
nT ODr�� D 0 on �;

with�
˝H
.�/ the characteristic function of˝H , and ı.��x/ denotes the Dirac delta

function at point x. Note that the boundary condition imposed on the “lead field” �
actually reflects the property that w.x; t/, defined by (9.5), has zero average in the
heart domain.
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Using again as a reference the average potential on ˝H , the split field com-
ponents wa, wo, wc , associate with the sources Jc, Ja and Jo, respectively, can be
represented by means of the following surface integral on the ischemic boundary

wc.x; t/ D Ǫ
Z
�i

D.�/n.�/ � r��.�; x/ d�� ;

wa.x; t/ D Ǒ
Z
�i

.aTl .�/n.�//al .�/ � r��.�; x/ d��;

wo.x; t/ D O
Z
�i

�
I � al .�/aTl .�/

�
n.�/ � r��.�; x/ d�� :

In the following, we will denote by full extracellular waveform w, by isotropic (IS)
extracellular waveform wIS D wc and by anisotropic (AS) extracellular waveform
the sum wAS D wa C wo, and we will refer to the splitting

w D wIS C wAS

as the decomposition of the full extracellular waveform into its isotropic and
anisotropic components.

9.6.2 Ischemic Simulations

We investigate the effects induced by the presence of an ischemic subendocardial
region on the extracellular potential distributions, the activation-repolarization
sequences and the action potential duration (APD).

A simplified left ventricular geometry is considered, defined as a set of packed
ellipsoidal surfaces truncated at the base and the apex, according to the parametric
equations

x D a.r/ cos � cos	; y D a.r/ cos � sin 	; z D c.r/ sin �:

Here r 2 Œ0; 1�; 	 2 Œ	min; 	max�; � 2 Œ�min; �max�; a.r/ D a1Cr.a2�a1/; c.r/ D
c1Cr.c2�c1/ and ai ; ci ; i D 1; 2 are given coefficients determining the main axes of
the ellipsoid. The intracavitary blood and the extracardiac bath are also modeled as
a set of packed ellipsoidal surfaces in contact with the endocardial and the epicardial
surface, respectively.

We have assumed homogeneous cellular membrane properties, i.e. all individual
cells have the same intrinsic transmembrane action potential, except in the ischemic
region. The three main pathophysiological conditions of myocardial ischemia are
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elevated extracellular potassium, acidosis and anoxia, whose effects on transmem-
brane potential are elevation of resting potential and reduction of upstroke velocity
and APD. After the occlusion of a coronary artery, we can distinguish three stages
of ischemia: moderate, corresponding to the first 5–7 min, with an elevation of
extracellular potassium ŒKC�o to about 10 mM; early severe, after 10–12 min, with
a second increase of ŒKC�o; and severe, characterized by the occurrence of gap
junction uncoupling and irreversible cell damage. In our study, we consider the first
and the second stages, and therefore we do not alter the conductance coefficients.
In the remainder of the section, we will refer to early severe ischemia as severe (or
acute) ischemia. In the LR1 model, we increase the value of extracellular potassium
ŒKC�o from 5.4 mM (control) to 10.5 (moderate) and 18 mM (severe); see [569].
The resting transmembrane potentials are �84mV (control), �70mV (moderate)
and �55mV (severe), while the APDs are 260 ms (control), 170 ms (moderate) and
70 ms (severe), see Fig. 9.53. For economy of space, we will report the details and
figures for the case of acute ischemia and only comment on the differences in the
case of moderate ischemia.

The fibers rotate intramurally linearly with the depth for a total amount of
120ı and when the point of view is from the epicardial side, the rotation is
counterclockwise (CCW) proceeding from the epicardium to endocardium. More
precisely, in the canonic reference system .ue1; ue2; ue3/, the fiber direction al .x/
and the other two principal axes at a point x are given by

al .x/ D ue1 cos˛.r/C ue2 sin˛.r/; at .x/ D ue3; an.x/ D ue1 sin˛.r/ � ue2 cos˛.r/

˛.r/ D 2

3
�.1 � r/ � �

4
; with r D x3=c:

(9.6)
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Fig. 9.53 Control, moderate and severe ischemic action potentials generated by 0-dimensional
LR1 model
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The conductivity tensors are assumed orthotropic with values

�il D 3 � 10�3; �it D 3:1525 � 10�4; �in D 3:1525 � 10�5;
�el D 2 � 10�3; �et D 1:3514 � 10�3; �en D 6:757 � 10�4 .��1 cm�1/:

We will also consider an isotropic conducting media modeling the cavitary blood
with conductivity coefficient �b D 6 � 10�3 ��1 cm�1.

The macroscopic features of the excitation and subsequent repolarization process
are described by extracting from the spatio-temporal transmembrane potential
the sequence of the propagating excitation and repolarization wave fronts. In
particular, we define the excitation time te.x/ at a given point x as the unique time
when v.x; te.x// D �40mV during the excitation phase. Analogously, during the
repolarization phase we define the recovery time as the unique time instant tr .x/
when v.x; tr .x// D �50mV. In Figs. 9.54 and 9.55, we report the isochrone lines
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Fig. 9.54 Contour plots of depolarization time (first column ACTI), repolarization time (second
column REPO) and action potential duration (third column APD) on epi, midwall and endocardial
surfaces in case of healthy tissue with multiple endocardial stimulation. Reported below each panel
are the maximum, minimum and step in ms of the displayed map
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Fig. 9.55 Contour plots of depolarization time (first column ACTI), repolarization time (second
column REPO) and action potential duration (third column APD) on epi, midwall and endocardial
surfaces in case of an acute subendocardial ischemic region. Reported below each panel are the
maximum, minimum and step in ms of the displayed map

of the activation time te.x/ (first column, ACTI), repolarization time tr .x/ (second
column, REPO) and APD = tr .x/ � te.x/ (third column) on the epicardium (first
row), midwall (second row) and endocardium (third row), for a healthy tissue with
multiple endocardial stimulation and for a tissue with a subendordial ischemic
region and central endocardial stimulation, respectively.

Extracellular potential distributions and electrograms: healthy tissue. We
report in Fig. 9.56 the decomposition of four epicardial electrograms and in Fig. 9.57
the decomposition of 16 electrocardiograms recorded 2 cm far away from the
epicardium, in case of normal tissue. We observe that all the isotropic components
(in blue) present a mainly positive QRS complex, while the anisotropic components
(in red) present a negative QRS complex. Due to the larger magnitude of the
anisotropic components, the resulting full extracellular/extracardiac waveforms (in
black) have a mainly negative biphasic QRS complex.
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Fig. 9.56 Decomposition of four epicardial electrograms in case of normal tissue. Full extracellu-
lar waveform (black), isotropic component (blue) and anisotropic component (red)

Extracellular potential distributions and electrograms: ischemic tissue.
Figure 9.58 reports the decomposition of the epicardial extracellular potential
during the ST interval (140 ms) for different percentages (10, 25, 50 %) of the
ischemic region thickness with respect to the total transmural wall thickness. For
thin ischemic regions (10 and 25 % of the whole transmural thickness), the isotropic
component is dominant and the full extracellular potential field presents a minimum
(ST depression) on the epicardial projection of the subendocardial ischemic region.
Instead, in the case of thick ischemia (50 % and more), the anisotropic component
is dominant, because the lateral boundaries of the ischemic region are large, thus
the full extracellular potential presents a maximum (ST elevation) on the epicardial
projection of the ischemic region.

Figure 9.59 displays the epicardial electrograms calculated from a grid of 4 � 4
electrodes. Figure 9.60 shows the decomposition of the epicardial electrogram
above the subendocardial ischemic region for different percentages of the ischemic
region thickness. Again, if the subendocardial ischemic region is thicker, then the
anisotropic component is more dominant, yielding the ST elevation in the full
extracellular waveform.
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Fig. 9.57 Decomposition of 16 electrocardiograms recorded 2 cm far away from the epicardium
in case of normal tissue. Full extracardiac waveform (black), isotropic component (blue) and
anisotropic component (red)

9.7 Reentry Phenomena

Atrial or ventricular reentry is a type of arrhythmia where the electric signal is not
completing the normal circuit, but it rather follows an alternative circuit looping
back upon itself and developing a self-perpetuating rapid and abnormal activation,
also called circus movement. Necessary conditions for the onset of reentry include
a combination of unidirectional block and slowed conduction. Reentry is divided
into two major types: anatomical and functional reentry. The circus movement can
occur around an anatomical (e.g. an infarct region) or functional core. Either of two
types may occur alone, or together. In the following, we will focus on functional
reentry, and in particular on the causes of its induction.

A widely accepted theory for the induction of functional reentry in cardiac tissue
is based on a hypothesis proposed by Winfree in [561], known as the critical
point hypothesis, see also the review [431]. This hypothesis can be illustrated by
considering the so-called pinwheel experiment. Suppose that an action potential
wavefront, elicited by a brief electrical stimulus (S1), propagates from left to right
in a two-dimensional sheet of cardiac tissue, as shown in Fig. 9.61, Panels a–c.
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Fig. 9.58 Contour plots of the epicardial extracellular potential decomposition during the ST
interval (140 ms) for different percentages (10, 25, 50 %) of the subendocardial ischemic region
thickness with respect to the total transmural wall thickness. Reported below each panel are the
maximum, minimum and step in mV of the displayed map

During the plateau and repolarization phases of the action potential, the tissue is
refractory. The critical phase of the action potential is the time when the application
of a stimulus of appropriate strength induces reentry and it occurs during the so-
called vulnerable window, near the end of the refractory period.

Suppose now that a second brief point stimulus (S2) is applied at the center of
the sheet. If the S2 stimulus is applied early (see Fig. 9.61, Panel d), the tissue
under the stimulation electrode is still refractory and the stimulus does not elicit
a wavefront (see Fig. 9.61, Panel g). On the other hand, if the S2 stimulus is applied
late (see Fig. 9.61, Panel f), the tissue under the electrode has already recovered from
refractoriness and a closed wavefront propagating outward is initiated (see Fig. 9.61,
Panel i). However, if the S2 stimulus is applied at an intermediate time (see Fig. 9.61,
Panel e), when the critical phase is occurring in the tissue under the electrode, the
portion of tissue on the left of the electrode is excited, while that on the right is still
too refractory to be excited. As a result, a wavefront is propagating outward, but it is
not closed (see Fig. 9.61, Panel h). It ends at two points where the contours of critical
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subendocardial ischemic region 50 % thick
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Fig. 9.61 The pinwheel experiment on a two-dimensional sheet of cardiac tissue. Panels a-b-c:
transmembrane potential patterns at three instants during the propagation of the planar excitation
wavefront elicited by the S1 stimulation. Panels d-e-f: transmembrane potential patterns during an
early (d), intermediate (e) and late (f) S2 central point stimulation. Panels g-h-i: transmembrane
potential patterns some instants after the onset of the early (g), intermediate (h) and late (i) S2
stimulations. Below each panel are reported the minimum, maximum and step in mV of the
displayed map and the colorbar denotes the range of values of the displayed equipotential lines

phase and critical depolarization intersect. Frazier et al. in [185] refer to these points
as critical points. As time proceeds further, the two critical points become the pivots
of two spiral excitation waves. In the cardiac electrophysiology literature, spiral
waves are also called rotors and the particular type of reentry described above is
called figure of eight reentry.

The critical point hypothesis has been verified experimentally by Shibata et al.
[476], who performed the pinwheel experiment in a dog heart. The critical point
hypothesis also inspired an experimental method for the induction of a single rotor in
the heart, known as cross-field stimulation. In this method, two electric stimulations,
S1 and S2, are delivered with an appropriate delay through two lines of electrodes
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aligned perpendicular to each other, see e.g. [185], where cross-field stimulation
was used to initiate rotors in a dog heart.

The pinwheel experiments [476] and the cross-field stimulation experiments
[185] validated strongly the critical point hypothesis, which now, thanks to this
experimental evidence, is usually referred to as critical point theory.

In the pinwheel experiment, a pair of rotors is induced by applying two
successive stimuli, S1 and S2, at different locations. Suppose now that both S1 and
S2 are applied at the same site, so that the S1 critical phase contour and the S2
stimulus contour are both circles centered at the same point. Because two concentric
circles never intersect, the critical point theory predicts that reentry cannot occur.
However, Matta et al. in [322] performed this experiment and initiated reentry.

A possible explanation of this paradox is based on the anisotropic Bidomain
model, and in particular on the virtual electrode polarization pattern due to the
unequal anisotropy rations of the intra- and extracellular media. In [429], Roth
showed by Bidomain numerical simulations that an S1-S2 stimulation protocol
through the same unipolar electrode might induce reentry.

Three-dimensional reentry simulations. We now turn to the simulation of
reentry phenomena in three dimensions, where the possible configurations of
reentrant fronts are much more complex and less understood than in two dimensions
(three-dimensional rotors are often called scroll waves). There is a vast literature on
cardiac reentry simulations and experiments; among the several simulation works,
we refer the interested reader to e.g. [49, 98, 170, 171, 191, 287, 345, 368, 411, 412,
431, 450, 488, 519, 562, 569], Part VII of [587, 588], and the references therein. Due
to the high computational complexity of large scale simulations, virtually all works
in the vast existing literature on cardiac reentry simulations employ some model
simplifications in order to obtain a tractable discrete problem see e.g. [278], [589,
Part V and VII], [369]. The most used simplifications are in the cardiac tissue model
(Monodomain instead of Bidomain, fiber structure without intramural rotation or
full anisotropy), in the ionic model (FHN or intermediate variations instead of
LR models), in the domain (two instead of three dimensions), in the numerical
methods (operator splitting instead of the fully coupled Bidomain system, coarse
time and/or space mesh sizes compared to the length scale of the problem), etc. On
the contrary, we retain here the full complexity of the coupled Bidomain–LR1 model
with intramural fiber rotation and orthotropic anisotropy in three dimensions and we
compare the resulting scroll waves with the one obtained with the Monodomain–
LR1 model. With the latter, we then simulate scroll wave breakups on larger
domains and counterrotating scroll waves on half ventricle.

9.7.1 Stable Scroll Waves

We start with the simulation of a stable scroll wave using both the anisotropic
Bidomain–LR1 and the Monodomain–LR1 models. The conductivity tensors are
assumed axisymmetric with values
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�il D 3 � 10�3; �it D 3:1525 � 10�4; �el D 2 � 10�3; �et D 1:3514 � 10�3 .��1 cm�1/

in the Bidomain case and

�l D 1:2 � 10�3; �t D 2:5 � 10�4 .��1 cm�1/

in the Monodomain case.
The original LR1 model is modified in order to shorten the APD according to

Garfinkel et al. [191], setting GNa D 16; GK D 0:432; Gsi D 0. We have assumed
throughout the slab homogeneous intrinsic cellular membrane properties. Due to
the high computational costs of the Bidomain model, we limit our simulation to a
cartesian slab of dimensions 2� 2� 0:5 cm3, discretized with 200� 200� 50 finite
elements.

The intramural fibers rotate linearly with depth for a total amount of 90ı,
i.e. 18ı=mm, starting from �90ı (0ı) on the lower-endocardial (upper-epicardial)
surface of the slab with respect to a side on the slab.

Reentry is initiated with a cross gradient procedure, applying at first an impulse
of 200�A=cm3 for 1ms along one of the main intramural sides of the slab,
generating initially a plane wave, and then eliciting an orthogonal front by applying
a second impulse at a proper time (in this case t D 68:4ms) in the bottom-left
quarter volume of the domain. This cross gradient stimulation elicites a vortex-like
pattern, usually called scroll wave, rotating around a tube-like filament which is a
3D analog of the core of a spiral wave . The simulation was run for 200ms at a fixed
time step size of 0:05ms.

The time evolution at a given point of the transmembrane potential v and of the
LR1 variables during a reentry elicited by a stable scroll wave is shown in Fig. 9.62.

The contour plots of the resulting scroll waves are shown in Fig. 9.63 in the
Bidomain case and in Fig. 9.64 in the Monodomain case, from t D 90 to t D
200ms, every 10ms. The colormap of the transmembrane potential distribution
ranges from blue (resting values around �84mV) to red (excitation front around
10mV). The effect of the anisotropy appears stronger in the Bidomain model, as
shown by the more elongated spirals on the epicardium and by the more twisted
scroll waves in the intramural sections. Moreover, the meandering of the epicardial
spiral tip follows a more regular trajectory in the Monodomain case than in the
Bidomain case. Nevertheless, the plots in Fig. 9.65 of the transmembrane potential
v in the two models, at a given point as a function of time, show very similar
propagation speed and frequency, as the curves appear to be just shifted in time.

9.7.2 Scroll Waves Breakup

The breakup of spiral and scroll waves has been intensely studied in recent
years because it could underlie ventricular fibrillation according to some authors
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Fig. 9.62 Time course of the transmembrane potential v, of the LR1 gating variables
m; h; j; d; f; X and of the C2C

a concentration during reentry determined by a stable scroll wave
(800 ms)

and it still remains a complex phenomenon with multiple causes not yet fully
understood, see e.g. Fenton et al. [171], Garfinkel et al. [191]. Among the possible
factors contributing to the breakup of the excitation front and to the instability of
reentry circuits, many researchers indicated steep APD restitution curve, intramural
rotational anisotropy, tissue thickness, filament twist, etc.

We simulated a spiral and scroll wave breakup using the axisymmetric
anisotropic Monodomain with the conductivity coefficients

�l D 1:2 � 10�3; �t D 2:5 � 10�4 .��1 cm�1/;

and the LR1 model with GNa D 16; GK D 0:432; as before, but setting
the conductance of the slow-inward current Gsi D 0:056. It has been shown
that increasing this parameter increases the meandering of the scroll filament and
eventually leads to a breakup regime if the cardiac tissue is thick enough; see
Garfinkel et al. [191].
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Fig. 9.63 Stable scroll wave with Bidomain–LR1 model. Domain: 2 � 2 � 0:5 cm3; 4x D
0:01; Gsi D 0, t D 90, 100, 110, 120, 130, 140, 150, 160, 170, 180, 190, 200 ms. The colormap
ranges from blue (resting values around �84mV) to red (excitation front around 10mV)

Next, we consider scroll waves breakup in three dimensions. In order to contain
the increased meandering of the filament inside the computational domain, we
consider a three-dimensional domain of size 6 � 6 � 0:6 cm3 and consider a high
degree of intramural fiber rotation, for a total amount of 120ı. The spatial mesh
consists of 400 � 400 � 40 finite elements and the simulation is run up to 1 300 ms
(26 000 time steps with �t D 0:05ms), starting with the same cross gradient
stimulation as before. The results displayed in Fig. 9.66 focus on three moments
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Fig. 9.64 Stable scroll wave with Monodomain–LR1 model. Domain: 2 � 2 � 0:5 cm3; 4x D
0:01; Gsi D 0, t D 90, 100, 110, 120, 130, 140, 150, 160, 170, 180, 190, 200 ms. The colormap
ranges from blue (resting values around �84mV) to red (excitation front around 10mV)

of the front evolution at differently spaced time intervals: (a) just after the first
breakup (first rows, t D 500; 505; 510ms, second row, t D 520; 530; 540ms) due
to a head-to-tail collision and generating two new spiral tips, one drifting outside
the domain and the other, near the center of the slab, generating a new scroll wave;
(b) a subsequent breakup (third row, t D 705; 715; 725ms) generating additional
scroll waves and spiral tips; (c) a later time with many broken fronts (last row,
t D 1 250; 1 275; 1 300ms) displaying a spatio-temporal chaotic configuration of
multiple wave reentry. Figure 9.67 shows the approximated scroll filaments at an
early time after reentry initiation (t D 265ms, left panel) when only one filament
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Fig. 9.65 Transmembrane potential at a given point as a function of time for the two tests of
Fig. 9.63 ((a), Bidomain model) and Fig. 9.64 ((b), Monodomain model).

is present and almost at the end of our simulation (t D 1 207ms) when many
filaments have appeared (for clarity, the slab height has been magnified). Figure 9.68
compares the time course of the transmembrane potential v of the Monodomain–
LR1 model for the stable scroll wave of Fig. 9.64 (left) and for the unstable scroll
wave with breakups of Fig. 9.66 (right).

9.7.3 Scroll Waves in Ellipsoidal Geometry

We now extend our Monodomain–LR1 simulations to the more realistic geometry
for half a ventricle modeled by a truncated half ellipsoid (with parameters described
at the beginning of this section), discretized with 500 � 500 � 80 isoparametric
finite elements. The original LR1 model is modified as described before in order
to shorten the APD (GNa D 16; GK D 0:432; Gsi D 0); in addition, we set
GK1 D 0:6047 and scale the time constants �d and �f by a factor 10. In order to see
more clearly the effect of the curved geometry, we considered in this case parallel
fibers (i.e. no fiber rotation). Reentry is initiated with a broken wave procedure,
where at time t D 0 we set v D 10mV on a vertical intramural section running
from epi to endocardium and from the bottom to about 3=4 of the ventricle height
(see the first panel of Fig. 9.69); moreover, on another vertical section on the right
side of the previous one, we set at t D 0 the gating variables w to their steady state
corresponding to the fixed value v D �10mV, which is in the refractory phase of the
action potential. In this way, an excitation front starts from the vertical section where
v D 10mV, but on the right side the front is blocked by the other section where the
gating variables are inhibiting propagation because they are in their refractory phase.
Therefore, the front curls around the upper end of the sections and originates a scroll
wave. Unexpectedly, the front also curls around the bottom end of the sections,
possibly because of the high curvature of the domain geometry there, resulting in
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Fig. 9.66 Scroll wave breakup with Monodomain–LR1 model, Gsi D 0:056, domain: 6 � 6 �
0:6 cm3. First row: t D 500, 505, 510; second row: t D 520, 530, 540; third row: t D 705, 715,
725; fourth row: t D 1 250, 1 275, 1 300 ms. The colormap ranges from blue (resting values around
�84mV) to red (excitation front around 10mV)

a second counterrotating scroll wave. The evolution of these two scroll waves is
displayed in Fig. 9.69, where after an initial adjustment, the two scroll waves seem
to reach a stable counterrotating configuration (last panel, t D 500ms), also known
as figure-8 or double loop reentry, see e.g. Wit and Janse [564].
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Appendix A
Cardiac Simulation Projects, Software,
Libraries

We collect in this Appendix some of the available cardiac simulation projects,
software, and libraries that we encountered while writing this book. This is only
a partial list, due to both our involuntary omissions and to the vast and rapidly
changing field we tried to survey. We apologize for the fact that some links, sites
and references provided might change with time and become outdated.

A.1 IUPS Physiome Project

The Physiome Project (http://www.physiome.org.nz/) is a worldwide public domain
effort to provide a computational framework for understanding human and other
eukaryotic physiology. It aims to develop integrative models at all levels of
biological organization, from genes to the whole organism via gene regulatory
networks, protein pathways, integrative cell function, and tissue and whole organ
structure/function relations. Current projects include the development of:

• Ontologies to organize biological knowledge and access to databases;
• Markup languages to encode models of biological structure and function in a

standard format for sharing between different application programs and for re-
use as components of more comprehensive models;

• Databases of structure at the cell, tissue and organ levels;
• Software to render computational models of cell function such as ion channel

electrophysiology, cell signalling and metabolic pathways, transport, motility, the
cell cycle, etc. in 2 and 3D graphical form;

• Software for displaying and interacting with the organ models which will allow
the user to move across all spatial scales.

Under the wider umbrella program of the Physiome Project, there is also The
Wellcome Trust Heart Physiome Project (http://www.physiome.ox.ac.uk/), a 5-year
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international collaborative effort between the universities of Auckland and Oxford
to develop a multi-scale modelling framework for the heart that can be used for
addressing a wide range of scientific and clinical questions.

A.2 Virtual Physiological Human (VPH)

The VPH Initiative (VPH-I), http://www.vph-noe.eu/, was a project funded by
the European Framework 7 (FP7) in 2008, aimed to support and foster European
research in biomedical modeling and simulation of the human body. It has lead to the
creation of the VPH Network of Excellence (VPH NoE), three integrated projects
(IPs), nine specific targeted research projects (STREPs) and two cooperative actions
(CAs). The VPH Network of Excellence (VPH NoE) was designed to foster,
harmonise and integrate pan-European research in the field of (i) patient-specific
computer models for personalised and predictive healthcare and (ii) ICT-based tools
for modeling and simulation of human physiology and disease-related processes.

In 2011, the Virtual Physiological Human Institute for Integrative Biomed-
ical Research, in short VPH Institute (http://www.vph-institute.org/what-is-vph-
institute.html) was funded and started operating. The VPH Institute is an inter-
national non-profit organisation, whose mission is to ensure that the Virtual
Physiological Human is fully realised, universally adopted, and effectively used both
in research and clinic. VPH activities also include support for integrative research (in
particular development of the VPH ToolKit http://toolkit.vph-noe.eu/), training and
dissemination activities, networking activities (in particular the VPH Conferences);
see also the review papers by Hunter et al. [247, 248].

A.3 NSR Physiome

NSR, the National Simulation Resource (http://www.physiome.org/) at the Univer-
sity of Washington, Department of Bioengineering, provides the following tools in
support of the Physiome Project:

• The JSim Modeling System and Related Tools (http://www.physiome.org/jsim/).
This is a Java-based simulation system for building quantitative numeric models
and analyzing them with respect to experimental reference data. With primary
focus in physiology and biomedicine, JSim computational engine may intermix
ODEs, PDEs, implicit equations, integrals, summations, discrete events and
procedural code.

• The NSR Physiome Model Repository (http://www.physiome.org/Models/), with
Tutorials, Standards and a Consolidated Model Database.

• The Virtual Physiological Rat Project (http://virtualrat.org/).
• The Systems Biology Workbench (SBW) (http://sbw.sourceforge.net/).

http://www.vph-noe.eu/
http://www.vph-institute.org/what-is-vph-institute.html
http://www.vph-institute.org/what-is-vph-institute.html
http://toolkit.vph-noe.eu/
http://www.physiome.org/
http://www.physiome.org/jsim/
http://www.physiome.org/Models/
http://virtualrat.org/
http://sbw.sourceforge.net/
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A.4 Other Simulation Software and Modeling Environments

• Berkeley Madonna (www.berkeleymadonna.com/), developed at the University
of California, Berkeley, CA, USA.

• Biomed Town (www.biomedtown.org) is an on-line community open and free
to anyone has a professional or educational interest in biomedical research
and practice. Started in 2006 as support of the coordination action STEP, it
slowly became the de facto home for various biomedical research initiatives, in
particular those related to the so-called integrative research, an umbrella concept
that includes physiome, system biology, and multiscale modeling. etc.

• BIONT: Modeling Program for the Complex Biochemical Systems
(members.tripod.com/mitoart/permtran/biont.htm).

• BioSpice – Arkin Lab (biospice.lbl.gov/), developed at the Lawrence Berkeley
National Laboratory, University of California, Berkeley, USA.

• BISEN: The Biochemical Simulation Environment
(june.phys.mcw.edu/BioWiki/index.php/BISEN), developed at the BioTech Cen-
ter, Medical College of Wisconsin, Milwaukee, WI, USA.

• Chaste: Cancer, Heart and Soft Tissue Environment (www.cs.ox.ac.uk/chaste/)
(see also [331]), is a general purpose simulation package aimed at multi-scale,
computationally demanding problems arising in biology and physiology. Current
functionality includes tissue and cell level electrophysiology, discrete tissue
modeling, and soft tissue modeling. The package is being developed by a team
mainly based in the Computational Biology Group at the Department of Com-
puter Science, University of Oxford, and development draws on expertise from
software engineering, high performance computing, mathematical modeling and
scientific computing.

• CMISS (www.cmiss.org/), developed at the University of Auckland, Auckland,
NZ.

• Continuity 6 (cmrg.ucsd.edu/Continuity), developed at the University of Califor-
nia, San Diego, CA, USA.

• E-Cell System (www.e-cell.org/software/), developed at the Keio University,
Tokyo, Japan.

• GENESIS: GEneral NEural SImulation System (genesis-sim.org/), is a general
purpose simulation platform that was developed to support the simulation of
neural systems ranging from subcellular components and biochemical reactions
to complex models of single neurons, simulations of large networks, and systems-
level models.

• Gepasi: computer simulation of biochemistry (www.gepasi.org/).
• LifeV (http://www.lifev.org/) is a finite element (FE) library providing imple-

mentations of state of the art mathematical and numerical methods for biomedical
research and production simulations, such as fluid structure interaction and mass
transport. LifeV is the joint collaboration between EPFL (CMCS), Politecnico di
Milano (MOX), INRIA (REO, ESTIME) and Emory University.

www.berkeleymadonna.com/
www.biomedtown.org
www.cs.ox.ac.uk/chaste/
www.cmiss.org/
http://www.e-cell.org/software/
www.gepasi.org/
http://www.lifev.org/
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• SCIRun: Problem solving environment for modeling, simulation and visu-
alization of scientific problems (www.sci.utah.edu/cibc/software/index.html),
developed at the NCRR Center for Integrative Biomedical Computing, University
of Utah, USA.

• SimTK simulation and modeling resources (simtk.org/xml/index.xml) is a soft-
ware framework initiated and developed by Simbios, the National NIH Center
for Biomedical Computing focusing on Physics-based Simulation of Biological
Structures.

• Simbiome simulation resources (simbiome.org/): Resources for physics-based
simulation of biomedical structures.

• The Virtual Heart (thevirtualheart.org/), with many interactive java applets and
movies, mantained and developed by Flavio Fenton and Elizabeth Cherry.

• VHM: Penn Virtual Heart Model (www.seas.upenn.edu/~zhihaoj/VHM.html).
• Virtual Cell Modeling and Analysis Software (vcell.org/index.html), developed

by the National Resource for Cell Analysis and Modeling (NRCAM) University
of Connecticut Health Center.

• XPPAUT (www.math.pitt.edu/~bard/xpp/xpp.html): a software tool for simulat-
ing, animating, and analyzing dynamical systems based on differential equations,
as well as difference, delay, functional, and stochastic equations.
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A.6 Physical Units and Constants

Table A.1 Physical quantities and related unit measures

Quantity Unit measure SI unit symbol Equivalent unit measure

Length Meter m

Mass Kilogram kg

Time Second s

Electric current Ampere A

Temperature Kelvin K

Amount of substance Mole mol

Frequency Hertz Hz s�1

Force Newton N kg m s�2

Pressure Pascal Pa N m�2

Electric charge Coulomb C A s

Energy Joule J N m

Electric potential Volt V J C�1

Electric resistance Ohm � V A�1

Electric conductance Siemens S ��1

Electric capacitance Farad F C V�1

Electric resistivity �m

Electric conductivity (�m)�1

Electric current density A m�2

Electric charge density C m�3

Concentration of substance Molar M 103 mol m�3

Table A.2 Physical constants

Name Symbol Value Dimension

Avogadro’s number NA 6:022 � 1023 mol�1

Faraday’s constant F 9:64853 � 104 C mol�1

Gas constant R 8:31446 J K�1 mol�1

Boltzmann’s constant kB 1:3806488 � 10�23 J K�1

Elementary charge e 1:602176 � 10�19 C

Permittivity in vacuum �0 8:8542 � 10�12 A s V�1 m�1
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