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Preface

It was the quest for a meaning, the praise of doubt,
the wonderful fascination exerted by research in one
of my diaries that seized me. The author was
a mathematician from the school of Renato
Cacciopoli. He spent his entire life among numbers,
haunted by the febrile disquietude caused by the discovery
of infinities. Astronomers rub shoulders with them, they
seek them, they study them. Philosophers dream about
them, talk about them, invent them. Mathematicians
bring them to life, draw closer and closer
and eventually touch them.

Walter Veltroni, The discovery of dawn1

This monograph aims at getting the reader acquainted with theories that play a
central role in modern mathematics such as integration and functional analysis.
Ultimately, these theories generalize notions that are treated in basic undergraduate
courses—and even earlier, in high school—such as orthogonal vectors, linear
transformations between Euclidean spaces, and the area delimited by the graph of a
function of one real variable. Then, what is this generalization all about? It is about
the more and more general nature of the environment in which these notions
become meaningful: orthogonality in Hilbert spaces, linear transformations in
Banach spaces, integration in measure spaces. These abstract structures are no
longer restricted to a specific model like the real line or the Cartesian plane, but
possess the least necessary properties to perform the operations we are interested in.

The reader should be warned that the above generalizations are not driven by
mere search of abstraction or aesthetic pleasure. Indeed, on the one hand, this kind
of procedure—typical in mathematics—allows to subsume a large body of results
under few general theorems, the proof of which goes to the essence of the matter.
On the other hand, in this way one discovers new phenomena and applications that

1Translated from Veltroni W., La scoperta dell’alba, p. 19. RCS Libri S.p.A., Milano (2006).
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would be completely out of reach otherwise. In what follows, we have tried to share
with the reader our interest for such an approach providing numerous examples,
exercises, and some shortcuts to classical results, like our convolution-based proof
of the Weierstrass approximation theorem for continuous functions.

We hope this textbook will be useful to graduate students in mathematics, who
will find the basic material they will need in their future careers, no matter what
they choose to specialize in, as well as researchers in other disciplines, who will be
able to read this book without having to know a long list of preliminaries, such as
Lebesgue integration in R

n or compactness criteria for families of continuous
functions. The appendices at the end of the book cover a variety of topics ranging
from the distance function to Ekeland’s variational principle. This material is
intended to render the exposition completely self-contained for whoever masters
basic linear algebra and mathematical analysis.

Another aspect we would like to point out is that the two main subjects of this
monograph, namely integration and functional analysis, are not treated as inde-
pendent topics but as deeply intertwined theories. This feature is particularly evi-
dent in the large choice of problems we propose, the solution of which is often
assisted with generous hints. Chapters 1–6 allow to cover both integration and
functional analysis in a single course requiring a certain effort on the students’ part.

If the material is split into two courses, then one can pick additional topics from
the third part of the book, such as functions of bounded variation, absolutely
continuous functions, signed measures, the Radon-Nikodym theorem, the charac-
terization of the duals of Lebesgue spaces, and an introduction to set-valued maps.
However, the two topics can be treated independently, as one is sometimes forced
to do. In this case, Chaps. 1–4 provide the base for a course on integration theory
for a broad range of students, not only for those with an interest in analysis. For
instance, we have chosen an abstract approach to measure theory in order to quickly
derive the extension theorem for countably additive set functions, which is a fun-
damental result of frequent use in probability. Chapters 5 and 6 are an essential
introduction to functional analysis which highlights geometrical aspects of infinite-
dimensional spaces. This part of the exposition is appropriate even for under-
graduates once all examples requiring measure theory have been filtered out.
Indeed, the new phenomena that occur in infinite-dimensional spaces are well
exemplified in ‘p spaces, without need of any advanced measure-theoretical tools.

To conclude this preface, we would like to express our gratitude to all the people
who made this work possible. In particular, we are deeply grateful to Giuseppe Da
Prato who originated this monograph providing inspiration for both contents and
methods. We would also like to thank our friend Ciro Ciliberto for encouraging us
to turn our lecture notes into a book, getting us in touch with Francesca Bonadei
who gave us all her valuable professional help and support. Many thanks are due to
our students at the University of Rome “Tor Vergata”, who read preliminary ver-
sions of our notes and solved most of the problems we propose in this textbook. We
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wish to send special thanks, directly from our hearts, to Carlo Sinestrari and
Francesca Tovena for standing by with their precious advice and invaluable
patience. Finally, we would like to share with the reader our happiness for the
increased set of names to whom this volume is dedicated, compared to the Italian
edition. It is true that time does not go by in vain.

Rome, Italy Piermarco Cannarsa
October 2014 Teresa D’Aprile

Preface ix



Contents

Part I Measure and Integration

1 Measure Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1 Algebras and σ-Algebras of Sets. . . . . . . . . . . . . . . . . . . . . . 3

1.1.1 Notation and Preliminaries . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Algebras and σ-Algebras . . . . . . . . . . . . . . . . . . . . . 5

1.2 Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.1 Additive and σ-Additive Functions . . . . . . . . . . . . . . 7
1.2.2 Measure Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.3 Borel–Cantelli Lemma. . . . . . . . . . . . . . . . . . . . . . . 12

1.3 The Basic Extension Theorem . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.1 Monotone Classes . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.2 Outer Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.4 Borel Measures on R
N . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.4.1 Lebesgue Measure on ½0; 1Þ . . . . . . . . . . . . . . . . . . . 20
1.4.2 Lebesgue Measure on R . . . . . . . . . . . . . . . . . . . . . 22
1.4.3 Lebesgue Measure on R

N . . . . . . . . . . . . . . . . . . . . 25
1.4.4 Examples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.4.5 Regularity of Radon Measures . . . . . . . . . . . . . . . . . 29

References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2 Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.1 Measurable Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.1.1 Inverse Image of a Function. . . . . . . . . . . . . . . . . . . 38
2.1.2 Measurable Maps and Borel Functions . . . . . . . . . . . 38

2.2 Convergence Almost Everywhere . . . . . . . . . . . . . . . . . . . . . 44
2.3 Approximation by Continuous Functions . . . . . . . . . . . . . . . . 46
2.4 Integral of Borel Functions. . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.4.1 Integral of Positive Simple Functions . . . . . . . . . . . . 50
2.4.2 Repartition Function . . . . . . . . . . . . . . . . . . . . . . . . 51
2.4.3 The Archimedean Integral . . . . . . . . . . . . . . . . . . . . 53

xi

http://dx.doi.org/10.1007/978-3-319-17019-0_1
http://dx.doi.org/10.1007/978-3-319-17019-0_1
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec8
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec8
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec9
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec9
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec10
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec10
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec11
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec11
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec12
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec12
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec13
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec13
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec14
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec14
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec15
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec15
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec16
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Sec16
http://dx.doi.org/10.1007/978-3-319-17019-0_1#Bib1
http://dx.doi.org/10.1007/978-3-319-17019-0_2
http://dx.doi.org/10.1007/978-3-319-17019-0_2
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec8
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec8
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec9
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec9


2.4.4 Integral of Positive Borel Functions . . . . . . . . . . . . . 56
2.4.5 Integral of Functions with Variable Sign . . . . . . . . . . 62

2.5 Convergence of Integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.5.1 Dominated Convergence . . . . . . . . . . . . . . . . . . . . . 67
2.5.2 Uniform Summability . . . . . . . . . . . . . . . . . . . . . . . 71
2.5.3 Integrals Depending on a Parameter . . . . . . . . . . . . . 74

2.6 Miscellaneous Exercises. . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3 Lp Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.1 The Spaces LpðX;μÞ and LpðX;μÞ . . . . . . . . . . . . . . . . . . . 81
3.2 The Space L1ðX;μÞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.3 Convergence in Measure . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.4 Convergence and Approximation in Lp . . . . . . . . . . . . . . . . . 95

3.4.1 Convergence Results . . . . . . . . . . . . . . . . . . . . . . . . 95
3.4.2 Dense Subsets in Lp . . . . . . . . . . . . . . . . . . . . . . . . 98

3.5 Miscellaneous Exercises. . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4 Product Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.1 Product Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.1.1 Product Measures . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.1.2 Fubini-Tonelli Theorem . . . . . . . . . . . . . . . . . . . . . . 112

4.2 Compactness in Lp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.3 Convolution and Approximation . . . . . . . . . . . . . . . . . . . . . . 118

4.3.1 Convolution Product . . . . . . . . . . . . . . . . . . . . . . . . 119
4.3.2 Approximation by Smooth Functions. . . . . . . . . . . . . 123

References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

Part II Functional Analysis

5 Hilbert Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.1 Definitions and Examples . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.2 Orthogonal Projection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

5.2.1 Projection onto a Closed Convex Set. . . . . . . . . . . . . 139
5.2.2 Projection onto a Closed Subspace . . . . . . . . . . . . . . 141

5.3 Riesz Representation Theorem . . . . . . . . . . . . . . . . . . . . . . . 145
5.3.1 Bounded Linear Functionals . . . . . . . . . . . . . . . . . . . 145
5.3.2 Riesz Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

5.4 Orthonormal Sequences and Bases . . . . . . . . . . . . . . . . . . . . 153
5.4.1 Bessel’s Inequality . . . . . . . . . . . . . . . . . . . . . . . . . 154
5.4.2 Orthonormal Bases . . . . . . . . . . . . . . . . . . . . . . . . . 155
5.4.3 Completeness of the Trigonometric System . . . . . . . . 159

5.5 Miscellaneous Exercises. . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

xii Contents

http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec10
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec10
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec11
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec11
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec12
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec12
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec13
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec13
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec14
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec14
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec15
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec15
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec16
http://dx.doi.org/10.1007/978-3-319-17019-0_2#Sec16
http://dx.doi.org/10.1007/978-3-319-17019-0_3
http://dx.doi.org/10.1007/978-3-319-17019-0_3
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_3#Bib1
http://dx.doi.org/10.1007/978-3-319-17019-0_4
http://dx.doi.org/10.1007/978-3-319-17019-0_4
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec8
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Sec8
http://dx.doi.org/10.1007/978-3-319-17019-0_4#Bib1
http://dx.doi.org/10.1007/978-3-319-17019-0_5
http://dx.doi.org/10.1007/978-3-319-17019-0_5
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec8
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec8
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec9
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec9
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec10
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec10
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec11
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec11
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec12
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Sec12
http://dx.doi.org/10.1007/978-3-319-17019-0_5#Bib1


6 Banach Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
6.1 Definitions and Examples . . . . . . . . . . . . . . . . . . . . . . . . . . 168
6.2 Bounded Linear Operators . . . . . . . . . . . . . . . . . . . . . . . . . . 170

6.2.1 The Principle of Uniform Boundedness . . . . . . . . . . . 176
6.2.2 The Open Mapping Theorem . . . . . . . . . . . . . . . . . . 178

6.3 Bounded Linear Functionals . . . . . . . . . . . . . . . . . . . . . . . . . 184
6.3.1 Hahn-Banach Theorem . . . . . . . . . . . . . . . . . . . . . . 185
6.3.2 Separation of Convex Sets . . . . . . . . . . . . . . . . . . . . 190
6.3.3 The Dual of ‘p . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

6.4 Weak Convergence and Reflexivity. . . . . . . . . . . . . . . . . . . . 200
6.4.1 Reflexive Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 201
6.4.2 Weak Convergence and Bolzano-Weierstrass

Property. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
6.5 Miscellaneous Exercises. . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

Part III Selected Topics

7 Absolutely Continuous Functions. . . . . . . . . . . . . . . . . . . . . . . . . 229
7.1 Monotone Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230

7.1.1 Differentiation of Monotone Functions . . . . . . . . . . . 231
7.2 Functions of Bounded Variation . . . . . . . . . . . . . . . . . . . . . . 237
7.3 Absolutely Continuous Functions . . . . . . . . . . . . . . . . . . . . . 242
7.4 Miscellaneous Exercises. . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

8 Signed Measures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
8.1 Comparison Between Measures . . . . . . . . . . . . . . . . . . . . . . 254
8.2 Lebesgue Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . 256

8.2.1 The Case of Finite Measures . . . . . . . . . . . . . . . . . . 256
8.2.2 The General Case . . . . . . . . . . . . . . . . . . . . . . . . . . 259

8.3 Signed Measures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261
8.3.1 Total Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261
8.3.2 Radon-Nikodym Theorem . . . . . . . . . . . . . . . . . . . . 264
8.3.3 Hahn Decomposition . . . . . . . . . . . . . . . . . . . . . . . . 265

8.4 Dual of LpðX;μÞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270

9 Set-Valued Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
9.1 Definitions and Examples . . . . . . . . . . . . . . . . . . . . . . . . . . 271
9.2 Existence of a Summable Selection . . . . . . . . . . . . . . . . . . . . 273
Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277

Contents xiii

http://dx.doi.org/10.1007/978-3-319-17019-0_6
http://dx.doi.org/10.1007/978-3-319-17019-0_6
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec8
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec8
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec9
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec9
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec10
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec10
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec11
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec11
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec11
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec12
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Sec12
http://dx.doi.org/10.1007/978-3-319-17019-0_6#Bib1
http://dx.doi.org/10.1007/978-3-319-17019-0_7
http://dx.doi.org/10.1007/978-3-319-17019-0_7
http://dx.doi.org/10.1007/978-3-319-17019-0_7#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_7#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_7#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_7#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_7#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_7#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_7#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_7#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_7#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_7#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_8
http://dx.doi.org/10.1007/978-3-319-17019-0_8
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec3
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec4
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec5
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec6
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec7
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec8
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec8
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec9
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Sec9
http://dx.doi.org/10.1007/978-3-319-17019-0_8#Bib1
http://dx.doi.org/10.1007/978-3-319-17019-0_9
http://dx.doi.org/10.1007/978-3-319-17019-0_9
http://dx.doi.org/10.1007/978-3-319-17019-0_9#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_9#Sec1
http://dx.doi.org/10.1007/978-3-319-17019-0_9#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_9#Sec2
http://dx.doi.org/10.1007/978-3-319-17019-0_9#Bib1


Appendix A: Distance Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279

Appendix B: Semicontinuous Functions . . . . . . . . . . . . . . . . . . . . . . . 285

Appendix C: Finite-Dimensional Linear Spaces . . . . . . . . . . . . . . . . . . 289

Appendix D: Baire’s Lemma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293

Appendix E: Relatively Compact Families of Continuous Functions . . . 295

Appendix F: Legendre Transform . . . . . . . . . . . . . . . . . . . . . . . . . . . 299

Appendix G: Vitali’s Covering Theorem . . . . . . . . . . . . . . . . . . . . . . . 303

Appendix H: Ekeland’s Variational Principle . . . . . . . . . . . . . . . . . . . 307

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311

xiv Contents



Part I
Measure and Integration



Chapter 1
Measure Spaces

The concept of measure of a set originates from the classical notion of volume of
an interval in R

N . Starting from such an intuitive idea, by a covering process one
can assign to any set a nonnegative number which “quantifies its extent”. Such an
association leads to the introduction of a set function called exterior measure, which
is defined for all subsets of R

N . The exterior measure is monotone but fails to be
additive. Following Carathéodory’s construction, it is possible to select a family
of sets for which the exterior measure enjoys further properties such as countable
additivity. By restricting the exterior measure to such a family one obtains a complete
measure. This is the procedure that allows to define the Lebesguemeasure inR

N . The
family of all Lebesgue measurable sets is very large: sets that fail to be measurable
can only be constructed by using the Axiom of Choice.

Although the Lebesgue measure was initially developed in euclidean spaces, this
theory is independent of the geometry of the background space and applies to abstract
spaces as well. This fact is essential for applications: indeed measure theory has been
successfully applied to functional analysis, probability, dynamical systems, and other
domains of mathematics.

In this chapter,wewill developmeasure theory fromanabstract viewpoint, extend-
ing the procedure that leads to the Lebesgue measure in order to construct a large
variety of measures on a generic space X . In the particular case of X = R

N , a special
role is played by Radon measures (of which the Lebesgue measure is an example)
that have important regularity properties.

1.1 Algebras and σ-Algebras of Sets

1.1.1 Notation and Preliminaries

We shall denote by X a nonempty set, byP(X) the set of all parts (i.e., subsets) of
X , and by ∅ the empty set.

© Springer International Publishing Switzerland 2015
P. Cannarsa and T. D’Aprile, Introduction to Measure Theory
and Functional Analysis, UNITEXT - La Matematica per il 3+2 89,
DOI 10.1007/978-3-319-17019-0_1
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4 1 Measure Spaces

For any subset A of X we shall denote by Ac its complement, i.e.,

Ac = {
x ∈ X

∣
∣ x /∈ A

}
.

For any A, B ∈ P(X) we set A \ B = A ∩ Bc.
Let (An)n be a sequence inP(X). The following De Morgan identity holds:

( ∞⋃

n=1

An

)c

=
∞⋂

n=1

Ac
n .

We define1

lim sup
n→∞

An =
∞⋂

n=1

∞⋃

k=n

Ak, lim inf
n→∞ An =

∞⋃

n=1

∞⋂

k=n

Ak .

If L := lim supn→∞ An = lim infn→∞ An , then we set L = limn→∞ An , and we
say that (An)n converges to L (in this sense we shall write An → L).

Remark 1.1 (a) As is easily checked, lim supn→∞ An (resp., lim infn→∞ An) con-
sists of those elements of X that belong to infinitely many subsets An (resp., that
belong to all but a finite number of subsets An). Therefore

lim inf
n→∞ An ⊂ lim sup

n→∞
An .

(b) It is also immediate to check that if (An)n is increasing (An ⊂ An+1, n ∈ N),
then

lim
n→∞ An =

∞⋃

n=1

An,

whereas, if (An)n is decreasing (An ⊃ An+1, n ∈ N), then

lim
n→∞ An =

∞⋂

n=1

An .

In the first case we shall write An ↑ L , and in the second An ↓ L .

1Observe the similarity with lim inf and lim sup for a sequence (an)n of real numbers. We have:
lim supn→∞ an = infn∈N supk≥n ak and lim infn→∞ an = supn∈N infk≥n ak .
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1.1.2 Algebras and σ-Algebras

Definition 1.2 A nonempty subset A ofP(X) is called an algebra in X if

(a) ∅, X ∈ A .
(b) A, B ∈ A =⇒ A ∪ B ∈ A .
(c) A ∈ A =⇒ Ac ∈ A .

Remark 1.3 It is easy to see that if A is an algebra and A, B ∈ A , then A ∩ B and
A \ B belong to A . Therefore the symmetric difference

AΔB := (A \ B) ∪ (B \ A)

also belongs to A . Moreover, A is stable under finite unions and intersections,
that is,

A1, . . . , An ∈ A =⇒
{

A1 ∪ · · · ∪ An ∈ A ,

A1 ∩ · · · ∩ An ∈ A .

Definition 1.4 An algebra E in X is called a σ-algebra if, for any sequence (An)n

of elements of E , we have that
⋃∞

n=1 An ∈ E . If E is a σ-algebra in X , the elements
of E are called measurable sets and the pair (X,E ) is called a measurable space.

Exercise 1.5 Show that an algebra E in X is a σ-algebra if and only if, for any
sequence (An)n of mutually disjoint elements of E , we have

⋃∞
n=1 An ∈ E .

Hint. Given a sequence (An)n of elements of E , set B1 = A1 and Bn = An \ (B1 ∪
. . . ∪ Bn−1) for n ≥ 2. Show that (Bn)n is a sequence of disjoint elements of E and
∪∞

n=1An = ∪∞
n=1Bn ∈ E .

We note that if E is a σ-algebra in X and (An)n ⊂ E , then
⋂∞

n=1 An ∈ E owing
to the De Morgan identity. Moreover,

lim inf
n→∞ An ∈ E , lim sup

n→∞
An ∈ E .

Example 1.6 The following examples explain the difference between algebras and
σ-algebras.

1. Obviously,P(X) and E = {∅, X} are σ-algebras in X . Moreover,P(X) is the
largest σ-algebra in X , and E the smallest.

2. In X = [0, 1), the class A consisting of ∅ and of all finite unions

A =
n⋃

i=1

[ai , bi )with 0 ≤ ai ≤ bi ≤ ai+1 ≤ 1 (1.1)

is an algebra in [0, 1). Indeed, for A as in (1.1), we have
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Ac = [0, a1) ∪ [b1, a2) ∪ · · · ∪ [bn, 1) ∈ A .

Moreover, in order to show that A is stable under finite unions it suffices to
observe that the union of two (not necessarily disjoint) intervals [a, b), [c, d) ⊂
[0, 1) belongs to A .

3. In an infinite set X consider the class

A = {
A ∈ P(X)

∣
∣ A is finite, or Ac is finite

}
.

Then A is an algebra in X . Indeed, the only point that needs to be checked is
that A is stable under finite unions. Let A, B ∈ A . If A and B are both finite,
then so is A ∪ B. In all other cases, (A ∪ B)c is finite.

4. In an uncountable set X consider the class2

E = {
A ∈ P(X)

∣
∣ A is countable, or Ac is countable

}
.

Then E is a σ-algebra in X . Indeed, E is stable under countable unions: let (An)n

be a sequence in E ; if all An are countable, then so is ∪n An ; otherwise, (∪n An)c

is countable.

Exercise 1.7 1. Show that the algebra A in Example 1.6(2) fails to be a σ-algebra.
2. Show that the algebra A in Example 1.6(3) fails to be a σ-algebra.
3. Give an example to show that the σ-algebra E in Example 1.6(4) is, in general,

strictly smaller than P(X).
4. Let K be a subset of P(X). Show that the intersection of all σ-algebras in X

including K is a σ-algebra in X (the minimal σ-algebra including K ).

Definition 1.8 Given a subset K of P(X), the intersection of all σ-algebras in X
includingK is called the σ-algebra generated by K , and will be denoted by σ(K ).

Exercise 1.9 1. Show that if E is a σ-algebra in X , then σ(E ) = E .
2. Find σ(K ) forK = {∅} and K = {X}.
3. Given K , K ′ ⊂ P(X) withK ⊂ K ′ ⊂ σ(K ), show that

σ(K ′) = σ(K ).

Example 1.10 1. Let X be ametric space. The σ-algebra generated by all open sets
of X is called the Borel σ-algebra and is denoted by B(X). Obviously, B(X)

coincides with the σ-algebra generated by all closed sets of X . The elements of
B(X) are called Borel sets.

2. Let X = R, and let I be the class of all half-closed intervals [a, b) with a < b.
Then σ(I ) coincides with B(R). Indeed, let us observe that every half-closed
interval [a, b) belongs toB(R) since

2In the following ‘countable’ stands for ‘finite or countable’.
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[a, b) =
∞⋂

n=1

(
a − 1

n
, b

)
.

So σ(I ) ⊂ B(R). Conversely, let V be an open set in R. Then, as is well
known, V is the countable union of some family of open intervals.3 Since any
open interval (a, b) can be represented as

(a, b) =
∞⋃

n=1

[
a + 1

n
, b

)
,

we conclude that V ∈ σ(I ). Thus, B(R) ⊂ σ(I ).

Exercise 1.11 Show that σ(I ) = B(R), where I is one of the following classes:

I = {
(a, b)

∣
∣ a, b ∈ R, a < b

}
,

I = {
(a,∞)

∣
∣ a ∈ R

}
,

I = {
(−∞, a] ∣∣ a ∈ R

}
.

Exercise 1.12 Let E be a σ-algebra in X , and X0 ⊂ X .

1. Show that E0 = {A ∩ X0 | A ∈ E } is a σ-algebra in X0.
2. Show that if E = σ(K ), then E0 = σ(K0), where

K0 = {
A ∩ X0

∣
∣ A ∈ K

}
.

Hint. The inclusion E0 ⊃ σ(K0) follows from point 1. To prove the converse,
show that

F := {
A ∈ E

∣
∣ A ∩ X0 ∈ σ(K0)

}

is a σ-algebra in X including K .

1.2 Measures

1.2.1 Additive and σ-Additive Functions

Definition 1.13 Let A be an algebra in X and let μ : A → [0,∞] be a function
such that μ(∅) = 0.

3Indeed, each point x ∈ V has an open interval (px , qx ) ⊂ V with x ∈ (px , qx ) and px , qx ∈ Q.
Therefore V is contained in the union of all elements of the family {(p, q) | p, q ∈ Q, (p, q) ⊂ V },
and this family is countable.
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• We say that μ is additive if, for any finite family A1, . . . , An ∈ A of mutually
disjoint sets, we have

μ

(
n⋃

k=1

Ak

)

=
n∑

k=1

μ(Ak).

• We say that μ is σ-additive or countably additive if, for any sequence (An)n ⊂ A
of mutually disjoint sets such that

⋃∞
n=1 An ∈ A , we have

μ

( ∞⋃

n=1

An

)

=
∞∑

n=1

μ(An).

• We say that μ is σ-subadditive (or countably subadditive) if, for any sequence
(An)n ⊂ A such that

⋃∞
n=1 An ∈ A , we have

μ

( ∞⋃

n=1

An

)

≤
∞∑

n=1

μ(An).

Remark 1.14 Let A be an algebra in X .

1. Any σ-additive function on A is also additive.
2. Any additive function μ on A is monotone. Indeed, if A, B ∈ A and A ⊃ B,

then μ(A) = μ(B) + μ(A \ B). Therefore μ(A) ≥ μ(B).
3. Letμ be an additive function onA , and let (An)n ⊂ A be a sequence ofmutually

disjoint sets such that
⋃∞

n=1 An ∈ A . Then

μ

( ∞⋃

n=1

An

)

≥
m∑

n=1

μ(An) for all m ∈ N.

Therefore

μ

( ∞⋃

n=1

An

)

≥
∞∑

n=1

μ(An).

4. Any σ-additive function μ onA is also σ-subadditive. Indeed, let (An)n ⊂ A be
a sequence such that

⋃∞
n=1 An ∈ A , and define B1 = A1 and Bn = An \ (B1 ∪

. . . ∪ Bn−1) for n ≥ 2. Then (Bn)n is a sequence of mutually disjoint sets of A ,
∪n An = ∪n Bn ∈ A and μ(Bn) ≤ μ(An) by the monotonicity of μ. Therefore
μ(∪n An) = μ(∪n Bn) = ∑

n μ(Bn) ≤ ∑
n μ(An).

5. In view of point 3 and 4, an additive function onA is σ-additive if and only if it
is σ-subadditive.
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Definition 1.15 An additive function μ on an algebra A ⊂ P(X) is said to be:

• finite if μ(X) < ∞.
• σ-finite if there exists a sequence (An)n ⊂ A such that

⋃∞
n=1 An = X and

μ(An) < ∞ for all n ∈ N.

Exercise 1.16 In X = N, consider the algebra

A = {
A ∈ P(X)

∣
∣ A is finite, or Ac is finite

}

of Example 1.6. Show that:

• The function μ : A → [0,∞] defined as

μ(A) =
{
#A if A is finite,
∞ if Ac is finite

(where the symbol #A stands for the number of elements of A) is σ-additive.
• The function ν : A → [0,∞] defined as

ν(A) =
⎧
⎨

⎩

∑

n∈A

1

2n
if A is finite,

∞ if Ac is finite

is additive but not σ-additive.

For an additive function, σ-additivity is equivalent to continuity in the sense of the
following proposition.

Proposition 1.17 Let μ be an additive function on an algebra A . Then (i) ⇔ (i i),
where:

(i) μ is σ-additive.
(ii) (An)n,⊂ A , A ∈ A , An ↑ A =⇒ μ(An) ↑ μ(A).

Proof Let us first consider the implication (i) ⇒ (ii). Let (An)n ⊂ A , A ∈ A ,
An ↑ A. Then

A = A1 ∪
∞⋃

n=1

(An+1 \ An),

the above union being disjoint. Since μ is σ-additive, we deduce that

μ(A) = μ(A1) +
∞∑

n=1

(μ(An+1) − μ(An)) = lim
n→∞ μ(An),

and (ii) follows.
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Let us pass to prove that (ii) ⇒ (i). Let (An)n ⊂ A be a sequence of mutually
disjoint sets such that A = ⋃∞

n=1 An ∈ A . Define

Bn =
n⋃

k=1

Ak .

Then Bn ↑ A. So, in view of (ii), μ(Bn) = ∑n
k=1 μ(Ak) ↑ μ(A). This implies

(i). �

Proposition 1.18 Let μ be a σ-additive function on an algebra A . If (An)n ⊂ A ,

A ∈ A , μ(A1) < ∞ and An ↓ A, then μ(An) ↓ μ(A).

Proof We have

A1 =
∞⋃

n=1

(An \ An+1) ∪ A,

the above union being disjoint. Consequently,

μ(A1) =
∞∑

n=1

(
μ(An) − μ(An+1)

) + μ(A) = μ(A1) − lim
n→∞ μ(An) + μ(A).

Since μ(A1) < ∞, the conclusion follows. �

Example 1.19 The conclusion of Proposition 1.18 may be false without assuming
μ(A1) < ∞. This is easily checked taking A and μ as in Exercise 1.16 and An =
{m ∈ N | m ≥ n}.
Exercise 1.20 Let μ be a finite additive function on an algebra A . Show that if for
any sequence (An)n ⊂ A such that An ↓ A ∈ A we have

μ(An) ↓ μ(A),

then μ is σ-additive.

1.2.2 Measure Spaces

Definition 1.21 Let E be a σ-algebra in X.

• A σ-additive function μ : E → [0,∞] is called a measure on E .
• The triplet (X,E ,μ), where μ is a measure on E , is called a measure space.
• A measure μ on E is called a probability measure if μ(X) = 1.
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Definition 1.22 A measure μ on a σ-algebra E ⊂ P(X) is said to be

• finite if μ(X) < ∞.
• σ-finite if there exists a sequence (An)n ⊂ E such that

⋃∞
n=1 An = X andμ(An) <

∞ for all n ∈ N.
• complete if

A ∈ E , B ⊂ A, μ(A) = 0 =⇒ B ∈ E

(and so μ(B) = 0).
• concentrated on a set A ∈ E if μ(Ac) = 0. In this case we say that A is a support
of μ.

Example 1.23 Let x ∈ X . Define, for every A ∈ P(X),

δx (A) =
{
1 if x ∈ A,

0 if x /∈ A.

Then δx is a measure on P(X), called the Dirac measure at x . Such a measure is
concentrated on the singleton {x}.
Example 1.24 Let us define, for every A ∈ P(X),

μ#(A) =
{
#A if A is finite
∞ if A is infinite

(see Exercise 1.16). Then μ# is a measure onP(X), called the counting measure. It
is easy to see that μ# is finite if and only if X is finite, and that μ# is σ-finite if and
only if X is countable.

Exercise 1.25 Given a measure space (X,E ,μ), a set A ∈ E of measure zero is
called a null set or zero-measure set. Show that a countable union of zero-measure
sets is also a zero-measure set.

Definition 1.26 Given (X,E ,μ) a measure space and A ∈ E , the restriction of μ
to A (or μ restricted to A), written as μ�A, is the set function4

(μ�A)(B) = μ(A ∩ B) ∀B ∈ E .

Exercise 1.27 In the samehypotheses ofDefinition1.26, show thatμ�A is ameasure
on E .

Remark 1.28 Let us observe that, given ameasure space (X,E ,μ), any subset A ∈ E
can be naturally endowed with a measure space frame: more precisely, the new
σ-algebra will be E ∩ A, namely the class of all measurable subsets of X which

4A set function is a function D → [−∞,+∞], where D ⊂ P(X) is a family including the empty
set.
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are contained in A, and the new measure, which we will continue to denote by μ, is
identical to μ except for the restriction of its domain. The measure space (A,E ∩
A,μ) is called a measure subspace of (X,E ,μ).

As a corollary of Proposition1.18 we have the following result.

Proposition 1.29 Let μ be a finite measure on a σ-algebraE . Then, for any sequence
(An)n ⊂ E , we have

μ
(
lim inf
n→∞ An

)
≤ lim inf

n→∞ μ(An) ≤ lim sup
n→∞

μ(An) ≤ μ
(
lim sup

n→∞
An

)
. (1.2)

In particular, An → A =⇒ μ(An) → μ(A).

Proof Set L = lim supn→∞ An . Then we can write L = ⋂∞
n=1 Bn, where Bn =⋃∞

k=n Ak ↓ L . Now, by Proposition1.18 it follows that

μ(L) = lim
n→∞ μ(Bn) = inf

n∈N
μ(Bn) ≥ inf

n∈N
sup
k≥n

μ(Ak) = lim sup
n→∞

μ(An).

We have thus proved that

lim sup
n→∞

μ(An) ≤ μ
(
lim sup

n→∞
An

)
.

The remaining part of (1.2) can be proved similarly. �

1.2.3 Borel–Cantelli Lemma

The following result states a simple but useful property of measures.

Lemma 1.30 Let μ be a measure on a σ-algebra E . Then, for any sequence (An)n ⊂
E satisfying

∑∞
n=1 μ(An) < ∞, we have

μ
(
lim sup

n→∞
An

)
= 0.

Proof Set L = lim supn→∞ An . Then L = ⋂∞
n=1 Bn, where Bn = ⋃∞

k=n Ak ↓ L .
Consequently, since μ is σ-subadditive, we have

μ(L) ≤ μ(Bn) ≤
∞∑

k=n

μ(Ak)

for any n ∈ N. As n → ∞, we obtain μ(L) = 0. �
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1.3 The Basic Extension Theorem

A natural question arising both in theory and applications is the following.

Problem 1.31 Let A be an algebra in X , and let μ be an additive function on A .
Does there exist a σ-algebra E including A , and a measure μ on E that extends
μ, i.e.,

μ(A) = μ(A) ∀A ∈ A ?

Should the above problem have a solution, one could assume E = σ(A ) since
σ(A ) would be contained in E anyways. Moreover, for any sequence (An)n ⊂ A
of mutually disjoint sets such that

⋃∞
n=1 An ∈ A , we would have

μ

( ∞⋃

n=1

An

)

= μ

( ∞⋃

n=1

An

)

=
∞∑

n=1

μ(An) =
∞∑

n=1

μ(An).

Thus, for Problem1.31 to have a positive answer,μmust beσ-additive. The following
remarkable result shows that such a property is also sufficient for the existence of
an extension, and more. We shall see an important application of this result to the
construction of the Lebesgue measure later on in this chapter.

Theorem 1.32 Let A be an algebra in X, and μ : A → [0,∞] be a σ-additive
function. Then μ can be extended to a measure on σ(A ). Moreover, such an extension
is unique if μ is σ-finite.

To prove the above theorem we need to develop suitable tools, namely Halmos’
Monotone Class Theorem for uniqueness, and the concept of outer measure and
additive set for existence.

1.3.1 Monotone Classes

Definition 1.33 A nonempty class M ⊂ P(X) is called a monotone class if, for
any sequence (An)n ⊂ M ,

• An ↑ A =⇒ A ∈ M .
• An ↓ A =⇒ A ∈ M .

Remark 1.34 Clearly, any σ-algebra is a monotone class; the converse, however,
may fail, as can be checked by considering the trivial example M = {∅}. On the
other hand, if a monotone class M is also an algebra in X , then M is a σ-algebra
in X . Indeed, given a sequence (An)n ⊂ M , we have Bn := ∪n

k=1Ak ∈ M and
Bn ↑ A := ∪∞

k=1Ak . Therefore A ∈ M .

Let us now prove the following result.
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Theorem 1.35 (Halmos) Let A be an algebra in X, and let M be a monotone class
including A . Then σ(A ) ⊂ M .

Proof Let M0 be the minimal monotone class5 in X including A . We are going
to show that M0 is an algebra in X , and this will prove the theorem in view of
Remark 1.34.

To begin with, we note that ∅ and X belong toM0. Define, for any A ∈ M0,

MA = {
B ∈ M0

∣
∣ A ∪ B, A \ B, B \ A ∈ M0

}
.

We claim that MA is a monotone class. Indeed, let (Bn)n ⊂ MA be an increasing
sequence such that Bn ↑ B. Then

A ∪ Bn ↑ A ∪ B, A \ Bn ↓ A \ B, Bn \ A ↑ B \ A.

Since M0 is a monotone class, we deduce that

B, A ∪ B, A \ B, B \ A ∈ M0.

Therefore B ∈ MA. By a similar argument one can check that

(Bn)n ⊂ MA, Bn ↓ B =⇒ B ∈ MA.

SoMA is a monotone class as claimed.
Next, let A ∈ A . Then A ⊂ MA since any B ∈ A belongs toM0 and satisfies

A ∪ B, A \ B, B \ A ∈ M0. (1.3)

But M0 is the minimal monotone class including A , so M0 ⊂ MA. Therefore
M0 = MA or, equivalently, (1.3) holds true for any A ∈ A and B ∈ M0.

Finally, let A ∈ M0. Since (1.3) is satisfied by any B ∈ A , we deduce that
A ⊂ MA. Then MA = M0. This implies that M0 is an algebra. �
Proof of Theorem 1.32: uniqueness Let E = σ(A ), and let μ1,μ2 be two measures
extending μ to E . We shall assume, first, that μ is finite and set

M = {
A ∈ E

∣
∣ μ1(A) = μ2(A)

}
.

Weclaim thatM is amonotone class includingA . Indeed, for any sequence (An)n ⊂
M , by Propositions1.17 and 1.18 we have that

An ↑ A =⇒ μ1(A) = lim
n

μi (An) = μ2(A) (i = 1, 2),

An ↓ A, μ1(X),μ2(X) < ∞ =⇒ μ1(A) = lim
n

μi (An) = μ2(A) (i = 1, 2).

5It is easy to see that the intersection of all monotone classes in X including A is also a monotone
class.
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Therefore, by Halmos’ Theorem, M = E and this implies that μ1 = μ2.
In the general case of a σ-finite function μ, we have that X = ⋃∞

n=1 Xn for some
(Xn)n ⊂ A such that μ(Xn) < ∞ for all n ∈ N. It is not restrictive to assume
that the sequence (Xn)n is increasing. Now, define μn = μ�Xn , μi,n = μi�Xn for
i = 1, 2 (see Definition1.26). Then, as is easily checked, μn is a finite σ-additive
function onA , and μ1,n,μ2,n are measures extending μn to E . So, by the conclusion
of the first part of this proof, μ1,n = μ2,n . If A ∈ E , then A ∩ Xn ↑ A, and therefore,
again by Proposition1.17, we obtain

μ1(A) = lim
n→∞ μ1(A ∩ Xn) = lim

n→∞ μ1,n(A)

= lim
n→∞ μ2,n(A) = lim

n→∞ μ2(A ∩ Xn) = μ2(A).

The proof is thus complete. �

Example 1.36 The above extension may fail to be unique, in general, if the function
μ is not σ-finite. Indeed, let us consider the algebra A of Example 1.6(2) and the
σ-additive function μ on A defined by

μ(A) =
{
0 if A = ∅,

∞ if A �= ∅.
(1.4)

By reasoning as in Example 1.10(2), it is easy to show that σ(A ) = B([0, 1)). A
trivial extension of μ toB([0, 1)) is given by (1.4) itself. To construct a second one,
let us consider an enumeration (qn)n∈N of Q ∩ [0, 1) and set

μ̂(A) =
∞∑

n=1

δqn (A) ∀A ∈ B([0, 1)),

where δx is the Dirac measure in x . Then μ̂ = μ on A , but μ̂({q1}) = 1 and
μ({q1}) = ∞. To prove that μ̂ is σ-additive, let us first observe that μ̂ is additive.
Now, for any sequence (Ak)k ⊂ B([0, 1)), the σ-subadditivity of δqn yields

μ̂

( ∞⋃

k=1

Ak

)

=
∞∑

n=1

δqn

( ∞⋃

k=1

Ak

)

≤
∞∑

n=1

∞∑

k=1

δqn (Ak)

= lim
N→∞

N∑

n=1

∞∑

k=1

δqn (Ak) = lim
N→∞

∞∑

k=1

N∑

n=1

δqn (Ak)

≤
∞∑

k=1

∞∑

n=1

δqn (Ak) =
∞∑

k=1

μ̂(Ak).

Therefore μ̂ isσ-subadditive, and then μ̂ is alsoσ-additive in view ofRemark 1.14(5).
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1.3.2 Outer Measures

Definition 1.37 A function μ∗ : P(X) → [0,∞] is called an outer measure on X
if μ∗(∅) = 0, and μ∗ is monotone and σ-subadditive, i.e.,

E1 ⊂ E2 =⇒ μ∗(E1) ≤ μ∗(E2),

μ∗
( ∞⋃

n=1

En

)

≤
∞∑

n=1

μ∗(En) ∀ (En)n ⊂ P(X).

The following proposition studies an example of outer measure that will be essential
for the proof of Theorem 1.32.

Proposition 1.38 Let μ be a σ-additive function on an algebraA ⊂ P(X). Define,
for any E ∈ P(X),

μ∗(E) = inf

{ ∞∑

n=1

μ(An)

∣
∣
∣
∣ (An)n ⊂ A , E ⊂

∞⋃

n=1

An

}

. (1.5)

Then

1. μ∗ is finite whenever μ is finite.
2. μ∗ is an extension of μ, that is,

μ∗(A) = μ(A), ∀ A ∈ A . (1.6)

3. μ∗ is an outer measure on X.

Proof The first assertion being obvious, let us proceed to check (1.6). Observe that
the inequality μ∗(A) ≤ μ(A) is immediate for any A ∈ A . To prove the converse,
let (An)n ⊂ A be a countable covering of a set A ∈ A . Then (An ∩ A)n ⊂ A
is also a countable covering of A satisfying ∪∞

n=1(An ∩ A) = A ∈ A . Since μ is
σ-subadditive, we get

μ(A) ≤
∞∑

n=1

μ(An ∩ A) ≤
∞∑

n=1

μ(An).

Thus, taking the infimum as in (1.5), we conclude that μ∗(A) ≥ μ(A).
The monotonicity of μ∗ follows from the definition (1.5) since, if E1 ⊂ E2, every

countable covering of E2 is also a countable covering of E1.
It remains to show that μ∗ is σ-subadditive. Let (En)n ⊂ P(X), and set E =⋃∞

n=1 En . The inequality μ∗(E) ≤ ∑∞
n=1 μ∗(En) is trivial if the right hand side is

infinite. Therefore assume that all μ∗(En)’s are finite. Then for any n ∈ N and any
ε > 0 there exists (An,k)k ⊂ A such that
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∞∑

k=1

μ(An,k) < μ∗(En) + ε

2n
, En ⊂

∞⋃

k=1

An,k .

Consequently,
∞∑

n=1

∞∑

k=1

μ(An,k) ≤
∞∑

n=1

μ∗(En) + ε.

Since E ⊂ ⋃
n,k An,k , we have6

μ∗(E) ≤
∑

(n,k)∈N2

μ(An,k) =
∞∑

n=1

∞∑

k=1

μ(An,k) ≤
∞∑

n=1

μ∗(En) + ε.

The conclusion follows from the arbitrariness of ε. �

Exercise 1.39 1. Let μ∗ be an outer measure on X , and Z ∈ P(X). Show that

ν∗(E) = μ∗(Z ∩ E) ∀E ∈ P(X)

is an outer measure on X .

2. Let (μ∗
n)n be a sequence of outer measures on X . Show that

μ∗(E) =
∞∑

n=1

μ∗
n(E) and μ∗∞(E) = sup

n∈N
μ∗

n(E) ∀E ∈ P(X)

are outer measures on X .

Definition 1.40 Given an outer measure μ∗ on X , a set A ∈ P(X) is said to be
additive (or μ∗-measurable) if

μ∗(E) = μ∗(E ∩ A) + μ∗(E ∩ Ac) ∀E ∈ P(X). (1.7)

We denote by G the family of all additive sets.

Remark 1.41 (a) Notice that, since μ∗ is σ-subadditive, (1.7) is equivalent to

μ∗(E) ≥ μ∗(E ∩ A) + μ∗(E ∩ Ac) ∀E ∈ P(X). (1.8)

6Let us observe that if (an,k)n,k is a sequence of real numbers such that ank ≥ 0, then

∑

(n,k)∈N2

an,k =
∞∑

n=1

∞∑

k=1

an,k =
∞∑

k=1

∞∑

n=1

an,k .
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(b) Since identity (1.7) is symmetric with respect to the exchange A ↔ Ac, we
deduce that Ac ∈ G for any A ∈ G .

Theorem 1.42 (Carathéodory) Let μ∗ be an outer measure on X. Then G is a
σ-algebra in X, and μ∗ is a measure on G .

Before proving Carathéodory’s Theorem, let us use it to complete the proof of
Theorem 1.32.

Proof of Theorem 1.32: existence Given a σ-additive function μ on an algebra A ,
define the outer measure μ∗ as in Proposition 1.38. Then μ∗(A) = μ(A) for any
A ∈ A . Moreover, in light of Theorem1.42, μ∗ is a measure on the σ-algebra G of
additive sets. So the proof will be complete if we show that A ⊂ G . Indeed, in this
case, σ(A ) turns out to be contained in G , and it suffices to take the restriction of
μ∗ to σ(A ) to obtain the required extension.

Now, let A ∈ A and E ∈ P(X). Assume μ∗(E) < ∞ (otherwise (1.8) trivially
holds), and fix ε > 0. Then there exists (An)n ⊂ A such that E ⊂ ⋃∞

n=1 An and

μ∗(E) + ε >

∞∑

n=1

μ(An) =
∞∑

n=1

μ(An ∩ A) +
∞∑

n=1

μ(An ∩ Ac)

≥ μ∗(E ∩ A) + μ∗(E ∩ Ac).

Since ε is arbitrary, we have μ∗(E) ≥ μ∗(E ∩ A) + μ∗(E ∩ Ac). Thus, by
Remark1.41(a) we deduce that A ∈ G . �

We now proceed with the proof of Carathéodory’s Theorem.

Proof of Theorem 1.42 We will split the proof into four steps.

1. G is an algebra.
We note that ∅ and X belong to G . In view of Remark1.41(b) we already know
that A ∈ G implies Ac ∈ G . Let us now prove that if A, B ∈ G , then A ∪ B ∈ G .
For any E ∈ P(X) we have

μ∗(E) = μ∗(E ∩ A) + μ∗(E ∩ Ac)

= μ∗(E ∩ A) + μ∗(E ∩ Ac ∩ B) + μ∗(E ∩ Ac ∩ Bc)

= (
μ∗(E ∩ A) + μ∗(E ∩ Ac ∩ B)

) + μ∗(E ∩ (A ∪ B)c).

(1.9)

Since
(E ∩ A) ∪ (E ∩ Ac ∩ B) = E ∩ (A ∪ B),

the subadditivity of μ∗ implies that

μ∗(E ∩ A) + μ∗(E ∩ Ac ∩ B) ≥ μ∗(E ∩ (A ∪ B)).
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So, by (1.9),

μ∗(E) ≥ μ∗(E ∩ (A ∪ B)) + μ∗(E ∩ (A ∪ B)c),

and A ∪ B ∈ G as required.
2. μ∗ is additive on G .

Let us prove that if A, B ∈ G and A ∩ B = ∅, then

μ∗(E ∩ (A ∪ B)) = μ∗(E ∩ A) + μ∗(E ∩ B) ∀E ∈ P(X). (1.10)

Indeed, replacing E with E ∩ (A ∪ B) in (1.7) we obtain

μ∗(E ∩ (A ∪ B)) = μ∗(E ∩ (A ∪ B) ∩ A) + μ∗(E ∩ (A ∪ B) ∩ Ac),

which is equivalent to (1.10) since A ∩ B = ∅. In particular, taking E = X , it
follows that μ∗ is additive on G .

3. G is a σ-algebra.
Let (Ak)k ⊂ G be a sequence of mutually disjoint sets. We will show that S :=⋃∞

k=1 Ak ∈ G . To this aim, set Sn := ⋃n
k=1 Ak, n ∈ N. By the σ-subadditivity

of μ∗, for any n ∈ N we have

μ∗(E ∩ S) + μ∗(E ∩ Sc) ≤
∞∑

k=1

μ∗(E ∩ Ak) + μ∗(E ∩ Sc)

= lim
n→∞

(
n∑

k=1

μ∗(E ∩ Ak) + μ∗(E ∩ Sc)

)

= lim
n→∞

(
μ∗(E ∩ Sn) + μ∗(E ∩ Sc)

)

in view of (1.10). Since Sc ⊂ Sc
n , it follows that

μ∗(E ∩ S) + μ∗(E ∩ Sc) ≤ lim sup
n→∞

(
μ∗(E ∩ Sn) + μ∗(E ∩ Sc

n)
) = μ∗(E).

Therefore S ∈ G , and then, since G is an algebra, we deduce that G is a σ-algebra
(see Exercise1.5).

4. μ∗ is σ-additive on G .
Since μ∗ is σ-subadditive and additive by Step 2, then Remark1.14(5) gives the
conclusion. �

Remark 1.43 Let us observe that any set with outer measure zero is additive. Indeed,
for any Z ∈ P(X) with μ∗(Z) = 0, and any E ∈ P(X), we have

μ∗(E ∩ Z) + μ∗(E ∩ Zc) = μ∗(E ∩ Zc) ≤ μ∗(E)

by the monotonicity of μ∗. Thus, Z ∈ G . We deduce that the measure μ∗ is complete
on the σ-algebra G (see Definition1.22).
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Remark 1.44 Given a σ-additive function μ on an algebraA , the σ-algebra G of all
additive sets with respect to the outer measure μ∗ defined in Proposition1.38 satisfies
the inclusions

σ(A ) ⊂ G ⊂ P(X). (1.11)

We shall see later that the above inclusions are both strict, in general.

1.4 Borel Measures on R
N

Definition 1.45 Let (X, d) be a metric space. A measure μ on B(X) is called a
Borel measure. A Borel measure μ is called a Radon measure if μ(K ) < ∞ for
every compact set K ⊂ X .

In this section we will study specific properties of Borel measures on R
N . We begin

by introducing the Lebesgue measure on the unit interval.

1.4.1 Lebesgue Measure on [0, 1)

LetI be the class of all half-closed intervals [a, b) with 0 ≤ a ≤ b < 1, and letA0
be the algebra of all finite disjoint unions of elements of I (see Example 1.6(2)).
Then σ(I ) = σ(A0) = B([0, 1)).

On I , consider the set function

m([a, b)) := b − a, 0 ≤ a ≤ b < 1. (1.12)

If a = b, then [a, b) reduces to the empty set, and we have m([a, b)) = 0.

Exercise 1.46 Let [a, b) be contained in [a1, b1) ∪ · · · ∪ [an, bn), with −∞ < a ≤
b < ∞ and −∞ < ai ≤ bi < ∞. Prove that

b − a ≤
n∑

i=1

(bi − ai ).

Proposition 1.47 The set function m defined in (1.12) is σ-additive on I , i.e., for
any sequence (Ik)k of mutually disjoint sets in I such that ∪∞

k=1 Ik ∈ I , we have:

m

( ∞⋃

k=1

Ik

)

=
∞∑

k=1

m(Ik).

Proof Let (Ik)k be a disjoint sequence in I , with Ik = [ak, bk), and suppose I =
[a0, b0) = ∪∞

k=1 Ik ∈ I . Then, for any n ∈ N, we have
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n∑

k=1

m(Ik) =
n∑

k=1

(bk − ak) ≤ b0 − a0 = m(I ).

Therefore ∞∑

k=1

m(Ik) ≤ m(I ).

To prove the reverse inequality, assume a0 < b0. For any ε < b0 − a0 we have

[a0, b0 − ε] ⊂
∞⋃

k=1

(
ak − ε2−k, bk

)
.

Then the Heine–Borel Theorem implies that, for some k0 ∈ N,

[a0, b0 − ε) ⊂ [a0, b0 − ε] ⊂
k0⋃

k=1

(
ak − ε2−k, bk

)
.

Consequently, thanks to the result in Exercise 1.46,

m(I ) − ε = (b0 − a0) − ε ≤
k0∑

k=1

(
bk − ak + ε2−k

)
≤

∞∑

k=1

m(Ik) + ε.

The arbitrariness of ε gives

m(I ) ≤
∞∑

k=1

m(Ik).

�

We now proceed to extend m to A0. For any set A ∈ A0 such that A = ∪k
i=1 Ii ,

where I1, . . . , Ik are disjoint sets in I , let us define

m(A) :=
k∑

i=1

m(Ii ). (1.13)

It is easy to see that the above definition is independent of the representation of A as
a finite disjoint union of elements of I .

Exercise 1.48 Show that if J1, . . . , Jh is another family of disjoint sets in I such
that A = ∪h

j=1 J j , then
k∑

i=1

m(Ii ) =
h∑

j=1

m(J j ).



22 1 Measure Spaces

Theorem 1.49 m is σ-additive on A0.

Proof Let (An)n ⊂ A0 be a sequence of disjoint sets such that

A :=
∞⋃

n=1

An ∈ A0.

Then

A =
k⋃

i=1

Ii An =
kn⋃

j=1

In, j (∀n ∈ N)

for some disjoint sets I1, . . . , In and In,1, . . . , In,kn inI . Now, observe that, for any
i = 1, . . . , k,

Ii = Ii ∩ A =
∞⋃

n=1

(Ii ∩ An) =
∞⋃

n=1

kn⋃

j=1

(Ii ∩ In, j ),

and, since (Ii ∩ In, j )n, j is a countable family of disjoint sets in I , by applying
Proposition1.47 we obtain

m(Ii ) =
∞∑

n=1

kn∑

j=1

m(Ii ∩ In, j ).

Hence,

m(A) =
k∑

i=1

m(Ii ) =
k∑

i=1

∞∑

n=1

kn∑

j=1

m(Ii ∩ In, j ) =
∞∑

n=1

k∑

i=1

kn∑

j=1

m(Ii ∩ In, j ).

Since disjoint union ∪k
i=1 ∪kn

j=1 Ii ∩ In, j equals An , by definition (1.13) we get

m(An) = ∑k
i=1

∑kn
j=1 m(Ii ∩ In, j ). �

Summing up, thanks to Theorem 1.32, we conclude that m can be uniquely
extended to a measure on the σ-algebra B([0, 1)). Such an extension is called the
Lebesgue measure on [0, 1).

1.4.2 Lebesgue Measure on R

We now turn to the construction of the Lebesgue measure on R. Usually, this is done
by an intrinsic procedure, applying an extension result for σ-additive set functions
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on half-rings. In this book, we will follow a shortcut, based on the following simple
observations; for a different approach we refer to [Br83, KF75, Ru74, Ru64, Wi62,
WZ77], for instance.

Proceeding as in the previous section, one can define the Lebesgue measure on
[a, b) for any interval [a, b) ⊂ R. Such a measure will be denoted by m[a,b). Let
us begin by characterizing the associated Borel sets in [a, b). The following general
result holds.

Proposition 1.50 Given A ∈ B(RN ), then

B(A) = {B ∈ B(RN ) | B ⊂ A}.

Proof Consider the class E := B(A)∩B(RN ). It is immediate that E is a σ-algebra
in A. Since E contains all the subsets of A which are open in the relative topology,
we conclude that B(A) ⊂ E . This proves the inclusion B(A) ⊂ B(RN ).

Next, to prove the opposite inclusion, letF := {B ∈ B(RN ) | B ∩ A ∈ B(A)}.
Let us check that F is a σ-algebra in R

N .

1. ∅, R
N ∈ F by definition.

2. Let B ∈ F . Since B ∩ A ∈ B(A), we have Bc ∩ A = A \ (B ∩ A) ∈ B(A).

Therefore Bc ∈ F .
3. Let (Bn)n ⊂ F . Then (∪∞

n=1Bn) ∩ A = ∪∞
n=1(Bn ∩ A) ∈ B(A). Therefore

∪∞
n=1Bn ∈ F .

SinceF contains all open sets in R
N , we conclude thatB(RN ) ⊂ F . The proof is

thus complete. �

Thus, for any pair of nested intervals [a, b) ⊂ [c, d) ⊂ R, we have that
B([a, b)) ⊂ B([c, d)). Moreover, a unique extension argument yields

m[a,b)(A) = m[c,d)(A) ∀A ∈ B([a, b)). (1.14)

Now, since R = ⋃∞
k=1[−k, k), it is natural to define the Lebesgue measure on R as

m(A) := lim
k→∞ m[−k,k)(A ∩ [−k, k)) ∀A ∈ B(R). (1.15)

Let us observe that, in view of (1.14), we have

m[−k,k)(A ∩ [−k, k)) = m[−k−1,k+1)(A ∩ [−k, k))

≤ m[−k−1,k+1)(A ∩ [−k − 1, k + 1)),

by which we deduce that the function k �→ m[−k,k)(A ∩ [−k, k)) is nondecreasing;
therefore for any A ∈ B(R) the limit in (1.15) is well defined (possibly infinite).

Our next exercise is intended to show that the definition of m would be the same
if we took any other sequence of intervals covering R.
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Exercise 1.51 Let (ak)k and (bk)k be real sequences satisfying

ak < bk, ak ↓ −∞, bk ↑ ∞.

Show that
m(A) = lim

k→∞ m[ak ,bk )(A ∩ [ak, bk)) ∀A ∈ B(R).

In order to show that m is a measure onB(R), we still have to check σ-additivity.

Proposition 1.52 The set function defined in (1.15) is σ-additive on B(R).

Proof Let us first show that m is additive onB(R). Indeed, let A1, . . . , An ∈ B(R)

be disjoint sets and let A = ∪n
i=1Ai . Then, by the additivity of m[−k,k),

m(A) = lim
k→∞ m[−k,k)(A ∩ [−k, k)) = lim

k→∞

n∑

i=1

m[−k,k)(Ai ∩ [−k, k))

=
n∑

i=1

lim
k→∞ m[−k,k)(Ai ∩ [−k, k)) =

n∑

i=1

m(Ai ).

Now, let (Bn)n ⊂ B(R) be a sequence of sets and let B = ∪∞
n=1Bn . Then, using the

σ-subadditivity of m[−k,k),

m(B) = lim
k→∞ m[−k,k)(B ∩ [−k, k)) ≤ lim

k→∞

∞∑

n=1

m[−k,k)(Bn ∩ [−k, k))

≤
∞∑

n=1

m(Bn),

since m[−k,k)(Bn ∩ [−k, k)) ≤ m(Bn) for every n, k. This proves that m is
σ-subadditive, and, consequently, σ-additive in view of Remark 1.14(5). �

Sincem is bounded on bounded sets, the Lebesguemeasure onR is a Radonmeasure.
Another interesting property is translation invariance.

Proposition 1.53 Let A ∈ B(R). Then, for every x ∈ R,

A + x : = {
a + x

∣
∣ a ∈ A

} ∈ B(R), (1.16)

m(A + x) = m(A). (1.17)

Proof Define, for any x ∈ R,

Ex = {A ∈ P(R) | A + x ∈ B(R)}.

Let us check that Ex is a σ-algebra in R.
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1. ∅, R ∈ Ex by direct inspection.
2. Let A ∈ Ex . Since Ac + x = (A + x)c ∈ B(R), we deduce that Ac ∈ Ex .
3. Let (An)n ⊂ Ex . Then (∪∞

n=1An)+x = ∪∞
n=1(An+x) ∈ B(R). So∪∞

n=1An ∈ Ex .

Since Ex contains all open subsets in R, B(R) ⊂ Ex for any x ∈ R. This proves
(1.16).

Let us prove (1.17). Fix x ∈ R, and define

mx (A) = m(A + x) ∀A ∈ B(R).

It is straightforward to check that mx and m agree on the class

IR := {
(−∞, a) | − ∞ < a ≤ ∞} ⋃ {[a, b) | − ∞ < a ≤ b ≤ ∞}

.

Therefore mx and m also agree on the algebra AR of all finite disjoint unions of
elements of IR. Since σ(AR) = B(R), by the uniqueness result of Theorem 1.32
we conclude that mx (A) = m(A) for any A ∈ B(R). �

Exercise 1.54 Show that the set Q of all rational points in R is a Borel set, with
Lebesgue measure zero.

1.4.3 Lebesgue Measure on R
N

In Sects. 1.4.1 and 1.4.2 we constructed Lebesgue measure on R, starting from a
σ-additive function defined on the algebra of all finite disjoint unions of half-closed
intervals [a, b) ⊂ [0, 1). The same construction can be carried out, with few changes,
in the case of a generic euclidean space R

N (N ≥ 1), leading to the definition of the
Lebesgue measure m on R

N . More precisely, the half-closed intervals we used in the
case N = 1 are now replaced by half-closed N -dimensional rectangles of the form

R =
N∏

i=1

[ai , bi ) = {
(x1, . . . , xN )

∣
∣ ai ≤ xi < bi , i = 1, . . . , N

}

where ai ≤ bi , i = 1, . . . , N . If the edge lengths bi − ai are all equal, R is called a
N -dimensional half-closed cube. Cubes will usually be denoted by the letter Q. By
definition, the Lebesgue measure of a rectangle R = ∏N

i=1[ai , bi ) is

m(R) =
N∏

i=1

(bi − ai ).

Proceeding as in the previous sections, starting from the set functionm defined on the
class of all N -dimensional half-closed rectangles contained in the cube [0, 1)N :=
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[0, 1)×· · ·× [0, 1), we can extend m by additivity to the algebra of all finite disjoint
unions of such rectangles. Finally, using Theorem 1.32, we extend m to a measure on
B([0, 1)N ), called the Lebesgue measure on [0, 1)N . Analogously one can define
the Lebesgue measure on R for any rectangle R ⊂ R

N . Such a measure will be
denoted by m R . Then the Lebesgue measure m on R

N is defined as

m(A) := lim
k→∞ m[−k,k)N (A ∩ [−k, k)N ) ∀A ∈ B(RN ).

As for the case of N = 1, the Lebesgue measure on R
N is a Radon measure and

is translation invariant, as stated in the following reformulation of Proposition1.53.

Proposition 1.55 Let A ∈ B(RN ). Then, for any x ∈ R
N ,

A + x : = {
a + x

∣
∣ a ∈ A

} ∈ B(RN ),

m(A + x) = m(A).

Definition 1.56 The elements of the σ-algebra G of all additive sets in R
N (with

respect to the outer measure m∗ defined in Proposition1.38) are called Lebesgue
measurable sets in R

N .

Remark 1.57 The Lebesgue measure, which was defined only for Borel sets, can be
extended to the σ-algebra G of all Lebesgue measurable sets. Such an extension is
given by m∗(A) for any A ∈ G . This new measure is complete (see Remark1.43)
and continues to be called the Lebesgue measure on R

N .

In what follows we shall use the notion of cube to obtain a basic decomposition
of open sets in R

N . For every n ∈ N let Qn be the collection of cubes

Qn =
{

N∏

i=1

[
ai

2n
,

ai + 1

2n

) ∣
∣
∣
∣ ai ∈ Z

}

.

In other words,Q0 is the collection of cubes with edge length 1 and vertices at points
with integer coordinates. Bisecting each edge of a cube inQ0, we obtain from it 2N

subcubes of edge length 1
2 . The total collection of these subcubes forms the collection

Q1 of cubes. If we continue bisecting, we obtain finer and finer collections Qn of
cubes such that each cube inQn has edge length 2−n and is the union of 2N disjoint
cubes inQn+1.

Definition 1.58 The cubes of the collection

{
Q

∣
∣ Q ∈ Qn, n = 0, 1, 2, . . .

}

are called dyadic cubes.
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Remark 1.59 Dyadic cubes have the following properties:

(a) R
N = ∪Q∈Qn Q with disjoint union for every n.

(b) If Q ∈ Qn and P ∈ Qk with k ≤ n, then Q ⊂ P or P ∩ Q = ∅.
(c) If Q ∈ Qn , then m(Q) = 2−nN .

Lemma 1.60 Every open set in R
N can be written as a countable union of disjoint

dyadic cubes.

Proof Let V be an open nonempty set in R
N . Let S0 be the collection of all cubes

inQ0 which lie entirely in V . LetS1 be those cubes inQ1 which lie in V but which
are not subcubes of any cube in S0. More generally, for n ≥ 1, let Sn be the cubes
inQn which lie in V but which are not subcubes of any cube inS0,S1, . . . ,Sn−1.
If S is the total collection of cubes from all Sn , then S is countable since each
Qn is countable, and the cubes inS are nonoverlapping by construction. Moreover,
since V is open and the cubes in Qn become arbitrarily small as n → ∞, then by
Remark1.59(a) each point of V will eventually be caught in a cube of some Sn .
Hence, V = ∪Q∈S Q and the proof is complete. �

Remark 1.61 Owing to Lemma1.60 the collection of all open sets in R
N has the

cardinality of the continuum. We claim that B(RN ) has also the cardinality of the
continuum. This follows by observing that each set inB(RN ) can be constructed by
a countable number of operations, starting from the family of all open sets, each of
these operations consisting of countable union, countable intersection or taking the
complement.

1.4.4 Examples

In this section we shall construct three examples of sets that are hard to visualize but
possess very interesting properties.

Example 1.62 (Two unusual Borel sets) Let (rn)n be an enumeration of Q ∩ [0, 1].
Given ε > 0, set

V =
∞⋃

n=1

(
rn − ε

2n
, rn + ε

2n

)
.

Then V ∩ [0, 1] is open (with respect to the relative topology of [0, 1]) and dense in
[0, 1]. By σ-subadditivity, we have 0 < m(V ∩ [0, 1]) < 2ε. Moreover, the compact
set K := [0, 1] \ V has no interior and measure nearly 1.

Example 1.63 (Cantor triadic set) To begin with, let us note that any x ∈ [0, 1] has
a triadic expansion of the form

x =
∞∑

i=1

ai

3i
ai = 0, 1, 2. (1.18)
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Such a representation is not unique due to the presence of periodic expansions.
We can, however, choose a unique representation of the form (1.18) by picking the
expansion7 with fewer digits equal to 1. Now, observe that the set

C1 :=
{

x ∈ [0, 1]
∣
∣
∣
∣ x =

∞∑

i=1

ai

3i
with a1 �= 1

}

is obtained from [0, 1] by removing the ‘middle third’ ( 13 ,
2
3 ). Therefore C1 is the

union of two closed disjoint intervals, each of which has measure 1
3 . More generally,

for any n ∈ N the set

Cn :=
{

x ∈ [0, 1]
∣
∣
∣
∣ x =

∞∑

i=1

ai

3i
with a1, . . . , an �= 1

}

is the union of 2n closed disjoint intervals, each of which has measure
( 1
3

)n . So

Cn ↓ C :=
{

x ∈ [0, 1]
∣
∣
∣
∣ x =

∞∑

i=1

ai

3i
with ai �= 1 ∀i ∈ N

}

,

where C is the so-called Cantor set. C is a closed set by construction, with measure
zero since

m(C) ≤ m(Cn) ≤
(2
3

)n ∀n ∈ N.

Nevertheless, C is uncountable. Indeed, the function

f

( ∞∑

i=1

ai

3i

)

=
∞∑

i=1

ai2
−(i+1) (1.19)

maps C onto [0, 1].
Exercise 1.64 Show that f : C → [0, 1] defined by (1.19) is onto.

Remark 1.65 Since the Cantor set has measure zero, and recalling that the Lebesgue
measure m on the σ-algebra G (constituted by all Lebesgue measurable sets in R) is
complete (see Remark1.57), any subset of C is Lebesgue measurable:

P(C) ⊂ G .

7For instance, we choose the second of the following two triadic expansions for x = 1
3 :

1

3
= 1

3
+ 0

32
+ 0

33
+ 0

34
+ · · · ,

1

3
= 0

3
+ 2

32
+ 2

33
+ 2

34
+ 2

35
+ · · · .
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Therefore
#P(C) ≤ #G .

Since C in uncountable, we deduce that the power of G is strictly greater than
the power of the continuum. Using Remark 1.61 we conclude that the inclusion
B(R) ⊂ G is strict.

Example 1.66 (A non-measurable set) We shall now show that G is also strictly
contained inP(R). In [0, 1), we define x and y to be equivalent if x −y ∈ Q. By the
Axiom of Choice, there exists a set P ⊂ [0, 1) such that P consists of exactly one
representative point fromeach equivalent class.We claim that P provides the required
example of a set which fails to be measurable. Indeed, consider the countable family
(Pn)n ⊂ P(R), where Pn = P + rn and (rn)n is an enumeration of Q ∩ (−1, 1).
Observe the following.

1. (Pn)n is a disjoint family. Indeed, suppose that p, q ∈ P are such that p + rn =
q + rm with n �= m; we have p − q ∈ Q and p − q = rm − rn �= 0. Then P
contains two distinct equivalent points, in contradiction with the definition of P .

2. [0, 1) ⊂ ∪∞
n=1Pn ⊂ [−1, 2). Indeed, let x ∈ [0, 1). Since x is equivalent to some

element of P , we have x − p = r for some p ∈ P and some r ∈ Q satisfying
|r | < 1. Then r = rn for some n ∈ N, whence x ∈ Pn . The other inclusion is
immediate.

If P were Lebesgue measurable, by monotonicity and σ-additivity of m it would
follow that 1 = m([0, 1)) ≤ ∑∞

n=1 m(Pn) ≤ m([−1, 2)) = 3. But this is impossible
since m(Pn) = m(P) for every n, and therefore the sum

∑∞
n=1 m(Pn) is either 0

or ∞.

Exercise 1.67 Let us consider the following subset of [0, 1] constructed by a recur-
sive argument. As first step, we divide the interval [0, 1] into five identical subinter-
vals and we remove the ‘middle fifth’. For each of the remaining four intervals, we
repeat the same procedure, namely we divide it into five identical subintervals and
we remove the middle fifth. After iterating the procedure infinitely many times, the
remaining set is of Cantor type. Show that such a set has measure zero.

Exercise 1.68 Given αn ∈ (0, 1), let us construct the following Cantor type set.
First, we remove from [0, 1] an open interval of length α1. Next, from each of the
two remaining intervals, we remove an open interval of relative length α2. Next,
from each of the four remaining intervals, we remove an open interval of relative
length α3, and so on. The remaining set is of Cantor type. Show that such a set has
measure zero if and only if

∑∞
n=1 αn = ∞.

1.4.5 Regularity of Radon Measures

The aim of this section is to prove regularity properties of a Radon measure on R
N .

We begin by studying finite measures.
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Proposition 1.69 Let μ be a finite Borel measure on R
N . Then for any A ∈ B(RN )

μ(A) = sup{μ(F) | F ⊂ A, F closed} = inf{μ(V ) | V ⊃ A, V open}. (1.20)

Proof Let us first observe that, since μ finite, an equivalent formulation of (1.20) is
the following:

∀ ε > 0 ∃V open, F closed s.t. F ⊂ A ⊂ V and μ(V \ F) < ε. (1.21)

Let us consider the set

E = {A ∈ B(RN ) | A verifies (1.21)}.

It is enough to show that E is a σ-algebra in R
N including all open sets. Obviously,

E contains R
N and ∅. Moreover, it is immediate that if A ∈ E , then its complement

Ac belongs to E .

Let us now prove the implication (An)n ⊂ E ⇒ ⋃∞
n=1 An ∈ E . Since An ∈ E ,

for any n ∈ N there exist an open set Vn and a closed set Fn such that

Fn ⊂ An ⊂ Vn, μ(Vn \ Fn) ≤ ε

2n+1 .

Now, define V = ⋃∞
n=1 Vn and S = ⋃∞

n=1 Fn ; we have S ⊂ ⋃∞
n=1 An ⊂ V and, by

σ-subadditivity,

μ(V \ S) ≤
∞∑

n=1

μ(Vn − S) ≤
∞∑

n=1

μ(Vn − Fn) ≤ ε

2
.

However, V is open but S is not necessarily closed. To overcome this problem, let
us approximate S by the sequence Sn = ⋃n

k=1 Fk . For any n ∈ N, Sn is obviously
closed; moreover Sn ↑ S and so, by Proposition1.17, μ(Sn) ↑ μ(S). Therefore there
existsnε ∈ N such thatμ(S\Snε) < ε

2 . The set F := Snε satisfies F ⊂ ⋃∞
n=1 An ⊂ V

and μ(V \ F) = μ(V \ S) + μ(S \ F) < ε, by which
⋃∞

n=1 An ∈ E . We have thus
proved that E is a σ-algebra.

There remains to show that E contains all the open sets in R
N . For this, let V be

open, and set

Fn =
{

x ∈ R
N

∣
∣
∣ dV c (x) ≥ 1

n

}
,

where dV c (x) is the distance of x from V c. Since dV c is a continuous function, Fn

is a closed set in R
N (see Appendix A). Moreover Fn ↑ V . So, recalling that μ is

finite, by applying Proposition1.18 we conclude that μ(V \ Fn) ↓ 0. �

The following result is a straightforward consequence of Proposition1.69.
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Corollary 1.70 Let μ and ν be finite Borel measures on R
N such that μ(F) = ν(F)

for any closed set F in R
N . Then μ = ν.

Now we will extend Proposition 1.69 to Radon measures.

Theorem 1.71 Let μ be a Radon measure on R
N , and let A be a Borel set. Then

μ(A) = inf{μ(V ) | V ⊃ A, V open}, (1.22)

μ(A) = sup{μ(K ) | K ⊂ A, K compact}. (1.23)

Proof Since (1.22) is trivial if μ(A) = ∞, we shall first assume that μ(A) < ∞.
For any n ∈ N, denote by Qn the cube (−n, n)N , and consider the finite measures8

μ�Qn . Fix ε > 0 and apply Proposition 1.69 to deduce that, for any n ∈ N, there
exists an open set Vn ⊃ A such that

(μ�Qn)(Vn \ A) <
ε

2n
.

Now, set V := ∪∞
n=1(Vn ∩ Qn) ⊃ A. V is obviously an open set and

μ(V \ A) ≤
∞∑

n=1

μ
(
(Vn ∩ Qn) \ A

) =
∞∑

n=1

(μ�Qn)(Vn \ A) < ε,

which in turn implies (1.22).
Next, let us prove (1.23) for μ(A) < ∞. Fix ε > 0 and apply Proposition 1.69 to

the finite measures μ�Qn to obtain, for any n ∈ N, a closed set Fn ⊂ A satisfying

(μ�Qn)(A \ Fn) < ε.

Consider the sequence of compact sets Kn = Fn ∩ Qn . Since

μ(A ∩ Qn) ↑ μ(A),

for some nε ∈ N we have μ(A ∩ Qnε
) > μ(A) − ε. Therefore

μ(A \ Knε) = μ(A) − μ(Knε)

< μ(A ∩ Qnε
) − μ(Fnε ∩ Qnε

) + ε

= (μ�Qnε
)(A \ Fnε) + ε < 2ε.

If μ(A) = ∞, then An := A ∩ Qn ↑ A, and so μ(An) → ∞. Since μ(An) < ∞,
for any n there exists a compact set Kn such that Kn ⊂ An and μ(Kn) > μ(An)− 1,
by which Kn ⊂ A and μ(Kn) → ∞ = μ(A). �

8See Definition 1.26.
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Remark 1.72 Properties (1.22) and (1.23) are called external and internal regularity
of Radon measures on R

N , respectively.

Exercise 1.73 Any Radon measure μ on R
N is clearly σ-finite. Conversely, is a

σ-finite Borel measure on R
N necessarily Radon?

Hint. Consider μ = ∑∞
n=1 δ1/n onB(R), where δ1/n is the Dirac measure at 1/n.

Exercise 1.74 Let μ be a Radon measure on R
N .

• Show that if K ⊂ R
N is a compact set, then the function f : x ∈ R

N �→
μ(K + x) ∈ R is upper semicontinuous (see Appendix B). Give an example to
show that f fails to be continuous, in general.

• Show that if V ⊂ R
N is an open set, then the function f : x ∈ R

N �→ μ(V +
x) ∈ [0,∞] is lower semicontinuous. Give an example to show that f fails to be
continuous, in general.

Next proposition characterizes all Radon measures having the property of trans-
lation invariance.

Proposition 1.75 Let μ be a Radon measure on R
N such that μ is translation invari-

ant, that is,
μ(A + x) = μ(A) ∀A ∈ B(RN ), ∀x ∈ R

N .

Then there exists c ≥ 0 such that μ(A) = c m(A) for any A ∈ B(RN ).

Proof Given n ∈ N, by construction we have that [0, 1)N is the union of 2nN disjoint
dyadic cubes belonging to the collection Qn , and these cubes are identical up to a
translation. Setting c = μ([0, 1)N ), and using the translation invariance of μ and m,
for every Q ∈ Qn we have

2nN μ(Q) = μ([0, 1)N ) = c m([0, 1)N ) = 2nN c m(Q).

Thenμ and c m coincide on the dyadic cubes. In view of Lemma1.60, by σ-additivity
we have that μ and c m coincide on all open sets; finally, by (1.22), it follows that
μ(A) = c m(A) for any A ∈ B(RN ). �

Next theorem shows how the Lebesguemeasure changes under nonsingular linear
transformations.

Theorem 1.76 Let T : R
N → R

N be a linear nonsingular transformation. Then

(i) T (A) ∈ B(RN ) for any A ∈ B(RN ).
(ii) m(T (A)) = | det T | m(A) for any A ∈ B(RN ).

Proof Consider the family

E = {A ∈ B(RN ) | T (A) ∈ B(RN )}.
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Since T is nonsingular, then T (∅) = ∅, T (RN ) = R
N , T (Ec) = (T (E))c,

T (∪∞
n=1En) = ∪∞

n=1T (En) for all E, En ⊂ R
N . Hence E is a σ-algebra. Fur-

thermore T maps open sets into open sets; so E = B(RN ) and (i) follows.
Next define

μ(A) = m(T (A)) ∀A ∈ B(RN ).

Since T maps compact sets into compact sets, we deduce that μ is a Radon measure.
Moreover, if A ∈ B(RN ) and x ∈ R

N , since m is translation invariant, we have

μ(A + x) = m(T (A + x)) = m(T (A) + T (x)) = m(T (A)) = μ(A),

and so μ is also translation invariant. Proposition1.75 implies that there exists
Δ(T ) ≥ 0 such that

μ(A) = Δ(T )m(A) ∀A ∈ B(RN ). (1.24)

It remains to show that Δ(T ) = | det T |. To prove this, let {e1, . . . , eN } denote the
standard basis in R

N , i.e., ei has the j th coordinate equal to 1 if j = i and equal to
0 if j �= i . We first consider the following elementary transformations:

(a) There exist i �= j such that T (ei ) = e j , T (e j ) = ei and T (ek) = ek for k �= i, j .
In this case T ([0, 1)N ) = [0, 1)N and det T = −1. By taking A = [0, 1)N in
(1.24), we deduce Δ(T ) = 1 = | det T |.

(b) There exist α �= 0 and i such that T (ei ) = αei and T (ek) = ek for k �= i .
Assume i = 1. Then T ([0, 1)N ) = [0,α)×[0, 1)N−1 ifα > 0 and T ([0, 1)N ) =
(α, 0] × [0, 1)N−1 if α < 0. Therefore, by taking A = [0, 1)N in (1.24), we
obtain Δ(T ) = m(T ([0, 1)N )) = |α| = | det T |.

(c) There exist i �= j and α �= 0 such that T (ei ) = ei + αe j , T (ek) = ek for k �= i .
Assume i = 1 and j = 2 and set Rα = {(x1,αx2, x3, . . . , xN ) | 0 ≤ xi < 1}.
Then we have

T (Rα) = {
(x1,α(x1 + x2), x3, . . . , xN )

∣
∣ 0 ≤ xi < 1

}

= {
(ξ1,αξ2, ξ3, . . . , ξN )

∣
∣ ξ1 ≤ ξ2 < ξ1 + 1, 0 ≤ ξi < 1 for i �= 2

}

= E1 ∪ E2

with disjoint union, where

E1 = {
(ξ1,αξ2, ξ3, . . . , ξN )

∣
∣ ξ1 ≤ ξ2 < 1, 0 ≤ ξi < 1 for i �= 2

}
,

E2 = {
(ξ1,αξ2, ξ3, . . . , ξN )

∣
∣ 1 ≤ ξ2 < ξ1 + 1, 0 ≤ ξi < 1 for i �= 2

}
.

Observe that E1 ⊂ Rα and E2 − αe2 = Rα \ E1; then

m(T (Rα)) = m(E1) + m(E2) = m(E1) + m
(
E2 − αe2

) = m(Rα).
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By taking A = Rα in (1.24), we deduce Δ(T ) = 1 = | det T |.
If T = T1 · . . . · Tk with Ti elementary transformations of type (a)–(c), since Δ(T ) =
Δ(T1) · . . . · Δ(Tk) by (1.24), we have

Δ(T ) = | det T1| · . . . · | det Tk | = | det T |.

Therefore the thesis will follow once we have proved the following claim: any non-
singular linear transformation is the product of elementary transformations of type
(a)–(c). We proceed by induction on the dimension N . The claim is trivially true for
N = 1; assume that the claim holds for N − 1 and we pass to prove it for N . Set
T = (ai, j )i, j=1,...,N , i.e.,

T (ei ) =
N∑

j=1

ai j e j i = 1, . . . , N .

For k = 1, . . . , N , consider Tk = (ai, j ) j=1,...,N−1, i=1,...,N , i �=k . Since det T =
∑N

k=1(−1)k+N ak N det Tk , possibly exchanging two variables by a transformation
of type (a), we may assume det TN �= 0. Then, by induction, the transformation
S1 : R

N → R
N defined as

S1(ei ) = TN (ei ) =
N−1∑

j=1

ai j e j i = 1, . . . , N − 1, S1(eN ) = eN

is the product of elementary transformations. By applying N − 1 transformations
of type (c) with triplets (i, j,α) equal to (1, N , a1N ), . . . , (N − 1, N , aN−1,N ) we
arrive at S2 : R

N → R
N defined by

S2(ei ) =
N∑

j=1

ai j e j i = 1, . . . , N − 1, S2(eN ) = eN .

Next we compose S2 with a transformation of type (b) to obtain

S3(ei ) =
N∑

j=1

ai j e j i = 1, . . . , N − 1, S3(eN ) = beN ,

where b will be chosen later. Now set T −1
N = (mki )k,i=1,...N−1. By applying

again N − 1 transformations of type (c) with the triplets (i, j,α) equal to (N , 1,∑N−1
k=1 aNkmk1), . . . , (N , N − 1,

∑N−1
k=1 aNkmk,N−1), we obtain
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S4(ei ) =
N∑

j=1

ai j e j i = 1, . . . , N − 1, S4(eN ) = beN +
N−1∑

i,k=1

aNkmki

N∑

j=1

ai j e j .

Since
∑N−1

i,k=1 aNkmki
∑N−1

j=1 ai j e j = ∑N−1
k=1 aNkek , by choosing b = aNN −

∑N−1
i,k=1 aNkmki ai N we conclude that T = S4. �

Remark 1.77 As a corollary of Theorem1.76 we obtain that the Lebesgue measure
is rotation invariant.

References

[Br83] Brezis, H.: Analyse fonctionelle. Théorie et applications. Masson, Paris (1983)
[KF75] Kolmogorov, A.N., Fomin, S.V.: Introductory Real Analysis. Dover Publications Inc.,

New York (1975)
[Ru74] Rudin, W.: Real and Complex Analysis. McGraw-Hill, New York (1986)
[Ru64] Rudin, W.: Principles of Mathematical Analysis. McGraw-Hill, New York (1964)
[Wi62] Williamson, J.H.: Lebesgue Integration. Holt, Rinehart & Winston, New York (1962)
[WZ77] Wheeden, R.L., Zygmund, A.: Measure and Integration. Marcel Dekker Inc., New York

(1977)



Chapter 2
Integration

The class of measurable, or Borel, functions f : X → R ∪ {±∞} on a measurable
space (X,E ,μ) can be defined in natural way using the notion of measurable sets.
Such a class is stable under linear operations, product, and pointwise convergence.
Moreover, if X is a topological space and E is the Borel σ-algebra, then every
continuous function is Borel. In particular, for a Radon measure μ on R

N , all Borel
functions f : R

N → R ∪ {±∞} preserve the regularity properties of μ. A very
useful consequence of this is the fact that measurable function can be approximated
with continuous functions.

The class of Borel functions plays a crucial role in Lebesgue integration theory,
which will be the object of the second part of this chapter. Lebesgue integral can be
defined in several ways: our definition will be based on the notion of archimedean
integral for the repartition function

t ≥ 0 �→ μ({ f > t}).

The central idea of all this theory is to make finer and finer partitions of the
range of the function to integrate. Clearly, this approach relies on the definition of
the integral of simple functions, that is, functions with a finite range. Since such a
definition takes in no account the regularity of the function to integrate, the notion
of integral can be given for quite a very large class of functions. The importance of
Lebesgue integration is also revealed by the flexibility of limiting operations under
the integral sign. Another advantage of Lebesgue’s approach is that the construction
of the integral is exactly the same for functions on a measure space as it is for
functions on the real line.
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2.1 Measurable Functions

2.1.1 Inverse Image of a Function

Let X, Y be nonempty sets. For any map f : X → Y and any A ∈ P(Y ) we set

f −1(A) := {x ∈ X | f (x) ∈ A}.

f −1(A) is called the inverse image of A.
Let us recall some elementary properties of f −1. The easy proofs are left to the

reader as an exercise.

(i) f −1(Ac) = ( f −1(A))c for every A ∈ P(Y ).
(ii) If A, B ∈ P(Y ), then f −1(A ∩ B) = f −1(A) ∩ f −1(B). In particular, if

A ∩ B = ∅, then f −1(A) ∩ f −1(B) = ∅.
(iii) If (An)n ⊂ P(Y ), then

f −1

( ∞⋃

n=1

An

)

=
∞⋃

n=1

f −1(An).

Consequently, if (Y,F ) is a measurable space, then the family of parts of X

f −1(F ) := {
f −1(A)

∣
∣ A ∈ F

}

is a σ-algebra in X .

Exercise 2.1 Let f : X → Y and A ∈ P(X). Set

f (A) := {
f (x)

∣
∣ x ∈ A

}
.

Show that properties like (i), (ii) fail, in general, for f (A).

2.1.2 Measurable Maps and Borel Functions

In what follows (X,E ) and (Y,F ) are given measurable spaces.

Definition 2.2 Amap f : X → Y is said to be E -measurable or simply measurable
if f −1(F ) ⊂ E . If Y is a metric space andF = B(Y ), f is called a Borel function.

Proposition 2.3 Let I ⊂ F be such that σ(I ) = F . Then f : X → Y is mea-
surable if and only if f −1(I ) ⊂ E .
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Proof Clearly, if f is measurable, then f −1(I ) ⊂ E . Conversely, suppose f −1(I )

⊂ E , and consider the family

G := {
A ∈ F

∣
∣ f −1(A) ∈ E

}
.

Using properties (i), (ii), and (iii) of f −1 from the previous section, one can easily
show that G is a σ-algebra in Y including I . So G coincides withF and the proof
is complete. �

Proposition 2.4 Let X, Y be metric spaces and E = B(X), F = B(Y ). Then any
continuous map f : X → Y is measurable.

Proof LetI be the family of all open sets Y . Then σ(I ) = B(Y ) and f −1(I ) ⊂
B(X). So the conclusion follows from Proposition2.3. �

Proposition 2.5 Let f : X → Y be a measurable map, (Z ,G ) a measurable space
and g : Y → Z another measurable map. Then g ◦ f is measurable.

Exercise 2.6 Given a measurable map f : X → Y and a measure μ on E , let f�μ
be defined by

f�μ(A) = μ
(

f −1(A)
) ∀A ∈ F .

Show that f�μ is a measure on F (called the push-forward of μ under f ).

Exercise 2.7 Let f : X → Y be such that f (X) is countable. Show that f is
measurable if, for every y ∈ Y , f −1(y) ∈ E .

Example 2.8 Let f : X → R
N . We regardR

N as a measurable space with the Borel
σ-algebraB(RN ). Denoting by fi the components of f , that is, f = ( f1, . . . , fN ),
let us show that

f is Borel ⇐⇒ fi is Borel ∀i ∈ {1, . . . , N }. (2.1)

Indeed, let I be the family of all rectangles of the form

R =
N∏

i=1

[yi , y′
i ) = {z = (z1, . . . , zN ) ∈ R

N | yi ≤ zi < y′
i ∀i},

where yi ≤ y′
i , i = 1, . . . , N . Observe that B(RN ) = σ(I ) to deduce, from

Proposition2.3, that f is Borel if and only if f −1(I ) ⊂ E . The following identity
is easy to verify:

f −1(R) =
N⋂

i=1

{x ∈ X | yi ≤ fi (x) < y′
i } =

N⋂

i=1

f −1
i ([yi , y′

i )).
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This shows the ‘⇐’ part of (2.1). To complete the argument, assume that f is Borel
and let i ∈ {1, . . . , N } be fixed. Then for every a ∈ R we have

f −1
i ((−∞, a]) = f −1({(z1, . . . , zN ) ∈ R

N
∣
∣ zi ≤ a

})
,

which implies f −1
i ((−∞, a]) ∈ E , and so, using Exercise1.11, fi is Borel.

Exercise 2.9 Let f, g : X → R be Borel. Then f +g, f g, min{ f, g} andmax{ f, g}
are Borel.

Hint. Define F(x) = ( f (x), g(x)) and ϕ(y1, y2) = y1 + y2. Then F : X → R
2 is

a Borel map owing to Example2.8, and ϕ : R
2 → R is a Borel function, since it is

continuous. Thus, by Proposition2.5, f + g = ϕ ◦ F is also Borel. The remaining
assertions can be proved similarly.

Exercise 2.10 Let f : X → R be Borel. Prove that the function

g : X → R, g(x) =
⎧
⎨

⎩

1

f (x)
if f (x) �= 0,

0 if f (x) = 0

is also Borel.

Hint. Show, first, by a direct argument, that ϕ : R → R defined by

ϕ(x) =
⎧
⎨

⎩

1

x
if x �= 0,

0 if x = 0

is Borel.

When dealing with real valued functions defined on X , it is often convenient to
allow for values in the extended spaceR = R∪{∞,−∞}. These are called extended
functions. If | f (x)| < ∞ for all x ∈ X , f is said to be finite (or finite valued). We
say that a mapping f : X → R is Borel if

f −1(−∞), f −1(∞) ∈ E

and f −1(A) ∈ E for every A ∈ B(R). In what follows, for any a, b ∈ R, we shall
often use the notation { f > a}, { f = a}, {a ≤ f < b} etc. for the sets f −1((a,∞]),
f −1({a}), f −1([a, b)) etc.

Proposition 2.11 A function f : X → R is Borel if and only if any of the following
statements holds:

(i) { f ≤ a} ∈ E for all a ∈ R.
(ii) { f < a} ∈ E for all a ∈ R.

(iii) { f ≥ a} ∈ E for all a ∈ R.

http://dx.doi.org/10.1007/978-3-319-17019-0_1
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(iv) { f > a} ∈ E for all a ∈ R.

Proof Since { f ≤ a} = {−∞ < f ≤ a}∪{ f = −∞}, and since (−∞, a] ∈ B(R),
the measurability of f implies (i). Conversely, assume { f ≤ a} ∈ E for all a ∈ R.
Since { f > a} is the complement of { f ≤ a}, we have { f > a} ∈ E for all a ∈ R.
Since { f = ∞} = ∩∞

k=1{ f > k} and { f = −∞} = ∩∞
k=1{ f ≤ −k}, we see that

{ f = ∞}, { f = −∞} ∈ E . Consequently, {a < f < ∞} = { f > a} \ { f = ∞} ∈
E for all a ∈ R. Next consider the family

G := {
A ∈ B(R)

∣
∣ f −1(A) ∈ E

}
.

Then G is a σ-algebra including all semi–infinite intervals (a,∞). Exercise1.11
implies that G coincides withB(R) and this proves that f is Borel if (i) holds. The
proof of the other statements is similar. �

Proposition 2.12 Let fn : X → R be a sequence of Borel functions. Then the
functions

sup
n∈N

fn, inf
n∈N

fn, lim sup
n→∞

fn, lim inf
n→∞ fn

are Borel. In particular, if limn→∞ fn(x) exists for every x ∈ X, then the function
limn→∞ fn is itself Borel.

Proof Let us set φ : = supn∈N fn . For any a ∈ R we have

{φ ≤ a} =
∞⋂

n=1

{ fn ≤ a} ∈ E .

The conclusion follows from Proposition2.11. In a similar way one can prove the
other assertions. �

Exercise 2.13 Let f, g : X → R be Borel. Show that {x ∈ X | f = g} ∈ E .

Exercise 2.14 Let fn : X → R be a sequence of Borel functions. Show that {x ∈
X | ∃ limn fn(x)} ∈ E .

Exercise 2.15 Let f : R
N → R be Borel. If T : R

N → R
N is a nonsingular linear

transformation, show that f ◦ T : R
N → R is Borel.

Hint. If A1 = { f < a} and A2 = { f ◦ T < a}, show that A2 = T −1(A1). Then the
conclusion follows from Theorem1.76.

Exercise 2.16 Let f : X → R be Borel and A ∈ E . Show that the function f A :
X → R defined by

f A(x) =
{

f (x) if x ∈ A,

0 if x /∈ A

is Borel.

http://dx.doi.org/10.1007/978-3-319-17019-0_1
http://dx.doi.org/10.1007/978-3-319-17019-0_1
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Exercise 2.17 1. Any monotone function f : R → R is Borel.
2. Let X be a metric space and E = B(X). Then any lower semicontinuous

function f : X → R ∪ {∞} is Borel (see Appendix B).

Exercise 2.18 Let G be a σ-algebra in R. Show that G ⊃ B(R) if and only if any
continuous function f : R → R is G -measurable, that is, f −1(A) ∈ G for every
A ∈ B(R).

Exercise 2.19 Show that Borel functions f : R → R are the smallest class of
functions which includes all continuous functions and is stable under pointwise
convergence.

We note that the sum of two extended functions f, g : X → R is well defined
wherever it is not of the form ∞ + (−∞) or −∞ + ∞; thus we need to assume that
at least one of the two functions is finite valued. As regards the product of extended
functions, in addition to familiar conventions about the product of infinities, we adopt
the convention 0 · ±∞ = ±∞ · 0 = 0.

Exercise 2.20 Let f, g : X → R be Borel. Show that f g, min{ f, g} and max{ f, g}
are Borel. Furthermore, if g is finite valued, then f + g is Borel.

Definition 2.21 A Borel function f : X → R is said to be simple if its range f (X)

is a finite set. The class of all simple functions f : X → R is denoted byS (X).

It is immediate that the classS (X) is closed under the operations of sum (if well
defined), product and lattice1(∧, ∨).

Given A ⊂ X , the function χA : X → R defined by

χA(x) =
{
1 if x ∈ A,

0 if x /∈ A

is called the characteristic function of the set A. Clearly, χA ∈ S (X) if and only if
A ∈ E .

Remark 2.22 1. We note that f : X → R is simple if and only if there exist
a1, . . . , an ∈ R and disjoint sets A1, . . . , An ∈ E such that

X =
n⋃

i=1

Ai and f (x) =
n∑

i=1

aiχAi (x) ∀x ∈ X. (2.2)

Indeed, any function of the form (2.2) is simple. Conversely, if f is simple, then

f (X) = {a1, . . . , an} with ai �= a j if i �= j.

So, taking Ai := f −1(ai ), i ∈ {1, . . . , n}, we obtain a representation of f of
type (2.2). Obviously, the choice of sets A1, . . . , An ∈ E and values a1, . . . , an

is far from being unique.

1By definition, f ∨ g = max{ f, g} and f ∧ g = min{ f, g}.
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2. Given two simple functions f and g, they can always be represented as linear
combinations of the characteristic functions of the same family of sets. To see
this, let f be given by (2.2), and let

X =
m⋃

j=1

B j and g(x) =
m∑

j=1

b jχB j (x), ∀x ∈ X.

Since Ai = ⋃m
j=1(Ai ∩ B j ), we have that

χAi (x) =
m∑

j=1

χAi ∩B j (x) i ∈ {1, . . . , n}.

So

f (x) =
n∑

i=1

m∑

j=1

aiχAi ∩B j (x), x ∈ X.

Similarly,

g(x) =
m∑

j=1

n∑

i=1

b jχAi ∩B j (x), x ∈ X.

Now, we show that any positive Borel function can be approximated by simple finite
functions.

Proposition 2.23 Let f : X → [0,∞] be a Borel function. Define for any n ∈ N

fn(x) =
⎧
⎨

⎩

i − 1

2n
if

i − 1

2n
≤ f (x) <

i

2n
, i = 1, 2, . . . , n2n,

n if f (x) ≥ n.

(2.3)

Then ( fn)n ⊂ S (X), 0 ≤ fn ≤ fn+1 and fn(x) ↑ f (x) for every x ∈ X. If, in
addition, f is bounded, then the convergence is uniform.

Proof For every n ∈ N and i = 1, . . . , n2n set

An,i =
{

i − 1

2n
≤ f <

i

2n

}
, Bn = { f ≥ n}.
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Since f is Borel, we have An,i , Bn ∈ E and

fn =
n2n∑

i=1

i − 1

2n
χAn,i + nχBn .

Then, by Remark2.22, fn ∈ S (X). Let x ∈ X be such that i−1
2n ≤ f (x) < i

2n . So
2i−2
2n+1 ≤ f (x) < 2i

2n+1 and we get

fn+1(x) = 2i − 2

2n+1 or fn+1(x) = 2i − 1

2n+1 .

In any case, fn(x) ≤ fn+1(x). Now let x ∈ X be such that f (x) ≥ n; we have
f (x) ≥ n +1 or n ≤ f (x) < n +1. In the first case, fn+1(x) = n +1 > n = fn(x).
In the second case, consider i = 1, . . . , (n +1)2n+1 such that i−1

2n+1 ≤ f (x) < i
2n+1 .

Since f (x) ≥ n, we deduce i
2n+1 > n, by which i = (n + 1)2n+1; therefore

fn+1(x) = n + 1 − 1
2n+1 > n = fn(x). This proves that fn ≤ fn+1.

To prove convergence, fix x ∈ X such that f (x) ∈ [0,∞) and let n > f (x).
Then

0 ≤ f (x) − fn(x) <
1

2n
. (2.4)

So fn(x) → f (x) as n → ∞. On the other hand, if f (x) = ∞ then fn(x) = n →
∞. Finally, if 0 ≤ f (x) ≤ M for all x ∈ X and some constant M > 0, then (2.4)
holds for every x ∈ X provided that n > M . Thus, fn → f uniformly. �

2.2 Convergence Almost Everywhere

In this section we introduce a generalization of the ordinary notion of convergence
for a sequence of functions. In the following (X,E ,μ) is a given measure space.

Definition 2.24 We say that a sequence of functions fn : X → R converges to a
function f : X → R

• almost everywhere ( fn
a.e.−→ f ) if there exists a set E ∈ E of measure zero such

that

lim
n→∞ fn(x) = f (x) ∀x ∈ X \ E .

• almost uniformly ( fn
a.u.−→ f ) if f is finite and, for any ε > 0, there exists Eε ∈ E

such that μ(Eε) < ε and fn → f uniformly in X \ Eε.
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Exercise 2.25 Let fn : X → R be a sequence of Borel functions.

1. Show that the pointwise limit of fn , when it exists, is a Borel function.
2. Show that if fn

a.u.−→ f , then fn
a.e.−→ f .

3. Show that if fn
a.e.−→ f and fn

a.e.−→ g, then f = g except on a set of measure
zero.

4. We say that fn → f uniformly almost everywhere if there exists E ∈ E of
measure zero such that fn → f uniformly in X \ E . Show that almost uniform
convergence does not imply uniform convergence almost everywhere, in general.
Hint. Consider the sequence fn(x) = xn defined on [0, 1] with the Lebesgue
measure.

Example 2.26 In contrast to Exercise2.25(1), observe that the a.e. limit of Borel
functions may fail to be Borel. Indeed, the trivial sequence fn ≡ 0 defined on
(R,B(R), m) (m denoting the Lebesgue measure) converges a.e. to χC , where C is
the Cantor set (see Example1.63), and also to χE where E is any subset of C which
is not a Borel set. This is a consequence of the fact that the Lebesgue measure on
B(R) is not complete. On the other hand, if the domain (X,E ,μ) of ( fn)n is such
that μ is a complete measure on E , then the a.e. limit of Borel functions is also a
Borel function.

The following result establishes a surprising consequence of a.e. convergence on sets
of finite measure.

Theorem 2.27 (Severini–Egorov) Let fn : X → R be a sequence of Borel
functions. If μ(X) < ∞ and fn converges a.e. to a finite Borel function f , then

fn
a.u.−→ f .

Proof For any k, n ∈ N define

Ak
n =

∞⋃

i=n

{
| f − fi | >

1

k

}
.

Observe that Ak
n ∈ E since fn and f are Borel functions. Moreover

Ak
n ↓ lim sup

n→∞

{
| f − fn| >

1

k

}
=: Ak (n → ∞).

So Ak ∈ E . For any x ∈ Ak we have | f (x)− fn(x)| > 1
k for infinitely many indices

n; thus, μ(Ak) = 0 by our hypotheses. Recalling that μ is finite, by Proposition1.18
we conclude that, for every k ∈ N, μ(Ak

n) ↓ 0 as n → ∞. Therefore, for any given
ε > 0, there exists an increasing sequence of integers (nk)k such that μ(Ak

nk
) < ε

2k

for all k ∈ N. Let us set

Eε :=
∞⋃

k=1

Ak
nk

.

http://dx.doi.org/10.1007/978-3-319-17019-0_1
http://dx.doi.org/10.1007/978-3-319-17019-0_1
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Then μ(Eε) ≤ ∑∞
k=1 μ(Ak

nk
) < ε. Moreover, for every x ∈ X \ Eε, we have that

i ≥ nk =⇒ | f (x) − fi (x)| ≤ 1

k

for all integers k ≥ 1, namely fn → f uniformly in X \ Eε. �

Example 2.28 Theorem2.27 is false, in general, ifμ(X) = ∞. For instance, consider
fn = χ[n,∞) defined on R with the Lebesgue measure m. Then fn → 0 pointwise,
but m({ fn = 1}) = ∞.

2.3 Approximation by Continuous Functions

The aim of this section is to prove that a Borel function f : R
N → R can be

approximated in a measure theoretical sense by a continuous function, as shown by
the following result known as Lusin’s theorem.

Theorem 2.29 (Lusin) Let μ be a Radon measure on R
N , f : R

N → R a Borel
function and A ∈ B(RN ) such that

μ(A) < ∞ and f (x) = 0 ∀x �∈ A.

Then for any ε > 0 there exists a continuous function fε : R
N → R with compact

support2 such that
μ
({ f �= fε}

)
< ε, (2.5)

sup
x∈RN

| fε(x)| ≤ sup
x∈RN

| f (x)|. (2.6)

Proof We split the proof into five steps.

1. Assume that A is compact and 0 ≤ f < 1. Let V be a bounded open set such
that A ⊂ V . Consider the sequence ( fn)n ⊂ S (X) defined in the statement of
Proposition2.23. We have

f1 = 1

2
χA1, A1 =

{
f ≥ 1

2

}
, (2.7)

fn − fn−1 = 1

2n
χAn , An =

{
f − fn−1 ≥ 1

2n

}
∀n ≥ 2. (2.8)

2Given a continuous function f : RN → R, the closure of the set {x ∈ R
N | f (x) �= 0} is called

the support of f , and is denoted by supp( f ).
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(2.7) is obvious; to prove (2.8), consider x ∈ R
N and i = 1, . . . , 2n−1 such that

i−1
2n−1 ≤ f (x) < i

2n−1 . Then fn−1(x) = i−1
2n−1 . Moreover

2i − 2

2n
≤ f (x) <

2i − 1

2n
or

2i − 1

2n
≤ f (x) <

2i

2n
.

In the first case, x �∈ An and fn(x) = 2i−2
2n = fn−1(x); in the second case,

x ∈ An and fn(x) = 2i−1
2n = fn−1(x) + 1

2n . Therefore (2.8) follows. Since
fn = f1 + ∑n

i=2( fi − fi−1) for every n ≥ 2, we deduce

f (x) = lim
n→∞ fn(x) =

∞∑

n=1

1

2n
χAn (x) (2.9)

where the series converges uniformly in R
N . We observe that An ∈ B(RN ) and

An ⊂ A for every n ≥ 1.
Let us fix ε > 0. Owing to Theorem1.71, for any n there exist a compact set Kn

and an open set Vn such that

Kn ⊂ An ⊂ Vn and μ(Vn \ Kn) <
ε

2n
.

Possibly replacing Vn by Vn ∩ V , we may assume Vn ⊂ V . Define3

gn(x) = dV c
n
(x)

dKn (x) + dV c
n
(x)

∀x ∈ R
N .

It is immediate to check that gn is continuous and

0 ≤ gn(x) ≤ 1 ∀x ∈ R
N and gn ≡

{
1 in Kn,

0 in V c
n .

So, in some sense, gn approximates χAn . Now, let us set

fε(x) =
∞∑

n=1

1

2n
gn(x) ∀x ∈ R

N . (2.10)

Since the series
∑∞

n=1
1
2n gn is totally convergent, we deduce that fε is continuous.

Moreover,

{ fε �= 0} ⊂
∞⋃

n=1

{gn �= 0} ⊂
∞⋃

n=1

Vn ⊂ V,

3As usual, dS(x) denotes the distance between the set S and the point x (see Appendix A).

http://dx.doi.org/10.1007/978-3-319-17019-0_1
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and so supp( fε) ⊂ V . Consequently, supp( fε) is compact. By (2.9) and (2.10)
we have

{
fε �= f

} ⊂
∞⋃

n=1

{
gn �= χAn

} ⊂
∞⋃

n=1

(Vn \ Kn)

which implies, in turn,

μ
({

fε �= f
}) ≤

∞∑

n=1

ε

2n
= ε.

Thus, conclusion (2.5) holds when A is compact and 0 ≤ f < 1.

2. Obviously, (2.5) also holds when A is compact and 0 ≤ f < M for some
constant M > 0 (it suffices to replace f by f/M). Moreover, if A is compact
and f is bounded, then | f | < M for some M > 0. So, in order to derive (2.5)
in this case, it suffices to decompose f = f + − f −, where f + = max{ f, 0},
f − = max{− f, 0}, and observe that 0 ≤ f +, f − < M .

3. We will now remove the compactness assumption for A. By Theorem1.71, there
exists a compact set K ⊂ A such that μ(A \ K ) < ε. Let us set

f̄ = χK f.

Since f̄ vanishes outside K , from the previous steps we can approximate f̄ by a
continuous function with compact support, say fε. Then

{
fε �= f

} ⊂ {
fε �= f̄

} ∪ (A \ K ).

Hence,
μ
({

fε �= f
})

< 2ε.

4. In order to remove the boundedness assumption for f , define Borel sets (Bn)n by

Bn = {| f | ≥ n} n ∈ N.

Clearly,
Bn+1 ⊂ Bn and

⋂

n∈N
Bn = ∅.

Since μ(A) < ∞, Proposition1.18 yields μ(Bn) → 0. Therefore, for some
n̄ ∈ N, we have μ(Bn̄) < ε. We define

f̄ = (1 − χBn̄ ) f.

http://dx.doi.org/10.1007/978-3-319-17019-0_1
http://dx.doi.org/10.1007/978-3-319-17019-0_1
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Since f̄ is bounded (by n̄), from the previous steps we can approximate f̄ by a
continuous function with compact support, that we again label fε. Then

{
fε �= f

} ⊂ {
fε �= f̄ } ∪ Bn̄,

by which
μ
({

fε �= f
})

< 2ε.

The proof of (2.5) is thus complete.

5. Finally, in order to prove (2.6), suppose M := supRN | f | < ∞. Define

θM : R → R θM (t) =
⎧
⎨

⎩

t if |t | < M,

M
t

|t | if |t | ≥ M

and f̄ε = θM ◦ fε to obtain | f̄ε| ≤ M . Since θR is continuous, so is f̄ε. Further-
more, supp( f̄ε) = supp( fε) and

{
fε = f

} ⊂ {
f̄ε = f

}
.

This completes the proof. �

It is useful to point out the following corollary of Lusin’s Theorem.

Corollary 2.30 Let μ be a Radon measure on R
N , A ⊂ R

N a Borel set such that
μ(A) < ∞ and f : A → R a Borel function. Then for any ε > 0 there exists a
compact set Kε ⊂ A such that f

∣
∣
Kε

: Kε → R is continuous and μ(A \ Kε) < ε.

Proof Let us apply Lusin’s Theorem to the function f̃ obtained by extending f to
zero outside A: there exists a continuous function fε : R

N → R such that, if we
set Aε = {x ∈ A | f (x) = fε(x)}, we have μ(A \ Aε) ≤ ε

2 . By Theorem1.71 there
exists a compact set Kε ⊂ Aε such that μ(Aε \ Kε) ≤ ε

2 . Therefore

μ(A \ Kε) = μ(A \ Aε) + μ(Aε \ Kε) ≤ ε.

�

2.4 Integral of Borel Functions

Let (X,E ,μ) be a given measure space. In this section we will define the integral of
a Borel function f : X → R with respect to the measure μ. We will first consider the
special case of positive functions, and then the case of functions with variable sign.

http://dx.doi.org/10.1007/978-3-319-17019-0_1
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2.4.1 Integral of Positive Simple Functions

We begin with the definition of the integral in the class S+(X) of positive simple
functions, i.e.,

S+(X) = {
f : X → [0,∞] ∣∣ f ∈ S (X)

}
.

Definition 2.31 Let f ∈ S+(X). According to Remark2.22(1) f has a representa-
tion of the form

f (x) =
n∑

i=1

aiχAi (x) x ∈ X,

where a1, . . . , an ∈ [0,∞] and A1, . . . , An are mutually disjoint sets in E such that
A1 ∪ · · · ∪ An = X . Then, using the convention 0 · ∞ = 0, the (Lebesgue) integral
of f over X with respect to the measure μ is defined by

∫

X
f (x) dμ(x) =

∫

X
f dμ =

n∑

i=1

aiμ(Ai ).

Remark 2.32 It is easy to see that the above definition is independent of the repre-
sentation of f . Indeed, given disjoint sets B1, . . . , Bm ∈ E with B1 ∪ · · · ∪ Bm = X
and numbers b1, . . . , bm ∈ [0,∞] such that

f (x) =
m∑

j=1

b jχB j (x) x ∈ X,

we have

Ai =
m⋃

j=1

(Ai ∩ B j ) B j =
n⋃

i=1

(Ai ∩ B j )

and

Ai ∩ B j �= ∅ =⇒ ai = b j .

Therefore

n∑

i=1

aiμ(Ai ) =
n∑

i=1

m∑

j=1

aiμ(Ai ∩ B j )

=
m∑

j=1

n∑

i=1

b jμ(Ai ∩ B j ) =
m∑

j=1

b jμ(B j ).
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Proposition 2.33 Let f, g ∈ S+(X) and α,β ∈ [0,∞]. Then

∫

X
(α f + βg) dμ = α

∫

X
f dμ + β

∫

X
g dμ.

Proof Owing to Remark2.22(2), f and g can be represented using the same family
of mutually disjoint sets A1, . . . , An ∈ E as

f =
n∑

i=1

aiχAi g =
n∑

i=1

biχAi .

Then

∫

X
(α f + βg) dμ =

n∑

i=1

(αai + βbi )μ(Ai ) = α

n∑

i=1

aiμ(Ai ) + β

n∑

i=1

biμ(Ai )

= α

∫

X
f dμ + β

∫

X
g dμ

as required. �

We now proceed with what can rightfully be considered the central notion of
Lebesgue integration.

2.4.2 Repartition Function

Let f : X → [0,∞] be a Borel function. The repartition function M f of f is defined
by

M f (t) : = μ({ f > t}) = μ( f > t), t ≥ 0.

By definition, M f : [0,∞) → [0,∞] is a decreasing4 function; then M f has a limit
at ∞. Moreover, since

{ f = ∞} =
∞⋂

n=1

{ f > n},

we have

lim
t→∞ M f (t) = lim

n→∞ M f (n) = lim
n→∞ μ( f > n) = μ( f = ∞)

4That is,
t1, t2 ∈ [0,∞), t1 < t2 =⇒ M f (t1) ≥ M f (t2).
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whenever μ is finite. Other important properties of M f are provided by the following
result.

Proposition 2.34 Let f : X → [0,∞] be a Borel function and let M f be its repar-
tition function. Then the following properties hold:

(i) For every t0 ≥ 0
lim
t↓t0

M f (t) = M f (t0)

(that is, M f is right continuous).

(ii) If μ(X) < ∞, then for every t0 > 0

lim
t↑t0

M f (t) = μ( f ≥ t0)

(that is, M f possesses left limit).

Proof First observe that, since M f is a decreasing function, then M f has a left limit
at any t > 0 and a right limit at any t ≥ 0. Let us prove (i). We have

lim
t↓t0

M f (t) = lim
n→∞ M f

(
t0 + 1

n

)
= lim

n→∞ μ
(

f > t0 + 1

n

)
= μ( f > t0) = M f (t0),

since {
f > t0 + 1

n

}
↑ { f > t0}.

Now, to prove (ii), we note that

{
f > t0 − 1

n

}
↓ { f ≥ t0}.

Thus, recalling that μ is finite, we obtain

lim
t↑t0

M f (t) = lim
n→∞ M f

(
t0 − 1

n

)
= lim

n→∞ μ
(

f > t0 − 1

n

)
= μ( f ≥ t0),

and (ii) follows. �

By Proposition2.34 it follows that, when μ is finite, M f is continuous at t0 if and
only if μ( f = t0) = 0.

Example 2.35 Let f ∈ S+(X) and choose a representation of f of the form

f (x) =
n∑

i=0

aiχAi x ∈ X,
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with 0 = a0 < a1 < a2 < · · · < an = a ≤ ∞ and disjoint sets A0, A1, . . . , An ∈ E
such that X = ∪n

i=0Ai . Then the repartition function M f of f is given by

M f (t) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

μ(A1) + μ(A2) + · · · + μ(An) = M f (0) if 0 ≤ t < a1,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
μ(Ai ) + μ(Ai+1) + · · · + μ(An) = M f (ai−1) if ai−1 ≤ t < ai ,

· · · · · · · · · · · · · · · · · · · · ·
μ(An) = M f (an−1) if an−1 ≤ t < a,

0 = M f (a) if t ≥ a.

Thus we have

M f (t) =
n∑

i=1

M f (ai−1)χ[ai−1,ai )(t) ∀t ≥ 0

and μ(Ai ) = M f (ai−1) − M f (ai ). Therefore M f is a simple function itself and a
direct computation shows that

∫

X
f dμ =

n∑

i=1

aiμ(Ai ) =
n∑

i=1

ai
(
M f (ai−1) − M f (ai )

)

=
n∑

i=1

M f (ai−1)(ai − ai−1) =
∫

[0,∞)

M f (t) dm

(2.11)

where m stands for the Lebesgue measure on [0,∞).

2.4.3 The Archimedean Integral

In order to be able to define the integral of f when f is a positive Borel function, we
need to develop, first, the notion of archimedean integral of any decreasing function
F : [0,∞) → [0,∞]. For any t ∈ (0,∞) let us denote by F(t−) the left limit of F
at t :

F(t−) := lim
s↑t

F(s).

We observe that F(t−) ≥ F(t) and t1 < t2 ⇒ F(t1) ≥ F(t−2 ).
Let Σ be the family of all finite sets {t0, . . . , tn}, where n ∈ N and 0 = t0 < t1 <

· · · < tn < ∞.

Definition 2.36 For any decreasing function F : [0,∞) → [0,∞] the archimedean
integral of F is defined by

∫ ∞

0
F(t)dt := sup{IF (σ) : σ ∈ Σ} ∈ [0,∞]
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where, for any σ = {t0, t1, . . . , tn} ∈ Σ , we set

IF (σ) =
n∑

i=1

F(t−i )(ti − ti−1).

Exercise 2.37 Let F, G : [0,∞) → [0,∞] be decreasing functions. Show that:

1. If σ, ζ ∈ Σ and σ ⊂ ζ, then IF (σ) ≤ IF (ζ).
2. If F(t) ≤ G(t) for every t > 0, then

∫ ∞
0 F(t) dt ≤ ∫ ∞

0 G(t) dt .
3. If F(t) = 0 for every t > 0, then

∫ ∞
0 F(t) dt = 0.

Now we want to derive a crucial property of passage to the limit under the
archimedean integral sign.

Proposition 2.38 Let Fn : [0,∞) → [0,∞] be a sequence of decreasing functions
such that

Fn(t) ↑ F(t) (n → ∞) ∀t ≥ 0.

Then
∫ ∞

0
Fn(t) dt

�
⏐

∫ ∞

0
F(t) dt.

Proof According to Exercise2.37(2), since Fn ≤ Fn+1 ≤ F , we obtain

∫ ∞

0
Fn(t) dt ≤

∫ ∞

0
Fn+1(t) dt ≤

∫ ∞

0
F(t) dt

for every n. Then the inequality limn→∞
∫ ∞
0 Fn(t) dt ≤ ∫ ∞

0 F(t) dt is clear.
To prove the opposite inequality, let L be any number less than

∫ ∞
0 F(t) dt . Then

there exists σ = {t0, . . . , tN } ∈ Σ such that

N∑

i=1

F(t−i )(ti − ti−1) > L .

For 0 < ε < min{ti − ti−1 | i = 1, . . . , N }, let us set

tε0 = t0 = 0, tεi = ti − ε ∀i = 1, . . . , N .

Thus, σε = {tε0 , . . . , tεN } ∈ Σ . Since tεi ↑ ti and F(tεi ) → F(t−i ) for ε → 0+, choose
ε sufficiently small such that

N∑

i=1

F(tεi )(tεi − tεi−1) > L .
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Therefore, for n sufficiently large, say n ≥ nL ,

∫ ∞

0
Fn(t) dt ≥

N∑

i=1

Fn((tεi )−)(tεi − tεi−1) ≥
N∑

i=1

Fn(t
ε
i )(tεi − tεi−1) > L ,

by which limn→∞
∫ ∞
0 Fn(t) dt ≥ L . The arbitrariness of L gives

lim
n→∞

∫ ∞

0
Fn(t) dt ≥

∫ ∞

0
F(t) dt.

This concludes the proof. �

Exercise 2.39 Given a decreasing function F : [0,∞) → [0,∞], show that for any
a > 0 ∫ ∞

0
F(t) dt ≥ aF(a).

Remark 2.40 Let F : [0,∞) → [0,∞] be a simple decreasing function. Then F
is a ‘step function’: more precisely, there exist a0, a1, . . . , an and c1, c2, . . . cn such
that

0 = a0 < a1 < · · · < an = ∞, ∞ ≥ c1 > c2 > · · · > cn ≥ 0

and
F
∣
∣
(ai−1,ai )

= ci ∀i = 1, . . . , n.

So F ∈ S+([0,∞)) and therefore it makes sense to inquirewhether the archimedean
integral of F coincides with the integral of Definition2.31 with respect to the
Lebesgue measure on [0,∞), i.e.,

∫ ∞

0
F(t) dt =

n∑

i=1

ci (ai − ai−1). (2.12)

Let us first assume cn = 0. Given σ ∈ Σ , set σ′ = σ ∪{a0, . . . , an−1} ∈ Σ . Then, if
σ′ = {t0, t1, . . . , tm} with 0 = t0 < t1 < · · · < tm , there exist ki , i = 0, . . . , n − 1,
such that tki = ai , and we have 0 = k0 < · · · < kn−1 ≤ m and F(t−j ) = ci for
ki−1 < j ≤ ki . Since σ′ is finer than σ, using Exercise2.37(1), we deduce that
IF (σ) ≤ IF (σ′); moreover

IF (σ′) =
m∑

j=1

F(t−j )(t j − t j−1) =
n−1∑

i=1

ki∑

j=ki−1+1

F(t−j )(t j − t j−1)

=
n−1∑

i=1

ci

ki∑

j=ki−1+1

(t j − t j−1) =
n−1∑

i=1

ci (ai − ai−1),

and (2.12) is thus proved in the case cn = 0.
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If cn > 0, then, using Exercise2.39, for every k > an−1 we have
∫ ∞
0 F(t)dt ≥

kcn , and consequently
∫ ∞
0 F(t)dt = ∞, by which (2.12) follows.

Remark 2.41 Recalling Exercise2.35, if f ∈ S+(X), then its repartition func-
tion M f : [0,∞) → [0,∞] is a simple decreasing function. Therefore, owing
to Remark2.40, ∫ ∞

0
M f (t) dt =

∫

[0,∞)

M f dm,

where m stands for the Lebesgue measure on [0,∞). Moreover, using (2.11), we
deduce

∫

X
f dμ =

∫

[0,∞)

M f dm =
∫ ∞

0
M f (t) dt =

∫ ∞

0
μ( f > t) dt. (2.13)

2.4.4 Integral of Positive Borel Functions

Using identity (2.13) obtained for simple functions, we can now extend the definition
of the Lebesgue integral to positive Borel functions.

Definition 2.42 Given f : X → [0,∞] a Borel function, the (Lebesgue) integral
of f over X with respect to the measure μ is defined by

∫

X
f dμ =

∫

X
f (x) dμ(x) : =

∫ ∞

0
μ( f > t) dt,

where the integral in the right-hand side is the archimedean integral of the repartition
function of f . If the integral of f is finite, f is said to be μ-summable.

Next result gives an estimate of the ‘size’ of f in terms of the integral of f .

Proposition 2.43 (Markov) Let f : X → [0,∞] be a Borel function. Then, for any
a ∈ (0,∞),

μ( f > a) ≤ 1

a

∫

X
f dμ.

Proof Recalling Exercise2.39, for any a ∈ (0,∞) we have

∫

X
f dμ =

∫ ∞

0
μ( f > t) dt ≥ aμ( f > a).

The conclusion follows. �

Markov’s inequality has important consequences. Generalizing the notion of a.e.
convergence (see Definition2.24), we say that a property concerning the points of X
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holds almost everywhere, or, in abbreviated form, a.e., if it holds for all points of X
except for a set E ∈ E with μ(E) = 0.

Proposition 2.44 Let f : X → [0,∞] be a Borel function.

(i) If f is μ-summable, then the set { f = ∞} has measure zero, that is, f is a.e.
finite.

(ii) The integral of f over X is zero if and only if f is a.e. equal to 0.

Proof (i) FromMarkov’s inequality it follows that μ( f > a) < ∞ for every a > 0
and

lim
a→∞ μ( f > a) = 0.

Since
{ f > n} ↓ { f = ∞},

we have
μ( f = ∞) = lim

n→∞ μ( f > n) = 0.

(ii) If f = 0 a.e., we obtain μ( f > t) = 0 for every t > 0. Then
∫

X f dμ =∫ ∞
0 μ( f > t) dt = 0 (see Exercise2.37(3). Conversely, let

∫
X f dμ = 0. Then

Markov’s inequality implies μ( f > a) = 0 for all a > 0. Since { f > 1
n } ↑

{ f > 0}, we deduce

μ( f > 0) = lim
n→∞ μ

(
f >

1

n

)
= 0.

The proof is thus complete. �
The following theorem, usually referred to as the Monotone Convergence Theorem
or Beppo Levi’s Theorem, is the first result that justifies passing to the limit under
the integral sign.

Theorem 2.45 (Beppo Levi) Let fn : X → [0,∞] be a sequence of Borel functions
such that fn ≤ fn+1, and set

f (x) = lim
n→∞ fn(x) ∀x ∈ X.

Then ∫

X
fn dμ

�
⏐

∫

X
f dμ.

Proof Observe that, in consequence of the assumptions, we have

{ fn > t} ↑ { f > t} ∀t > 0.

Therefore μ( fn > t) ↑ μ( f > t) for any t > 0. The conclusion follows from
Proposition2.38. �
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Combining Proposition2.23 and Theorem2.45 we deduce the following result.

Proposition 2.46 Let f : X → [0,∞] be a Borel function. Then there exists a
sequence fn : X → [0,∞) such that ( fn)n ⊂ S+(X), fn(x) ↑ f (x) for every
x ∈ X and ∫

X
fn dμ

�
⏐

∫

X
f dμ.

Let us state some basic properties of the integral.

Proposition 2.47 Let f, g : X → [0,∞] be Borel functions. Then the following
properties hold:

(i) If α,β ∈ [0,∞], then
∫

X (α f + βg) dμ = α
∫

X f dμ + β
∫

X g dμ.
(ii) If f ≥ g, then

∫
X f dμ ≥ ∫

X g dμ.

Proof The conclusion of point (i) holds for f, g ∈ S+(X), thanks to Proposi-
tion2.33. To obtain it for Borel functions it suffices to apply Proposition2.46.

To justify (ii), observe that the trivial inclusion {g > t} ⊂ { f > t} implies
μ(g > t) ≤ μ( f > t). The conclusion easily follows (see Exercise2.37(2)). �

Proposition 2.48 Let fn : X → [0,∞] be a sequence of Borel functions and let

f (x) =
∞∑

n=1

fn(x) ∀x ∈ X.

Then ∞∑

n=1

∫

X
fn dμ =

∫

X
f dμ.

Proof For every n set

gn =
n∑

k=1

fk .

Then gn(x) ↑ f (x) for every x ∈ X . By applying the Monotone Convergence
Theorem we get ∫

X
gn dμ →

∫

X
f dμ.

On the other hand (i) of Proposition2.47 implies

∫

X
gn dμ =

n∑

k=1

∫

X
fk dμ →

∞∑

k=1

∫

X
fk dμ.

The thesis follows. �
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The following basic result, known as Fatou’s Lemma, provides a semicontinuity
property of the integral.

Lemma 2.49 (Fatou) Let fn : X → [0,∞] be a sequence of Borel functions and
let f = lim infn→∞ fn. Then

∫

X
f dμ ≤ lim inf

n→∞

∫

X
fn dμ. (2.14)

Proof Setting gn(x) = infk≥n fk(x), we have gn(x) ↑ f (x) for every x ∈ X .
Consequently, by the Monotone Convergence Theorem,

∫

X
f dμ = lim

n→∞

∫

X
gn dμ = sup

n∈N

∫

X
gn dμ.

On the other hand, since gn ≤ fk for every k ≥ n, we get

∫

X
gn dμ ≤ inf

k≥n

∫

X
fk dμ.

So ∫

X
f dμ ≤ sup

n∈N
inf
k≥n

∫

X
fk dμ = lim inf

n→∞

∫

X
fn dμ.

The proof is thus complete. �

Corollary 2.50 Let fn : X → [0,∞] be a sequence of Borel functions converging
to f pointwise. If there exists M ≥ 0 such that

∫

X
fn dμ ≤ M ∀n ∈ N,

then
∫

X f dμ ≤ M.

Remark 2.51 We can give a version of Theorem2.45 and Corollary2.50 that applies
to a.e. convergence. In this case, the fact that the limit f is a Borel function is no
longer guaranteed (see Example2.26). This difficulty can be easily overcome by
adding the assumption that f is Borel or, else, that the measure is complete.

Exercise 2.52 Taking into account of Remark2.51, state and prove the analogue of
Theorem2.45 and Corollary2.50 for a.e. convergence.

Exercise 2.53 Consider the measurable space (X,P(X), δx0), where δx0 denotes
the Dirac measure concentrated at x0 ∈ X . Show that, for any function f : X →
[0,∞], ∫

X
f dδx0 = f (x0).
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Example 2.54 Consider the measurable space (N,P(N),μ#), where μ# denotes
the counting measure. Then any sequence (an)n ⊂ R provides a Borel function
f : n ∈ N �→ an ∈ R. Assume (an)n ⊂ [0,∞]. Since f (n) = ∑∞

k=1 akχ{k}(n) for
every n ∈ N, by applying Propositions2.47 and 2.48 we have

∫

N

f dμ# =
∞∑

k=1

ak

∫

N

χ{k} dμ# =
∞∑

k=1

akμ
#({k}) =

∞∑

k=1

ak .

Exercise 2.55 Let (ank)n,k∈N be a sequence in [0,∞]. Show that5

∞∑

n=1

∞∑

k=1

ank =
∞∑

k=1

∞∑

n=1

ank .

Hint. Consider the measure space (N,P(N),μ#) and set fk : n �→ ank . Then ( fk)k

is a sequence of positive Borel functions. Use Proposition2.48 to conclude.

Exercise 2.56 Let (ank)n,k∈N be a sequence in [0,∞] such that, for every n ∈ N,

h ≤ k =⇒ anh ≤ ank . (2.15)

Set, for any n ∈ N,
lim

k→∞ ank =: αn ∈ [0,∞]. (2.16)

Show that

lim
k→∞

∞∑

n=1

ank =
∞∑

n=1

αn .

Hint. Set fk : n �→ ank and use Monotone Convergence Theorem.

Example 2.57 The result of Exercise2.56 can be proved directly by elementary com-
putations. Suppose, first,

∑∞
n=1 αn < ∞, and fix ε > 0. Then there exists nε ∈ N

such that ∞∑

n=nε+1

αn < ε.

Using (2.16), for k sufficiently large, say k ≥ kε, we have αn − ε
nε

< ank for
n = 1, . . . , nε. So for every k ≥ kε

∞∑

n=1

ank ≥
nε∑

n=1

αn − ε >

∞∑

n=1

αn − 2ε.

Since
∑∞

n=1 ank ≤ ∑∞
n=1 αn , the thesis follows.

5See footnote 6 on page 17.
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A similar argument applies to the case of
∑∞

n=1 αn = ∞. The thesis is immediate
if one of the values αn is infinite. Thus, assume αn < ∞ for all n. Given M > 0, let
nM ∈ N be such that

nM∑

n=1

αn > 2M.

For k large enough, say k ≥ kM , we have αn − M
nM

≤ ank for n = 1, . . . , nM . Then
for every k ≥ kM ∞∑

n=1

ank ≥
nM∑

n=1

ank ≥
nM∑

n=1

αn − M > M.

Example 2.58 The monotonicity assumption in Exercise2.56 is essential. Indeed,
(2.15) fails for the sequence

ank = δnk =
{
1 if n = k,

0 if n �= k,
[Kronecker delta]

since

lim
k→∞

∞∑

n=1

ank = 1 �= 0 =
∞∑

n=1

lim
k→∞ ank .

Exercise 2.59 Let f, g : X → [0,∞] be Borel functions. Show that:

1. If f ≤ g a.e., then
∫

X f dμ ≤ ∫
X g dμ.

2. If f = g a.e., then
∫

X f dμ = ∫
X g dμ.

Exercise 2.60 Show that the monotonicity of the sequence ( fn)n is an essential
hypothesis for Beppo Levi’s Theorem.

Hint. Consider fn = χ[n,n+1) in R with the Lebesgue measure.

Exercise 2.61 Give an example to show that the inequality in Fatou’s Lemma can
be strict.
Hint. Consider f2n = χ[0,1) and f2n+1(x) = χ[1,2) in R with the Lebesgue measure.

Exercise 2.62 Let (X,E ,μ) be a measure space. Show that the following two state-
ments are equivalent:

1. μ is σ-finite.
2. There exists a μ-summable function f : X → [0,∞] such that f (x) > 0 for all

x ∈ X .

Exercise 2.63 Show that if m denotes the Lebesgue measure on [0,∞) and F :
[0,∞) → [0,∞] is a decreasing function, then

∫ ∞

0
F(t) dt =

∫

[0,∞)

F dm.
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Hint. The result holds for simple functions (see Remark2.40). For the general case
use Proposition2.23.

2.4.5 Integral of Functions with Variable Sign

Definition 2.64 ABorel function f : X → R is said to be μ-summable if there exist
two μ-summable Borel functions ϕ,ψ : X → [0,∞] such that

f (x) = ϕ(x) − ψ(x) ∀x ∈ X. (2.17)

In this case, the number

∫

X
f dμ :=

∫

X
ϕ dμ −

∫

X
ψ dμ (2.18)

is called the (Lebesgue) integral of f over X with respect to μ.

Remark 2.65 The integral of f is independent of the choice of the functions ϕ,ψ
used to represent f as in (2.17). Indeed, let ϕ1,ψ1 : X → [0,∞] be μ-summable
Borel functions such that

f (x) = ϕ1(x) − ψ1(x) ∀x ∈ X.

Then, according to Proposition2.44, ϕ,ψ,ϕ1 and ψ1 are a.e. finite, and

ϕ(x) + ψ1(x) = ϕ1(x) + ψ(x) a.e.

Therefore, owing to Exercise2.59(2) and Proposition2.47, we have

∫

X
ϕ dμ +

∫

X
ψ1 dμ =

∫

X
ϕ1 dμ +

∫

X
ψ dμ.

Since the above integrals are all finite, we deduce

∫

X
ϕ dμ −

∫

X
ψ dμ =

∫

X
ϕ1 dμ −

∫

X
ψ1 dμ

as claimed.

Remark 2.66 Let f : X → R be a μ-summable function.

1. The positive and negative parts of f

f +(x) = max{ f (x), 0}, f −(x) = max{− f (x), 0}
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are Borel functions such that f = f + − f −. Let ϕ,ψ : X → [0,∞] be
μ-summable functions verifying (2.17). If x ∈ X is such that f (x) ≥ 0, then
f +(x) = f (x) ≤ ϕ(x). So f +(x) ≤ ϕ(x) for every x ∈ X and, recalling
Exercise2.59(1), we deduce that f + is μ-summable. Similarly, one can show
that f − is μ-summable. Therefore

∫

X
f dμ =

∫

X
f + dμ −

∫

X
f − dμ.

2. From the above remark we deduce that f is μ-summable if and only if f + and
f − are μ-summable. Since | f | = f + + f −, it is also true that f is μ-summable
if and only if | f | is μ-summable. Moreover,

∣
∣
∣
∣

∫

X
f dμ

∣
∣
∣
∣ ≤

∫

X
| f | dμ. (2.19)

Indeed,

∣
∣
∣
∣

∫

X
f dμ

∣
∣
∣
∣ =

∣
∣
∣
∣

∫

X
f + dμ −

∫

X
f − dμ

∣
∣
∣
∣ ≤

≤
∫

X
f + dμ +

∫

X
f − dμ =

∫

X
| f | dμ.

Remark 2.67 The notion of integral can be further extended allowing infinite values.
More precisely, the definition (2.18) does make sense if at least one of the two
integrals

∫
X ϕ dμ,

∫
X ψ dμ is finite, but not necessarily both of them.ABorel function

f : X → R is said to be μ-integrable if at least one of the two functions f + and f −
is μ-summable. In this case, we define

∫

X
f dμ =

∫

X
f + dμ −

∫

X
f − dμ.

Notice that
∫

X f dμ ∈ R, in general. It follows at once that any Borel function
f : X → [0,∞] is μ–integrable.

In order to state the analogue of Proposition2.47 for functions with variable sign, we
recall that the sum of two functions taking values in the extended space R may fail
to be well defined; thus, we need to assume that at least one of the two functions is
finite.

Proposition 2.68 Let f, g : X → R be μ-summable functions. Then the following
properties hold:

(i) If f is finite, then, for any α,β ∈ R, α f + βg is μ-summable and

∫

X
(α f + βg) dμ = α

∫

X
f dμ + β

∫

X
g dμ.
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(ii) If f ≤ g a.e., then
∫

X f dμ ≤ ∫
X g dμ.

Proof (i) Assume first α,β ≥ 0. Since f is finite, so are f + and f −. Then we
have α f + βg = (α f + + βg+) − (α f − + βg−) and so, by Definition2.64,

∫

X
(α f + βg) dμ =

∫

X
(α f + + βg+) dμ −

∫

X
(α f − + βg−) dμ.

The conclusion follows from Proposition2.47(i). The case when α,β have dif-
ferent signs can be handled similarly.

(ii) Let f ≤ g a.e. It is immediate that f + ≤ g+ and g− ≤ f − a.e. Then, by
Exercise2.59, we obtain

∫

X
g dμ =

∫

X
g+ dμ −

∫

X
g− dμ ≥

∫

X
f + dμ −

∫

X
f − dμ =

∫

X
f dμ.

The proof is thus complete. �

We now proceed to define the integral on a measurable set.

Definition 2.69 Let f : X → R be μ-summable and let A ∈ E . The (Lebesgue)
integral of f over A with respect to μ is defined by

∫

A
f dμ :=

∫

X
χA f dμ.

Remark 2.70 Observe that if f : X → R is μ-summable, so is χA f since |χA f | ≤
| f |. Taking into account that f = χA f +χAc f , from Proposition2.68(i). we obtain

∫

A
f dμ +

∫

Ac
f dμ =

∫

X
f dμ. (2.20)

Remark 2.71 Recalling that anymeasurable set A is itself, in a naturalway, ameasure
space with the σ-algebra E ∩ A (see Remark1.28), we deduce that it suffices to
define the integral over the whole space X to have it automatically defined over any
measurable subset A.

Exercise 2.72 Show that, for any μ-summable function f : X → R,

∫

A
f dμ =

∫

X
f dμ�A

where μ�A is the restriction of μ to A (see Definition1.26).

http://dx.doi.org/10.1007/978-3-319-17019-0_1
http://dx.doi.org/10.1007/978-3-319-17019-0_1
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If A ∈ B(RN ), in the following we will denote by m the Lebesgue measure on
A and we will write

∫
A f (x) dm(x) simply as

∫

A
f (x) dx

or, equivalently,
∫

A f (y) dy,
∫

A f (t) dt etc. in terms of the new dummy variable of
integration y, t etc. If N = 1 and I is one of the sets (a, b), (a, b], [a, b), [a, b], we
will usually write

∫
I f (x) dm(x) as

∫ b

a
f (x) dx .

Since the Lebesgue measure of a single point is zero, there is no need to specify
which of the four sets the integral refers to. Owing to Exercise2.63, this notation is
consistent with the one of the archimedean integral.

Proposition 2.73 Let f : X → R be a μ-summable function. Then the following
properties hold:

(i) f is a.e. finite, i.e., the set {| f | = ∞} has measure zero.
(ii) If f = 0 a.e., then

∫
X f dμ = 0.

(iii) If E ∈ E has measure zero, then
∫

E f dμ = 0.
(iv) If

∫
A f dμ = 0 for every A ∈ E , then f = 0 a.e.

Proof Parts (i), (ii) and (iii) follow immediately from Proposition2.44. Let us prove
(iv). Set A = { f + > 0}. Then we have

0 =
∫

A
f dμ =

∫

X
f + dμ.

Proposition2.44(ii) implies f + = 0 a.e. In a similar way we obtain f − = 0 a.e. �

Remark 2.74 In view of the last proposition, the sets of measure zero are negligible
in integration. Therefore it is natural to extend the definitions of measurability and
summability to include functions f taking values in R which are defined a.e. in X ,
by saying that such f is Borel if so is f̃ , letting f̃ denote the extension of f to zero
outside the subset where it is defined; similarly, we say that f is μ-summable if so
is f̃ . The (Lebesgue) integral of f over X with respect to μ is defined by

∫

X
f dμ :=

∫

X
f̃ dμ.
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For instance, one can give the following version of Proposition2.68(i) that applies
to a.e. defined functions: if f and g are μ-summable functions, defined a.e. in X , so
is the sum6 α f + βg for any α, β ∈ R; furthermore

∫

X
(α f + βg) dμ = α

∫

X
f dμ + β

∫

X
g dμ.

The key result provided by the next proposition is referred to as the absolute
continuity property of the integral.

Proposition 2.75 Let f : X → R be μ-summable. Then for any ε > 0 there exists
δε > 0 such that

A ∈ E & μ(A) < δε =⇒
∫

A
| f | dμ ≤ ε. (2.21)

Proof Without loss of generality, f may be assumed to be positive. Then

fn(x) := min{ f (x), n} ↑ f (x) ∀x ∈ X.

Therefore, by Beppo Levi’s Theorem,
∫

X fn dμ ↑ ∫
X f dμ. So for any ε > 0 there

exists nε ∈ N such that

0 ≤
∫

X
( f − fn) dμ <

ε

2
∀n ≥ nε.

Hence, if μ(A) < ε
2nε

, for all n ≥ nε we get

∫

A
f dμ ≤

∫

A
fnε dμ +

∫

X
( f − fnε) dμ < ε.

We have thus obtained the thesis with δε = ε
2nε

. �

Exercise 2.76 Let f : X → R be μ-summable. Show that

lim
n→∞

∫

{| f |>n}
| f | dμ = 0.

Exercise 2.77 Let (X,E ) and (Y,F ) be measurable spaces. Given a measurable
function f : X → Y and a measure μ on E , let f�μ be the measure onF defined in
Exercise2.6. Show that if ϕ : Y → R is f�μ-summable, then ϕ ◦ f is μ-summable
and ∫

Y
ϕ d( f�μ) =

∫

X
(ϕ ◦ f ) dμ.

6Observe that f and g are a.e. finite owing to Proposition2.73(i); so the sum α f + βg is well
defined a.e. in X.
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2.5 Convergence of Integrals

We have already obtained two results that allow to take limits under the integral sign,
namely Beppo Levi’s Theorem and Fatou’s Lemma. In this section, we will further
analyze the problem. In the following (X,E ,μ) denotes a generic measure space.

2.5.1 Dominated Convergence

We begin with the following classical result, also known as the Dominated Conver-
gence Theorem or Lebesgue’s Theorem.

Proposition 2.78 (Lebesgue) Let fn : X → R be a sequence of Borel functions
converging to f pointwise. Assume that there exists a μ-summable function g : X →
[0,∞] such that

| fn(x)| ≤ g(x) ∀x ∈ X, ∀n ∈ N. (2.22)

Then fn, f are μ-summable and

lim
n→∞

∫

X
fn dμ =

∫

X
f dμ. (2.23)

Proof We note that fn, f are μ-summable since they are Borel and, in view of
(2.22), | f (x)| ≤ g(x) for all x ∈ X . Assume, first, g : X → [0,∞). Since g + fn is
positive, Fatou’s Lemma yields

∫

X
(g + f ) dμ ≤ lim inf

n→∞

∫

X
(g + fn) dμ =

∫

X
g dμ + lim inf

n→∞

∫

X
fn dμ.

Consequently, since
∫

X g dμ is finite, we deduce

∫

X
f dμ ≤ lim inf

n→∞

∫

X
fn dμ. (2.24)

Similarly,

∫

X
(g − f ) dμ ≤ lim inf

n→∞

∫

X
(g − fn) dμ =

∫

X
g dμ − lim sup

n→∞

∫

X
fn dμ.

Hence, ∫

X
f dμ ≥ lim sup

n→∞

∫

X
fn dμ. (2.25)

The conclusion follows from (2.24) and (2.25).
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In the general case g : X → [0,∞], consider E = {g = ∞}. Then (2.23) holds
over Ec and, by Proposition2.44(i), we have μ(E) = 0. Hence, using identity (2.20),
we deduce ∫

X
fn dμ =

∫

Ec
fn dμ →

∫

Ec
f dμ =

∫

X
f dμ.

�

Exercise 2.79 Derive (2.23) when (2.22) is satisfied a.e. and fn
a.e.−→ f , with the

additional restriction that f is Borel or else that μ is complete.

Exercise 2.80 Let f, g : X → R be Borel functions such that f is μ-summable and
g is μ-integrable (see Remark2.67). Assume that f or g is finite. Show that f + g is
μ-integrable and

∫

X
( f + g) dμ =

∫

X
f dμ +

∫

X
g dμ.

Exercise 2.81 Let fn : X → R be Borel functions satisfying, for someμ-summable
function g : X → R and some (Borel) function f ,

fn(x) ≥ g(x)

fn(x) ↑ f (x)

}
∀x ∈ X.

Show that fn, f are μ-integrable and

lim
n→∞

∫

X
fn dμ =

∫

X
f dμ.

Exercise 2.82 Let fn : X → R be Borel functions satisfying, for someμ-summable
function g and some (Borel) function f ,

fn(x) ≥ g(x)

fn(x) → f (x)

}
∀x ∈ X.

Show that fn, f are μ-integrable and

∫

X
f dμ ≤ lim inf

n→∞

∫

X
fn dμ.

Exercise 2.83 Let fn : X → R be Borel functions. Show that if μ is finite and, for
some constant M and some (Borel) function f ,

| fn(x)| ≤ M
fn(x) → f (x)

}
∀x ∈ X,
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then fn , f are μ-summable and

lim
n→∞

∫

X
fn dμ =

∫

X
f dμ.

Exercise 2.84 Let f : X → R be a μ-summable function. Show that

lim
n→∞

∫

X
| f |1/n dμ = μ( f �= 0).

Exercise 2.85 Let f : X → R be a μ-summable function such that | f | ≤ 1. Show
that

lim
n→∞

∫

X
| f |n dx = μ(| f | = 1).

Exercise 2.86 Let fn : R → R be defined by

fn(x) =
⎧
⎨

⎩

0 x ≤ 0;
(x(| log x | + 1))− 1

n 0 < x ≤ 1;
(x(log x + 1))−n x > 1.

Show that:

(i) fn is summable7 for every n ≥ 2.
(ii) limn→∞

∫
R

fn(x) dx = 1.

Exercise 2.87 Let fn : (0, 1) → R be defined by

fn(x) = n

x3/2
log

(
1 + x

n

)
.

Show that:

(i) fn is summable for every n ≥ 1.
(ii) limn→∞

∫ 1
0 fn(x) dx = 2.

Exercise 2.88 Let fn : (0,∞) → R be defined by

fn(x) = 1

x3/2
log

(
1 + x

n

)
.

Show that:

(i) fn is summable for every n ≥ 1.
(ii) limn→∞

∫ ∞
0 fn(x) dx = 0.

7For simplicity, we often say ‘summable’ instead of ‘m-summable’, omitting explicit reference to
the Lebesgue measure.
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Exercise 2.89 Let fn : (0,∞) → R be defined by

fn(x) = 1

x3/2
arctan

x

n
, x > 0.

Show that:

(i) fn is summable for every n ≥ 1.
(ii) limn→∞

∫ ∞
0 fn(x)dx = 0.

Exercise 2.90 Let fn : (0, 1) → R be defined by

fn(x) = n
√

x

1 + n2x2
.

Show that:

(i) fn(x) ≤ 1√
x
for every n ≥ 1.

(ii) limn→∞
∫ 1
0 fn(x) dx = 0.

Exercise 2.91 Let fn : (0,∞) → R be defined by

fn(x) = 1

x3/2
sin

x

n
.

Show that:

(i) fn is summable for every n ≥ 1.
(ii) limn→∞

∫ ∞
0 fn(x) dx = 0.

Exercise 2.92 Compute the limit

lim
n→∞

∫ ∞

0

n

1 + n
√

x

( sin x

x

)n
dx .

Exercise 2.93 Given a Borel measure μ on R and a μ-summable function f : R →
R, set

ϕ : R → R, ϕ(x) =
∫

(x,∞)

f dμ.

(i) Show that if the measure μ is such that

μ({x}) = 0 ∀x ∈ R, (2.26)

then ϕ is continuous.
(ii) Give an example to show thatϕmay fail to be continuouswithout the assumption

(2.26), in general.
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Exercise 2.94 Given a Borel measure μ onR and a Borel function f : R → [0,∞],
show that the function

ϕ : R → R ∪ {∞}, ϕ(x) =
∫

(x,∞)

f dμ

is lower semicontinuous.

2.5.2 Uniform Summability

Definition 2.95 A sequence of μ-summable functions fn : X → R is said to be
uniformly μ-summable if it satisfies the following:

(a) For any ε > 0 there exists δε > 0 such that
∫

A
| fn| dμ ≤ ε ∀n ∈ N, ∀A ∈ E with μ(A) < δε. (2.27)

(b) For any ε > 0 there exists Bε ∈ E such that

μ(Bε) < ∞ and
∫

Bc
ε

| fn| dμ < ε ∀n ∈ N. (2.28)

Remark 2.96 A sequence ( fn)n satisfies (a) of Definition2.95 if and only if

lim
μ(A)→0

∫

A
| fn| dμ = 0 uniformly with respect to n.

Remark 2.97 Properties (a) and (b) of Definition2.95 hold for a single μ-summable
function f . Indeed, (a) follows directly from Proposition2.75. To prove (b), observe
that, by Markov’s inequality, the sets {| f | > 1

n } have finite measure and, by
Lebesgue’s Theorem,

∫

{| f |≤ 1
n }

| f | dμ =
∫

X
χ{| f |≤ 1

n }| f | dμ → 0 as n → ∞.

The following theorem, due to Vitali, uses the notion of uniform summability to
provide another sufficient condition to take limits under the integral sign.

Theorem 2.98 (Vitali) Let fn : X → R be a sequence of uniformly μ-summable
functions. If ( fn)n converges pointwise to an a.e. finite limit f , then f is μ-summable
and

lim
n→∞

∫

X
fn dμ =

∫

X
f dμ. (2.29)
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Proof Assume first that f and fn are finite. Given ε > 0, let δε > 0, Bε ∈ E be such
that (2.27) and (2.28) hold. Since, by Theorem2.27, fn

a.u.−→ f in Bε, there exists a
measurable set Aε ⊂ Bε such that μ(Aε) < δε and

fn → f uniformly in Bε \ Aε. (2.30)

So
∫

Bε

| fn − f | dμ =
∫

Aε

| fn − f | dμ +
∫

Bε\Aε

| fn − f | dμ

≤
∫

Aε

| fn| dμ +
∫

Aε

| f | dμ + μ(Bε) sup
Bε\Aε

| fn − f |.

Notice that
∫

Aε
| fn| dμ ≤ ε,

∫
Bc

ε
| fn| dμ ≤ ε by (2.27) and (2.28). Also, owing to

Corollary2.50,
∫

Aε
| f | dμ ≤ ε,

∫
Bc

ε
| f | dμ ≤ ε. Thus,

∫

X
| fn − f | dμ ≤

∫

Bc
ε

| f | dμ +
∫

Bc
ε

| fn| dμ +
∫

Bε

| fn − f | dμ

≤ 4ε + μ(Bε) sup
Bε\Aε

| fn − f |.

Since μ(Bε) < ∞, by (2.30) we deduce

∫

X
| fn − f | dμ → 0. (2.31)

Then fn − f is μ-summable; consequently, since f = ( f − fn) + fn , by Proposi-
tion2.68(i) we deduce that f is μ-summable. The conclusion follows by (2.19) and
(2.31).

In the general case when f is a.e. finite and fn : X → R, we consider the sets

E0 = {| f | = ∞} En = {| fn| = ∞} ∀n ≥ 1.

Then μ(E0) = 0 by hypothesis and μ(En) = 0 for all n ≥ 1 owing to Proposi-
tion2.73. Therefore E = ∪n≥0En is also a zero-measure set and (2.29) holds on
Ec. So

∫

X
fn dμ =

∫

Ec
fn dμ →

∫

Ec
f dμ =

∫

X
f dμ,

and this proves the theorem in the general case. �

Exercise 2.99 Derive (2.29) when fn
a.e.−→ f with the additional restriction that f

is Borel or else that μ is complete.
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Exercise 2.100 Give an example to show that the thesis of Theorem2.98 may fail
without the assumption that ‘ f is a.e. finite’.

Hint. In N with the counting measure μ# consider the sequence of functions fn :
N → R, fn = nχ{1} − nχ{2}. Show that ( fn)n is uniformly μ#-summable, however
its pointwise limit fails to be μ#-summable.

For finite measures, (b) of Definition2.95 is always satisfied by taking Bε = X ;
hence we obtain the following corollary.

Corollary 2.101 Assume μ(X) < ∞ and let fn : X → R be a sequence of
μ-summable functions satisfying (a) of Definition2.95 and converging pointwise
to an a.e. finite function f . Then f is μ-summable and

lim
n→∞

∫

X
fn dμ =

∫

X
f dμ.

Exercise 2.102 Give an example to show that when μ(X) = ∞ the condition (b) of
Definition2.95 is essential to derive Vitali’s Theorem.

Hint. Consider fn = χ[n,n+1) in R with the Lebesgue measure.

Remark 2.103 Wepoint out thatVitali’s Theoremcan be regarded as a generalization
of Lebesgue’s Dominated Convergence Theorem. Indeed, let fn : X → R be a
sequence ofBorel functions satisfying (2.22) for someμ-summable function g. Since,
by Remark2.97, properties (a) and (b) of Definition2.95 hold for a single function
g, it immediately follows that ( fn)n is uniformly μ-summable. The converse is not
true, in general, i.e., a uniformly μ-summable sequence may fail to be dominated.
To see this, consider the sequence

fn = nχ[ 1n , 1n + 1
n2

)

defined in R with the Lebesgue measure. Since
∫
R

fn dx = 1
n , then the sequence

( fn)n is uniformly summable. On the other hand

sup
n

fn = g :=
∞∑

n=1

nχ[ 1n , 1n + 1
n2

)

and ∫

R

g dx =
∞∑

n=1

1

n
= ∞.

Consequently, ( fn)n cannot be dominated by any summable function.
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2.5.3 Integrals Depending on a Parameter

Let (X,E ,μ) be a measure space. In this section we shall see how to differentiate
the integral over X of a function f (x, y) depending on the extra variable y, which
is called a parameter. We begin with a continuity result.

Proposition 2.104 Let (Y, d) be a metric space, y0 ∈ Y , U a neighborhood of y0
and

f : X × Y → R

a function such that

(a) The map x �→ f (x, y) is Borel for every y ∈ Y .
(b) The map y �→ f (x, y) is continuous at y0 for every x ∈ X.
(c) For some μ-summable function g : X → [0,∞] we have

| f (x, y)| ≤ g(x) ∀x ∈ X, ∀y ∈ U.

Then Φ(y) := ∫
X f (x, y) dμ(x) is continuous at y0.

Proof Let (yn)n be a sequence in Y that converges to y0. Suppose, further, yn ∈ U
for every n ∈ N. Then

∀x ∈ X

{
f (x, yn) → f (x, y0) as n → ∞
| f (x, yn)| ≤ g(x) ∀n ∈ N.

Therefore, by Lebesgue’s Theorem,

∫

X
f (x, yn) dμ(x) −→

∫

X
f (x, y0) dμ(x) as n → ∞,

and the conclusion follows from the arbitrariness of (yn)n . �

Exercise 2.105 Let p > 0 be fixed. For t > 0 define

ft (x) = 1

t
x pe− x

t x ∈ [0, 1].

For which values of p does each of the following statement hold true?

(a) ft
a.e.−→ 0 as t → 0.

(b) ft → 0 uniformly in [0, 1] as t → 0.
(c)

∫ 1
0 ft (x) dx −→ 0 as t → 0.

For differentiability, we shall restrict the analysis to a real parameter.
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Proposition 2.106 Let f : X × (a, b) → R be a function such that

(a) The map x �→ f (x, y) is summable for every y ∈ (a, b).
(b) The map y �→ f (x, y) is differentiable in (a, b) for every x ∈ X.
(c) For some μ-summable function g : X → [0,∞] we have

sup
a<y<b

∣
∣
∣
∂ f

∂y
(x, y)

∣
∣
∣ ≤ g(x) ∀x ∈ X.

Then Φ(y) := ∫
X f (x, y) dμ(x) is differentiable in (a, b) and

Φ ′(y) =
∫

X

∂ f

∂y
(x, y) dμ(x) ∀y ∈ (a, b).

Proof We note, first, that the function x �→ ∂ f
∂y (x, y) is Borel for every y ∈ (a, b)

because

∂ f

∂y
(x, y) = lim

n→∞ n
[

f
(

x, y + 1

n

)
− f (x, y)

]
∀(x, y) ∈ X × (a, b).

Now, fix y0 ∈ (a, b) and let (yn)n be a sequence in (a, b) converging to y0. Then

Φ(yn) − Φ(y0)

yn − y0
=

∫

X

f (x, yn) − f (x, y0)

yn − y0︸ ︷︷ ︸
n→∞−→ ∂ f

∂y (x,y0)

dμ(x)

and ∣
∣
∣
∣

f (x, yn) − f (x, y0)

yn − y0

∣
∣
∣
∣ ≤ g(x) ∀x ∈ X, ∀n ∈ N

thanks to the mean value theorem. Therefore Lebesgue’s Theorem yields

Φ(yn) − Φ(y0)

yn − y0
−→

∫

X

∂ f

∂y
(x, y0) dμ(x) as n → ∞.

Since (yn)n is arbitrary, the conclusion follows. �

Remark 2.107 Note that assumption (b) of Proposition2.106 must be satisfied on
the whole interval (a, b) (not just a.e.) in order to be able to differentiate under the
integral sign. Indeed, for X = (a, b) = (0, 1), consider

f (x, y) =
{
1 if y ≥ x,

0 if y < x .
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Then ∂ f
∂y (x, y) = 0 for all y �= x , but

Φ(y) =
∫ 1

0
f (x, y) dx = y,

by which Φ ′(y) = 1.

Example 2.108 Let us compute the integral

Φ(y) :=
∫ ∞

0
e
−x2− y2

x2 dx, y ∈ R.

Observe that
∣
∣
∣
∣

∂

∂y
e
−x2− y2

x2

∣
∣
∣
∣ = 2y

x2
e
−x2− y2

x2

= 2e−x2

y

y2

x2
e
− y2

x2

︸ ︷︷ ︸
≤1/e

≤ 2e−x2

r
for y ≥ r > 0, ∀x > 0.

So, for any y > 0,

Φ ′(y) = −
∫ ∞

0

2y

x2
e
−x2− y2

x2 dx

t=y/x= −2
∫ ∞

0
y

t2

y2
e
−t2− y2

t2
y

t2
dt = −2Φ(y).

Since

∫ ∞

0
e−x2 dx =

√
π

2
,

solving the Cauchy problem

⎧
⎪⎨

⎪⎩

Φ ′(y) = −2Φ(y), y > 0,

lim
y→0+ Φ(y) =

√
π

2
,

and recalling that Φ is an even function, we obtain

Φ(y) =
√

π

2
e−2|y|.
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Example 2.109 Applying Lebesgue’s Theorem to the counting measure on N, we
shall compute

lim
n→∞ n

∞∑

i=1

sin
( 2−i

n

)
= 1.

Indeed, observe that

fn(i) := n sin
( 2−i

n

)

satisfies | fn(i)| ≤ 2−i . Then by Lebesgue’s Theorem we have

lim
n→∞

∞∑

i=1

fn(i) =
∞∑

i=1

lim
n→∞ fn(i) =

∞∑

i=1

2−i = 1.

Exercise 2.110 Let us compute the limit

lim
R→∞

∫ R

0

sin x

x
dx

proceeding as follows.

(i) Show that the above limit exists.

Hint. Observe that for every R > π
2 we have

∫ R

0

sin x

x
dx =

∫ π/2

0

sin x

x
dx − cos R

R
−

∫ R

π/2

cos x

x2
dx

→
∫ π/2

0

sin x

x
dx −

∫ ∞

π/2

cos x

x2
dx

as R → ∞, where the last convergence follows by Lebesgue’s Theorem.
(ii) Show that

Φ(t) :=
∫ ∞

0
e−t x sin x

x
dx

is differentiable for all t > 0.

Hint. Use that
e−t x ≤ e−r x ∀t ≥ r > 0, ∀x > 0.

(iii) Compute Φ ′(t) for t ∈]0,∞[.
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Hint. Proceed as in Example2.108 using the following indefinite integral
∫

e−t x sin x dx = − t sin x + cos x

1 + t2
e−t x + c, c ∈ R.

(iv) Compute Φ(t) for all t ∈]0,∞[.
(v) Setting I = limR→∞

∫ R
0

sin x
x dx , show that limt→0+ Φ(t) = I and conclude

that
I = π

2
.

Hint. Observe that

Φ(t) =
∫ π/2

0
e−t x sin x

x
dx −

∫ ∞

π/2

1 + t x

x2
e−t x cos x dx

→
∫ π/2

0

sin x

x
dx −

∫ ∞

π/2

cos x

x2
dx

as t → 0+, where the last convergence follows by Lebesgue’s Theorem.

2.6 Miscellaneous Exercises

Exercise 2.111 Given a Borel function f : R → R, show that the function g : R →
R defined by

g(x) =
{

log( f (x)) if f (x) > 0

0 if f (x) ≤ 0

is also Borel.

Exercise 2.112 Show that the following functions f : R → R are Borel:

f (x) =
{

e
1
x if x �= 0

0 if x = 0
,

f (x) =
⎧
⎨

⎩

1

1 + x2
if x ∈ Q

0 if x ∈ R \ Q

,
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f (x) =

⎧
⎪⎨

⎪⎩

1
x if x ∈

∞⋃
n=1

[
n, n + 1

2

]

0 otherwise

.

Exercise 2.113 Let (X,E ,μ) be a measure space and let f : X → R be a
μ-summable function. Set

En = {x ∈ X | n ≤ | f (x)| ≤ n + 1} ∀n ≥ 0.

Show that:

(i) 1
n+1

∫
En

| f | dμ ≤ μ(En) ≤ 1
n

∫
En

| f | dμ.
(ii) limn→∞ n μ(En) = 0.

Exercise 2.114 Let f : R → R be a continuous and bijective function.

(i) Show that f (E) ∈ B(R) for every E ∈ B(R).
(Hint. First prove that f (K ) ∈ B(R) for every compact set K ⊂ R).

(ii) Setting μ(E) = m( f (E)) for any E ∈ B(R), show that μ is a σ-finite measure
on B(R).

(iii) Show that if ϕ : R → R is a μ-summable function, then ϕ ◦ f −1 is summable
and ∫

R

ϕ dμ =
∫

R

(ϕ ◦ f −1) dx .

Exercise 2.115 Compute the following limits:

lim
n→∞

∫ ∞

0
n
sin2x

x
e−nx dx, lim

n→∞

∫ ∞

0

sinn x

x3 + x4
dx

lim
n→∞

∫ ∞

0

1

x + √
x

e− x
n dx, lim

n→∞

∫ ∞

0

1√
x

n

1 + nx2
dx,

lim
n→∞

∫ ∞

0

xn

1 + xn

1

1 + x2
dx, lim

n→∞

∫ 1

0

arctan(nx)

x
dx,

lim
n→∞

∫ ∞

0
e−nx nx2

1 + nx
dx, lim

n→∞

∫ ∞

0

n log4 x

n + nx + x2
dx,

lim
n→∞

∫ ∞

0

1√
x(1 + n2xn)

dx, lim
n→∞

∫ ∞

−∞
n

x(1 + x2)
sin

x

n
dx,

lim
n→∞

∫ ∞

0

arctan(nx)

n2x + xn
dx, lim

n→∞

∫ ∞

0

xn

1 + xn+1 e− x
n dx,
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lim
n→∞

∫ ∞

0
log3x sin e−nx dx, lim

n→∞

∫ ∞

0

x
n
√
1 + x3n

dx,

lim
n→∞

∫ ∞

−∞
1

1 + enx
e− x2

n dx, lim
n→∞

∫ ∞

0

n

1 + n
√

x
arctan

n

x2
dx .

Exercise 2.116 Let (X,E ,μ) be a measure space and let f, g : X → R be
μ-summable functions. Show that

lim
n→∞

∫

X

n
√| f |n + |g|n dμ =

∫

X
max{| f |, |g|} dμ.

Exercise 2.117 Compute the following limit depending on the parameter α > 0:

lim
n→∞

∫ ∞

0
sin

1

n + xα
dx .

Exercise 2.118 Let α > 0 and let fn : (0,∞) → R be the sequence defined by

fn(x) =
(
sin

1√
x

)n
xnα ∀x > 0.

Show that:

(a) If α ∈ (0, 1
2 ), then fn is summable for n large enough.

(b) If α ∈ (0, 1
2 ), then limn→∞

∫ ∞
0 fn(x) dx = 0.

(c) fn fails to be summable if α ≥ 1
2 .

Exercise 2.119 Compute the following limit depending on the parameter α ∈ R:

lim
n→∞

∫ 2π

0

n2

tα

(
1 − cos

t

n

)
dt.

Exercise 2.120 Compute the following limit depending on the parameter α > 0:

lim
n→∞

∫ ∞

0

1

xα + xn
dx .



Chapter 3
L p Spaces

As we observed in Chap.2, the family of all μ-summable functions on a measure
space (X,E ,μ) can be given the structure of a linear space. In this chapter, we study
the so-called Lebesgue spaces, that are spaces of Borel functions f : X → R in
which

d( f, g) =
∫

X
| f − g|p dμ (3.1)

defines a distance, completeness being the crucial property we are interested in.
In the previous chapter, we defined several kinds of convergence for function

sequences. We now complete the picture introducing convergence in measure and in
themetric (3.1), and study the connections between different notions of convergence.

Among all L p spaces, L2 is the only one such that the product of any two of its
elements is a summable function. Such a property makes of L2 a Hilbert space—a
functional analytic structure that will be studied in Chap.5.

A more detailed analysis of L p is possible when X = R
N and μ is a Radon

measure. In this case, the special role played by continuous functions yields useful
density results.

3.1 The Spaces L p(X,µ) and L p(X,µ)

Let (X,E ,μ) be a measure space. For any p ∈ [1,∞) and any Borel function
f : X → R we define

‖ f ‖p =
(∫

X
| f |p dμ

)1/p

.

Let L p(X,μ) = L p(X,E ,μ) denote the class of all Borel functions f for which
‖ f ‖p < ∞.
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Remark 3.1 It is easy to check that L p(X,μ) is closed under the following
operations: the sum of two functions (provided that at least one is finite valued)
and multiplication of a function by a real number. Indeed,

α ∈ R, f ∈ L p(X,μ) =⇒ α f ∈ L p(X,μ) & ‖α f ‖p = |α| ‖ f ‖p.

Moreover, if f, g ∈ L p(X,μ) and f : X → R, then we have1

| f (x) + g(x)|p ≤ 2p−1(| f (x)|p + |g(x)|p) ∀x ∈ X,

and so f + g ∈ L p(X,μ).

Example 3.2 Consider the measure space (N,P(N),μ#), where μ# denotes the
counting measure. Then we will use the notation �p for spaceL p(N,μ#). Recalling
Example 2.54, we have

�p =
{
(xn)n

∣
∣
∣
∣ xn ∈ R,

∞∑

n=1

|xn|p < ∞
}
,

and, for any sequence (xn)n ∈ �p,

‖(xn)n‖p =
( ∞∑

n=1

|xn|p
)1/p

.

Observe that
1 ≤ p ≤ q =⇒ �p ⊂ �q .

Indeed, let (xn)n ∈ �p. Since
∑∞

n=1 |xn|p < ∞, we get that (xn)n is bounded, say
|xn| ≤ M for all n ∈ N. Then |xn|q ≤ Mq−p|xn|p. So

∑∞
n=1 |xn|q < ∞.

Example 3.3 Consider the Lebesgue measure m on (0, 1]. Let us set, for any α ∈ R,

fα(x) = xα ∀x ∈ (0, 1].

Then fα ∈ L p((0, 1], m) if and only if αp +1 > 0. Thus,L p((0, 1], m) fails to be
an algebra. For instance, f−1/2 ∈ L 1((0, 1], m) but f−1 = f 2−1/2 /∈ L 1((0, 1], m).

We have already observed that ‖ · ‖p is positively homogeneous of degree one.
However, ‖ · ‖p is not a norm2 on L p(X,μ), in general.

In order to construct a vector space on which ‖ · ‖p is a norm, let us consider the
following equivalence relation inL p(X,μ):

f ∼ g ⇐⇒ f (x) = g(x) a.e. in X. (3.2)

1Since ϕ(t) = |t |p is convex on R, we have that
∣
∣ a+b

2

∣
∣p ≤ |a|p+|b|p

2 for all a, b ∈ R.
2See Definition 6.1.

http://dx.doi.org/10.1007/978-3-319-17019-0_2
http://dx.doi.org/10.1007/978-3-319-17019-0_6
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We denote by L p(X,μ) = L p(X,E ,μ) the quotient space L p(X,μ)/ ∼. Thus
the elements of L p(X,μ) are equivalence classes of Borel functions. For any f ∈
L p(X,μ) let f̃ be the equivalence class associated to f . It follows at once that
L p(X,μ) is a vector space. Indeed, the precise definition of the sum of two elements
f̃1, f̃2 ∈ L p(X,μ) is the following: let g1, g2 be two ‘representatives’ of f̃1 and f̃2,
respectively (that is, g1 ∈ f̃1, g2 ∈ f̃2), such that g1, g2 are everywhere finite (such
representatives exist by Proposition 2.73(i)). Then f̃1 + f̃2 is the equivalence class
of g1 + g2.

To introduce a norm on L p(X,μ), we set

‖ f̃ ‖p = ‖ f ‖p ∀ f̃ ∈ L p(X,μ).

It is immediate to realize that the above definition is independent of the element f
which is chosen in the class f̃ . Then, since the zero element of L p(X,μ) is the class
consisting of all functions vanishing almost everywhere, it is clear that ‖ f̃ ‖p = 0
if and only if f̃ = 0. To simplify notation, we will hereafter identify f̃ with f and
and we will talk about ‘functions in L p(X,μ)’ when there is no danger of confusion,
with the understanding that we regard equivalent functions (i.e., functions differing
only on a zero-measure set) as identical elements of the space L p(X,μ).

In order to check that ‖ · ‖p is a norm on L p(X,μ), we need only to verify that
‖ · ‖p is sublinear. First we derive two classical inequalities (Hölder’s inequality and
Minkowski’s inequality) that play an essential role in real analysis.

Definition 3.4 Two numbers p, p′ ∈ (1,∞) are called conjugate exponents if

1

p
+ 1

p′ = 1.

Note that p′ = p
p−1 and that 2 is self-conjugate.

Proposition 3.5 (Hölder’s inequality) Let p, p′ ∈ (1,∞) be conjugate exponents
and f, g : X → R Borel functions. Then3

‖ f g‖1 ≤ ‖ f ‖p ‖g‖p′ .

Moreover, equality holds if and only if | f |p = α|g|p′
a.e. for some α ≥ 0.

Proof The inequality is obvious if ‖ f ‖p = 0 or ‖g‖p′ = 0; indeed in such a case
f g = 0 a.e. by Proposition 2.44, and so ‖ f g‖1 = 0. The inequality is also obvious
if the right hand side is infinite. Thus, we may assume that ‖ f ‖p and ‖g‖p′ are both
finite and different from zero. Set

F(x) = | f (x)|
‖ f ‖p

G(x) = |g(x)|
‖g‖p′

∀x ∈ X.

3As usual, in the following we will adopt the convention 0 · ±∞ = ±∞ · 0 = 0.

http://dx.doi.org/10.1007/978-3-319-17019-0_2
http://dx.doi.org/10.1007/978-3-319-17019-0_2
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Then, by Young’s inequality (F.3),

F(x)G(x) ≤
(
F(x)

)p

p
+
(
G(x)

)p′

p′ ∀x ∈ X. (3.3)

Integrating over X with respect to μ yields

∫
X | f g| dμ

‖ f ‖p ‖g‖p′
=
∫

X
FG dμ ≤ 1

p

∫

X
F p dμ + 1

p′

∫

X
G p′

dμ = 1. (3.4)

Equality holds in (3.4) if and only if equality holds in (3.3) for almost every x ∈ X ,
i.e., recalling Example F.2, if F p = G p′

almost everywhere. �

Corollary 3.6 Let μ(X) < ∞. If 1 ≤ p < q < ∞, then

Lq(X,μ) ⊂ L p(X,μ)

and
‖ f ‖p ≤ (μ(X))

1
p − 1

q ‖ f ‖q ∀ f ∈ Lq(X,μ). (3.5)

Proof Let f ∈ Lq(X,μ). Then | f |p ∈ L
q
p (X,μ). Applying Hölder’s inequality to

| f |p and g(x) = 1 with exponents q
p and (1 − p

q )−1, respectively, we obtain

∫

X
| f |p dμ ≤ (μ(X))

1− p
q

( ∫

X
| f |q dμ

) p
q
.

The conclusion follows. �

Next exercise provides a generalization of Hölder’s inequality.

Exercise 3.7 Let f1, f2, . . . , fk : X → R be Borel functions and p, p1, . . . , pk ∈
(1,∞) such that fi ∈ L pi (X,μ) and

1

p
= 1

p1
+ 1

p2
+ · · · + 1

pk
.

Then f1 f2 . . . fk ∈ L p(X,μ) and

‖ f1 f2 . . . fk‖p ≤ ‖ f1‖p1‖ f2‖p2 . . . ‖ fk‖pk .

Hint. Consider the functions | fi |p ∈ L pi /p(X,μ) and proceed by induction on k
using Hölder’s inequality.
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Exercise 3.8 (interpolation inequality4) Let 1 ≤ p < r < q < ∞ and f ∈
L p(X,μ) ∩ Lq(X,μ). Then f ∈ Lr (X,μ) and

‖ f ‖r ≤ ‖ f ‖θ
p ‖ f ‖1−θ

q

where 1
r = θ

p + 1−θ
q .

Hint. Apply the result of Exercise 3.7 to the functions | f |θ and | f |1−θ with exponents
p
θ and q

1−θ , respectively.

Exercise 3.9 Let μ(X) < ∞ and 1 ≤ p < ∞. Show that if f : X → R is a Borel
function such that f g ∈ L1(X,μ) for every g ∈ L p(X,μ), then f ∈ Lq(X,μ) for
all q ∈ [1, p′), where p′ is the conjugate exponent5 of p.

Hint. Observe that f ∈ L1(X,μ) (why?). So, by taking g = | f |1/p, we deduce that
| f |1+1/p ∈ L1(X,μ). Iterate the argument.

Proposition 3.10 (Minkowski’s inequality) Let 1 ≤ p < ∞ and f, g ∈ L p(X,μ).
Then f + g ∈ L p(X,μ) and

‖ f + g‖p ≤ ‖ f ‖p + ‖g‖p. (3.6)

Proof The thesis is immediate if p = 1. Assume p > 1. We have

∫

X
| f + g|p dμ ≤

∫

X
| f + g|p−1| f | dμ +

∫

X
| f + g|p−1|g| dμ.

Since | f + g|p−1 ∈ L p′
(X,μ), with p′ = p

p−1 , using Hölder’s inequality we find

∫

X
| f + g|p dμ ≤

(∫

X
| f + g|p dμ

)(p−1)/p

(‖ f ‖p + ‖g‖p),

and the conclusion follows. �
FromMinkowski’s inequality it follows that ‖ · ‖p is a norm on L p(X,μ) for any

1 ≤ p < ∞.
We will often use the following notation: given a sequence ( fn)n ⊂ L p(X,μ)

and f ∈ L p(X,μ), we write

fn
L p−→ f

to mean that ( fn)n converges to f in L p(X,μ), that is, ‖ fn − f ‖p → 0 (as n → ∞).
Our next result shows that L p(X,μ) is a Banach space.6

4For a more extended treatment of interpolation theory see [SW71].
5If p = 1, we set p′ = ∞.
6See Definition 6.5.

http://dx.doi.org/10.1007/978-3-319-17019-0_6
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Proposition 3.11 (Riesz–Fischer) Let 1 ≤ p < ∞ and let ( fn)n be a Cauchy
sequence in the normed space L p(X,μ). Then there exist a subsequence ( fnk )k and
a function f ∈ L p(X,μ) such that:

(i) fnk

a.e.−→ f .

(ii) fn
L p−→ f .

Proof Since ( fn)n is a Cauchy sequence in L p(X,μ), for any i ∈ N there exists
ni ∈ N such that

‖ fn − fm‖p < 2−i ∀n, m ≥ ni . (3.7)

Consequently, we can construct an increasing sequence of indices (ni )i such that

‖ fni+1 − fni ‖p < 2−i ∀i ∈ N.

Next, let us define

g(x) =
∞∑

i=1

| fni+1(x) − fni (x)|, gk(x) =
k∑

i=1

| fni+1(x) − fni (x)|, k ≥ 1.

Minkowski’s inequality implies that ‖gk‖p < 1 for every k; since gk(x) ↑ g(x) for
every x ∈ X , the Monotone Convergence Theorem ensures that

∫

X
|g|p dμ = lim

k→∞

∫

X
|gk |p dμ ≤ 1.

Then, owing to Proposition 2.44, g is finite a.e.; therefore the series

∞∑

i=1

( fni+1 − fni ) + fn1 (3.8)

converges a.e. in X ; since

k∑

i=1

( fni+1 − fni ) + fn1 = fnk+1,

we deduce that ( fnk )k converges a.e. in X . Let us set f (x) = limk→∞ fnk (x) when
such limit exists and f (x) = 0 in the remaining zero-measure set. Then f is a Borel
function (see Exercise 2.14) and

f (x) = lim
k→∞ fnk (x) a.e. in X.

Moreover, | f (x)| ≤ g(x)+| fn1(x)| a.e., so f ∈ L p(X,μ). This concludes the proof
of point (i).

http://dx.doi.org/10.1007/978-3-319-17019-0_2
http://dx.doi.org/10.1007/978-3-319-17019-0_2


3.1 The Spaces L p(X,μ) and L p(X,μ) 87

Next, to derive (ii), fix ε > 0; there exists N ∈ N such that

‖ fn − fm‖p ≤ ε ∀n, m ≥ N .

Taking m = nk and passing to the limit as k → ∞, Fatou’s Lemma yields

∫

X
| fn − f |p dμ ≤ lim inf

k→∞

∫

X
| fn − fnk |p dμ ≤ εp ∀n ≥ N .

The proof is thus complete. �

Example 3.12 The conclusion of point (i) in Proposition 3.11 only holds for a sub-
sequence, in general. Indeed, given k ∈ N, for 1 ≤ i ≤ k consider the function

f k
i (x) =

{
1 if i−1

k ≤ x < i
k ,

0 otherwise,

defined on the interval [0, 1). The sequence

f 11 , f 21 , f 22 , . . . , f k
1 , f k

2 , . . . , f k
k , . . .

converges to 0 in7 L p(0, 1) for all 1 ≤ p < ∞, but it does not converge at any point
whatsoever. Observe that the subsequence f k

1 = χ[0, 1k ) converges a 0 a.e.

Exercise 3.13 Let 1 ≤ p < ∞ and f ∈ L p(R) (with respect to the Lebesgue
measure). Set

fn(x) =
{

f (x) if x ∈ [n, n + 1],
0 otherwise.

Show that:

• fn ∈ Lq(R) for every n ∈ N and q ∈ [1, p].
• fn

Lq−→ 0 for all q ∈ [1, p].
Exercise 3.14 Generalize Exercise 2.76 showing that if fn, f ∈ L1(X,μ) and

fn
L1−→ f , then

lim
k→∞ sup

n∈N

∫

{| fn |≥k}
| fn| dμ = 0.

7If I denotes one of the sets (a, b), (a, b], [a, b), [a, b], and m is the Lebesgue measure on I , we
usually write L p(I, m) as L p(a, b). Since the Lebesgue measure of a single point is zero, there is
no need to specify which of the four sets we refer to.

http://dx.doi.org/10.1007/978-3-319-17019-0_2
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Hint. Observe that8

∫

{| fn |≥2k}
| fn| dμ ≤ 2

∫

{| fn− f |∨| f |≥k}
| fn − f | ∨ | f | dμ

≤ 2
∫

{| fn− f |≥k}
| fn − f | dμ + 2

∫

{| f |≥k}
| f | dμ.

Example 3.15 Consider the Lebesgue measure m on [0, 1) and set

μ = m +
∞∑

n=1

δ1/n

where δ1/n denotes the Dirac measure concentrated on 1
n . Then f (x) := x is in

L2([0, 1),μ) \ L1([0, 1),μ) because

∫

[0,1)
x2 dμ = 1

3
+

∞∑

n=1

1

n2 < ∞,

∫

[0,1)
x dμ = 1

2
+

∞∑

n=1

1

n
= ∞.

On the other hand

g(x) :=
{

1√
x

if x ∈ [0, 1) \ Q,

0 if x ∈ [0, 1) ∩ Q

belongs to L1([0, 1),μ) \ L2([0, 1),μ), since

∫

[0,1)
g(x) dμ =

∫ 1

0

dx√
x

= 2,

∫

[0,1)
g2(x) dμ =

∫ 1

0

dx

x
= ∞.

Exercise 3.16 Show that L p(0,∞) �⊂ Lq(0,∞) for p �= q (1 ≤ p, q < ∞).

Hint. Consider

f (x) = 1

|x(log2 |x | + 1)|1/p

and show that f ∈ L p(0,∞) but f �∈ Lq(0,∞) for q �= p.

8By definition, | fn − f | ∨ | f | = max{| fn − f |, | f |}.
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Exercise 3.17 Let ( fn)n be a sequence in L1(X,μ) such that

∞∑

n=1

∫

X
| fn| dμ < ∞.

1. Show that
∑∞

n=1 | fn(x)| < ∞ for almost every x ∈ X .

2. Show that there exists a function f ∈ L1(X,μ) such that
∑∞

n=1 fn(x) = f (x)

for almost every x ∈ X and

∞∑

n=1

∫

X
fn dμ =

∫

X
f dμ.

Exercise 3.18 Let 1 ≤ p < ∞. Show that if f ∈ L p(RN ) (with respect to the
Lebesgue measure) and f is uniformly continuous, then

lim‖x‖→∞ f (x) = 0.

Hint. If, by contradiction, there exists (xn)n ⊂ R
N such that ‖xn‖ → ∞ and

| f (xn)| ≥ ε > 0 for every n, then the uniform continuity of f implies the existence of
η > 0 such that | f (x)| ≥ ε

2 if ‖xn −x‖ ≤ η. Show that this yields
∫
RN | f |p dx = ∞.

Exercise 3.19 Show that the result of Exercise 3.18 may fail if one assumes that f
is just continuous.

Hint. Consider

fn(x) =
{
min{n2x + 1, 1 − n2x} if − 1

n2
≤ x ≤ 1

n2
,

0 if x �∈
(

− 1
n2

, 1
n2

)
,

defined on R and set f (x) =∑∞
n=1 fn(x − n).

3.2 The Space L∞(X,µ)

Let (X,E ,μ) be a measure space and f : X → R a Borel function. We define the
essential supremum ‖ f ‖∞ of f as follows: if μ(| f | > M) > 0 for all M ∈ R, let
‖ f ‖∞ = ∞; otherwise, let

‖ f ‖∞ = inf{M ≥ 0 | μ(| f | > M) = 0}. (3.9)
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We say that f is essentially bounded if ‖ f ‖∞ < ∞ and we denote by L ∞(X,E ,

μ) = L ∞(X,μ) the class of all essentially bounded functions.

Example 3.20 Consider the Lebesgue measure on [0, 1) and define f : [0, 1) →
R by

f (x) =
{
1 if x �= 1

n ,

n if x = 1
n .

Then f is essentially bounded and ‖ f ‖∞ = 1.

Example 3.21 Let μ# be the counting measure on N. In the following we will use
the notation �∞ for space L ∞(N,μ#). We have

�∞ = {(xn)n
∣
∣ xn ∈ R, sup

n≥1
|xn| < ∞},

and, for every (xn)n ∈ �∞,

‖(xn)n‖∞ = sup
n≥1

|xn| < ∞.

Observe that
�p ⊂ �∞ ∀p ∈ [1,∞).

Remark 3.22 Recalling that the function t → μ(| f | > t) is right continuous (see
Proposition 2.34), we conclude that

Mn ↓ M0 & μ(| f | > Mn) = 0 =⇒ μ(| f | > M0) = 0.

So the infimum in (3.9) is actually a minimum. In particular, for any f ∈ L ∞(X,μ),

| f (x)| ≤ ‖ f ‖∞ a.e. in X

and
‖ f ‖∞ = min{M ≥ 0 | | f (x)| ≤ M a.e.}. (3.10)

In order to construct a vector space on which ‖·‖∞ is a norm, we proceed as in the
previous section defining L∞(X,μ) as the quotient space ofL ∞(X,μ) modulo the
equivalence relation introduced in (3.2). So L∞(X,E ,μ) = L∞(X,μ) is obtained
by identifying functions inL ∞(X,μ) that coincide almost everywhere.

Exercise 3.23 Show that L∞(X,μ) is a vector space and ‖ · ‖∞ is a norm on
L∞(X,μ).

http://dx.doi.org/10.1007/978-3-319-17019-0_2


3.2 The Space L∞(X,μ) 91

Hint. Use (3.10). For instance, for any α �= 0, we have |α f (x)| ≤ |α| ‖ f ‖∞ for
almost every x ∈ X . So ‖α f ‖∞ ≤ |α| ‖ f ‖∞. On the other hand, we also have

‖ f ‖∞ =
∥
∥
∥
1

α
α f
∥
∥
∥∞ ≤ 1

|α| ‖α f ‖∞.

Thus, ‖α f ‖∞ = |α| ‖ f ‖∞.

Like in the case of p < ∞, given a sequence ( fn)n in L∞(X,μ) and a function
f ∈ L∞(X,μ), in the following we will write

fn
L∞−→ f

to mean that ( fn)n converges to f in L∞(X,μ), or limn→∞ ‖ fn − f ‖∞ = 0.

Exercise 3.24 Let fn, f ∈ L∞(X,μ). Show that if fn
L∞−→ f , then fn

a.e.−→ f.

Proposition 3.25 L∞(X,μ) is a Banach space.

Proof For a given Cauchy sequence ( fn)n in L∞(X,μ), let us set, for any n, m ∈ N,

An = {| fn| > ‖ fn‖∞} ,

Bm,n = {| fn − fm | > ‖ fn − fm‖∞} .

Observe that, in view of (3.10),

μ(An) = 0 & μ(Bm,n) = 0 ∀m, n ∈ N.

Therefore

X0 :=
( ∞⋃

n=1

An

)

∪
⎛

⎝
∞⋃

m,n=1

Bm,n

⎞

⎠

has measure zero and ( fn)n is a Cauchy sequence for uniform convergence in Xc
0.

Thus, setting f (x) = limn→∞ fn(x) for x ∈ Xc
0 and f (x) = 0 for x ∈ X0, we have

that f is a bounded Borel function. So f ∈ L∞(X,μ) and fn → f uniformly in Xc
0.

The conclusion follows because convergence in L∞(X,μ) is equivalent to uniform
convergence outside a zero-measure set. �

Exercise 3.26 Show that for any 1 ≤ p ≤ ∞ we have

f ∈ L p(X,μ), g ∈ L∞(X,μ) =⇒ f g ∈ L p(X,μ)

and
‖ f g‖p ≤ ‖ f ‖p ‖g‖∞.
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Example 3.27 It is easy to realize that the spaces9 L∞(0, 1) and �∞ fail to be
separable.10

1. Set
ft (x) = χ(0,t)(x) ∀t, x ∈ (0, 1).

We have that
t �= s =⇒ ‖ ft − fs‖∞ = 1.

Let M be a dense set in L∞(0, 1). Then M has the property that for every
t ∈ (0, 1) there exists gt ∈ M with ‖ ft − gt‖∞ < 1

2 . For t �= s we have

‖gt − gs‖∞ ≥ ‖ ft − fs‖∞ − ‖ ft − gt‖∞ − ‖ fs − gs‖∞ > 0.

Hence, gt �= gs . Therefore M contains an uncountable number of functions.
2. Let (x (n))n be a countable set in �∞. Let x (n) = (x (n)

k )k for every n and define
the sequence

x = (xk)k xk =
{
0 if |x (k)

k | ≥ 1,

1 + x (k)
k if |x (k)

k | < 1.

We have that x ∈ �∞ and ‖x‖∞ ≤ 2. Furthermore, for every n ∈ N,

‖x − x (n)‖∞ = sup
k≥1

|xk − x (n)
k | ≥ |xn − x (n)

n | ≥ 1.

Consequently, (x (n))n is not dense in �∞.

Proposition 3.28 Let 1 ≤ p < ∞ and f ∈ L p(X,μ) ∩ L∞(X,μ). Then

f ∈
⋂

q≥p

Lq(X,μ) & lim
q→∞ ‖ f ‖q = ‖ f ‖∞.

Proof For p ≤ q < ∞ we have

| f (x)|q ≤ ‖ f ‖q−p∞ | f (x)|p a.e. in X.

So, by integrating,

‖ f ‖q ≤ ‖ f ‖
p
q
p ‖ f ‖1−

p
q∞ .

9As for the case p < ∞ (see footnote 7), if I is one of the intervals (a, b), (a, b], [a, b), [a, b],
and m is the Lebesgue measure on I , we usually write L∞(I, m) as L∞(a, b).
10A metric space is said to be separable if it has a countable dense subset.
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Consequently, f ∈ ∩q≥p Lq(X,μ) and

lim sup
q→∞

‖ f ‖q ≤ ‖ f ‖∞. (3.11)

Conversely, let 0 < a < ‖ f ‖∞ (for ‖ f ‖∞ = 0 the conclusion is trivial). By
Markov’s inequality we get

μ(| f | > a) = μ(| f |q > aq) ≤ a−q‖ f ‖q
q ∀q ∈ [p,∞).

Therefore
‖ f ‖q ≥ aμ(| f | > a)1/q ∀q ∈ [p,∞)

and so
lim inf
q→∞ ‖ f ‖q ≥ a

because μ(| f | > a) > 0. Since a is any number less than ‖ f ‖∞,

lim inf
q→∞ ‖ f ‖q ≥ ‖ f ‖∞. (3.12)

By (3.11) and (3.12) the conclusion follows. �

Corollary 3.29 Let μ be a finite measure and let f ∈ L∞(X,μ). Then

f ∈
⋂

p≥1

L p(X,μ) & lim
p→∞ ‖ f ‖p = ‖ f ‖∞. (3.13)

Proof For 1 ≤ p < ∞ we have

∫

X
| f (x)|p dμ ≤ μ(X)‖ f ‖p∞.

So f ∈ ∩p≥1L p(X,μ). The conclusion follows from Proposition 3.28. �

It is noteworthy that in general

⋂

1≤p<∞
L p(X,μ) �= L∞(X,μ).

Exercise 3.30 Show that

f (x) := log x ∀x ∈ (0, 1]

belongs to L p(0, 1) for 1 ≤ p < ∞, but f /∈ L∞(0, 1).
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3.3 Convergence in Measure

We now discuss a kind of convergence for sequences of Borel functions which is of
considerable importance in probability theory (see [Ha50]).

Definition 3.31 Let fn, f : X → R be Borel functions. Then ( fn)n is said to
converge in measure to f if for any ε > 0:

μ(| fn − f | ≥ ε) → 0 as n → ∞.

Let us compare convergence in measure with other kinds of convergence.

Proposition 3.32 Let fn, f : X → R be Borel functions. The following statements
hold:

1. If fn
a.e.−→ f and μ(X) < ∞, then fn → f in measure.

2. If fn → f in measure, then there exists a subsequence ( fnk )k such that

fnk

a.e.−→ f .

3. If 1 ≤ p ≤ ∞, fn, f ∈ L p(X,μ) and fn
L p−→ f , then fn → f in measure.

Proof 1. Fix ε, η > 0. According to Theorem 2.27 there exists E ∈ E such that
μ(E) < η and fn → f uniformly in X \ E . Then, for n sufficiently large,

{| fn − f | ≥ ε} ⊂ E .

So
μ(| fn − f | ≥ ε) ≤ μ(E) < η.

2. For every k ∈ N we have that

μ
(
| fn − f | ≥ 1

k

)
→ 0 as n → ∞.

Consequently, we can construct an increasing sequence (nk)k of positive integers
such that

μ
(
| fnk − f | ≥ 1

k

)
<

1

2k
∀k ∈ N.

Now, set

Ak =
∞⋃

i=k

{
| fni − f | ≥ 1

i

}
, A =

∞⋂

k=1

Ak .

Observe that μ(Ak) ≤∑∞
i=k

1
2i for every k ∈ N. Since Ak ↓ A, Proposition 1.18

yields
μ(A) = lim

k→∞ μ(Ak) = 0.

http://dx.doi.org/10.1007/978-3-319-17019-0_2
http://dx.doi.org/10.1007/978-3-319-17019-0_1
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For any x ∈ Ac there exists k ∈ N such that x ∈ Ac
k , that is,

| fni (x) − f (x)| <
1

i
∀i ≥ k.

This shows that fnk (x) → f (x) for every x ∈ Ac.

3. Fix ε > 0. Assume first 1 ≤ p < ∞. Then Markov’s inequality implies that

μ(| fn − f | > ε) ≤ 1

εp

∫

X
| fn − f |p dμ → 0 as n → ∞.

Let now p = ∞. For n large enough, we have that | fn − f | ≤ ε a.e. in X , yielding
μ(| fn − f | > ε) = 0. �

Exercise 3.33 Show that almost everywhere convergence does not imply conver-
gence in measure if μ(X) = ∞.

Hint. Consider fn = χ[n,∞) in R with the Lebesgue measure.

Example 3.34 The sequence constructed in Example 3.12 converges to zero in
L1(0, 1) and, consequently, in measure, but it does not converge at any point what-
soever. This shows that part 2 of Proposition 3.32 and part (i) of Proposition 3.11
only hold for a subsequence, in general.

Exercise 3.35 Give an example to show that convergence inmeasure does not imply
convergence in L p(X,μ).

Hint. Consider the sequence fn = nχ(0, 1n ) in L1(0, 1).

3.4 Convergence and Approximation in L p

In this section we will exhibit techniques to derive convergence in L p from almost
everywhere convergence. Next, we will show that, if Ω is an open set in R

N and
μ is a Radon measure on Ω , then all elements of L p(Ω) can be approximated by
continuous functions.

3.4.1 Convergence Results

In what follows, (X,E ,μ) denotes a given measure space.
Our next result is a direct consequence of Fatou’s Lemma and Lebesgue’s Dom-

inated Convergence Theorem.

Proposition 3.36 Let 1 ≤ p < ∞, ( fn)n a sequence in L p(X,μ) and let f : X →
R be a Borel function such that fn

a.e.−→ f .
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(i) If ( fn)n is bounded11 in L p(X,μ), then f ∈ L p(X,μ) and

‖ f ‖p ≤ lim inf
n→∞ ‖ fn‖p.

(ii) If there exists g ∈ L p(X,μ) such that | fn(x)| ≤ g(x) for all n ∈ N and for

almost every x ∈ X, then f ∈ L p(X,μ) and fn
L p−→ f .

Exercise 3.37 Show that, for p = ∞, point (i) of Proposition 3.36 is still true, while
(ii) fails in general.

Hint. Consider the sequence fn = χ( 1
n ,1
) in L∞(0, 1).

Exercise 3.38 Let ( fn)n be the sequence defined by

fn(x) =
√

n

1 + √
nx

, x ∈ (0, 1).

Show that:

• ( fn)n converges in L p(0, 1) for every p ∈ [1, 2).
• ( fn)n is not bounded in L p(0, 1) for every p ∈ [2,∞].

Now, observe that, since | ‖ fn‖p − ‖ f ‖p | ≤ ‖ fn − f ‖p, the following holds:

fn
L p−→ f =⇒ ‖ fn‖p → ‖ f ‖p.

So a necessary condition for convergence in L p(X,μ) is convergence of L p-norms.
Our next result shows that if fn

a.e.−→ f , such a condition is also sufficient.

Proposition 3.39 Given 1 ≤ p < ∞, let fn, f ∈ L p(X,μ) be such that fn
a.e.−→ f .

If ‖ fn‖p → ‖ f ‖p, then fn
L p−→ f .

Proof 12 Consider the function gn ∈ L1(X,μ) defined by

gn = | fn|p + | f |p

2
−
∣
∣
∣
∣

fn − f

2

∣
∣
∣
∣

p

.

11A subset M of a normed linear space Y is said to be bounded if there exists a constant M such
that ||y|| ≤ M for all y ∈ M .
12This proof is due to Novinger [No72].
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Since p ≥ 1, a simple convexity argument shows that gn ≥ 0. Moreover, gn
a.e.−→

| f |p. Therefore Fatou’s Lemma yields

∫

X
| f |p dμ ≤ lim inf

n→∞

∫

X
gn dμ

=
∫

X
| f |p dμ − lim sup

n→∞

∫

X

∣
∣
∣
∣

fn − f

2

∣
∣
∣
∣

p

dμ.

So lim supn ‖ fn − f ‖p ≤ 0, that is, fn
L p−→ f . �

The results below generalize Vitali’s uniform summability property and give suf-
ficient conditions for convergence in L p(X,μ) for 1 ≤ p < ∞.

Corollary 3.40 Let 1 ≤ p < ∞, let ( fn)n ⊂ L p(X,μ), and let f : X → R be a
Borel function such that:

(i) fn
a.e.−→ f .

(ii) For any ε > 0 there exists δ > 0 such that

A ∈ E & μ(A) < δ =⇒
∫

A
| fn|p dμ < ε ∀n ∈ N.

(iii) For any ε > 0 there exists Bε ∈ E such that

μ(Bε) < ∞ &
∫

Bc
ε

| fn|p dμ < ε ∀n ∈ N.

Then f ∈ L p(X,μ) and fn
L p−→ f .

Proof Let us set gn = | fn|p. Then, by hypotheses (ii)–(iii), (gn)n is uniformly μ-
summable and converges to | f |p a.e. in X . Therefore Vitali’s Theorem (Theorem
2.98) implies that f ∈ L p(X,μ) and

‖ fn‖p
p =

∫

X
gn dμ −→ ‖ f ‖p

p.

The conclusion now follows from Proposition3.39. �

Remark 3.41 If μ is finite, then, by taking Bε = X , we deduce that (iii) of Corol-
lary3.40 is always satisfied.

Corollary 3.42 Assume μ(X) < ∞. Let 1 < p < ∞ and let ( fn)n be a bounded
sequence in L p(X,μ) converging a.e. to a Borel function f . Then f ∈ L p(X,μ)

and

fn
Lq−→ f ∀q ∈ [1, p).

http://dx.doi.org/10.1007/978-3-319-17019-0_2
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Proof Let M ≥ 0 be such that ‖ fn‖p ≤ M for every n ∈ N. Part (i) of
Proposition 3.36 implies that f ∈ L p(X,μ). Consequently, by Corollary 3.6,
fn, f ∈ ∩1≤q≤p Lq(X,μ). Let now 1 ≤ q < p: by Hölder’s inequality, for any
A ∈ E ,

∫

A
| fn|q dμ ≤

(∫

A
| fn|p dμ

) q
p

(μ(A))
1− q

p ≤ Mq (μ(A))
1− q

p .

The conclusion follows from Corollary 3.40. �

Corollary 3.43 Assume μ(X) < ∞. Let ( fn)n be a sequence in L1(X,μ) converg-
ing a.e. to a Borel function f and suppose that13

∫

X
| fn| log+ (| fn|) dμ ≤ M ∀n ∈ N

for some constant M ≥ 0. Then f ∈ L1(X,μ) and fn
L1−→ f .

Proof Fix ε ∈ (0, 1), t ∈ X , and apply inequality (F.4) with x = 1
ε and y = ε| fn(t)|

to obtain

| fn(t)| ≤ ε| fn(t)| log(ε| fn(t)|) + e
1
ε ≤ ε| fn(t)| log+(| fn(t)|) + e

1
ε .

Consequently, for any A ∈ E ,

∫

A
| fn| dμ ≤ Mε + μ(A)e

1
ε ∀n ∈ N.

This implies that ( fn)n is uniformly μ-summable. The thesis follows from Corol-
lary3.40. �

Exercise 3.44 Show how Corollary 3.43 can be adapted to the case of μ(X) = ∞
adding the assumption that ( fn)n satisfies (b) of Definition2.95.

3.4.2 Dense Subsets in L p

Let Ω ⊂ R
N be an open set. The support of a continuous function f : Ω → R,

written as supp( f ), is defined as the closure in R
N of the set {x ∈ Ω | f (x) �= 0}.

If supp( f ) is a compact subset of Ω , then f is said to be of compact support. The
class of all continuous functions f : Ω → R with compact support is a linear space
which will be denoted by Cc(Ω).

13By definition, log+(x) = max{log x, 0} for any x > 0.

http://dx.doi.org/10.1007/978-3-319-17019-0_2


3.4 Convergence and Approximation in L p 99

Clearly, if μ is a Radon measure on Ω , then

Cc(Ω) ⊂ L p(Ω,μ) for 1 ≤ p ≤ ∞.

Theorem 3.45 Let μ be a Radon measure on Ω . If 1 ≤ p < ∞, then Cc(Ω) is
dense in L p(Ω,μ).

Proof First consider the case Ω = R
N . We begin by proving the thesis under addi-

tional assumptions and split the argument into several steps, each of which will
achieve a higher degree of generality.

1. Let us show how to approximate, by functions in Cc(R
N ), any function f ∈

L p(RN ,μ) that satisfies, for some M, r > 0,14

0 ≤ f (x ≤ M ∀x ∈ R
N , (3.14)

f (x) = 0 ∀x ∈ R
N \ Br . (3.15)

Let ε > 0. Since μ is Radon, we have μ(Br ) < ∞. Then, by Lusin’s Theorem
(Theorem 2.29), there exists a function fε ∈ Cc(R

N ) such that

μ( fε �= f ) <
ε

(2M)p
& ‖ fε‖∞ ≤ M.

Then ∫

RN
| f − fε|p dμ ≤ (2M)pμ( fε �= f ) < ε.

2. We now proceed to remove assumption (3.15). Let f ∈ L p(RN ,μ) be a function

satisfying (3.14) and fix ε > 0. Owing to Lebesgue’s Theorem f χBn

L p−→ f .
Then there exists nε ∈ N such that

‖ f − f χBnε
‖p < ε.

In view of step 1, there exists gε ∈ Cc(R
N ) such that ‖ f χBnε

− gε‖p < ε. Then
we conclude that

‖ f − gε‖p ≤ ‖ f − f χBnε
‖p + ‖ f χBnε

− gε‖p < 2ε.

14Hereafter, Br = Br (0) = {x ∈ R
N : |x | < r}.

http://dx.doi.org/10.1007/978-3-319-17019-0_2
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3. Next, let us dispense with the upper bound in (3.14). Let f ∈ L p(RN ,μ) be such
that f ≥ 0 and set

0 ≤ fn(x) := min{ f (x), n} ∀x ∈ R
N ;

by Lebesgue’s Theorem we have that fn
L p−→ f . Therefore there exists nε ∈ N

such that
‖ f − fnε‖p < ε.

In view of step 2, there exists gε ∈ Cc(R
N ) such that ‖ fnε − gε‖p < ε. Then

‖ f − gε‖p ≤ ‖ f − fnε‖p + ‖ fnε − gε‖p < 2ε.

Finally, the extra assumption that f ≥ 0 can be disposed of applying step 3 to f +
and f −. The proof is thus complete in the case of Ω = R

N .

Next, consider an open set Ω ⊂ R
N and let f ∈ L p(Ω,μ). The function

f̃ (x) =
{

f (x) if x ∈ Ω,

0 if x ∈ R
N \ Ω

belongs to L p(RN , μ̃), where μ̃(A) = μ(A ∩ Ω) for any Borel set A ⊂ R
N . Since

μ̃ is a Radon measure on R
N , then there exists fε ∈ Cc(R

N ) such that

∫

RN
| f̃ − fε|p dμ̃ < ε.

Let (Vn)n be a sequence of open sets in RN such that

V n is compact , V n ⊂ Vn+1,

∞⋃

n=1

Vn = Ω (3.16)

(for instance, we can choose15 Vn = Bn ∩ {x ∈ Ω | dΩc (x) > 1
n }) and set

gn(x) = fε(x)
dV c

n+1
(x)

dV c
n+1

(x) + dVn (x)
, x ∈ Ω.

We have gn = 0 outside V n+1, so gn ∈ Cc(Ω). Furthermore, gn = fε in Vn and
Vn ↑ Ω , which implies that gn(x) → fε(x) for every x ∈ Ω . Since |gn| ≤ fε,
Lebesgue’s Theorem yields gn → fε in L p(Ω,μ). Therefore there exists nε ∈ N

such that ∫

Ω

| fε − gnε |p dμ < ε.

15dΩc (x) denotes the distance of the point x from the set Ωc (see Appendix A).
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Then

(∫

Ω

| f − gnε |p dμ

) 1
p ≤

(∫

Ω

| f − fε|p dμ

) 1
p +

(∫

Ω

| fε − gnε |p dμ

) 1
p

=
(∫

RN
| f̃ − fε|p dμ̃

) 1
p +

(∫

Ω

| fε − gnε |p dμ

) 1
p

< 2ε.

The proof is thus complete. �

Exercise 3.46 Explain why Cc(Ω) is not dense in L∞(Ω) (with respect to the
Lebesgue measure), and characterize the closure of Cc(Ω) in L∞(Ω).

Hint. Show that the closure of Cc(Ω) in L∞(Ω) coincides with the set C0(Ω) of all
continuous functions f : Ω → R satisfying

∀ε > 0 ∃K ⊂ Ω compact such that sup
x∈Ω\K

| f (x)| ≤ ε.

In particular, if Ω = R
N , we have

C0(R
N ) =

{
f : RN → R

∣
∣
∣ f continuous & lim‖x‖→∞ f (x) = 0

}
,

whereas, if Ω is bounded,

C0(Ω) =
{

f : Ω → R

∣
∣
∣ f continuous & lim

dΩc (x)→0
f (x) = 0

}
.

Proposition 3.47 Let A ⊂ R
N be a Borel set and let μ be a Radon measure on A.

Then L p(A,μ) is separable for all 1 ≤ p < ∞.

Proof Assume first A = R
N and consider the class of the dyadic cubes in R

N (see
Definition1.58). Let M be the set of all (finite) linear combinations with rational
coefficients of characteristic functions of these cubes. Then M is countable. We
claim thatM is dense in L p(RN ,μ) for 1 ≤ p < ∞. Indeed, given f ∈ L p(RN ,μ)

and ε > 0, according to Theorem 3.45 there exists fε ∈ Cc(R
N )with ‖ f − fε‖p ≤ ε.

Setting

ηε = ε

(1 + μ([−k, k)N ))1/p
,

where k ∈ N is such that supp( f ) ⊂ [−k, k)N , by the uniform continuity of fε we
get the existence of δ > 0 such that

x, y ∈ R
N & ‖x − y‖ ≤ δ =⇒ | fε(x) − fε(y)| < ηε.

http://dx.doi.org/10.1007/978-3-319-17019-0_1
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Next, let j be sufficiently large such that the cubes in Q j have diameter less than δ
and cover the cube [−k, k)N by a finite number of cubes Q1, . . . , Qn ∈ Q j . Choose
c1, . . . , cn ∈ Q in such a way that

inf
Qi

fε < ci < inf
Qi

fε + ηε

and define

gε =
n∑

i=1

ciχQi .

It follows that gε ∈ M and ‖ fε − gε‖∞ ≤ ηε. So

‖ fε − gε‖p
p =

∫

[−k,k)N
| fε − gε|p dμ ≤ μ([−k, k)N )‖ fε − gε‖p∞ < εp,

yielding
‖ f − gε‖p ≤ ‖ f − fε‖p + ‖ fε − gε‖p < 2ε.

This completes the proof in the case A = R
N .

To obtain the conclusion for an arbitrary Borel set A, letM ′ denote the restriction
to A of the functions inM . To see thatM ′ is dense in L p(A,μ), 1 ≤ p < ∞, given
f ∈ L p(A,μ), set f̃ = f in A and f̃ = 0 outside A. Then f̃ ∈ L p(RN , μ̃), where
μ̃(B) = μ(B ∩ A) for any Borel set B ⊂ R

N . Since μ̃ is a Radon measure on R
N ,

given ε > 0 there exists fε ∈ M such that

∫

RN
| f̃ − fε|p dμ̃ < ε.

Therefore
∫

A | f − fε|p dμ = ∫
RN | f̃ − fε|p dμ̃ < ε. This shows that M ′ is dense

in L p(A,μ) and completes the proof. �

Exercise 3.48 �p is separable for 1 ≤ p < ∞.

Hint. Show that the set

M =
{
(xn)n

∣
∣
∣ xn ∈ Q, sup

xn �=0
n < ∞

}

is countable and dense in �p.

Our next result shows that the integral over RN with respect to the Lebesgue
measure is translation continuous.
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Proposition 3.49 (translation continuity in L p) Let 1 ≤ p < ∞ and let f ∈
L p(RN ) (with respect to the Lebesgue measure). Then

lim‖h‖→0

∫

RN
| f (x + h) − f (x)|p dx = 0.

Proof Assume first f ∈ Cc(R
N ) and let K = supp( f ). Setting

K̃ := {x ∈ R
N | dK (x) ≤ 1}

we have that supp( f (x + h)) ⊂ K̃ if ‖h‖ ≤ 1. Hence, for ‖h‖ ≤ 1, we get

‖ f (x + h) − f (x)‖p
p =

∫

K̃
| f (x + h) − f (x)|p dx

≤ m(K̃ ) sup
‖x−y‖≤‖h‖

| f (x) − f (y)|p.

Since f is uniformly continuous, sup‖x−y‖≤‖h‖ | f (x) − f (y)| → 0 as h → 0. The
conclusion is thus proved when f ∈ Cc(R

N ).
In the general case, fix f ∈ L p(RN ) and ε > 0. Theorem 3.45 implies the

existence of fε ∈ Cc(R
N ) such that ‖ fε − f ‖p < ε. By the first part of the proof,

we have that there exists δ > 0 such that

‖ fε(x + h) − fε(x)‖p < ε for ‖h‖ ≤ δ.

Then, using Minkowski’s inequality and the translation invariance of the Lebesgue
measure, if ‖h‖ ≤ δ we deduce that

‖ f (x + h) − f (x)‖p ≤ ‖ f (x + h) − fε(x + h)‖p + ‖ fε(x + h) − fε(x)‖p

+ ‖ fε(x) − f (x)‖p

= 2‖ fε(x) − f (x)‖p + ‖ fε(x + h) − fε(x)‖p ≤ 3ε.

The proof is thus complete. �

3.5 Miscellaneous Exercises

Exercise 3.50 For each of the following sequences (xn)n find the values 1 ≤ p ≤ ∞
for which (xn)n ∈ �p:

1

n + √
n
,

1 + n + √
n

n
tan

1√
n
,

n2

√
1 + n

sin
1

n(2 + n)
,
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cos
1

n
,

1√
n
√
1 + n

cos
1

n
, sin3

( 1

1 + log2 n

)
,

n + 1

n(1 + log n)
,

√
n2 + 1 + log n sin

1

n
, tan

n + log n

1 + n2 .

Exercise 3.51 For each of the following functions f find the values 1 ≤ p ≤ ∞
for which f ∈ L p(0,∞):

sin x

x(1 + x)
,

1

1 + | log x | ,
arctan x√
x3 + x4

,

√
1 + log2 x

2 + x
,

arctan(x + x2)

x + ex
, tan

1

1 + | log x | .

Exercise 3.52 Let fn : (1,∞) → R be the sequence defined by

fn(x) = n√
x

e−nx , x > 1.

Show that:

1. fn ∈ L p(1,∞) for every 1 ≤ p ≤ ∞.
2. fn → 0 in L p(1,∞) for every 1 ≤ p ≤ ∞.

Exercise 3.53 Let fn : (0, 1) → R be the sequence defined by

fn(x) = n

en
√

x − 1
, x ∈ (0, 1).

Show that:

1. fn is convergent in L p(0, 1) for every 1 ≤ p < 2.
2. fn �∈ L p(0, 1) if 2 ≤ p ≤ ∞.

Exercise 3.54 Let fn : (0, 1) → R be the sequence defined by

fn(x) = n
√

x sin x

1 + nx2
, x ∈ (0, 1).

Show that:

1. fn ∈ L p(0, 1) for every 1 ≤ p ≤ ∞.
2. fn is convergent in L p(0, 1) for every 1 ≤ p < 2.
3. fn is not convergent in L p(0, 1) if 2 ≤ p ≤ ∞.
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Exercise 3.55 Let fn : R → R be the sequence defined by

fn(x) =
⎧
⎨

⎩

sin x

1 + x
if x ∈ [n, n + 1]

0 otherwise
.

Show that:

1. fn ∈ L p(R) for every 1 ≤ p ≤ ∞.
2. fn → 0 in L p(R) for every 1 ≤ p ≤ ∞.

Exercise 3.56 Let fn : (0,∞) → R be the sequence defined by

fn(x) = 1 + cos x√
x

e−nx , x > 0.

Show that:

1. fn is convergent in L p(0,∞) for every 1 ≤ p < 2.

2. fn �∈ L p(0,∞) if 2 ≤ p ≤ ∞.

Exercise 3.57 Let fn : (0, 1) → R be the sequence defined by

fn(x) = sin 3
√

x√
x

cos
x

n
, x ∈ (0, 1).

Show that:

1. fn is convergent in L p(0, 1) for every 1 ≤ p < 6.

2. fn �∈ L p(0, 1) if 6 ≤ p ≤ ∞.

Exercise 3.58 Let fn : (0,∞) → R be the sequence defined by

fn(x) = 1√
1 + x

sin
1

1 + | log x |n , x > 0.

1. Show that fn ∈ L p(0,∞) for every 2 ≤ p ≤ ∞.
2. Show that fn �∈ L p(0,∞) if p < 2.
3. Find the values 2 ≤ p ≤ ∞ for which fn is convergent in L p(0,∞).

Exercise 3.59 Let 1 ≤ p < ∞ and f ∈ L p(R). Consider the sets

An = {x ∈ R | | fn(x)| ≥ n}.

Show that:

1. m(An) → 0.
2. f χAn ∈ Lq(R) for every q ≤ p.
3. f χAn → 0 in Lq(R) for every q ≤ p.
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Exercise 3.60 Let 1 ≤ p < ∞ and f ∈ L p(R). Consider the sets

Bn =
{

x ∈ R

∣
∣
∣ | f (x)| ≤ 1

n

}
.

Show that:

1. f χBn ∈ Lq(R) for every p ≤ q ≤ ∞.
2. f χBn → 0 in Lq(R) for every p ≤ q ≤ ∞.

Exercise 3.61 Find the values 1 ≤ p ≤ ∞ for which the following sequence is
convergent in L p(1,∞)

fn(x) = n√
x(n + x)

, x ≥ 1.

Exercise 3.62 Find the values 1 ≤ p ≤ ∞ for which the following sequence is
convergent in L p(0,∞)

fn(x) =
{ log x

3√2x2−x
if n ≤ x ≤ 2n

0 otherwise
.

Exercise 3.63 Find the values 1 ≤ p ≤ ∞ for which the following sequence is
convergent in L p(0,∞)

fn(x) = enx

x + e2nx
, x > 0.

Exercise 3.64 Find the values 1 ≤ p ≤ ∞ for which the following sequence is
convergent in L p(R)

fn(x) = arctan nx

1 + xn
, x ∈ R.

Exercise 3.65 Find the values 1 ≤ p ≤ ∞ for which the following sequence is
convergent in L p(1,∞)

fn(x) = n√
x(n + x)

, x > 1.
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Chapter 4
Product Measures

On theCartesian product of twomeasure spaces one can construct ameasure—hence,
an integral—which is directly connected with the measure on each factor. Then, the
natural problem that arises is how to reduce a double (or multiple) integral to the
computation of two (or more) simple integrals. Such a question plays a crucial role
in Lebesgue integration.

The key results of the theory are Tonelli’s Theorem and Fubini’s Theorem, which
provide sufficient conditions to compute a double integral by iterated integrations on
the factors.

Such theorems have important consequences when applied to the product space
R
2N = R

N × R
N . First, one can characterize the families of functions in L p(RN )

with compact closure, thus obtaining an L p-version of the Ascoli–Arzelà Theorem.
Another important application of multiple integration is the study of the convolution
product f ∗ g of two Lebesgue functions. Such an operation commutes with transla-
tion and derivation, and is a powerful tool to approximate the elements of L p(RN )

by smooth functions.

4.1 Product Spaces

4.1.1 Product Measures

Let (X,F ) and (Y,G ) be measurable spaces. We will turn the Cartesian product
X × Y into a measurable space in a canonical way. A set of the form A × B, where
A ∈ F and B ∈ G , is called a measurable rectangle. Let us denote byR the family
of all elementary sets, where by an elementary set we mean any finite disjoint union
of measurable rectangles.

Proposition 4.1 R is an algebra.

© Springer International Publishing Switzerland 2015
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108 4 Product Measures

Proof Clearly, ∅ and X × Y are measurable rectangles. It is also obvious that the
intersection of any twomeasurable rectangles is again a measurable rectangle. More-
over, the intersection of any two elements ofR stays inR. Indeed, let1 ∪̇i (Ai × Bi )

and ∪̇ j (C j × D j ) be finite disjoint unions of measurable rectangles. Then

(
∪̇i (Ai × Bi )

)⋂(
∪̇ j (C j × D j )

)
= ∪̇i, j

(
(Ai × Bi ) ∩ (C j × D j )

)
∈ R.

Let us show that the complement of any set E ∈ R is again in R. This is true if
E = A × B is a measurable rectangle since

Ec = (Ac × B)∪̇(A × Bc)∪̇(Ac × Bc).

Now, proceeding by induction, let

E =
(⋃̇n

i=1
(Ai × Bi )

︸ ︷︷ ︸
F

)⋃̇
(An+1 × Bn+1) ∈ R

and suppose Fc ∈ R. Then Ec = Fc ∩ (An+1 × Bn+1)
c ∈ R because (An+1 ×

Bn+1)
c ∈ R and we have already proved that R is closed under finite intersection.

This completes the proof. �
Definition 4.2 The σ-algebra generated byR is called the product σ-algebra ofF
and G and is denoted by F × G .

Exercise 4.3 Prove that:

• B
([a, b) × [c, d)

) = B
([a, b)

)× B
([c, d)

)
.

• If N , N ′ ∈ N, then B(RN+N ′
) = B(RN ) × B(RN ′

).

For any E ∈ F × G , we define the sections of E as follows:

Ex = {y ∈ Y : (x, y) ∈ E}, Ey = {x ∈ X : (x, y) ∈ E} ∀x ∈ X , ∀y ∈ Y.

Proposition 4.4 Let (X,F ,μ) and (Y,G , ν) be σ-finite measure spaces. If E ∈
F × G , then the following statements hold:

(a) Ex ∈ G and Ey ∈ F for any (x, y) ∈ X × Y .
(b) The functions {

X → R

x 	→ ν(Ex )
and

{
Y → R

y 	→ μ(Ey)

are Borel. Moreover, ∫

X
ν(Ex ) dμ =

∫

Y
μ(Ey) dν.

1The symbol ∪̇ denotes a disjoint union.
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Proof Suppose, first, that E = ∪̇n
i=1(Ai × Bi ) belongs toR. Then for (x, y) ∈ X ×Y

we have Ex = ∪̇n
i=1(Ai × Bi )x and Ey = ∪̇n

i=1(Ai × Bi )
y , where

(Ai × Bi )x =
{

Bi if x ∈ Ai ,

∅ if x /∈ Ai ,
(Ai × Bi )

y =
{

Ai if y ∈ Bi ,

∅ if y /∈ Bi .

Consequently,

ν(Ex ) =
n∑

i=1

ν
(
(Ai × Bi )x

) =
n∑

i=1

ν(Bi )χAi (x),

μ(Ey) =
n∑

i=1

μ
(
(Ai × Bi )

y
) =

n∑

i=1

μ(Ai )χBi (y).

The conclusion follows and can be easily extended to elementary sets.
Now, let E be the family of all sets E ∈ F × G satisfying (a). Clearly,

∅, X × Y ∈ E . Furthermore, for any En, E ∈ E and (x, y) ∈ X × Y we have

(Ec)x = (Ex )
c, (Ec)y = (Ey)c,

∞⋃

n=1

(En)x =
( ∞⋃

n=1

En

)

x

,

∞⋃

n=1

(En)y =
( ∞⋃

n=1

En

)y

.

Hence, E is a σ-algebra including R and, consequently, E = F × G .
We now prove (b). Assume first that μ and ν are finite and define

M = {E ∈ F × G
∣
∣ E satisfies (b)

}
.

We claim that M is a monotone class. Indeed, consider (En)n ⊂ M such that
En ↑ E . Then, for any (x, y) ∈ X × Y ,

(En)x ↑ Ex and (En)
y ↑ Ey.

Thus,
ν
(
(En)x

) ↑ ν(Ex ) and μ
(
(En)y

) ↑ μ(Ey).

Since the function x 	→ ν
(
(En)x

)
is Borel for all n ∈ N, so is x 	→ ν(Ex ). Similarly,

y 	→ μ(Ey) is Borel. Furthermore, by the Monotone Convergence Theorem,

∫

X
ν(Ex ) dμ = lim

n→∞

∫

X
ν
(
(En)x ) dμ = lim

n→∞

∫

Y
μ
(
(En)y) dν =

∫

Y
μ(Ey) dν.
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So E ∈ M . Next, consider (En)n ⊂ M such that En ↓ E . Then a similar argument
as above shows that, for every (x, y) ∈ X × Y ,

ν
(
(En)x

) ↓ ν(Ex ) and μ
(
(En)y

) ↓ μ(Ey).

Consequently the functions x 	→ ν(Ex ) and y 	→ μ(Ey) are Borel. Furthermore,

ν
(
(En)x

) ≤ ν(Y ) ∀x ∈ X, μ
(
(En)y

) ≤ μ(X) ∀y ∈ Y,

and, since μ and ν are finite, all constant functions are summable. Then Lebesgue’s
Theorem yields

∫

X
ν(Ex ) dμ = lim

n→∞

∫

X
ν
(
(En)x

)
dμ = lim

n→∞

∫

Y
μ
(
(En)y

)
dν =

∫

Y
μ(Ey) dν,

which implies E ∈ M . ThereforeM is a monotone class as claimed. By the first part
of the proof, we deduce that R ⊂ M . So Halmos’ Theorem yields M = F × G ,
which proves the conclusion when μ and ν are finite.

Now, suppose μ and ν are σ-finite, so that X = ∪∞
n=1Xn , Y = ∪∞

n=1Yn for some
increasing sequences (Xn)n ⊂ F and (Yn)n ⊂ G with

μ(Xn) < ∞, ν(Yn) < ∞ ∀n ∈ N. (4.1)

Define μn = μ�Xn , νn = ν�Yn (see Definition1.26) and fix E ∈ F × G . For any
(x, y) ∈ X × Y

Ex ∩ Yn ↑ Ex and Ey ∩ Xn ↑ Ey.

Thus

νn(Ex ) = ν
(
Ex ∩ Yn

) ↑ ν(Ex ) and μn(Ey) = μ
(
Ey ∩ Xn

) ↑ μ(Ey).

Since μn and νn are finite measures, for all n ∈ N the function x 	→ νn(Ex ) is Borel;
therefore x 	→ ν(Ex ) is also Borel. A similar argument proves that y 	→ μ(Ey) is
Borel. Furthermore, by the Monotone Convergence Theorem and Exercise2.72,

∫

X
ν(Ex ) dμ = lim

n→∞

∫

Xn

νn(Ex ) dμ = lim
n→∞

∫

X
νn(Ex ) dμn .

∫

Y
μ(Ey) dν = lim

n→∞

∫

Yn

μn(Ey) dν = lim
n→∞

∫

Y
μn(Ey) dνn .

Since μn, νn are finite measures, then
∫

X νn(Ex ) dμn = ∫Y μn(Ey) dνn for every n,
and so

∫
X ν(Ex ) dμ = ∫Y μ(Ey) dν. �

http://dx.doi.org/10.1007/978-3-319-17019-0_1
http://dx.doi.org/10.1007/978-3-319-17019-0_2
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Theorem 4.5 Let (X,F ,μ) and (Y,G , ν) be σ-finite measure spaces. The set
function μ × ν defined by

(μ × ν)(E) =
∫

X
ν(Ex ) dμ =

∫

Y
μ(Ey) dν ∀E ∈ F × G (4.2)

is a σ-finite measure on F × G , called the product measure of μ and ν. Moreover,
if λ is any measure on F × G satisfying

λ(A × B) = μ(A)ν(B) ∀A ∈ F , ∀B ∈ G , (4.3)

then λ = μ × ν.

Proof First, to check that μ × ν is σ-additive, let (En)n be a sequence of disjoint
sets in F × G . Then, for any (x, y) ∈ X × Y , ((En)x )n and ((En)

y)n are disjoint
families in G and F , respectively. Therefore, by Proposition2.48,

(μ × ν)

( ∞⋃

n=1

En

)

=
∫

X
ν
((∪∞

n=1En
)

x

)
dμ =

∫

X

∞∑

n=1

ν
(
(En)x ) dμ

=
∞∑

n=1

∫

X
ν
(
(En)x ) dμ =

∞∑

n=1

(μ × ν)(En).

To prove that μ × ν is σ-finite, observe that if (Xn)n ⊂ F and (Yn)n ⊂ G are two
increasing sequences such that X = ∪∞

n=1Xn , Y = ∪∞
n=1Yn and

μ(Xn) < ∞, ν(Yn) < ∞ ∀n ∈ N,

then, setting Zn = Xn × Yn , we have that Zn ∈ F × G ,

(μ × ν)(Zn) = μ(Xn)ν(Yn) < ∞,

and X × Y = ∪∞
n=1Zn . Finally, if λ is a measure on F × G satisfying (4.3), then

λ and μ × ν coincide on R. So Theorem1.32 ensures that λ and μ × ν coincide
on σ(R). �

The following result is a straightforward consequence of (4.2).

Corollary 4.6 Under the same assumptions of Theorem4.5, let E ∈ F ×G be such
that (μ × ν)(E) = 0. Then μ(Ey) = 0 for almost every y ∈ Y , and ν(Ex ) = 0 for
almost every x ∈ X.

Example 4.7 We note that μ× ν may fail to be a complete measure even when both
μ and ν are complete. Indeed, let m denote the Lebesgue measure on R and G the
σ-algebra of all Lebesgue measurable sets in R (see Definition1.56). Let A ∈ G
be a nonempty zero-measure set and let B ⊂ R be a set which is not Lebesgue

http://dx.doi.org/10.1007/978-3-319-17019-0_2
http://dx.doi.org/10.1007/978-3-319-17019-0_1
http://dx.doi.org/10.1007/978-3-319-17019-0_1
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measurable (see Example1.66). Then A × B ⊂ A × R and (m × m)(A × R) = 0.
On the other hand, A × B /∈ G × G , otherwise one would get a contradiction with
Proposition4.4(a).

4.1.2 Fubini-Tonelli Theorem

In this section we will reduce the computation of a double integral with respect to
the product measure μ × ν to the computation of two simple integrals. The next two
results are fundamental in multiple integration.

Theorem 4.8 (Tonelli) Let (X,F ,μ) and (Y,G , ν) be σ-finite measure spaces and
let F : X × Y → [0,∞] be a Borel function. Then:

(a) (i) For every x ∈ X the function F(x, ·) : y 	→ F(x, y) is Borel.
(ii) For every y ∈ Y the function F(·, y) : x 	→ F(x, y) is Borel.

(b) (i) The function x 	→ ∫
Y F(x, y) dν(y) is Borel.

(ii) The function y 	→ ∫
X F(x, y) dμ(x) is Borel.

(c) The following identities hold:

∫

X×Y
F(x, y) d(μ × ν)(x, y) =

∫

X

[∫

Y
F(x, y) dν(y)

]
dμ(x) (4.4)

=
∫

Y

[∫

X
F(x, y) dμ(x)

]
dν(y). (4.5)

Proof Assume, first, that F = χE with E ∈ F × G . Then

F(x, ·) = χEx ∀x ∈ X,

F(·, y) = χEy ∀y ∈ Y.

So properties (a) and (b) follow from Proposition4.4, while (c) reduces to formula
(4.2) used to define the product measure. Consequently, the thesis holds true when F
is a simple function. In the general case, owing to Proposition2.46 we can approxi-
mate F pointwise by an increasing sequence of simple functions

Fn : X × Y → [0,∞).

For every x ∈ X , Fn(x, ·) is a sequence of Borel functions on Y such that

Fn(x, ·) ↑ F(x, ·) pointwise as n → ∞.

So the function F(x, ·) is Borel and (a)-(i) is proven. Moreover, by the first part
of the proof, x 	→ ∫

Y Fn(x, y) dν(y) is an increasing sequence of Borel functions
satisfying, thanks to Monotone Convergence Theorem,

http://dx.doi.org/10.1007/978-3-319-17019-0_1
http://dx.doi.org/10.1007/978-3-319-17019-0_2
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∫

Y
Fn(x, y) dν(y) ↑

∫

Y
F(x, y) dν(y) ∀x ∈ X.

Hence, (b)-(i) holds true and, again by monotone convergence,

∫

X

[∫

Y
Fn(x, y) dν(y)

]
dμ(x) ↑

∫

X

[∫

Y
F(x, y) dν(y)

]
dμ(x). (4.6)

We also have
∫

X×Y
Fn(x, y) d(μ × ν)(x, y) ↑

∫

X×Y
F(x, y) d(μ × ν)(x, y). (4.7)

Since each Fn is a simple function, the left-hand sides of (4.6) and (4.7) are equal.
Therefore the right-hand sides also coincide and this proves (4.4). By a similar
argument one can show (a)-(ii), (b)-(ii), and (4.5). �

Theorem 4.9 (Fubini) Let (X,F ,μ), (Y,G , ν) be σ-finite measure spaces and let
F : X ×Y → R be a (μ×ν)-summable function. The the following statements hold:

(a) (i) For almost every x ∈ X the function F(x, ·) : y 	→ F(x, y) is ν-summable.
(ii) For almost every y ∈ Y the function F(·, y) : x 	→ F(x, y) is μ-summable.

(b) (i) The function2 x 	→ ∫
Y F(x, y) dν(y) is μ-summable.

(ii) The function y 	→ ∫
X F(x, y) dμ(x) is ν-summable.

(c) Identities (4.4) and (4.5) are valid.

Proof Let F+ and F− be the positive and negative parts of F . Then Theorem 4.8
applies to F+ and F−. In particular, since

∫
X×Y F± d(μ×ν) ≤ ∫X×Y |F | d(μ×ν) <

∞, identity (4.4) implies

∫

X

[∫

Y
F±(x, y) dν(y)

]
dμ(x) < ∞.

So the functions

x 	→
∫

Y
F±(x, y)dν(y) (4.8)

are μ-summable and, owing to Proposition2.44(i), a.e. finite, that is,

∫

Y
F±(x, y) dν(y) < ∞ for almost every x ∈ X.

It follows that F±(x, ·) is ν-summable for almost every x ∈ X. Since

2Observe that the function x 	→ ∫
Y F(x, y) dν(y) is defined a.e. in X , the exceptional zero-measure

set consisting of those points where F(x, ·) fails to be ν-summable. Similarly, the function y 	→∫
X F(x, y) dμ(x) is defined a.e. in Y . See Remark2.74.

http://dx.doi.org/10.1007/978-3-319-17019-0_2
http://dx.doi.org/10.1007/978-3-319-17019-0_2
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F+(x, ·) − F−(x, ·) = F(x, ·) ∀x ∈ X, (4.9)

we deduce (a)-(i).
We observe that, for every x such that F(x, ·) is ν-summable, we can integrate

identity (4.9) to obtain

∫

Y
F+(x, y) dν(y) −

∫

Y
F−(x, y) dν(y) =

∫

Y
F(x, y) dν(y). (4.10)

(b)-(i) holds true for F+ and F−, hence for F by (4.10). By interchanging the role
of X and Y , one can prove (a)-(ii) and (b)-(ii).

Finally, identities (4.4) and (4.5) hold for F±; by subtraction, we obtain the
analogous identities for F . �

Example 4.10 Let X = Y = [−1, 1) with Lebesgue measure and consider the
function

f (x, y) = xy

(x2 + y2)2
for (x, y) �= (0, 0).

By completing the definition of f arbitrarily in (0, 0), it follows at once that f is
Borel. The iterated integrals exist and are equal; indeed

∫ 1

−1

[∫ 1

−1
f (x, y) dx

]
dy =

∫ 1

−1

[∫ 1

−1
f (x, y) dy

]
dx = 0.

On the other hand the double integral fails to exist, since

∫

[−1,1)2
| f (x, y)| dxdy ≥

∫ 1

0

[∫ 2π

0

| sin θ cos θ|
r

dθ

]
dr = 2

∫ 1

0

dr

r
= ∞.

This example shows that the existence of the iterated integrals does not imply the
existence of the double integral, in general.

Example 4.11 Consider the spaces

([0, 1],P([0, 1]),μ#) and ([0, 1],B([0, 1]), m),

where μ# and m denote the counting measure and Lebesgue measure on [0, 1].
respectively. Let Δ be the diagonal of [0, 1]2, that is,

Δ = {(x, x) | x ∈ [0, 1]}.

For every n ∈ N, set

Rn =
[
0,

1

n

]2 ∪
[1

n
,
2

n

]2 ∪ . . . ∪
[n − 1

n
, 1
]2

.
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Rn is a finite union of measurable rectangles and Δ = ∩∞
n=1Rn . So Δ belongs to

P([0, 1]) × B([0, 1]) and χΔ is measurable. Moreover,

∫ 1

0

[∫

[0,1]
χΔ(x, y) dμ#(x)

]
dy =

∫ 1

0
1 dy = 1,

∫ 1

0

[∫ 1

0
χΔ(x, y) dy

]
dμ#(x) =

∫

[0,1]
0 dμ# = 0,

which shows that the conclusion of Tonelli’s Theoremmay be false ifμ is notσ-finite.

4.2 Compactness in L p

We shall derive important results by using of Fubini’s and Tonelli’s Theorems. The
first one is the characterization of all relatively compact subsets3 of L p(RN ) for
any 1 ≤ p < ∞, that is, all families of functions M ⊂ L p(RN ) with compact
closure M .

First, we need the following lemma.

Lemma 4.12 If f : R
N → R is Borel, then the functions

(x, y) ∈ R
2N 	→ f (x − y) and (x, y) ∈ R

2N 	→ f (x + y)

are also Borel.

Proof Let F1 : (x, t) ∈ R
2N 	→ f (x). Since f is Borel, it follows that F1 is

Borel. Indeed, the set {(x, t) | F1(x, t) > a} coincides with the measurable rectan-
gle {x | f (x) > a} × R

N . Given (ξ, η) ∈ R
2N , consider the nonsingular linear

transformation of R
2N : x = ξ − η, y = ξ + η. Owing to Exercise2.15, the func-

tion F2(ξ, η) = F1(ξ − η, ξ + η) is Borel on R
2N . Since F2(ξ, η) = f (ξ − η),

the first part of the conclusion follows. The second one can be proved by a similar
argument. �

Definition 4.13 Let 1 ≤ p < ∞. For every r > 0 and f ∈ L p(RN ) define
Sr f : R

N → R by the Steklov formula

Sr f (x) = 1

ωN r N

∫

‖y‖<r
f (x + y) dy ∀x ∈ R

N ,

where ωN is the volume of the unit ball R
N .

3L p(RN ) = L p(RN , m) where m denotes the Lebesgue measure.

http://dx.doi.org/10.1007/978-3-319-17019-0_2


116 4 Product Measures

Proposition 4.14 Let 1 ≤ p < ∞ and f ∈ L p(RN ). Then for every r > 0
Sr f is a continuous function. Furthermore Sr f ∈ L p(RN ) and, using the notation
τh f (x) = f (x + h), we have:

|Sr f (x)| ≤ 1

(ωN r N )1/p
‖ f ‖p ∀x ∈ R

N ; (4.11)

|Sr f (x) − Sr f (x + h)| ≤ 1

(ωN r N )1/p
‖ f − τh f ‖p ∀x, h ∈ R

N ; (4.12)

‖Sr f ‖p ≤ ‖ f ‖p;
‖ f − Sr f ‖p ≤ sup

0≤‖h‖≤r
‖ f − τh f ‖p. (4.13)

Proof (4.11) can be derived using Hölder’s inequality:

|Sr f (x)| ≤ 1

(ωN r N )1/p

(∫

‖y‖<r
| f (x + y)|p dy

)1/p

. (4.14)

(4.12) follows from (4.11) applied to f − τh f . Thus, (4.12) and Proposition3.49
imply that Sr f is a continuous function. By (4.14), using Lemma4.12 and Tonelli’s
Theorem, we get

∫

RN
|Sr f |p dx ≤ 1

ωN r N

∫

|y|<r

[∫

RN
| f (x + y)|p dx

]
dy

= ‖ f ‖p
p

ωN r N

∫

‖y‖<r
dy = ‖ f ‖p

p.

To obtain (4.13), observe that ( f − Sr f )(x) = 1
ωN r N

∫
‖y‖<r ( f (x) − f (x + y))dy.

So

|( f − Sr f ) (x)| ≤ 1

(ωN r N )1/p

(∫

‖y‖<r
| f (x) − f (x + y)|pdy

)1/p

.

Therefore Tonelli’s Theorem yields

∫

RN
| f − Sr f |p dx ≤ 1

ωN r N

∫

RN

[∫

‖y‖<r
| f (x) − f (x + y)|p dy

]
dx

= 1

ωN r N

∫

‖y‖<r

[∫

RN
| f (x) − f (x + y)|p dx

]
dy

≤ sup
0≤‖h‖≤r

‖ f − τh f ‖p
p

∫
‖y‖<r dy

ωN r N
= sup

0≤‖h‖≤r
‖ f − τh f ‖p

p.

Inequality (4.13) is thus proved. �

http://dx.doi.org/10.1007/978-3-319-17019-0_3
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The role played by the following theorem in the study of L p-spaces is similar to the
one played by the Ascoli–Arzelà Theorem (Theorem E.2) for continuous functions.

Theorem 4.15 (M. Riesz–Frechét–Kolmogorov) Let 1 ≤ p < ∞ and let M be a
bounded set in L p(RN ). Then M is relatively compact if and only if

sup f ∈M
∫

‖x‖>R
| f |p dx → 0 as R → ∞, (4.15)

sup f ∈M
∫

RN
| f (x + h) − f (x)|p dx → 0 as h → 0. (4.16)

Proof To begin with, observe that (4.15) and (4.16) hold for a single element of
L p(RN ) ((4.15) follows from Lebesgue’s Theorem; see Proposition3.49 for (4.16)).
Let us consider the balls in L p(RN ):

Br ( f ) := {g ∈ L p(RN ) | ‖ f − g‖p < r
}

r > 0, f ∈ L p(RN ).

IfM is relatively compact, then for any ε > 0 there exist functions f1, . . . , fn ∈ M
such that M ⊂ Bε( f1) ∪ · · · ∪ Bε( fn). As we have just recalled, each fi satisfies
(4.15) and (4.16). So there exist Rε, δε > 0 such that, for every i = 1, . . . , n,

∫

‖x‖>Rε

| fi |p dx < εp & ‖ fi − τh fi‖p < ε if ‖h‖ < δε , (4.17)

where τh f (x) = f (x + h) for any x, h ∈ R
N . Let f ∈ M . Then f ∈ Bε( fi ) for

some i = 1, . . . , n. By (4.17), using Minkowski’s inequality, we have

(∫

‖x‖>Rε

| f |p dx

)1/p

≤
(∫

‖x‖>Rε

| f − fi |p dx

)1/p

+
(∫

‖x‖>Rε

| fi |p dx

)1/p

≤ ‖ f − fi‖p +
(∫

‖x‖>Rε

| fi |p dx

)1/p

< 2ε

and, if ‖h‖ ≤ δε,

‖ f − τh f ‖p ≤ ‖ f − fi‖p + ‖ fi − τh fi‖p + ‖τh fi − τh f ‖p < 3ε.

The implication ‘⇒’ is thus proved.
To prove the converse it suffices to show that M is totally bounded.4 Let ε > 0

be fixed. On account of assumption (4.15), we have that

4Given a metric space (X, d) and a subset M ⊂ X , we say that M is totally bounded if for any
ε > 0 there exist finitely many balls of radius ε covering M . A subset M of a complete metric
space X is relatively compact if and only if it is totally bounded.

http://dx.doi.org/10.1007/978-3-319-17019-0_3
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∃Rε > 0 such that
∫

‖x‖>Rε

| f |p dx < εp ∀ f ∈ M . (4.18)

Also, recalling (4.13), assumption (4.16) implies

∃δε > 0 such that ‖ f − Sδε f ‖p < ε ∀ f ∈ M , (4.19)

where Sδε is the Steklov operator of Definition4.13. Moreover, properties (4.11) and
(4.12) ensure that

{
Sδε f

}
f ∈M is a pointwise bounded and equicontinuous family

on the compact set Kε := {x ∈ R
N : ‖x‖ ≤ Rε} and, consequently, is relatively

compact in the space C (Kε) thanks to Ascoli–Arzelà Theorem. Thus, there exists
a finite number of continuous functions g1, . . . , gm : Kε → R such that for each
f ∈ M the function Sδε f satisfies, for some j ,

∣
∣Sδε f (x) − g j (x)

∣
∣ <

ε
(
ωN RN

ε

)1/p ∀x ∈ Kε. (4.20)

Set

f j (x) :=
{

g j (x) if ‖x‖ ≤ Rε,

0 if ‖x‖ > Rε.

Then f j ∈ L p(RN ) and, by (4.18)–(4.20),

‖ f − f j‖p =
(∫

‖x‖>Rε

| f |p dx

)1/p

+
(∫

Kε

| f − g j |p dx

)1/p

< ε +
(∫

Kε

| f − Sδε f |p dx

)1/p

+
(∫

Kε

|Sδε f − g j |p dx

)1/p

< 3ε.

This shows that M is totally bounded and completes the proof. �

4.3 Convolution and Approximation

In this section we will develop a systematic procedure for approximating a L p func-
tion by smooth functions. The operation of convolution5 provides the tool to build
such smooth approximations. In what follows, themeasure space of interest is always
R

N with the Lebesgue measure.

5The notion of convolution, extended to distributions (see [Ru73]), plays a fundamental role in the
applications to differential equations.
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4.3.1 Convolution Product

Definition 4.16 Let f, g : R
N → R be Borel functions and x ∈ R

N such that the
function

y ∈ R
N 	→ f (x − y)g(y) (4.21)

is integrable.6 The convolution product ( f ∗ g)(x) is defined by

( f ∗ g)(x) =
∫

RN
f (x − y)g(y) dy.

Remark 4.17 If f, g : R
N → [0,∞] are Borel, then the function (4.21) is positive

and Borel for every x ∈ R
N . It follows that the product ( f ∗ g)(x) is well defined

for every x ∈ R
N ; moreover f ∗ g : R

N → [0,∞] is Borel by Tonelli’s Theorem
and Lemma4.12.

Remark 4.18 By the change of variable z = x − y and the translation invariance of
the Lebesgue measure, we deduce that the function (4.21) is integrable if and only
if the function z ∈ R

N 	→ f (z)g(x − z) is integrable and ( f ∗ g)(x) = (g ∗ f )(x).
This proves that convolution is commutative.

Our next result gives a sufficient condition to guarantee that the product f ∗ g is
defined a.e. in R

N .

Theorem 4.19 (Young) Let 1 ≤ p, q, r ≤ ∞ be such that7

1

p
+ 1

q
= 1

r
+ 1, (4.22)

and let f ∈ L p(RN ), g ∈ Lq(RN ). Then for almost every x ∈ R
N the function

(4.21) is summable. Moreover8 f ∗ g ∈ Lr (RN ) and

‖ f ∗ g‖r ≤ ‖ f ‖p ‖g‖q . (4.23)

Finally, if r = ∞, then the function (4.21) is summable for every x ∈ R
N and f ∗ g

is continuous on R
N .

Proof Assume first r = ∞. Then 1/p + 1/q = 1. By the translation invariance of
the Lebesgue measure, for every x ∈ R

N the function y ∈ R
N → f (x − y) belongs

to L p(RN ) and has the same L p-norm as f . Hölder’s inequality and Exercise3.26
imply that for every x ∈ R

N the function (4.21) is summable and

6See Remark2.67 for the definition of integrability.
7Hereafter we will adopt the convention 1

∞ = 0.
8Observe that, in general, f ∗ g is defined a.e. in R

N (see Remark2.74).

http://dx.doi.org/10.1007/978-3-319-17019-0_3
http://dx.doi.org/10.1007/978-3-319-17019-0_2
http://dx.doi.org/10.1007/978-3-319-17019-0_2
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|( f ∗ g)(x)| ≤ ‖ f ‖p‖g‖q ∀x ∈ R
N . (4.24)

Since at least one between p and q is finite and convolution is commutative we may
assume, without loss of generality, p < ∞. Then, for any x, h ∈ R

N , inequality
(4.24) yields

|( f ∗ g)(x + h) − ( f ∗ g)(x)| = |((τh f − f ) ∗ g)(x)| ≤ ‖τh f − f ‖p‖g‖q ,

where τh f (x) = f (x + h). Proposition3.49 applies to f and implies that ‖τh f −
f ‖p → 0 as h → 0; the continuity of f ∗g follows. (4.23) can be derived immediately
from (4.24).

Now, assume r < ∞ (so that p, q < ∞). We will get the conclusion in three
steps.

1. Suppose p = 1 = q (hence, r = 1). Then | f | ∗ |g| ∈ L1(RN ) and we have
‖| f | ∗ |g|‖1 = ‖ f ‖1 ‖g‖1.
Indeed, according to Remark4.17, | f | ∗ |g| is a Borel function and Tonelli’s
Theorem implies

∫

RN
| f | ∗ |g| dx =

∫

RN

[∫

RN
| f (x − y)g(y)| dy

]
dx

=
∫

RN
|g(y)|

[∫

RN
| f (x − y)| dx

]
dy = ‖ f ‖1 ‖g‖1.

Therefore the conclusion of step 1 follows.

2. We claim that, for every f ∈ L p(RN ) and g ∈ Lq(RN ),

(| f | ∗ |g|)r (x) ≤ ‖ f ‖r−p
p ‖g‖r−q

q (| f |p ∗ |g|q)(x) ∀x ∈ R
N . (4.25)

Assume, first, 1 < p, q < ∞ and let p′ and q ′ be the conjugate exponents of p
and q, respectively. Then

1

p′ + 1

q ′ + 1

r
= 2 − 1

p
− 1

q
+ 1

r
= 1

and

1 − p

r
= p

(
1 − 1

q

)
= p

q ′ , 1 − q

r
= q

(
1 − 1

p

)
= q

p′ .

Using the above relations, for every x, y ∈ R
N we obtain

| f (x − y)g(y)| = (| f (x − y)|p)1/q ′ (|g(y)|q)1/p′ (| f (x − y)|p|g(y)|q)1/r
.

http://dx.doi.org/10.1007/978-3-319-17019-0_3


4.3 Convolution and Approximation 121

Hence, applying the result of Exercise3.7 with the exponents q ′, p′, r ,

(| f | ∗ |g|)(x) ≤ ‖ f ‖p/q ′
p ‖g‖q/p′

q (| f |p ∗ |g|q)1/r (x) ∀x ∈ R
N .

Raising the previous inequality to the r th power, (4.25) follows.
Inequality (4.25) is immediate for p = 1 = q. So let p = 1 and 1 < q < ∞
(consequently, r = q). For every x, y ∈ R

N we have

| f (x − y)g(y)| = | f (x − y)|1/q ′ (| f (x − y)||g(y)|q)1/q
.

Thus, by Hölder’s inequality we get

(| f | ∗ |g|)(x) ≤ ‖ f ‖1/q ′
1 (| f | ∗ |g|q)1/q(x) ∀x ∈ R

N .

Raising the previous inequality to the qth power we obtain (4.25).
The last case to study, namely q = 1 and 1 < p < ∞, follows from the previous
one since convolution is commutative.

3. Conclusion.

Owing to Remark4.17, | f | ∗ |g| is a Borel function and

∫

RN
(| f | ∗ |g|)r dx ≤ ‖ f ‖r−p

p ‖g‖r−q
q ‖ | f |p ∗ |g|q ‖1︸ ︷︷ ︸

by (4.25)

= ‖ f ‖r
p ‖g‖r

q︸ ︷︷ ︸
by step 1

.

(4.26)
Then | f | ∗ |g| ∈ Lr (RN ), that is,

∫

RN

(∫

RN
| f (x − y)g(y)| dy

)r

dx < ∞.

So the function x 	→ (∫
RN | f (x − y)g(y)| dy

)r is summable and, owing to Propo-
sition2.73(i), a.e. finite. It follows that y 	→ f (x −y)g(y) is summable for almost
every x ∈ R

N . Hence, f ∗ g is defined a.e. Using Remark4.17 again, we obtain
that f + ∗ g+, f − ∗ g−, f + ∗ g−, f − ∗ g+ are Borel functions; moreover, for
every x such that (4.21) is integrable, we have

( f ∗ g)(x) = ( f + ∗ g+ + f − ∗ g−)(x) − ( f + ∗ g− + f − ∗ g+)(x).

We deduce that f ∗ g is Borel and

∫

RN
| f ∗ g|r dx ≤

∫

RN
(| f | ∗ |g|)r dx ≤ ‖ f ‖r

p ‖g‖r
q︸ ︷︷ ︸

by (4.26)

which completes the proof.
�

http://dx.doi.org/10.1007/978-3-319-17019-0_3
http://dx.doi.org/10.1007/978-3-319-17019-0_2
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Remark 4.20 If r = ∞ and 1 < p, q < ∞ in (4.22), then

lim‖x‖→∞( f ∗ g)(x) = 0.

Indeed, for given ε > 0 let Rε > 0 be such that

∫

‖y‖≥Rε

| f (y)|p dy < εp &
∫

‖y‖≥Rε

|g(y)|q dy < εq .

By Hölder’s inequality we get

|( f ∗ g)(x)| ≤
∣
∣
∣
∫

‖y‖≥Rε

f (x − y)g(y) dy
∣
∣
∣+
∣
∣
∣
∫

‖y‖<Rε

f (x − y)g(y) dy
∣
∣
∣

≤ ‖ f ‖p

( ∫

‖y‖≥Rε

|g(y)|q dy
)1/q + ‖g‖q

( ∫

‖x−z‖<Rε

| f (z)|p dz
)1/p

.

Therefore, for all ‖x‖ ≥ 2Rε, we have

|( f ∗ g)(x)| ≤ ε(‖ f ‖p + ‖g‖q).

Remark 4.21 Observe that, when q = 1, Young’s Theorem states that the convolu-
tion f ∗ g with a fixed g ∈ L1(RN ) determines a transformation f 	→ f ∗ g which
maps functions in L p(RN ) into the same L p(RN ), and further

‖ f ∗ g‖p ≤ ‖ f ‖p‖g‖1. (4.27)

Remark 4.22 Taking p = 1 in Remark4.21, we deduce that the operation of convo-
lution

∗ : L1(RN ) × L1(RN ) → L1(RN )

provides a multiplication structure for L1(RN ). This operation is commutative (see
Remark 4.18) and associative. Indeed, if f, g, h ∈ L1(RN ), then, by the change of
variable z = t − y and Fubini’s Theorem, we obtain

(( f ∗ g) ∗ h)(x) =
∫

RN
( f ∗ g)(x − y)h(y) dy

=
∫

RN
h(y)

[∫

RN
f (x − y − z)g(z) dz

]
dy

=
∫

RN
f (x − t)

[∫

RN
g(t − y)h(y) dy

]
dt

=
∫

RN
f (x − t)(g ∗ h)(t) dt = ( f ∗ (g ∗ h))(x),
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which proves associativity. Finally, it is clear that convolution obeys the distributive
laws. However, there is no unit in L1(RN ) under this multiplication. To see this,
suppose there exists g ∈ L1(RN ) such that g ∗ f = f for every f ∈ L1(RN ). By
the absolute continuity of the Lebesgue integral, there exists δ > 0 such that

A ∈ B(RN ) & m(A) ≤ δ =⇒
∫

A
|g| dx < 1.

Let ρ > 0 be such that m({‖y‖ < ρ}) < δ and take f = χ{‖y‖<ρ} ∈ L1(RN ). Then
for every x ∈ R

N we have

| f (x)| = |(g ∗ f )(x)| ≤
∫

RN
|g(x − y)| | f (y)| dy =

∫

‖y‖<ρ
|g(x − y)| dy

=
∫

‖z−x‖<ρ
|g(z)| dz < 1,

which contradicts the definition of f .

Exercise 4.23 Compute f ∗ g for f (x) = χ[−1,1](x) and g(x) = e−|x |.

4.3.2 Approximation by Smooth Functions

Definition 4.24 A family (ϕε)ε in L1(RN ) is called an approximate identity if it
satisfies the following:

ϕε ≥ 0,
∫

RN
ϕε(x) dx = 1 ∀ε > 0, (4.28)

∀δ > 0 :
∫

‖x‖≥δ
ϕε(x) dx → 0 as ε → 0+. (4.29)

Remark 4.25 Properties (4.28) and (4.29) mean that taking smaller and smaller val-
ues of ε produces functions ϕε with successively higher peaks concentrated in a
smaller neighborhood of the origin.

Remark 4.26 A common way to produce approximate identities in L1(RN ) is to
take a function ϕ ∈ L1(RN ) such that ϕ ≥ 0 and

∫
RN ϕ(x) dx = 1 and to define

for ε > 0
ϕε(x) = ε−N ϕ(ε−1x).

Conditions (4.28) and (4.29) are satisfied since, introducing the change of variable
y = ε−1x , we obtain ∫

RN
ϕε(x) dx =

∫

RN
ϕ(y) dy = 1
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and, owing to Lebesgue’s Dominated Convergence Theorem,

∫

‖x‖≥δ
ϕε(x) dx =

∫

‖y‖≥ε−1δ
ϕ(y) dy → 0 as ε → 0+.

From property (4.29) one can guess that the effect of letting ε → 0 in the formula
( f ∗ ϕε)(x) = ∫ f (x − y)ϕε(y) dy will be to emphasize the values f (x − y) corre-
sponding to small ‖y‖. Indeed, our next proposition shows that f ∗ ϕε converges to
f in various senses, if f is suitably chosen.

Proposition 4.27 Let (ϕε)ε ⊂ L1(RN ) be an approximate identity. Then the fol-
lowing holds:

1. If f ∈ L∞(RN ) is continuous in x0, then ( f ∗ ϕε)(x0) → f (x0) as ε → 0+.

2. If f ∈ L∞(RN ) is uniformly continuous, then f ∗ ϕε
L∞−→ f as ε → 0+.

3. If 1 ≤ p < ∞ and f ∈ L p(RN ), then f ∗ ϕε
L p−→ f as ε → 0+.

Proof 1. By Young’s Theorem we get that f ∗ ϕε is continuous and f ∗ ϕε ∈
L∞(RN ). If f is continuous in x0, then, given η > 0, there exists δ > 0 such that

| f (x0 − y) − f (x0)| ≤ η if ‖y‖ ≤ δ. (4.30)

Since
∫
RN ϕε(y) dy = 1, we have

|( f ∗ ϕε)(x0) − f (x0)| =
∣
∣
∣
∫

RN

(
f (x0 − y) − f (x0)

)
ϕε(y) dy

∣
∣
∣

≤
∫

‖y‖<δ

∣
∣ f (x0 − y) − f (x0)

∣
∣ϕε(y) dy

+
∫

‖y‖≥δ

∣
∣ f (x0 − y) − f (x0)

∣
∣ϕε(y) dy

≤ η

∫

RN
ϕε(y) dy + 2‖ f ‖∞

∫

‖y‖≥δ
ϕε(y) dy

= η + 2‖ f ‖∞
∫

‖y‖≥δ
ϕε(y) dy.

The conclusion follows from (4.29).

2. The proof is the same as in part 1, taking into account that now estimate (4.30)
holds uniformly for x0 ∈ R

N .

3. According to Remark 4.21, we have f ∗ ϕε ∈ L p(RN ) for all ε > 0. Since∫
RN ϕε(y) dy = 1, for every x ∈ R

N we get

|( f ∗ ϕε)(x) − f (x)| ≤
∫

RN
| f (x − y) − f (x)|ϕε(y) dy. (4.31)
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We claim that, for every x ∈ R
N ,

|( f ∗ ϕε)(x) − f (x)|p ≤
∫

RN
| f (x − y) − f (x)|pϕε(y) dy. (4.32)

(4.32) reduces to (4.31) when p = 1. If 1 < p < ∞, by (4.31) we obtain

|( f ∗ ϕε)(x) − f (x)| ≤
∫

RN
| f (x − y) − f (x)|(ϕε(y))1/p(ϕε(y))1/p′

dy,

where 1/p + 1/p′ = 1. Applying Hölder’s inequality and then raising both sides to
the pth power, we conclude that

|( f ∗ ϕε)(x) − f (x)|p ≤
(∫

RN
| f (x − y) − f (x)|pϕε(y) dy

)(∫

RN
ϕε(y) dy

)p/p′

=
∫

RN
| f (x − y) − f (x)|pϕε(y) dy.

Hence, (4.32) holds for 1 ≤ p < ∞. Then, taking the integral overR
N and changing

the order of integration thanks to Tonelli’s Theorem, we have

‖ f ∗ ϕε − f ‖p
p ≤

∫

RN
‖τ−y f − f ‖p

p ϕε(y) dy

where τ−y f (x) = f (x − y). Let us set Δ(y) = ‖τ−y f − f ‖p
p; the above inequality

becomes
‖ f ∗ ϕε − f ‖p

p ≤ (Δ ∗ ϕε)(0).

By Proposition3.49, Δ is continuous. Since Δ(y) ≤ 2p‖ f ‖p
p, we have that Δ ∈

L∞(RN ). The desired convergence follows noting that, by the first part of the proof,
(Δ ∗ ϕε)(0) → Δ(0) = 0. �

Before stating our next result, let us introduce some notation.
LetΩ ⊂ R

N be an open set.C 0(Ω) = C (Ω) is the space of continuous functions
f : Ω → R. For k ∈ N, C k(Ω) denotes the space of all functions f : Ω → R

which are k times continuously differentiable. Moreover, we set9

C∞(Ω) = ∩∞
k=0C

k(Ω),

C k
c (Ω) = C k(Ω) ∩ Cc(Ω), C∞

c (Ω) = C∞(Ω) ∩ Cc(Ω).

9See Sect. 3.4.2 for the definition of Cc(Ω).

http://dx.doi.org/10.1007/978-3-319-17019-0_3
http://dx.doi.org/10.1007/978-3-319-17019-0_3
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If f ∈ C k(Ω) and α = (α1, . . . ,αN ) is a multi-index such that |α| := α1 + · · · +
αN ≤ k, then we set

Dα f = ∂|α| f

∂xα1
1 ∂xα2

2 . . . ∂xαN
N

.

If α = (0, . . . , 0), we set D0 f = f .

Proposition 4.28 Let f ∈ L1(RN ) and let g ∈ C k(RN ) be such that Dαg belongs
to L∞(RN ) for all |α| ≤ k. Then f ∗ g ∈ C k(RN ) and

Dα( f ∗ g) = f ∗ Dαg if |α| ≤ k.

Proof The continuity of f ∗ g follows from Young’s Theorem. Let us show the
conclusion when k = 1; the proof can easily be completed by an induction argu-
ment. Setting

F(x, y) = f (y)g(x − y),

we have ∣
∣
∣
∂F

∂xi
(x, y)

∣
∣
∣ = | f (y)

∂g

∂xi
(x − y)| ≤

∥
∥
∥

∂g

∂xi

∥
∥
∥∞| f (y)|.

Since ( f ∗ g)(x) = ∫
RN F(x, y)dy, Proposition2.106 implies that f ∗ g is differen-

tiable and

∂( f ∗ g)

∂xi
(x) =

∫

RN
f (y)

∂g

∂xi
(x − y)dy =

(
f ∗ ∂g

∂xi

)
(x).

By hypothesis ∂g
∂xi

∈ C (RN ) ∩ L∞(RN ) and so f ∗ ∂g
∂xi

∈ C (RN ) again by Young’s

Theorem. Hence, f ∗ g ∈ C 1(RN ). �
Thus, convolution with a smooth function produces a smooth function. This fact

offers a powerful technique to prove a variety of density theorems.

Definition 4.29 For every ε > 0 let ρε : R
N → R be defined by

ρε(x) =

⎧
⎪⎨

⎪⎩

Cε−N exp

(
ε2

‖x‖2 − ε2

)
if ‖x‖ < ε,

0 if ‖x‖ ≥ ε,

where 1
C = ∫‖x‖<1 exp

( 1
‖x‖2−1

)
dx. The family (ρε)ε is called the standard mollifier.

Lemma 4.30 The standard mollifier (ρε)ε satisfies

ρε ∈ C∞
c (RN ), supp(ρε) = {‖x‖ ≤ ε} ∀ε > 0;

(ρε)ε is an approximate identity.

http://dx.doi.org/10.1007/978-3-319-17019-0_2
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Proof Let f : R → R be defined by:

f (t) =

⎧
⎪⎨

⎪⎩

exp

(
1

t − 1

)
if t < 1,

0 if t ≥ 1.

Then f is a C∞ function. Indeed we only need to check the smoothness at t = 1.
As t ↓ 1 all the derivatives are zero. As t ↑ 1 the derivatives are finite linear
combinations of terms of the form 1

(t−1)l exp
( 1

t−1

)
, l being an integer greater than

or equal to zero, and these terms tend to zero as t ↑ 1.
Observe that, for every ε > 0,

ρε(x) = 1

εN
ρ1

( x

ε

)
= C

1

εN
f
(‖x‖2

ε2

)
.

Then ρε ∈ C∞
c (RN ) and supp(ρε) = {‖x‖ ≤ ε}. The definition of C implies∫

RN ρ1(x)dx = 1. Remark4.26 allows us to conclude. �

Lemma 4.31 Let f, g ∈ Cc(R
N ). Then f ∗ g ∈ Cc(R

N ) and

supp( f ∗ g) ⊂ supp( f ) + supp(g),

where the sum of two sets A and B in R
N is defined by:

A + B = {x + y | x ∈ A, y ∈ B}.

Proof By Proposition4.28 we get f ∗ g ∈ C (RN ). Let A = supp( f ) and B =
supp(g). For every x ∈ R

N we have

( f ∗ g)(x) =
∫

(x−supp( f ))∩supp(g)

f (x − y)g(y) dy.

If x ∈ R
N is such that ( f ∗ g)(x) �= 0, then (x − supp( f )) ∩ supp(g) �= ∅, that is,

x ∈ supp( f ) + supp(g). �

Proposition 4.32 Let Ω ⊂ R
N be an open set. Then10

• C∞
c (Ω) is dense in C0(Ω).

• C∞
c (Ω) is dense in L p(Ω) for every 1 ≤ p < ∞.

10See Exercise3.46 for the definition of C0(Ω).

http://dx.doi.org/10.1007/978-3-319-17019-0_3
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Proof In view of Theorem3.45 and Exercise3.46 it is sufficient to prove that, given

f ∈ Cc(Ω), there exists a sequence ( fn)n ⊂ C∞
c (Ω) such that fn

L∞−→ f and

fn
L p−→ f . To this aim, set

f̃ =
{

f (x) if x ∈ Ω,

0 if x ∈ R
N \ Ω.

Then f̃ ∈ Cc(R
N ). Let (ρε)ε be the standard mollifier and, for every n, define

fn := f ∗ ρ1/n . By Proposition4.28 and Lemma4.31 fn ∈ C∞
c (RN ). Next, let

K = supp( f ) and11 η = inf x∈K d∂Ω(x) > 0. Then

K̃ := {x ∈ R
N | dK (x) ≤ η

2
}

is a compact subset of Ω . By Lemma4.31, if n is such that 1/n < η/2, we have

supp( fn) ⊂ K +
{
‖x‖ ≤ 1

n

}
=
{

x ∈ R
N
∣
∣
∣ dK (x) ≤ 1

n

}
⊂ K̃ .

So fn ∈ C∞
c (Ω) for n sufficiently large. Since f̃ is uniformly continuous,

Proposition4.27(2) ensures that fn → f̃ in L∞(RN ), by which

fn → f in L∞(Ω). (4.33)

Finally, for n large enough,

∫

Ω

| fn − f |p dx =
∫

K̃
| fn − f |p dx ≤ m(K̃ )‖ fn − f ‖p∞.

The conclusion follows recalling (4.33). �

An interesting consequence of smoothing properties of convolution is the follow-
ing Weierstrass Approximation Theorem.12

Theorem 4.33 (Weierstrass) Let f ∈ Cc(R
N ). Then there exists a sequence of

polynomials (Pn)n such that Pn → f uniformly on all compact subsets of R
N .

Proof For every ε > 0 define

ϕε(x) = (ε
√

π)−N exp(−‖ε−1x‖2), x ∈ R
N .

11d∂Ω(x) denotes the distance between the set ∂Ω and the point x (see Appendix A).
12Weierstrass’ Theorem is a particular case of a more general approximation result known as Stone-
Weierstrass Theorem (see [Fo99]).

http://dx.doi.org/10.1007/978-3-319-17019-0_3
http://dx.doi.org/10.1007/978-3-319-17019-0_3
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The well-known Poisson formula

∫

RN
exp(−‖x‖2)dx = πN/2

and Remark4.26 imply that (ϕε)ε is an approximate identity. Proposition4.27 yields

ϕε ∗ f
L∞−→ f as ε → 0. (4.34)

Thus it is sufficient to show that, given ε > 0, there exists a sequence of polynomials
(Pn)n such that

Pn → ϕε ∗ f uniformly on all compact sets. (4.35)

To see this, observe that ϕε is an analytic function, and so it can be approximated
uniformly on any compact set by the partial sums (Qn)n of its Taylor series which
are, of course, polynomials. Next, set

Pn(x) =
∫

RN
Qn(x − y) f (y) dy. (4.36)

Since f is compactly supported, then the integrand in (4.36) is bounded by | f |
supy∈supp( f ) |Qn(x − y)|, which is summable for every x ∈ R

N . Then Pn is well
defined on R

N . Moreover Qn(x − y) is a polynomial in the variables (x, y) and
can be represented by a sum of the form

∑Kn
k=1 sk(x)tk(y) with sk, tk polynomials

in R
N . Substituting in (4.36), we deduce that each Pn is also a polynomial. Let

now K ⊂ R
N be a compact set. Then K̃ := K − supp( f ) is also compact, and so

Qn → ϕε uniformly in K̃ . Hence, for every x ∈ K ,

|Pn(x) − (ϕε ∗ f )(x)| ≤
∫

supp( f )

|Qn(x − y) − ϕε(x − y)|| f (y)|dy

≤ sup
z∈K̃

|Qn(z) − ϕε(z)|
∫

RN
| f (y)|dy

and (4.35) follows. �

Corollary 4.34 Let A ∈ B(RN ) be a bounded set and let 1 ≤ p < ∞. Then the
set PA of all polynomials defined on A is dense in L p(A).

Proof Consider f ∈ L p(A) and let f̃ be the extension of f by zero outside A. Then
f̃ ∈ L p(RN ); given ε > 0, Proposition4.32 implies the existence of g ∈ Cc(R

N )

such that ∫

A
| f − g|p dx ≤

∫

RN
| f̃ − g|p dx ≤ εp.
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Since Ā is a compact set, by Theorem4.33 there exists a polynomial P such that
supx∈ Ā |g(x) − P(x)| ≤ ε. Then

∫

A
|g − P|p dx ≤ sup

x∈ Ā

|g(x) − P(x)|p m(A) ≤ εpm(A).

So

(∫

A
| f − P|p dx

)1/p

≤
(∫

A
| f − g|p dx

)1/p

+
(∫

A
|g − P|p dx

)1/p

≤ ε + ε(m(A))1/p

and the proof is complete. �

Remark 4.35 By Corollary4.34 we deduce that if A ∈ B(RN ) is bounded, then the
set of all polynomials defined on A with rational coefficients is a countable dense
subset of L p(A) for all 1 ≤ p < ∞ (see Proposition3.47).
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Chapter 5
Hilbert Spaces

With this chapter we begin the study of functional analysis, which represents the
second main topic of this book. Just like in the first part of the book we have shown
how to extend to an abstract environment fundamental analytical notions such as the
integral of a real function, we now intend to explain how to generalize basic concepts
from geometry and linear algebra to vector spaces with certain additional structures.
We shall first examine Hilbert spaces, where the notion of orthogonal vectors can be
defined thanks to the presence of a scalar product. In the next chapter, our analysis
will move to the more general class of Banach spaces, where orthogonality no longer
makes sense. One could go even further and consider topological vector spaces, but
such a level of generality would exceed the scopes of this monograph.

Soon after giving the first definitions, we will set and solve the problem of finding
the orthogonal projection of a point onto a closed convex set and, in particular, a
closed subspace. Then, we shall study the space of all continuous linear functionals
on a Hilbert space. Finally, we will investigate the possibility of representing any
element of the space by its Fourier series, that is, as a linear combination of a countable
set of orthogonal vectors. All these classical topics are treated in most introductory
textbooks such as [Br83, Co90, Ko02, Ru73, Ru74, Yo65]. The reader is also referred
to the above references for further developments of the theory of Hilbert spaces, such
as the spectral theorem for compact self-adjoint operators, as well as other topics we
will not even be able to mention.

Throughout this chapter, we will denote by H a real vector space. The theory
of complex spaces is similar but requires adjustments that make notation somewhat
heavier. In some of the above references, the reader will find adaptations of the results
of this chapter to complex Hilbert spaces.

© Springer International Publishing Switzerland 2015
P. Cannarsa and T. D’Aprile, Introduction to Measure Theory
and Functional Analysis, UNITEXT - La Matematica per il 3+2 89,
DOI 10.1007/978-3-319-17019-0_5
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5.1 Definitions and Examples

Let H be a vector space over R.

Definition 5.1 A scalar product 〈·, ·〉 on H is a mapping

〈·, ·〉 : H × H → R

with the following properties:

1. 〈x, x〉 ≥ 0 for every x ∈ H and 〈x, x〉 = 0 if and only if x = 0.
2. 〈x, y〉 = 〈y, x〉 for every x, y ∈ H .
3. 〈αx + βy, z〉 = α〈x, z〉 + β〈y, z〉 for every x, y, z ∈ H and α,β ∈ R.

A linear space H endowed with a scalar product is called a pre-Hilbert space.

Remark 5.2 Since, for any y ∈ H , 0 y = 0, we have

〈x, 0〉 = 0 〈x, y〉 = 0 ∀x ∈ H.

In a pre-Hilbert space (H, 〈·, ·〉), let us consider the function ‖ · ‖ : H → R

defined by
‖x‖ = √〈x, x〉 ∀x ∈ H. (5.1)

The following fundamental inequality holds.

Proposition 5.3 (Cauchy–Schwarz) Let (H, 〈·, ·〉) be a pre-Hilbert space. Then

|〈x, y〉| ≤ ‖x‖ ‖y‖ ∀x, y ∈ H. (5.2)

Moreover, equality holds if and only if x and y are linearly dependent.

Proof The conclusion is trivial if y = 0. So suppose y 
= 0. Then

0 ≤
∥
∥
∥
∥x − 〈x, y〉

‖y‖2 y

∥
∥
∥
∥

2

= ‖x‖2 − 〈x, y〉2
‖y‖2 , (5.3)

which implies (5.2). If x and y are linearly dependent, then it is clear that |〈x, y〉| =
‖x‖ ‖y‖. Conversely, if 〈x, y〉 = ±‖x‖ ‖y‖ and y 
= 0, then (5.3) yields

∥
∥x − 〈x, y〉

‖y‖2 y
∥
∥ = 0,

which implies x and y are linearly dependent. �
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Exercise 5.4 Define

F(λ) = ‖x + λy‖2 = λ2‖y‖2 + 2λ〈x, y〉 + ‖x‖2 ∀λ ∈ R.

Observing that F(λ) ≥ 0 for every λ ∈ R, give an alternative proof of (5.2).

Corollary 5.5 Let (H, 〈·, ·〉) be a pre-Hilbert space. Then H is a normed linear
space1 with the norm defined by (5.1).

Norm (5.1) is called the norm induced by the scalar product 〈·, ·〉.
Proof It is sufficient to prove the triangle inequality, since all other properties easily
follow from Definition 5.1. For any x, y ∈ H , we have

‖x + y‖2 = 〈x + y, x + y〉 = ‖x‖2 + ‖y‖2 + 2〈x, y〉
≤ ‖x‖2 + ‖y‖2 + 2‖x‖ ‖y‖ = (‖x‖ + ‖y‖)2

by the Cauchy–Schwarz inequality. The conclusion follows. �

Remark 5.6 In a pre-Hilbert space (H, 〈·, ·〉) the function

d(x, y) = ‖x − y‖ ∀x, y ∈ H (5.4)

is a metric, called the metric associated with the scalar product of H .

From now on we will often use the following notation: given H a pre-Hilbert space
and (xn)n ⊂ H , x ∈ H , we will write

xn
H−→ x

to mean that (xn)n converges to x in the metric (5.4), that is, ‖xn − x‖ → 0 (as
n → ∞).

Definition 5.7 A pre-Hilbert space (H, 〈·, ·〉) is called a Hilbert space if it is com-
plete with respect to the metric defined in (5.4).

Example 5.8 R
N is a Hilbert space with the scalar product

〈x, y〉 =
N∑

k=1

xk yk,

where x = (x1, . . . , xN ), y = (y1, . . . , yN ) ∈ R
N .

1See Definition 6.1.

http://dx.doi.org/10.1007/978-3-319-17019-0_6
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Example 5.9 Let (X,E ,μ) be a measure space. Then L2(X,μ), endowed with the
scalar product

〈 f, g〉 =
∫

X
f g dμ, f, g ∈ L2(X,μ),

is a Hilbert space (completeness follows from Proposition 3.11).

Example 5.10 Let �2 be the space of all sequences of real numbers x = (xk)k such
that2 ∞∑

k=1

|xk |2 < ∞.

�2 is a linear space with the usual operations

a(xk)k = (axk)k, (xk)k + (yk)k = (xk + yk)k, a ∈ R, (xk)k, (yk)k ∈ �2.

The space �2, endowed with the scalar product

〈x, y〉 =
∞∑

k=1

xk yk, x = (xk)k, y = (yk)k ∈ �2,

is a Hilbert space. This is a special case of the above example, by taking X = N with
the counting measure μ#.

Exercise 5.11 Show that �2 is complete arguing as follows. Take a Cauchy sequence
xn , n = 1, 2, . . . , in �2, and set xn = (

xn
k

)
k for every n ∈ N.

1. Show that, for every k ∈ N,
(
xn

k

)
n is a Cauchy sequence in R, and deduce that

the limit xk := limn→∞ xn
k does exist.

2. Show that x := (xk)k ∈ �2.

3. Show that xn �2−→ x as n → ∞.

Exercise 5.12 Let H = C ([−1, 1]) be the linear space of all continuous functions
f : [−1, 1] → R. Show that:

1. H is a pre-Hilbert space with the scalar product

〈 f, g〉 =
∫ 1

−1
f (t)g(t)dt.

2. H is not a Hilbert space.
Hint. Consider

2See Example 3.2.

http://dx.doi.org/10.1007/978-3-319-17019-0_3
http://dx.doi.org/10.1007/978-3-319-17019-0_3
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fn(t) =

⎧
⎪⎨

⎪⎩

1 if t ∈ [ 1
n , 1

]
,

nt if t ∈ ( − 1
n , 1

n

)
,

−1 if t ∈ [ − 1,− 1
n

]
,

and show that ( fn)n is a Cauchy sequence in H . Observe that if fn
H−→ f , then

f (t) =
{
1 if t ∈ (0, 1],
−1 if t ∈ [−1, 0).

Remark 5.13 Let (H, 〈·, ·〉) be a pre-Hilbert space. Then the scalar product 〈·, ·〉 is
itself expressible in terms of its associated norm:

〈x, y〉 = 1

4

(‖x + y‖2 − ‖x − y‖2) ∀x, y ∈ H.

This is known as the polarization identity. Its validity is readily verified by direct
simplification of the expression on the right hand side, using the properties of the
scalar product. Similarly, one can prove the following parallelogram identity:

‖x + y‖2 + ‖x − y‖2 = 2(‖x‖2 + ‖y‖2) ∀x, y ∈ H. (5.5)

It can be shown that the parallelogram identity characterizes the norms associated
with a scalar product. More precisely, one can prove that any norm satisfying (5.5)
must be induced by a scalar product, as stated by the result of the following exercise
(see also [Da73]).

Exercise 5.14 Let ‖ · ‖ be a norm on a linear space H verifying (5.5) and set

〈x, y〉 = 1

2

(‖x + y‖2 − ‖x‖2 − ‖y‖2) ∀x, y ∈ H.

Show that 〈·, ·〉 is a scalar product on H inducing the norm ‖ · ‖.
Hint. Properties 1 and 2 of Definition 5.1 are clearly satisfied. Prove the validity of
property 3 by arguing as follows. By using (5.5), show that

1. 〈−x, y〉 = −〈x, y〉 for every x, y ∈ H .
2. 〈x + y, z〉 = 〈x, z〉 + 〈y, z〉 for every x, y, z ∈ H.

By step 2 deduce that

3. 〈nx, y〉 = n〈x, y〉 for every x, y ∈ H and n ∈ N,

and, consequently, using also step 1.

4. 〈px, y〉 = p〈x, y〉 for every x, y ∈ H and p ∈ Q.
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Fig. 5.1 Uniform convexity

x

y

0

xλ

Finally, observe that, by (5.5),

〈x, y〉 − 〈x ′, y〉 = 〈x − x ′, y〉 = 1

2

(‖x − x ′ + y‖2 − ‖y‖2) − 1

2
‖x − x ′‖2

and derive the continuity of the map x ∈ H �→ 〈x, y〉 ∈ R from the continuity of
x ∈ H �→ ‖x‖ ∈ R (which is a consequence of the inequality |‖x‖−‖y‖| ≤ ‖x−y‖).
So, approximating α ∈ R by pn ∈ Q, by step 4 conclude that 〈αx, y〉 = α〈x, y〉 for
every x, y ∈ H and α ∈ R.

Exercise 5.15 Show that3 L p(0, 1) fails to be a Hilbert space for p 
= 2.

Hint. In view of the result of the previous exercise, it is sufficient to prove that identity
(5.5) is not satisfied by taking the pair f = χ(0, 12 ) and g = χ( 12 ,1).

Exercise 5.16 Let H be a pre-Hilbert space and let x, y ∈ H be linearly independent
vectors such that ‖x‖ = ‖y‖ = 1. Show that

‖λx + (1 − λ)y‖ < 1 ∀λ ∈ (0, 1).

Hint. Observe that

‖λx + (1 − λ)y
︸ ︷︷ ︸

xλ

‖2 = 1 + 2λ(1 − λ)
(〈x, y〉 − 1

)
(5.6)

and use Cauchy–Schwarz inequality (see Fig. 5.1). Identity (5.6), written in the form
‖λx + (1 − λ)y‖2 = 1 − λ(1 − λ)‖x − y‖2, implies that any pre-Hilbert space is
uniformly convex, see [Ko02].

5.2 Orthogonal Projection

Definition 5.17 Two vectors x and y of a pre-Hilbert space H are said to be orthog-
onal if 〈x, y〉 = 0. In this case, we write x ⊥ y. Two subsets A, B of H are said to
be orthogonal (A ⊥ B) if x ⊥ y for every x ∈ A and y ∈ B.

3L2(0, 1) = L2([0, 1], m) where m is the Lebesgue measure on [0, 1]. See footnote 7, p. 87.
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The following is the Pythagorean Theorem in pre-Hilbert spaces.

Proposition 5.18 If x1, . . . , xn are pairwise orthogonal vectors in a pre-Hilbert
space H, then

‖x1 + x2 + · · · + xn‖2 = ‖x1‖2 + ‖x2‖2 + · · · + ‖xn‖2.

Exercise 5.19 Prove Proposition 5.18.

Exercise 5.20 Show that if x1, . . . , xn are pairwise orthogonal vectors in a pre-
Hilbert space H , then x1, . . . , xn are linearly independent.

5.2.1 Projection onto a Closed Convex Set

Definition 5.21 Given a pre-Hilbert space H , a set K ⊂ H is said to be convex if,
for any x, y ∈ K ,

[x, y] := {λx + (1 − λ)y | λ ∈ [0, 1]} ⊂ K .

Any subspace of H is convex, for instance. Similarly, for any x0 ∈ H and r > 0
the ball

Br (x0) = {
x ∈ H | ‖x − x0‖ < r

}
(5.7)

is a convex set.

Exercise 5.22 Show that, if (Ki )i∈I is a family of convex subsets of a pre-Hilbert
space H , then ∩i∈I Ki is also convex.

It is well known that, in a finite-dimensional space, a point x has a nonempty projec-
tion onto a nonempty closed set (see Proposition A.2). The following result extends
such a property to convex subsets of a Hilbert space.

Theorem 5.23 Let H be a Hilbert space and let K ⊂ H be a nonempty closed
convex set. Then for any x ∈ H there is a unique element yx = pK (x) in K , called
the orthogonal projection of x onto K , such that

‖x − yx‖ = inf
y∈K

‖x − y‖. (5.8)

Moreover, yx is the unique solution of the problem (see Fig.5.2)

{
y ∈ K ,

〈x − y, z − y〉 ≤ 0 ∀z ∈ K .
(5.9)
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Fig. 5.2 Inequality (5.9) has
a simple geometric meaning

x
y

z

K

Proof Let d = inf y∈K ‖x − y‖. We shall split the proof into 4 steps.

1. Let (yn)n ⊂ K be a minimizing sequence, that is,

‖x − yn‖ → d as n → ∞.

Then (yn)n is a Cauchy sequence. Indeed, for any m, n ∈ N, parallelogram
identity (5.5) yields

‖(x − yn)+ (x − ym)‖2 +‖(x − yn)− (x − ym)‖2 = 2‖x − yn‖2 +2‖x − ym‖2.

Since K is convex, we have that yn+ym
2 ∈ K , and so

‖yn − ym‖2 = 2‖x − yn‖2 + 2‖x − ym‖2 − 4

∥
∥
∥
∥x − yn + ym

2

∥
∥
∥
∥

2

≤ 2‖x − yn‖2 + 2‖x − ym‖2 − 4d2.

Hence ‖yn − ym‖ → 0 as m, n → ∞, as claimed.

2. Since H is complete and K is closed, (yn)n converges to a point yx ∈ K satisfying
‖x − yx‖ = d. The existence of yx is thus proved.

3. We now proceed to show that (5.9) holds for any point y ∈ K at which the
infimum (5.8) is attained. Let z ∈ K and let λ ∈ (0, 1]. Since λz + (1−λ)y ∈ K ,
we have that ‖x − y‖ ≤ ‖x − y − λ (z − y)‖. So

0 ≥ 1

λ

[
‖x − y‖2 − ‖x − y − λ (z − y)‖2

]
= 2 〈x − y, z − y〉 − λ ‖z − y‖2 .

Taking the limit as λ ↓ 0 we deduce (5.9).

4. We will complete the proof showing that problem (5.9) has at most one solution.
Let y be another solution of problem (5.9). Then

〈x − yx , y − yx 〉 ≤ 0 and 〈x − y, yx − y〉 ≤ 0.

The above inequalities imply that ‖y − yx‖2 ≤ 0, and so y = yx .

�

Exercise 5.24 In the Hilbert space H = L2(0, 1), consider the set

H+ = { f ∈ H | f ≥ 0 a.e.}.
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1. Show that H+ is a closed convex subset of H .
2. Given f ∈ H , show that pH+( f ) = f +, where f + = max{ f, 0} is the positive

part of f .

Example 5.25 In an infinite-dimensional Hilbert space the projection of a point onto
a nonempty closed set may be empty (in absence of convexity). To see this, let Q be
the set consisting of all sequences xn = (

xn
k

)
k ∈ �2 defined by

xn
k =

{
0 if k 
= n,

1 + 1
n if k = n.

Then Q is closed. Indeed, since

n 
= m =⇒ ‖xn − xm‖ >
√
2,

Q has no limit points in �2. On the other hand, Q has no element of minimal norm
(i.e., 0 has no projection onto Q), since

inf
n≥1

‖xn‖ = inf
n≥1

(
1 + 1

n

)
= 1,

but ‖xn‖ > 1 for every n ≥ 1.

Exercise 5.26 Let H be a Hilbert space and K ⊂ H a nonempty closed convex set.
Show that

〈x − y, pK (x) − pK (y)〉 ≥ ‖pK (x) − pK (y)‖2 ∀x, y ∈ H.

Hint. Apply (5.9) to z = pK (x) and z = pK (y).

5.2.2 Projection onto a Closed Subspace

Theorem 5.23 applies, in particular, to subspaces of H . In this case, however, the
variational inequality in (5.9) takes a special form.

Corollary 5.27 Let M be a nonempty closed subspace of a Hilbert space H. Then,
for every x ∈ H, pM (x) is the unique solution of problem

{
y ∈ M,

〈x − y, v〉 = 0 ∀v ∈ M.
(5.10)
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Proof It suffices to show that problems (5.9) and (5.10) are equivalent when M is a
subspace. If y is a solution of (5.10), then (5.9) follows taking v = z− y. Conversely,
suppose that y satisfies (5.9). Then, taking z = y + λv with λ ∈ R and v ∈ M ,
we obtain

λ〈x − y, v〉 ≤ 0 ∀λ ∈ R.

Since λ is any real number, necessarily 〈x − y, v〉 = 0. �

Exercise 5.28 Let H be a Hilbert space.

1. It iswell known that anyfinite-dimensional subspace of H is closed (seeAppendix
C). Give an example to show that this fails, in general, for infinite-dimensional
subspaces.

Hint. Consider the set of all sequences x = (xk)k ∈ �2 such that xk = 0 except
for a finite number of indices k, and show that this is a dense subspace of �2.

2. Show that, if M is a closed subspace of H and M 
= H , then there exists x0 ∈
H \ {0} such that 〈x0, y〉 = 0 for every y ∈ M .

3. Let L be a subspace of H . Show that L is also a subspace of H .

4. For any A ⊂ H let us set

A⊥ = {x ∈ H | x⊥A}. (5.11)

Show that if A, B ⊂ H , then

a. A⊥ is a closed subspace of H and Ā⊥ = A⊥.
b. A ⊂ B =⇒ B⊥ ⊂ A⊥.
c. (A ∪ B)⊥ = A⊥ ∩ B⊥.

A⊥ is called the orthogonal complement of A in H .

Proposition 5.29 Let M be a nonempty closed subspace of a Hilbert space H. Then
the following statements hold (see Fig.5.3):

(i) For every x ∈ H there exists a unique pair (yx , zx ) ∈ M × M⊥ such that

x = yx + zx (5.12)

Fig. 5.3 Riesz orthogonal
decomposition

M⊥

M

H

0

x
pM

pM

⊥(x)

(x)
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(equality (5.12) is called the Riesz orthogonal decomposition of the vector x).
Moreover,

yx = pM (x) and zx = pM⊥(x).

(ii) pM : H → H is linear and ‖pM (x)‖ ≤ ‖x‖ for all x ∈ H.

(iii) (a) pM ◦ pM = pM .
(b) ker pM = M⊥.
(c) pM (H) = M.

Proof Let x ∈ H .

(i) Define yx = pM (x) and zx = x − yx ; then by (5.10) it follows that zx ⊥ M and

〈x − zx , v〉 = 〈yx , v〉 = 0 ∀v ∈ M⊥.

So zx = pM⊥(x) in view of Corollary 5.27. Suppose x = y+z for some y ∈ M
and z ∈ M⊥. Then

yx − y = z − zx ∈ M ∩ M⊥ = {0}.

(ii) For any x1, x2 ∈ H , α1,α2 ∈ R and y ∈ M , we have

〈(α1x1 + α2x2) − (α1 pM (x1) + α2 pM (x2)), y〉
= α1〈x1 − pM (x1), y〉 + α2〈x2 − pM (x2), y〉 = 0.

Then, by Corollary 5.27, pM (α1x1 + α2x2) = α1 pM (x1) + α2 pM (x2). More-
over, since 〈x − pM (x), pM (x)〉 = 0 for every x ∈ H , we obtain

‖pM (x)‖2 = 〈x, pM (x)〉 ≤ ‖x‖ ‖pM (x)‖.

(iii) Statement (a) follows from the fact that pM (x) = x for any x ∈ M . Statements
(b) and (c) are consequences of (i). �

Exercise 5.30 In the Hilbert space H = L2(0, 1) consider the sets

M = {u ∈ H | u is constant a.e. in (0, 1)}

and

N =
{

u ∈ H
∣
∣
∣
∫ 1

0
u(x) dx = 0

}
.

1. Show that M and N are closed subspaces of H .
2. Showthat N = M⊥.
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3. Does the function f (x) := 1/ 3
√

x, 0 < x < 1, belong to H? If so, find the Riesz
orthogonal decomposition of f with respect to M and N .

Exercise 5.31 Given a Hilbert space H and A ⊂ H , show that the intersection of
all closed subspaces including A is a closed subspace of H . Such a subspace, called
the closed subspace generated by A, will be denoted by sp(A).

Given a Hilbert space H and A ⊂ H , we will denote by sp(A) the linear subspace
generated by A, that is,

sp(A) =
{

n∑

k=1

ck xk

∣
∣
∣
∣ n ≥ 1 , ck ∈ R , xk ∈ A

}

.

Exercise 5.32 Show that sp(A) is the closure of sp(A), i.e., sp(A) = sp(A).

Hint. Since sp(A) is a closed subspace including A, we have that sp(A) ⊂ sp(A).
Conversely, sp(A) ⊂ sp(A) yields sp(A) ⊂ sp(A).

Corollary 5.33 In a Hilbert space H the following properties hold:

(i) If M is a closed subspace of H, then (M⊥)⊥ = M.
(ii) For any A ⊂ H, (A⊥)⊥ = sp(A).
(iii) If L is a subspace of H, then L is dense if and only if L⊥ = {0}.
Proof We will prove each step of the statement in sequence.

(i) By point (i) of Proposition 5.29 we deduce that

pM⊥ = I − pM .

Similarly, p(M⊥)⊥ = I − pM⊥ = pM . Thus, owing to (iii) of the same propo-
sition,

(M⊥)⊥ = p(M⊥)⊥(H) = pM (H) = M.

(ii) Let M = sp(A). Since A ⊂ M , we have A⊥ ⊃ M⊥ (recall Exercise 5.28(4)).
Then (A⊥)⊥ ⊂ (M⊥)⊥ = M . Conversely, observe that A is contained in the
closed subspace (A⊥)⊥. So M ⊂ (A⊥)⊥.

(iii) Observe that, since L is a closed subspace, L = sp(L). So, in view of part (ii)
above,

L = H ⇐⇒ (L⊥)⊥ = H ⇐⇒ L⊥ = {0}.

The proof is thus complete. �
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Exercise 5.34 Using Corollary 5.33 show that

�1 :=
{

(xn)n

∣
∣
∣
∣ xn ∈ R ,

∞∑

n=1

|xn| < ∞
}

is a dense subspace of �2.

Exercise 5.35 Compute

min
a,b,c∈R

∫ 1

−1
|x3 − a − bx − cx2|2 dx .

Exercise 5.36 Let H be the set of Borel functions f : (0,∞) → R such that

∫ ∞

0
f 2(x)e−x dx < ∞.

Show that H is a Hilbert space with the scalar product

〈 f, g〉 =
∫ ∞

0
f (x)g(x)e−x dx .

Compute

min
a,b∈R

∫ ∞

0
|x2 − a − bx |2e−x dx .

Exercise 5.37 Let H be a Hilbert space, x0 ∈ H and M ⊂ H a closed subspace.
Show that

min
x∈M

‖x − x0‖ = max{|〈x0, y〉| | y ∈ M⊥, ‖y‖ = 1}.

5.3 Riesz Representation Theorem

5.3.1 Bounded Linear Functionals

Let H be a linear space over R.

Definition 5.38 A linear map F : H → R is called a linear functional on H .

Definition 5.39 A linear functional F on a pre-Hilbert space H is said to be bounded
if there exists C ≥ 0 such that

|F(x)| ≤ C‖x‖ ∀x ∈ H.
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Proposition 5.40 Let H be a pre-Hilbert space and F a linear functional on H.
Then the following statements are equivalent:

(a) F is continuous.
(b) F is continuous at 0.
(c) F is continuous at some point of H.
(d) F is bounded.

Proof The implications (a) ⇒ (b) ⇒ (c) and (d) ⇒ (b) are trivial. So it suffices to
show that (c) ⇒ (a) and (b) ⇒ (d).

(c) ⇒ (a) Let F be continuous at x0 and let y0 ∈ H . For any sequence (yn)n in H
converging to y0, we have

xn = yn − y0 + x0 → x0.

Then F(xn) = F(yn) − F(y0) + F(x0) → F(x0). Therefore F(yn) → F(y0). So
F is continuous at y0.

(b) ⇒ (d) By hypothesis, there exists δ > 0 such that |F(x)| < 1 for every x ∈ H
satisfying ‖x‖ < δ. Then for any ε > 0 and x ∈ H we have

∣
∣
∣
∣F

(
δx

‖x‖ + ε

)∣
∣
∣
∣ < 1.

So |F(x)| < 1
δ (‖x‖ + ε). Since ε is arbitrary, the conclusion follows. �

Definition 5.41 The family of all bounded linear functionals on a pre-Hilbert space
H is called the (topological) dual of H and is denoted by H∗. For any F ∈ H∗ we set

‖F‖∗ = sup
‖x‖≤1

|F(x)|.

Exercise 5.42 Let H be a pre-Hilbert space.

1. Show that H∗ is a linear space and ‖ · ‖∗ is a norm on H∗.
2. Show that for any F ∈ H∗ we have

‖F‖∗ = min
{
C ≥ 0

∣
∣ |F(x)| ≤ C‖x‖ ∀x ∈ X

}

= sup
‖x‖=1

|F(x)| = sup
x 
=0

|F(x)|
‖x‖ = sup

‖x‖<1
|F(x)| .
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5.3.2 Riesz Theorem

Example 5.43 Given H a pre-Hilbert space, for any y ∈ H consider Fy the linear
functional on H defined by

Fy(x) = 〈x, y〉 ∀x ∈ H.

By the Cauchy–Schwarz inequality we get |Fy(x)| ≤ ‖y‖ ‖x‖ for any x ∈ H . So
Fy ∈ H∗ and ‖Fy‖∗ ≤ ‖y‖. We have thus defined a map

{
j : H → H∗,
j (y) = Fy .

(5.13)

It is easy to check that j is linear. Moreover, since |Fy(y)| = ‖y‖2 for any y ∈ H ,
we deduce that ‖Fy‖∗ = ‖y‖. Therefore j is a linear isometry.4

Our next result will show that the map j is also onto. So j is an isometric isomor-
phism,5 called the Riesz isomorphism.

Theorem 5.44 (Riesz) Let H be a Hilbert space and let F be a bounded linear
functional on H. Then there exists a unique yF ∈ H such that

F(x) = 〈x, yF 〉, ∀x ∈ H. (5.14)

Moreover, ‖F‖∗ = ‖yF‖.

Proof Suppose F 
= 0 (otherwise the conclusion is trivial by taking yF = 0) and
set M = ker F . Since M is a closed proper6 subspace of H , by Corollary 5.33(iii)
there exists y0 ∈ M⊥ \ {0}. Possibly substituting y0 by y0

F(y0)
∈ M⊥ \ {0}, we can

assume, without loss of generality, F(y0) = 1. Thus, for any x ∈ H we have that
F(x −F(x)y0) = 0, that is, x −F(x)y0 ∈ M (see Fig. 5.4). So 〈x −F(x)y0, y0〉 = 0,
i.e.,

F(x)‖y0‖2 = 〈x, y0〉 ∀x ∈ H.

This implies that yF := y0
‖y0‖2 satisfies (5.14). The uniqueness of yF , as well as the

equality ‖F‖∗ = ‖yF‖, follows from the fact that j in Example 5.43 is a linear
isometry. �

4Given two linear normed spaces X, Y , a map T : X → Y is called an isometry if it satisfies
‖T (x)‖ = ‖x‖ for every x ∈ X .
5Given two linear normed spaces X, Y , a (topological) isomorphism of X onto Y is a linear bijective
mapping T : X → Y such that T and T −1 are continuous. If T is also an isometry, that is,
‖T (x)‖ = ‖x‖ for every x ∈ X , then T is called an isometric isomorphism of X onto Y .
6That is, M 
= H .
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Fig. 5.4 Proof of Riesz
Theorem
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x − F (x) y0

Example 5.45 If H = L2(X,μ), where (X,E ,μ) is ameasure space, from the above
theoremwe deduce that for every bounded linear functional F : L2(X,μ) → R there
exists a unique g ∈ L2(X,μ) such that

F( f ) =
∫

X
f g dμ ∀ f ∈ L2(X,μ).

Moreover, ‖F‖∗ = ‖g‖2.
Exercise 5.46 Let F : L2(0, 2) → R be the linear functional defined by

F( f ) =
∫ 1

0
f (x) dx +

∫ 2

1
(x − 1) f (x) dx .

Show that F is bounded and compute ‖F‖∗.
Definition 5.47 Given a linear space H , a subset Π ⊂ H is called an affine mani-
fold if

Π = x0 + Π0 := {x0 + y | y ∈ Π0}

where x0 is a fixed vector and Π0 is a subspace of H . If Π0 has codimension7 1,
then the affine manifold Π is called a hyperplane in H .

Given a Hilbert space H and a linear functional F ∈ H∗, F 
= 0, for every c ∈ R

let us set
Πc = {x ∈ H | F(x) = c}.

By the Riesz Theorem we deduce that ker F = Π0 = {yF }⊥. So, owing to Corol-
lary 5.33(ii), Π⊥

0 = {λyF | λ ∈ R}. Then from the Riesz orthogonal decomposition
it follows thatΠ0 is a closed subspace of codimension 1. Moreover, for any xc ∈ Πc,
we have that Πc = xc + Π0. Therefore Πc is a closed hyperplane in H .

The following result provides a sufficient condition for two convex sets to be
‘strictly separated’ by a closed hyperplane.

7We say that a subspace Π0 of a linear space H has codimension n if there exist n linearly indepen-
dent vectors x1, . . . , xn ∈ H such that x1, . . . , xn 
∈ Π0 and H = Π0 ⊕ Rx1 ⊕ · · · ⊕ Rxn , where
the symbol ‘⊕’ denotes the direct sum.
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F = c1 F = c2

A

B

Fig. 5.5 Separation of convex sets

Proposition 5.48 Let A and B be nonempty disjoint convex sets in a Hilbert space
H. Suppose that A is compact and B is closed. Then there exist a functional F ∈ H∗
and two constants c1, c2 such that

F(x) ≤ c1 < c2 ≤ F(y) ∀x ∈ A , ∀y ∈ B

(see Fig.5.5).

Proof Let C = B − A := {
y − x | x ∈ A , y ∈ B

}
. It is easy to verify that C is a

nonempty convex set such that 0 /∈ C . We claim that C is closed. Let (yn − xn)n ⊂ C
be a sequence such that yn − xn → z. Since A is compact, there exists a subsequence
(xkn )n such that xkn → x ∈ A. Therefore

ykn = ykn − xkn + xkn − x
︸ ︷︷ ︸

→0

+x → z + x

and so, since B is closed, z + x ∈ B. It follows that C is closed, as claimed. Then,
thanks to Theorem 5.23, z0 := pC (0) satisfies z0 
= 0 and

〈0 − z0, y − x − z0〉 ≤ 0 ∀x ∈ A , ∀y ∈ B,

or, equivalently,

〈x, z0〉 + ‖z0‖2 ≤ 〈y, z0〉 ∀x ∈ A , ∀y ∈ B.

The conclusion follows taking

F = Fz0 , c1 = sup
x∈A

〈x, z0〉, c2 = inf
y∈B

〈y, z0〉. �
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Exercise 5.49 1. Given N ≥ 1, define

F : �2 → R, F((xk)k) = xN .

Show that F ∈ (�2)∗ and find y ∈ �2 such that F = Fy .

2. Show that, for any x = (xk)k ∈ �2, the power series
∑∞

k=1 xk zk has radius of
convergence at least 1.

3. For a given z ∈ (−1, 1), set

F : �2 → R, F((xk)k) =
∞∑

k=1

xk zk .

Show that F ∈ (�2)∗ and find y ∈ �2 satisfying F = Fy .

4. In �2 consider the sets8

A := {
(xk)k ∈ �2 | k|xk − k−2/3| ≤ x1 ∀k ≥ 2

}

and
B := {

(xk)k ∈ �2 | xk = 0 ∀k ≥ 2
}
.

a. Show that A and B are disjoint closed convex sets in �2.

b. Show that

A − B = {
(xk)k ∈ �2 | ∃C ≥ 0 : k|xk − k−2/3| ≤ C ∀k ≥ 2

}
.

c. Deduce that A − B is dense in �2.
Hint. Given x = (xk)k ∈ �2, let (xn)n be the sequence in A − B defined by

xn
k =

{
xk if k ≤ n,

k−2/3 if k ≥ n + 1.

Then xn �2−→x .

d. Show that A and B cannot be separated by a functional F ∈ (�2)∗ as in
Proposition 5.48. (This example shows that the compactness assumption on
A cannot be dropped in Proposition 5.48.)
Hint. Otherwise A − B would be contained in the half-space {F ≤ 0}.

8See [Ko02, p. 14].
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Example 5.50 (An unbounded functional) In �2, choose vectors e0 = ( 1n )n and

ek = (

k−1
︷ ︸︸ ︷
0, . . . , 0, 1, 0, . . . ) k = 1, 2, . . . .

Observe that the sequence {ek | k ≥ 0} is a family of linearly independent vectors.
So let

E = {ek | k ≥ 0} ∪ { fi | i ∈ I }

be a Hamel basis9 of �2. Define the linear functional Φ : �2 → R as follows: given
x ∈ �2, then x has a unique representation as a finite linear combination of vectors
from the set E , say x = ∑N

k=0 λkek + ∑
i∈J μi fi with N ≥ 0 and J ⊂ I finite.

We set

Φ

( N∑

k=0

λkek +
∑

i∈J

μi fi

)
= λ0.

Then {ek | k ≥ 1} ⊂ ker(φ), so that ker(Φ) is dense in �2. On the other hand,
e0 
∈ ker(Φ), hence ker(Φ) is not closed. This shows that Φ fails to be continuous.

Definition 5.51 Let H be a pre-Hilbert space. A map a : H × H → R is called a
bilinear form if it is linear in each argument separately:

a(λ1x1 + λ1x2, y) = λ1a(x1, y) + λ2a(x2, y) ∀λ1,λ2 ∈ R, ∀x1, x2, y ∈ H,

a(x,λ1y1 + λ1y2) = λ1a(x, y1) + λ2a(x, y2) ∀λ1,λ2 ∈ R, ∀x, y1, y2 ∈ H.

A bilinear form a : H × H → R is said to be

• Bounded if there exists M > 0 such that

a(x, y) ≤ M‖x‖‖y‖ ∀x, y ∈ H.

• Positive (or coercive) if there exists m > 0 such that

a(x, x) ≥ m‖x‖2 ∀x ∈ H.

9Given X a linear space, a maximal subset of X constituted by linearly independent vectors is
called a Hamel basis. We recall that, by applying Zorn’s Lemma, one can prove that every set of
linearly independent vectors is contained in a Hamel basis. Moreover, if (ei )i∈I is a Hamel basis
in X , then the linear subspace generated by (ei )i∈I coincides with X , i.e., X = {∑ j∈J λ j e j | J ⊂
I finite, λ j ∈ R}.



152 5 Hilbert Spaces

Theorem 5.52 (Lax–Milgram) Let H be a Hilbert space and let a : H × H → R

be a positive bounded bilinear form. In addition, let F : H → R be a bounded linear
functional. Then there exists a unique yF ∈ H such that

F(x) = a(x, yF ) ∀x ∈ H.

Proof For each fixed element y ∈ H , the mapping x ∈ H �→ a(x, y) is a bounded
linear functional on H . By the Riesz Representation Theorem we deduce that for
every y ∈ H there exists a unique element Ay ∈ H such that

a(x, y) = 〈x, Ay〉 ∀x ∈ H.

We claim that the map A : H → H is a bounded linear operator (see Sect. 6.2).
Indeed, linearity can be easily checked. Furthermore

‖Ax‖2 = 〈Ax, Ax〉 = a(Ax, x) ≤ M‖Ax‖‖x‖,

by which ‖Ax‖ ≤ M‖x‖. Owing to Proposition 6.10, A is a bounded linear operator.
Hence, A is continuous. Moreover,

‖x‖‖Ax‖ ≥ 〈x, Ax〉 = a(x, x) ≥ m‖x‖2 ∀x ∈ H.

Thus,
‖Ax‖ ≥ m‖x‖ ∀x ∈ H. (5.15)

Consequently, A is also injective and R(A) is closed, where R(A) stands for the
range of A. Indeed, if (Axn)n ⊂ R(A) is such that Axn → y for some y ∈ Y , then
by (5.15) we deduce that m‖xn − xm‖ ≤ ‖Axn − Axm‖. So, being (xn)n a Cauchy
sequence in H , it converges to some x ∈ X ; by continuity, Axn → Ax = y ∈ R(A).

We are going to prove that
R(A) = H. (5.16)

If not, since R(A) is closed, by Corollary 5.33(iii) there would exist a nonzero
vector w ∈ R(A)⊥. But this leads to a contradiction since it implies that m‖w‖2 ≤
a(w,w) = 〈w, Aw〉 = 0.

Next, we observe that once more from Riesz Representation Theorem there exists
zF ∈ H such that

F(x) = 〈x, zF 〉 ∀x ∈ H.

Then by (5.16) we find yF ∈ H satisfying AyF = zF . Thus

F(x) = 〈x, zF 〉 = 〈x, AyF 〉 = a(x, yF ) ∀x ∈ H.

http://dx.doi.org/10.1007/978-3-319-17019-0_6
http://dx.doi.org/10.1007/978-3-319-17019-0_6
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Toprove the uniqueness of yF , observe that if y and y′ are such that F(x) = a(x, y) =
a(x, y′) for all x ∈ H , then a(x, y − y′) = 0 for all x ∈ H . Setting x = y − y′ we
get 0 = a(y − y′, y − y′) ≥ m‖y − y′‖2. �

Remark 5.53 If the bilinear form a is also symmetric, that is,

a(x, y) = a(y, x) ∀x, y ∈ H,

then a much easier proof of Lax–Milgram Theorem can be provided by noting that
(x, y) �→ a(x, y) is a new scalar product on H which induces an equivalent norm,
hence Riesz Representation Theorem directly applies.

5.4 Orthonormal Sequences and Bases

Definition 5.54 Let H be a pre-Hilbert space. A sequence (ek)k ⊂ H is said to be
orthonormal if

〈eh, ek〉 =
{
1 if h = k,

0 if h 
= k.

Example 5.55 The sequence of vectors

ek = (

k−1
︷ ︸︸ ︷
0, . . . , 0, 1, 0, . . . ) k = 1, 2, . . .

is orthonormal in �2.

Example 5.56 Let {ϕk | k = 0, 1, . . .} be the sequence of functions in L2(−π,π)

defined by

ϕ0(t) = 1√
2π

,

ϕ2k−1(t) = sin(kt)√
π

, ϕ2k(t) = cos(kt)√
π

(k ≥ 1).

Since for any h, k ≥ 1 we have

1

π

∫ π

−π
cos(ht) sin(kt) dt = 0,

1

π

∫ π

−π
sin(ht) sin(kt) dt =

{
0 if h 
= k,

1 if h = k,

1

π

∫ π

−π
cos(ht) cos(kt) dt =

{
0 if h 
= k,

1 if h = k,
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it is easy to check that {ϕk | k = 0, 1, . . .} is an orthonormal sequence in L2(−π,π).
Such a sequence is called the trigonometric system.

5.4.1 Bessel’s Inequality

Proposition 5.57 Let H be a Hilbert space and let (ek)k be an orthonormal
sequence.

1. For every N ∈ N, Bessel’s identity holds:

∥
∥
∥
∥
∥

x −
N∑

k=1

〈x, ek〉ek

∥
∥
∥
∥
∥

2

= ‖x‖2 −
N∑

k=1

∣
∣〈x, ek〉

∣
∣2 ∀x ∈ H. (5.17)

2. Bessel’s inequality holds:

∞∑

k=1

∣
∣〈x, ek〉

∣
∣2 ≤ ‖x‖2 ∀x ∈ H.

In particular, the series in the left-hand side is convergent.
3. For any sequence (ck)k ⊂ R we have10:

∞∑

k=1

ckek ∈ H ⇐⇒
∞∑

k=1

|ck |2 < ∞.

Proof Let x ∈ H . Bessel’s identity can be easily checked by induction on N . For
N = 1, (5.17) is true.11 Suppose it holds for some N ≥ 1. Then

∥
∥
∥
∥x −

N+1∑

k=1

〈x, ek〉ek

∥
∥
∥
∥

2

=
∥
∥
∥
∥x −

N∑

k=1

〈x, ek〉ek

∥
∥
∥
∥

2

+ ∣
∣〈x, eN+1〉

∣
∣2 − 2

〈
x −

N∑

k=1

〈x, ek〉ek, 〈x, eN+1〉eN+1

〉

= ‖x‖2 −
N∑

k=1

∣
∣〈x, ek〉

∣
∣2 − ∣

∣〈x, eN+1〉
∣
∣2.

10The statement ‘
∑∞

k=1 ckek ∈ H ’means that the sequence of partial sums
∑n

k=1 ckek is convergent
in the metric of H as n → ∞.
11Indeed (5.17) for N = 1 has been used to prove Cauchy–Schwarz inequality (5.2).
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So (5.17) holds for any N ≥ 1. Moreover, Bessel’s identity implies that all the partial
sums of the series

∑∞
k=1 |〈x, ek〉|2 are bounded above by ‖x‖2, thus yielding Bessel’s

inequality. Finally, for every n ∈ N we have

∥
∥
∥
∥

n+p∑

k=n+1

ckek

∥
∥
∥
∥

2

=
n+p∑

k=n+1

|ck |2, p = 1, 2, . . . .

Therefore the partial sums of the series
∑∞

k=1 ckek is a Cauchy sequence in H if and
only if the number series

∑∞
k=1 c2k is convergent. Since the space H is complete, the

conclusion of point 3 follows. �
Definition 5.58 Under the same assumptions of Proposition 5.57, for every x ∈
H the numbers 〈x, ek〉 are called the Fourier coefficients of x and the series∑∞

k=1〈x, ek〉ek is called the Fourier series of x .

Remark 5.59 Under the same assumptions of Proposition 5.57, fixed n ∈ N let us
set Mn := sp

({e1, . . . , en}) = sp(e1, . . . , en). Then

pMn (x) =
n∑

k=1

〈x, ek〉ek ∀x ∈ H.

Indeed, for every x ∈ H and c1, c2, . . . , cn ∈ R, we have

∥
∥
∥
∥x −

n∑

k=1

ckek

∥
∥
∥
∥

2

= ‖x‖2 − 2
n∑

k=1

ck〈x, ek〉 +
n∑

k=1

|ck |2

=
(

‖x‖2 −
n∑

k=1

∣
∣〈x, ek〉

∣
∣2
)

+
n∑

k=1

∣
∣ck − 〈x, ek〉

∣
∣2

=
∥
∥
∥
∥x −

n∑

k=1

〈x, ek〉ek

∥
∥
∥
∥

2

+
n∑

k=1

∣
∣ck − 〈x, ek〉

∣
∣2

owing to Bessel’s identity (5.17).

5.4.2 Orthonormal Bases

Let us characterize situations where a vector x ∈ H is given by the sum of its Fourier
series.

Theorem 5.60 Let (ek)k be an orthonormal sequence in a Hilbert space H. Then
the following properties are equivalent:

(a) sp(ek | k ∈ N) is dense in H.
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(b) Every x ∈ H is given by the sum of its Fourier series12:

x =
∞∑

k=1

〈x, ek〉ek .

(c) Every x ∈ H satisfies Parseval’s identity:

‖x‖2 =
∞∑

k=1

∣
∣〈x, ek〉

∣
∣2. (5.18)

(d) If x ∈ H is such that 〈x, ek〉 = 0 for every k ∈ N, then x = 0.

Proof We will prove that (a) ⇒ (b) ⇒ (c) ⇒ (d) ⇒ (a).

• (a) ⇒ (b)
For any n ∈ N let Mn := sp(e1, . . . , en). Then by hypothesis for every x ∈ H we
have dMn (x) → 0 as n → ∞, where dMn (x) denotes the distance of x from Mn .
Thus, owing to Remark 5.59,

∥
∥
∥
∥x −

n∑

k=1

〈x, ek〉ek

∥
∥
∥
∥

2

= ‖x − pMn (x)‖2 = d2
Mn

(x) → 0 (n → ∞).

This yields (b).
• (b) ⇒ (c) This part follows from Bessel’s identity.
• (c) ⇒ (d) Obvious.
• (d) ⇒ (a)
Let L := sp(ek | k ∈ N). Then by hypothesis L⊥ = {0}. So L is dense thanks to
point (iii) of Corollary 5.33. �

Definition 5.61 An orthonormal sequence (ek)k in a Hilbert space H is said to be
complete if sp(ek | k ∈ N) is dense H (or if any of the four equivalent conditions of
Theorem 5.60 holds). In this case, (ek)k is called an orthonormal basis of H .

Exercise 5.62 Show that if a Hilbert space H possesses an orthonormal basis (ek)k ,
then H is separable, that is, H contains a dense countable set.

Hint. Consider the set of all finite linear combinations of the vectors ek with rational
coefficients.

12More exactly, the statement ‘x = ∑∞
k=1〈x, ek〉ek ’ means that the sequence of partial sums corre-

sponding to the Fourier series of x converges to x in the metric of H , i.e.,
∑n

k=1〈x, ek〉ek → x in
H as n → ∞.
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Exercise 5.63 Let (yk)k be a sequence in a Hilbert space H . Show that there exists
an at most countable set of linearly independent vectors {x j | j ∈ J } in H such that

sp(yk | k ∈ N) = sp(x j | j ∈ J ).

Hint. For every j ∈ N let k j be the first index k ∈ N such that

dim sp(y1, . . . , yk) = j.

Set x j := yk j . Then sp(x1, . . . , x j ) = sp(y1, . . . , yk j ).

Exercise 5.64 Let (ek)k be an orthonormal basis in a Hilbert space H . Show that

〈x, y〉 =
∞∑

k=1

〈x, ek〉〈y, ek〉 ∀x, y ∈ H.

Hint. Observe that

〈x, y〉 = ‖x + y‖2 − ‖x‖2 − ‖y‖2
2

and use Parseval’s identity (5.18).

Next result shows the converse of the property described in Exercise 5.62.

Proposition 5.65 Let H be an infinite-dimensional separable Hilbert space. Then
H possesses an orthonormal basis.

Proof Let (yk)k be a dense sequence in H and let A be the set of at most countable
linearly independent vectors constructed in Exercise 5.63. Then sp

(
A
) = sp(yk | k ∈

N) is dense in H . We claim that A is infinite. Indeed, if not, then sp(A) would have
finite dimension and, consequently, it would be a closed subspace of H (seeCorollary
C.4), which in turn implies sp(A) = H , in contradiction with the assumption that H
is infinite-dimensional. So we deduce that A is infinite and countable. Set A = (xk)k

and define13

e1 = x1
‖x1‖ and ek = xk − ∑

j<k〈xk, e j 〉e j
∥
∥
∥xk − ∑

j<k〈xk, e j 〉e j

∥
∥
∥

(k ≥ 2).

Then (ek)k is an orthonormal sequence by construction. Moreover, we have

sp(e1, . . . , ek) = sp(x1, . . . , xk) ∀k ≥ 1. (5.19)

Indeed, by induction it is easy to verify that {e1, . . . , ek} ⊂ sp(x1, . . . , xk), by
which sp(e1, . . . , ek) ⊂ sp(x1, . . . , xk). On the other hand, the vectors e1, . . . , ek

13This procedure is known as Gram–Schmidt orthonormalization.
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are linearly independent because they are orthogonal (see Exercise 5.20). Thus
dim sp(e1, . . . , ek) = k = dim sp(x1, . . . , xk), and (5.19) follows. Therefore
sp(ek | k ∈ N) is dense in H . �

Example 5.66 In H = �2 it is immediate to verify that the orthonormal sequence
(ek)k of Example 5.55 is complete.

Remark 5.67 If H is not separable,we can also establish (using theAxiomofChoice)
the existence of an uncountable orthonormal basis {ei | i ∈ I }. Theorem 5.60 is still
valid provided we substitute convergent series by summable families (see [Sh61]).
For instance, let us consider an uncountable set A and, for every function f : A →
[0,∞), let us set

∑

α∈A

f (α) := sup

{ ∑

α∈F

f (α) : F ⊆ A, F finite or countable

}
.

Observe that, since

{α ∈ A : f (α) 
= 0} =
∞⋃

n=1

{
α ∈ A : f (α) ≥ 1

n

}
,

we deduce that

∑

α∈A

f (α) < ∞ =⇒ A f := {α ∈ A : f (α) 
= 0} is finite or countable.

Next define

�2(A) =
{

x : A → R : ‖x‖22 =
∑

α∈A

|x(α)|2 < ∞
}
.

In other words, �2(A) = L2(A,μ#), where μ# denotes the counting measure on A.
It follows that �2(A) is a Banach space. Set, moreover,

〈x, y〉 =
∑

α∈Ax ∪Ay

x(α)y(α) ∀x, y ∈ �2(A),

where Ax ∪ Ay is finite or countable. Then 〈·, ·〉 is the scalar product associated with
the norm ‖ · ‖2. So �2(A) is a Hilbert space. Finally, if we define

xα(β) =
{
1 if β = α,

0 if β 
= α,

then {xα}α∈A is an orthonormal family.
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Proposition 1.75 guarantees that the Lebesguemeasure onR
N is the uniqueRadon

measure, up to multiplicative constants, which is translation invariant. The following
exercise shows that in an infinite-dimensional Hilbert space there is no nontrivial
measure with analogous properties.

Exercise 5.68 Let H be an infinite-dimensional separable Hilbert space. Show that
if μ is a Borel measure on H , which is translation invariant and finite on all bounded
subsets of H , then μ ≡ 0.

Hint. Let μ be a Borel measure on H which is translation invariant and finite on
bounded sets of H . Assume μ 
= 0. By using the balls (5.7), μ(Br (0)) > 0 for some
radius r > 0. Given an orthonormal complete sequence (ek)k , fix R > r

√
2. Then

for i 
= j we have Br (Rei ) ∩ Br (Re j ) = ∅.

Exercise 5.69 Let (ek)k and (e′
k)k be two orthonormal sequences in a Hilbert space

H such that ∞∑

k=1

‖ek − e′
k‖2 < 1.

Show that:

• For every x ∈ {e′
k | k ∈ N}⊥ \ {0} we have

∞∑

k=1

|〈x, ek〉|2 < ‖x‖2.
• (ek)k is complete if and only if (e′

k)k is complete.

5.4.3 Completeness of the Trigonometric System

In this sectionwewill show that the orthonormal sequence {ϕk | k = 0, 1, . . .} defined
in Example 5.56 is an orthonormal basis in L2(−π,π).

To this aim we begin by constructing a sequence of trigonometric polynomials
with special properties. We recall that a trigonometric polynomial q(t) is a sum of
the form

q(t) = a0 +
n∑

k=1

(
ak cos(kt) + bk sin(kt)

)
(n ∈ N)

with coefficients ak, bk ∈ R, i.e., an element of sp(ϕk | k = 0, 1, . . .). Any trigono-
metric polynomial q is a continuous 2π-periodic function.

Lemma 5.70 There exists a sequence of trigonometric polynomials (qn)n (see
Fig.5.6) such that

(a) qn(t) ≥ 0 for every t ∈ R and n ∈ N.

(b) 1
2π

∫ π
−π qn(t) dt = 1 for every n ∈ N.

http://dx.doi.org/10.1007/978-3-319-17019-0_1


160 5 Hilbert Spaces

Fig. 5.6 The sequence qn

(c) For any δ > 0
lim

n→∞ sup
δ≤|t |≤π

qn(t) = 0.

Proof For every n ∈ N, define

qn(t) = cn

(1 + cos t

2

)n ∀t ∈ R,

where cn is chosen in such a way that property (b) is satisfied. Recalling that

cos(kt) cos t = 1

2

[
cos

(
(k + 1)t

) + cos
(
(k − 1)t

)]
,

it is easy to check that each qn is a finite linear combination of elements cos(kt),
k ≥ 0. So qn is a trigonometric polynomial.

Since property (a) is immediate, there only remains to check (c). Observe that,
since qn is even,

1 = cn

π

∫ π

0

(1 + cos t

2

)n
dt ≥ cn

π

∫ π

0

(1 + cos t

2

)n
sin t dt

= cn

π(n + 1)

[
− 2

(1 + cos t

2

)n+1
]π

0
= 2cn

π(n + 1)
,

by which we deduce

cn ≤ π(n + 1)

2
∀n ∈ N.

Now, fix 0 < δ < π. Since qn is even in [−π,π] and decreasing in [0,π], using the
above estimate for cn , we obtain

sup
δ≤|t |≤π

qn(t) = qn(δ) ≤ π(n + 1)

2

(1 + cos δ

2

)n n→∞−→ 0,

which completes the proof. �
The next step is to derive the classical uniform approximation theorem by trigono-

metric polynomials.
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Theorem 5.71 (Weierstrass) Let f : R → R be a continuous 2π-periodic function.
Then there exists a sequence of trigonometric polynomials (pn)n such that ‖ f −
pn‖∞ → 0 as n → ∞.

Proof 14 Let (qn) be the sequence of trigonometric polynomials constructed in
Lemma 5.70. For any n ∈ N and t ∈ R, a simple periodicity argument shows
that

pn(t) := 1

2π

∫ π

−π
f (t − s)qn(s) ds

= 1

2π

∫ t+π

t−π
f (τ )qn(t − τ ) dτ = 1

2π

∫ π

−π
f (τ )qn(t − τ ) dτ .

This implies that pn is a trigonometric polynomial. Indeed, since

qn(t) = a0 +
kn∑

k=1

ak cos(kt),

we have that

pn(t) − a0
2π

∫ π

−π
f (τ ) dτ = 1

2π

kn∑

k=1

∫ π

−π
f (τ )ak cos

(
k(t − τ )

)
dτ

= 1

2π

kn∑

k=1

ak

[
cos(kt)

∫ π

−π
f (τ ) cos(kτ ) dτ + sin(kt)

∫ π

−π
f (τ ) sin(kτ ) dτ

]
.

For any δ ∈ (0,π] let
ω f (δ) = sup

|x−y|<δ
| f (x) − f (y)|.

Using properties (a) and (b) of Lemma 5.70, for every t ∈ R we have

| f (t) − pn(t)| =
∣
∣
∣
∣
1

2π

∫ π

−π

[
f (t) − f (t − s)

]
qn(s) ds

∣
∣
∣
∣

≤ 1

2π

∫ π

−π

∣
∣ f (t) − f (t − s)

∣
∣qn(s) ds

≤ 1

2π

∫ δ

−δ
ω f (δ)qn(s) ds + 1

2π

∫

δ≤|s|≤π
2‖ f ‖∞qn(s) ds

≤ ω f (δ) + 2‖ f ‖∞ sup
δ≤|s|≤π

qn(s).

14This proof, based on a convolution method, is due to de la Vallée Poussin.
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Since f is uniformly continuous, we deduce that ω f (δ) → 0 as δ → 0. Given ε > 0,
let δε ∈ (0,π] be such that ω f (δε) < ε. Owing to point (c) of Lemma 5.70, there
exists nε ∈ N such that supδε≤|s|≤π qn(s) < ε for every n ≥ nε. Then

‖ f − pn‖∞ < (1 + 2‖ f ‖∞)ε ∀n ≥ nε,

thus completing the proof. �

Remark 5.72 Weierstrass’ Theorem can be reformulated as follows: any continuous
function f : [a, b] → R such that f (a) = f (b) is the uniform limit of a sequence of
trigonometric polynomials in [a, b], where by a trigonometric polynomial in [a, b]
we mean a finite linear combination of elements of the system

1, cos
2πkt

b − a
, sin

2πkt

b − a
(k ≥ 1).

Since the functions cos(kt) and sin(kt) are analytic, we deduce that any continuous
function f : [a, b] → R is the uniform limit of a sequence of algebraic polynomi-
als.15 For a direct proof see, for instance, [Ro68].

Weare now ready to deduce the announced completeness of the trigonometric system.
We recall that Cc(a, b) = Cc

(
(a, b)

)
denotes the space of all continuous functions

f : (a, b) → R with compact support (see Sect. 3.4.2).

Theorem 5.73 {ϕk | k = 0, 1, . . .} is an orthonormal basis of L2(−π,π).

Proof We will show that trigonometric polynomials are dense in L2(−π,π) and
then the conclusion will follow from Theorem 5.60. Let f ∈ L2(−π,π) and fix
ε > 0. Since Cc(−π,π) is dense in L2(−π,π) on account of Theorem 3.45, there
exists fε ∈ Cc(−π,π) such that ‖ f − fε‖2 < ε. Clearly, we can extend fε, by
periodicity, to a periodic continuous function on the whole real line. Moreover, by
the Weierstrass Theorem (Theorem 5.71) there exists a trigonometric polynomial pε

such that ‖ fε − pε‖∞ < ε. Then

‖ f − pε‖2 ≤ ‖ f − fε‖2 + ‖ fε − pε‖2 ≤ ε + ε
√
2π

and the conclusion follows. �

Remark 5.74 Let f ∈ L2(−π,π). According to Definition 5.58 the Fourier coeffi-
cients of f with respect to the trigonometric system are given by

〈 f,ϕk〉 =
∫ π

−π
f (t)ϕk(t) dt := f̂ (k), k = 0, 1, 2 . . . .

15It suffices to write f as f = ( f − g) + g, where g = (x − a)
f (b)− f (a)

b−a , and apply Weierstrass
Theorem to the function f − g which satisfies ( f − g)(a) = ( f − g)(b) = f (a).

http://dx.doi.org/10.1007/978-3-319-17019-0_3
http://dx.doi.org/10.1007/978-3-319-17019-0_5
http://dx.doi.org/10.1007/978-3-319-17019-0_3
http://dx.doi.org/10.1007/978-3-319-17019-0_5
http://dx.doi.org/10.1007/978-3-319-17019-0_5
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Thus, the associated Fourier series is

f̂ (0)√
2π

+ 1√
π

∞∑

k=1

[
f̂ (2k) cos(kt) + f̂ (2k − 1) sin(kt)

]
, (5.20)

whose partial sums are the following trigonometric polynomials

Sn( f ) = Sn( f, t) = f̂ (0)√
2π

+ 1√
π

n∑

k=1

[
f̂ (2k) cos(kt) + f̂ (2k − 1) sin(kt)

]
.

Since the trigonometric system is an orthonormal basis of L2(−π,π), then by The-
orem 5.60 we have that:

• f is given by the sum of its Fourier series with respect to the trigonometric system,
that is,

Sn( f )
L2−→ f as n → ∞.

• Parseval’s identity holds:

‖ f ‖22 =
∞∑

k=0

| f̂ (k)|2. (5.21)

We note that we have no information on the pointwise convergence of the Fourier
series (5.20), except that there exists a subsequence (Snk )k converging a.e. in (−π,π)

(see Theorem3.11). Actually, one can prove that the Fourier series itself is convergent
a.e. (see [Ka76, Mo71]).

Exercise 5.75 Applying (5.21) to the function

f (t) = t t ∈ [−π,π],

derive Euler’s identity
∞∑

k=1

1

k2
= π2

6
.

5.5 Miscellaneous Exercises

Exercise 5.76 Determine the projection in �2 of the sequence ( 1
n! )n≥1 onto the sub-

space M defined by:

M =
{
α

(
1

2n

)

n≥1
+ β

(
1

3n

)

n≥1

∣
∣
∣
∣α, β ∈ R

}
.

http://dx.doi.org/10.1007/978-3-319-17019-0_5
http://dx.doi.org/10.1007/978-3-319-17019-0_5
http://dx.doi.org/10.1007/978-3-319-17019-0_3
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Exercise 5.77 Let M be the subspace of �2 defined by

M :=
{( xn

n

)

n

∣
∣
∣ (xn)n ∈ �2

}
.

Show that M is dense in �2 but M 
= �2.

Exercise 5.78 Consider the subspace of L2(−π,π) defined by:

M = {a + b sin x + cx2 | a, b, c ∈ R}.

1. Find an orthonormal basis of M .
2. Compute

min
f ∈M

∫ π

−π
|x − f |2 dx .

Exercise 5.79 Compute

min
a,b∈R

∫ ∞

1

∣
∣
∣
1

x3
− a

x
− b

x2

∣
∣
∣
2

dx .

Exercise 5.80 Let F : L2(−1, 1) → R be the linear functional defined by

F( f ) =
∫ 1

0
( f (x) − f (x − 1)) dx .

Show that F is bounded and compute ‖F‖∗.

Exercise 5.81 In the Hilbert space L2(R) consider the set

M = { f ∈ H : f (x) = f (−x) a.e.} .

1. Show that M is a closed subspace of L2(R).
2. Show that the orthogonal projection onto M is given by

pM ( f )(x) = f (x) + f (−x)

2
.

Exercise 5.82 Let (en)n be an orthonormal basis in a Hilbert space H .

1. Find all the functionals F ∈ H∗ such that

∞∑

n=1

|F(en)|2 < ∞ . (5.22)
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2. Let F ∈ H∗ satisfy (5.22). Find a sufficient assumption on (en)n to ensure that

‖F‖2∗ =
∞∑

n=1

|F(en)|2.

Exercise 5.83 In the Hilbert space L2(0,∞) consider the sequence

φn(x) =
{
1 if x ∈ [n − 1, n]
0 if x ∈ [0,∞) \ [n − 1, n] n � 1.

1. Show that (φn)n is an orthonormal sequence.
2. Is (φn)n an orthonormal basis?

Exercise 5.84 Let (Kn)n be a sequence of closed convex sets in a Hilbert space H
such that Kn+1 ⊂ Kn and

K :=
∞⋂

n=1

Kn 
= ∅ .

Let x ∈ H .

1. Show that the sequence (dKn (x))n is convergent.
2. Show that (pKn (x))n is a Cauchy sequence, and therefore it converges to some

x̄ ∈ H .

Hint. Adapt the proof of Theorem 5.23.

3. Show that dKn (x) → dK (x) and x̄ = pK (x).

Exercise 5.85 Let H be a Hilbert space.

1. A set K ⊆ X is called a cone if for all x ∈ K and λ > 0 we have that λx ∈ K .
Show that a cone K is convex if and only if

x, y ∈ K and λ,μ > 0 =⇒ λx + μy ∈ K .

2. Let K 
= ∅ be a closed convex cone. Show that, for every x ∈ X ,

pK (x) = x̄ ⇐⇒

⎧
⎪⎨

⎪⎩

x̄ ∈ K

〈x − x̄, x̄〉 = 0

〈x − x̄, y〉 � 0 ∀y ∈ K

.

Exercise 5.86 Write the Fourier series of

f (x) =
(

π − |x |
2

)2

, x ∈ [−π,π].

http://dx.doi.org/10.1007/978-3-319-17019-0_5
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Deduce that ∞∑

n=1

1

n4 = π4

90
.

Exercise 5.87 Let f, g ∈ L2(−π,π) and let f̂ (n), ĝ(n) be their Fourier coefficients,
respectively.

1. Show that f̂ (n) → 0 as n → +∞.
2. Show that the following series are convergent

∞∑

n=0

f̂ (n)

1 + n
,

∞∑

n=0

f̂ (n)ĝ(n).
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Chapter 6
Banach Spaces

In the previous chapter, we have seen how to associate a norm ‖ · ‖ with a scalar
product 〈·, ·〉 on a pre-Hilbert space H . We are now going to take a closer look at those
vector spaces X that possess a norm ‖ · ‖, hence a metric, which is not necessarily
associated with a scalar product. Such an extension is extremely useful because it
allows for application to numerous examples of great relevance, such as L p(X,μ)

spaces with p �= 2 or spaces of continuous functions.
Soon after the first definitions we shall introduce the notion of Banach space, that

is, a normed space which is complete with respect to the associated metric. Then,
we will study the space of all bounded linear maps between Banach spaces. Such a
space enjoys important metric and topological properties, mostly discovered in the
first half of the nineteenth century, that can ultimately be regarded as consequences
of Baire’s Lemma. Then, we will investigate the possibility of extending a bounded
linear functional on a subspace to the whole space X via the Hahn-Banach Theorem,
which has interesting geometric applications to the separation of convex sets. Finally,
we will analyse the Bolzano-Weierstrass property in infinite dimension, which will
lead us to introduce the notions of weak convergence and reflexive space.

Most of the examples in this chapter require the use of spaces of summable
functions. On the other hand, all these examples make sense in the special case of �p

spaces which can be treated without any knowledge of integration theory. In order
to simplify the exposition, we shall often prove technical results in the latter special
case. For instance, in this chapter we characterize the dual space of �p. The proof
of the analogous characterization for L p(X,μ) spaces needs a refined methodology
and will be discussed in Sect. 8.4.

Once again, here we consider real Banach spaces only, even though most of the
results of this chapter hold true for vector spaces over C.
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6.1 Definitions and Examples

Let X be a linear space over R.

Definition 6.1 A norm ‖ · ‖ on X is a map

‖ · ‖ : X → [0,∞)

with the following properties:

1. ‖x‖ = 0 if and only if x = 0.
2. ‖αx‖ = |α|‖x‖ for every x ∈ X and α ∈ R.
3. ‖x + y‖ ≤ ‖x‖ + ‖y‖ for every x, y ∈ X .

The pair (X, ‖ · ‖) is called a normed linear space.

A function X → [0,∞) satisfying the above properties except for 1 is called a
seminorm on X .

As we already observed in Chap. 5, in a normed linear space (X, ‖·‖) the function

d(x, y) = ‖x − y‖ ∀x, y ∈ X (6.1)

is a metric.

Definition 6.2 Two norms ‖·‖1 and ‖·‖2 on a linear space X are said to be equivalent
if there exist two constants C ≥ c > 0 such that

c‖x‖1 ≤ ‖x‖2 ≤ C‖x‖1 ∀x ∈ X.

Exercise 6.3 Given a linear space X , show that two norms on X are equivalent if
and only if they induce the same topology in X .

Exercise 6.4 In R
N , show that the following norms are equivalent

‖x‖p =
(

N∑

k=1

|xk |p

)1/p

and ‖x‖∞ = max
1≤k≤N

|xk |,

where x = (x1, . . . , xN ) ∈ R
N and p ≥ 1.

Definition 6.5 A normed linear space (X, ‖ · ‖) is called a Banach space if it is
complete with respect to the metric defined in (6.1).

Example 6.6 1. Any Hilbert space is a Banach space.

2. Given a set S �= ∅, the family B(S) of all bounded functions f : S → R is a
linear space with the usual operations of sum and product defined by

http://dx.doi.org/10.1007/978-3-319-17019-0_5
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∀x ∈ S

{
( f + g)(x) = f (x) + g(x),

(α f )(x) = α f (x),

for any f, g ∈B(S) and α ∈ R. Moreover, B(S), equipped with the uniform norm

‖ f ‖∞ = sup
x∈S

| f (x)| ∀ f ∈ B(S),

is a Banach space (see, for instance, [Fl77, Proposition 2.13]).
3. Let (X, d) be a metric space. The family Cb(X) of all bounded continuous func-

tions f : X → R is a closed subspace of B(X). So
(
Cb(X), ‖ · ‖∞

)
is a Banach

space.
4. Let (X,E ,μ) be a measure space. The spaces L p(X,μ), with 1 ≤ p ≤ ∞,

introduced in Chap. 3 are some of the main examples of Banach spaces with
the norm

‖ f ‖p =
(∫

X
| f |pdμ

)1/p

∀ f ∈ L p(X,μ), 1 ≤ p < ∞

and
‖ f ‖∞ = inf{m ≥ 0 | μ(| f | > m) = 0} ∀ f ∈ L∞(X,μ).

We recall that, if μ# is the counting measure on N, we will use the symbol �p to
denote the space L p(N,μ#). In this case we have

‖x‖p =
( ∞∑

n=1

|xn|p
)1/p

∀x = (xn)n ∈ �p, 1 ≤ p < ∞

and
‖x‖∞ = sup

n≥1
|xn|, ∀x = (xn)n ∈ �∞.

The case p = 2 was studied in Chap. 5.

Exercise 6.7 1. Let (X, d) be a locally compact metric space. Show that the set
C0(X), consisting of all functions f ∈ Cb(X) such that for any ε > 0 the set{

x ∈ X | | f (x)| ≥ ε
}

is compact, is a closed subspace of Cb(X) (so it is a
Banach space).
Hint. Observe that, if fn ∈ C0(X) and fn → f in Cb(X), for large n we have

{
x ∈ X | | f (x)| ≥ ε

} ⊂ {
x ∈ X | | fn(x)| ≥ ε/2

}
.

2. Show that the set
c0 := {

(xn)n ∈ �∞| lim
n→∞ xn = 0

}
(6.2)

is a closed subspace of �∞ (so it is a Banach space).

http://dx.doi.org/10.1007/978-3-319-17019-0_3
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3. Show that the uniform norm ‖ · ‖∞ (in B(S), Cb(M) or �∞) is not induced by a
scalar product.
Hint. Use parallelogram identity (5.5).

From now on we will often use the following notation: given a normed linear
space X and (xn)n ⊂ X , x ∈ X , we will write

xn
X−→ x,

or, simply, xn → x , to mean that (xn)n converges to x with respect to the metric
(6.1), that is, ‖xn − x‖ → 0 (as n → ∞). Observe that, thanks to the well-known
inequality | ‖x‖−‖y‖ | ≤ ‖x −y‖—which is a consequence of the triangle property
of the norm—it follows that

xn
X−→ x =⇒ ‖xn‖ −→ ‖x‖.

Exercise 6.8 In a Banach space X , let (xn)n be a sequence such that
∑∞

n=1 ‖xn‖ <

∞. Show that the series
∑∞

n=1 xn is convergent in X , that is, there exists x ∈ X
such that

n∑

k=1

xk
X−→ x as n → ∞.

Moreover,

‖x‖ ≤
∞∑

n=1

‖xn‖.

Hint. By property 3 of Definition 6.1 we deduce that

∥
∥
∥
∥
∥

n+p∑

k=n+1

xk

∥
∥
∥
∥
∥

≤
n+p∑

k=n+1

‖xk‖ p = 1, 2, . . . ,

by which it follows that the sequence of partial sums (
∑n

k=1 xk)n is a Cauchy
sequence.

6.2 Bounded Linear Operators

Let X, Y be two linear spaces. A linear operator from X to Y is a linear map
Λ : X → Y . If Y = R, Λ is also called a linear functional.

In the following we will always consider normed linear spaces with their respec-
tive norms. To simplify notation, when there is no danger of confusion, we will

http://dx.doi.org/10.1007/978-3-319-17019-0_5
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denote each norm with the same symbol ‖ · ‖, by dropping the reference to the
associated space.

Definition 6.9 Given two normed linear spaces X and Y , a linear operator Λ : X →
Y is said to be bounded if there exists C ≥ 0 such that

‖Λx‖ ≤ C‖x‖ ∀x ∈ X.

The space of bounded linear operators from X to Y is denoted byL (X, Y ). If X = Y ,
we will write L (X, X) = L (X). If Y = R, as in the Hilbert space case, L (X, R)

is called the topological dual of X and is denoted by X∗. The elements of X∗ are
called bounded linear functionals.

Arguing exactly as in the proof of Proposition 5.40, one can prove the following
result.

Proposition 6.10 Given two normed linear spaces X, Y and a linear operator Λ :
X → Y , then the following properties are equivalent:

(a) Λ is continuous.
(b) Λ is continuous at 0.
(c) Λ is continuous at some point.
(d) Λ is bounded.

As in Definition 5.41, let us set

‖Λ‖ = sup
‖x‖≤1

‖Λx‖ ∀Λ ∈ L (X, Y ). (6.3)

Then for any Λ ∈ L (X, Y ), we have

‖Λ‖ = min
{
C ≥ 0

∣
∣ ‖Λx‖ ≤ C‖x‖ ∀x ∈ X

}

= sup
‖x‖=1

‖Λx‖ = sup
‖x‖<1

‖Λx‖ = sup
x �=0

‖Λx‖
‖x‖ (6.4)

(see also Exercise 5.42). If Y = R, (6.3) is called the dual norm and is also denoted
by ‖ · ‖∗.

Exercise 6.11 Show that (6.3) is a norm on L (X, Y ).

Proposition 6.12 Let X, Y be two normed linear spaces. If Y is a Banach space,
then L (X, Y ) is also a Banach space. In particular, the topological dual X∗ is a
Banach space.

Proof Let (Λn)n be a Cauchy sequence inL (X, Y ). For every x ∈ X , since ‖Λn x −
Λm x‖ ≤ ‖Λn −Λm‖ ‖x‖, we deduce that (Λn x)n is a Cauchy sequence in Y . Since
Y is complete, then (Λn x)n converges to a point in Y that we label Λx . We have thus
defined a mapping Λ : X → Y . It is immediate to check that Λ is linear. Moreover,

http://dx.doi.org/10.1007/978-3-319-17019-0_5
http://dx.doi.org/10.1007/978-3-319-17019-0_5
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since (Λn)n is a bounded sequence in L (X, Y ), say ‖Λn‖ ≤ M for every n ∈ N,
then

‖Λn x‖ ≤ M‖x‖ ∀n ∈ N, ∀x ∈ X,

by which, taking the limit as n → ∞, we have that ‖Λx‖ ≤ M‖x‖ for every x ∈ X .
So Λ ∈ L (X, Y ) and ‖Λ‖ ≤ M . Finally, to show that Λn → Λ in L (X, Y ), fix
ε > 0 and choose nε ∈ N such that ‖Λn − Λm‖ < ε for all n, m ≥ nε. Then
‖Λn x − Λm x‖ < ε‖x‖ for every x ∈ X . Taking the limit as m → ∞, we obtain
‖Λn x − Λx‖ ≤ ε‖x‖ for every x ∈ X . Hence, ‖Λn − Λ‖ ≤ ε for all n ≥ nε and
the proof is complete. �

Exercise 6.13 1. Given a continuous function f : [a, b] → R, define1 Λ :
L1(a, b) → L1(a, b) by setting

Λg(t) = f (t)g(t), t ∈ [a, b] .

Show that Λ is a bounded linear operator and ‖Λ‖ = ‖ f ‖∞.
Hint. By Exercise 3.26 it follows that ‖Λ‖ ≤ ‖ f ‖∞; to prove the equality,
suppose | f (x)| > ‖ f ‖∞ −ε for all x ∈ [x0, x1] ⊂ [a, b] and let g(x) = χ[x0,x1]
be the characteristic function of the interval [x0, x1]; then estimate ‖Λg‖1.

2. Let Λ : C ([−1, 1]) → R be the linear functional defined by

Λ f =
∫ 1

−1
f (x) signx dx .

Show that Λ is bounded and ‖Λ‖∗ = 2.
Hint. Consider the sequence ( fn)n of Exercise 5.12(2) and estimate Λ fn as
n → ∞.

Exercise 6.14 Let X be a Banach space.

1. Show that if Λ, Λ′ ∈ L (X), then ΛΛ′ := Λ ◦ Λ′ ∈ L (X) and ‖ΛΛ′‖ ≤
‖Λ‖ ‖Λ′‖.

2. Show that if Λ ∈ L (X) satisfies ‖Λ‖ < 1, then I − Λ is invertible and
(I − Λ)−1 ∈ L (X).
Hint. Show that (I − Λ)−1 = ∑∞

n=0 Λn (for n = 0 set Λ0 = I ).
3. Show that the set of invertible operators Λ ∈ L (X) such that Λ−1 is continuous

is open in L (X).
Hint. Observe that if Λ−1

0 ∈ L (X), then for every Λ ∈ L (X) such that
‖Λ − Λ0‖ < 1/‖Λ−1

0 ‖ we have that Λ−1 = [I + Λ−1
0 (Λ − Λ0)]−1Λ−1

0 .

If X is a normed linear space and x0 ∈ X , in the following we will denote by Br (x0)

the open ball with center x0 and radius r > 0, i.e.,

1 L p(a, b) = L p([a, b], m) where m is the Lebesgue measure on [a, b]. See footnote 7, p. 87.

http://dx.doi.org/10.1007/978-3-319-17019-0_3
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Br (x0) = {x ∈ X | ‖x − x0‖ < r},

whereas we will denote by Br (x0) the closed ball

Br (x0) = {x ∈ X | ‖x − x0‖ ≤ r}.

If x0 = 0, we will write Br = Br (0) and Br = Br (0).

Exercise 6.15 Show that, in a normed linear space X , we have Br (x) = Br (x) for
every r > 0 and x ∈ X (in contrast to what happens in a generic metric space, see
Remark D.2).

Exercise 6.16 Let X be a normed linear space and Y ⊂ X a subspace. Denote by
X/Y the quotient space of X relative to Y and by Q the quotient map

Q : X → X/Y,

Qx = x + Y.

Show that the map ‖ · ‖ : X/Y → R defined by

‖Qx‖ = dY (x) = inf
y∈Y

‖x + y‖ (6.5)

is a seminorm on X/Y , where dY (x) is the distance of x0 from Y (see Appendix A).
Under the additional assumption that Y is also closed, show that:

1. (6.5) is a norm on X/Y .
2. ‖Qx‖ ≤ ‖x‖ for all x ∈ X (so Q is continuous).
3. W ⊂ X/Y open =⇒ Q−1W open in X .
4. U ⊂ X open =⇒ QU open in X/Y .
5. X Banach =⇒ X/Y Banach.

Finally, show that (6.5) fails to be a norm if Y is not closed.

Hint. To prove part 5, let (Qxn)n be a Cauchy sequence in X/Y , that is, for any
ε > 0 there exists nε ∈ N such that

n, m ≥ nε =⇒ ‖Qxn − Qxm‖ = inf
y∈Y

‖xn − xm + y‖ < ε.

Construct a subsequence (xnk )k and a sequence (yk)k ⊂ Y verifying

‖xnk + yk − xnk+1 − yk+1‖ ≤ 1

2k
∀k ∈ N.

So (xnk + yk)k is a Cauchy sequence in X , hence it converges to some x ∈ X . By
part 2 we get Qxnk = Q(xnk + yk) → Qx in X/Y .
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Exercise 6.17 Let H be a Hilbert space and M a closed subspace of H . Show
that the quotient map Q : H → H/M , restricted to M⊥, becomes an isometric
isomorphism.2

Example 6.18 (Volterra operator) Let 1 ≤ p ≤ ∞ and T > 0 and for any f ∈
L p(0, T ) set

Vp f (t) =
∫ t

0
f (s)ds t ∈ (0, T ).

1. Consider 1 ≤ p < ∞. Denoting by p′ the conjugate exponent of p, we have

|Vp f (t)| ≤ t1/p′(
∫ t

0
f (s)ds

)1/p

with the convention 1
∞ = 0. Thus,

‖Vp f ‖p
p ≤ ‖ f ‖p

p

∫ T

0
t p/p′

dt = T p

p
‖ f ‖p

p.

So

Vp ∈ L (L p(0, T )) and ‖Vp‖ ≤ T

p1/p
. (6.6)

2. Consider p = 1. We claim that ‖V1‖ = T .

Indeed, for any n ∈ N set fn = nχ(0, 1
n ), which satisfies ‖ fn‖1 = 1. Then

V1 fn(t) = min{nt, 1},

which implies

‖V1‖ ≥ ‖V1 fn‖1 = T − 1

2n
→ T .

Combining this with (6.6) we get ‖V1‖ = T as claimed.
3. Consider p = ∞. Then

|V∞ f (t)| ≤
∫ t

0
| f (s)|ds ≤ t‖ f ‖∞.

Therefore
V∞ ∈ L (L p(0, T )) and ‖V∞‖ ≤ T .

Moreover, taking f = 1 yields ‖ f ‖∞ = 1 and ‖V∞‖ ≥ ‖V∞ f ‖∞ = T . So

‖V∞‖ = T .

2See footnote 5 at p. 147.
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4. Consider p = 2 and set V = V2 ∈ L (L2(0, T )). Then we have

‖V ‖2 = sup
0 �= f ∈L2(0,T )

‖V f ‖2
2

‖ f ‖2
2

=
(

inf
0 �= f ∈L2(0,T )

‖ f ‖2
2

‖V f ‖2
2

)−1
. (6.7)

Let R(V ) be the range of V , which is given by the following subset of the space
AC(0, T ) of absolutely continuous functions (see Chap. 7):

R(V ) = {u ∈ AC(0, T ) | u(0) = 0, u′ ∈ L2(0, T )}.

Hence

inf
0 �= f ∈L2(0,T )

‖ f ‖2
2

‖V f ‖2
2

= inf
0 �=u∈R(V )

‖u′‖2
2

‖u‖2
2

. (6.8)

Suppose T = π
2 and for any u ∈ R(V ) consider the extension to [0,π] by

symmetry (i.e., u(t) = u(π − t) for t ∈ [π
2 ,π]) and then the odd extension to

[−π,π]. If we label by ū the resulting extension to [−π,π], then ū satisfies ū(0) =
ū(−π) = ū(π) = 0 and, denoting by (ak)k and (a′)k the Fourier coefficients of ū
and ū′, respectively, with respect to the trigonometric system (see Example 5.56),
a direct computation gives

a0 = a′
0 = 0

a′
2k = ka2k−1, a′

2k−1 = a2k = 0 ∀k ≥ 1.

So Parseval’s identity yields

4
∫ π/2

0
|u(t)|2dt =

∫ π

−π
|ū(t)|2dt =

∞∑

k=1

a2
2k−1 ≤

∞∑

k=1

k2a2
2k−1

=
∫ π

−π
|ū′(t)|2dt = 4

∫ π/2

0
|u′(t)|2dt.

We deduce that ‖u′‖2
2 ≥ ‖u‖2

2 for any u ∈ R(V ); on the other hand, by taking
u(t) = sin t ∈ R(V ), we obtain ‖u‖2

2 = ‖u′‖2
2, and so

inf
0 �=u∈R(V )

‖u′‖2
2

‖u‖2
2

= 1.

Using (6.7) and (6.8), we conclude

‖V ‖ = 1 if T = π

2
.

http://dx.doi.org/10.1007/978-3-319-17019-0_7
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In the general case T > 0, by an easy rescaling argument we get

inf
0 �=u∈R(V )

‖u′‖2
2

‖u‖2
2

= π2

(2T )2

whence ‖V ‖ = 2T
π < T√

2
.

6.2.1 The Principle of Uniform Boundedness

Our next result, usually ascribed to Banach and Steinhaus even though it was obtained
by various authors in different formulations, is also known as Principle of Uniform
Boundedness. Indeed, it allows to deduce uniform estimates for a family of bounded
linear operators starting from pointwise estimates.

Theorem 6.19 (Banach-Steinhaus) Let X be a Banach space, let Y be a normed
linear space, and let (Λi )i∈I ⊂ L (X, Y ). Then

either there exists M ≥ 0 such that

‖Λi‖ ≤ M ∀i ∈ I, (6.9)

or there exists a dense set D ⊂ X such that

sup
i∈I

‖Λi x‖ = ∞ ∀x ∈ D. (6.10)

Proof Define
α(x) := sup

i∈I
‖Λi x‖ ∀x ∈ X.

Since α : X → [0,∞] is a lower semicontinuous function (see Corollary B.6), for
any n ∈ N

Vn := {x ∈ X | α(x) > n} (6.11)

is an open set in X (see Theorem B.4). If all sets Vn are dense, then (6.10) holds
on D := ∩∞

n=1Vn and D is, in turn, a dense set owing to Baire’s Lemma (see
Proposition D.1). Now, suppose that one of these sets, say VN , fails to be dense in
X . Then there exists a closed ball Br (x0) ⊂ X\V N . Therefore

‖x‖ ≤ r =⇒ x0 + x /∈ VN =⇒ α(x0 + x) ≤ N .

Consequently, ‖Λi x‖ ≤ ‖Λi x0‖ + ‖Λi (x + x0)‖ ≤ 2N for all i ∈ I and ‖x‖ ≤ r .
So, for every i ∈ I ,
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‖Λi x‖ = ‖x‖
r

∥
∥
∥
∥Λi

r x

‖x‖
∥
∥
∥
∥ ≤ 2N

r
‖x‖ ∀x ∈ X\{0},

which yields (6.9) with M = 2N/r . �
Exercise 6.20 Give a direct proof (that is, a proof based only on the definition of
the function α) of the fact that the sets Vn in (6.11) are open.

Corollary 6.21 Let X be a Banach space, let Y be a normed linear space and let
(Λn)n ⊂ L (X, Y ) be such that, for every x ∈ X, the sequence (Λn x)n is convergent.
Then, setting Λx := limn→∞ Λn x for every x ∈ X, we have that Λ ∈ L (X, Y ) and

‖Λ‖ ≤ lim inf
n→∞ ‖Λn‖ < ∞ .

Proof The Banach-Steinhaus Theorem ensures that

sup
n∈N

‖Λn‖ = M < ∞ .

So lim infn→∞ ‖Λn‖ < ∞. Moreover, for any n ∈ N we have that

‖Λn x‖ ≤ M‖x‖ ∀x ∈ X.

Thus, taking the limit as n → ∞, we obtain

‖Λx‖ ≤ M‖x‖ ∀x ∈ X .

Therefore, since it is immediate to verify that Λ is linear, we get Λ ∈ L (X, Y ).
Finally, taking the lim inf in the inequality ‖Λn x‖ ≤ ‖Λn‖ ‖x‖, we deduce that

‖Λx‖ ≤ lim inf
n→∞ ‖Λn‖ ‖x‖ ∀x ∈ X,

which completes the proof. �
Exercise 6.22 Let x = (xn)n ⊂ R and let 1 ≤ p, p′ ≤ ∞ be conjugate exponents.3

Show that if the series
∑∞

n=1 xnyn is convergent for every y = (yn)n ∈ �p′
, then

x ∈ �p.

Hint. Set

Λn : �p′ → R, Λny =
n∑

k=1

xkyk .

Show that Λn ∈ (�p′
)∗, ‖Λn‖∗ = (

∑n
k=1 |xk |p)1/p and Λny → ∑∞

k=1 xkyk for
every y ∈ �p′

. Then use Corollary 6.21.

3Two numbers 1 ≤ p, p′ ≤ ∞ are said to be conjugate if 1
p + 1

p′ = 1, with the convention 1
∞ = 0.
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Exercise 6.23 4 Given a σ-finite measure space (X,E ,μ), let 1 ≤ p, p′ ≤ ∞ be
conjugate exponents and let f : X → R be a Borel function such that f g ∈ L1(X,μ)

for every g ∈ L p′
(X,μ). Show that f ∈ L p(X,μ).

Hint. Let (Xn)n ⊂ E be an increasing sequence such that μ(Xn) < ∞ and Xn ↑ X ,
and set

Λn : L p′
(X,μ) → R, Λng =

∫

Xn

f χ{| f |≤n}g dμ.

Show that Λn ∈ (L p′
(X,μ))∗, ‖Λn‖∗ = ‖ f χXn∩{| f |≤n}‖p and Λng → ∫

X f g dμ

for every g ∈ L p′
(X,μ). Then use Corollary 6.21.

6.2.2 The Open Mapping Theorem

Bounded linear operators between two Banach spaces enjoy topological properties—
closely related one another—that are very useful for applications, for instance, to
differential equations. The first and most relevant of these results is the so-called
Open Mapping Theorem.

Theorem 6.24 (Schauder) Let X, Y be Banach spaces and let Λ ∈ L (X, Y ) be
onto. Then Λ is an open mapping.5

Proof We split the argument into four steps.

1. Let us show that there exists a radius r > 0 such that

B2r ⊂ Λ(B1). (6.12)

Observe that, since Λ is onto, we have

Y =
∞⋃

k=1

Λ(Bk).

Therefore, by Proposition D.1 (Baire’s Lemma), at least one of the closed sets
{Λ(Bk)}k has a nonempty interior, and therefore it contains a ball, say Bs(y) ⊂
Λ(Bk). Since Λ(Bk) is a symmetric set with respect to the origin 0, we deduce that

Bs(−y) ⊂ −Λ(Bk) = Λ(Bk)

4Compare with Exercise 3.9.
5That is, Λ maps open sets of X into open sets of Y .

http://dx.doi.org/10.1007/978-3-319-17019-0_3
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Fig. 6.1 The Open Mapping
Theorem

Λ(B  )k

y

−y

Bs

(see Fig. 6.1). Consequently, for every y′ ∈ Bs , we have y′ ± y ∈ Bs(±y) ⊂ Λ(Bk).
Since Λ(Bk) is a convex set, we conclude

y′ = (y′ + y) + (y′ − y)

2
∈ Λ(Bk).

Thus, Bs ⊂ Λ(Bk). Equation (6.12) follows by taking r = s/2k and then rescaling.
The argument goes as follows: let z ∈ B2r = Bs/k ; then kz ∈ Bs and a sequence
(xn)n ⊂ Bk exists such that Λxn → kz. So xn/k ∈ B1 and Λ(xn/k) → z, by which
z ∈ Λ(B1).

2. Observe that, by linearity, (6.12) yields the family of inclusions

B21−nr ⊂ Λ(B2−n ) ∀n ∈ N. (6.13)

3. We now proceed to show that
Br ⊂ Λ(B1). (6.14)

Let y ∈ Br . Applying (6.13) with n = 1, we can find a point

x1 ∈ B2−1 such that
∥
∥y − Λx1

∥
∥ <

r

2
.

Thus, y − Λx1 ∈ B2−1r . Then, applying (6.13) with n = 2 we find a second point

x2 ∈ B2−2 such that
∥
∥y − Λ(x1 + x2)

∥
∥ <

r

22 .

Iterating the above procedure gives a sequence (xn)n in X such that

xn ∈ B2−n and
∥
∥y − Λ(x1 + · · · + xn)

∥
∥ <

r

2n
. (6.15)

Since ∞∑

n=1

‖xn‖ <

∞∑

n=1

1

2n
= 1,
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recalling Exercise 6.8 we conclude that the series
∑∞

n=1 xn converges to some point

x ∈ X , that is,
∑n

k=1 xk
X−→ x . Moreover, ‖x‖ ≤ ∑∞

n=1 ‖xn‖ < 1. By the continuity

of Λ we have
∑n

k=1 Λxk
Y−→ Λx . On the other hand, by (6.15),

∑n
k=1 Λxk

Y−→ y;
then we get y = Λx ∈ ΛB1, and this proves (6.14).

4. Let U ⊂ X be an open set and let x ∈ U . Then there exists ρ > 0 such that
Bρ(x) ⊂ U , whence Λx + Λ(Bρ) ⊂ Λ(U ). Therefore

Brρ(Λx) = Λx + Brρ ⊂ Λx + Λ(Bρ)︸ ︷︷ ︸
by (6.14)

⊂ Λ(U ).

This implies that Λ(U ) is an open set in Y .

The proof is thus complete. �

A first consequence of the above result is the following corollary, known as Inverse
Mapping Theorem.

Corollary 6.25 (Banach) Let X, Y be Banach spaces and let Λ ∈ L (X, Y ) be
bijective. Then Λ−1 ∈ L (Y, X). Consequently, the Banach spaces X and Y are
isomorphic.

Proof It is immediate that Λ−1 is linear. Moreover, for any open set U ⊂ X , we
have that (Λ−1)−1(U ) = Λ(U ) is an open set in Y owing to the Open Mapping
Theorem. It follows that Λ−1 is a continuous map, and so Λ−1 ∈ L (Y, X). �

Exercise 6.26 Let X, Y be Banach spaces and let Λ ∈ L (X, Y ) be bijective. Show
that there exists a constant λ > 0 such that

‖Λx‖ ≥ λ‖x‖ ∀x ∈ X.

Hint. Use Corollary 6.25 and apply Proposition 6.10 to Λ−1.

Exercise 6.27 Let ‖ · ‖1 and ‖ · ‖2 be two norms on a linear space X . Suppose that
X is a Banach space with respect to both ‖ · ‖1 and ‖ · ‖2. If there exists a constant
c > 0 such that ‖x‖2 ≤ c‖x‖1 for any x ∈ X , then there also exists another constant
C > 0 such that ‖x‖1 ≤ C‖x‖2 for any x ∈ X (i.e., ‖ · ‖1 and ‖ · ‖2 are equivalent
norms).
Hint. It is sufficient to apply the result of Exercise 6.26 to the identity map
(X, ‖ · ‖1) → (X, ‖ · ‖2).

Example 6.28 (König-Witstock norm) Let X be a Banach space with norm ‖ · ‖ and
let f : X → R be a linear functional which is not bounded (see Example 5.50). We
now exhibit a second norm ‖ · ‖ f on X such that X is complete with respect to ‖ · ‖ f

but ‖ · ‖ f is not equivalent to ‖ · ‖. Indeed, fix p ∈ X such that f (p) = 1 and set

http://dx.doi.org/10.1007/978-3-319-17019-0_5
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M = Rp = {λp | λ ∈ R}.

Let us define
‖x‖ f = | f (x)| + dM (x) ∀x ∈ X,

where dM (x) is the distance of x from M .

1. Let us show that ‖ · ‖ f is a norm on X , which is known as König-Witstock norm
([KW92]). Indeed

(i)

‖x‖ f = 0 ⇐⇒
{

f (x) = 0

dM (x) = 0
.

Since M is closed, we get x ∈ M , and so x = λp for some λ ∈ R. Hence,
f (x) = 0 = λ and x = 0.

(ii) Let x ∈ X and α ∈ R \ {0}. Then

‖αx‖ f = |α| | f (x)| + inf
λ∈R

‖αx − λp‖

= |α|
(
| f (x)| + inf

μ∈R
‖x − μp‖

)
= |α| ‖x‖ f .

(iii) Let x, y ∈ X . Given ε > 0, let us choose λε,με ∈ R such that

‖x − λε p‖ < dM (x) + ε, ‖y − με p‖ < dM (y) + ε.

Then
‖x + y‖ f = | f (x + y)| + dM (x + y)

≤ | f (x)| + f (y)| + ‖x − λε p‖ + ‖y − με p‖
< ‖x‖ f + ‖y‖ f + 2ε.

So ‖x + y‖ f ≤ ‖x‖ f + ‖y‖ f .

2. Let us show that X is complete with respect to the norm ‖ · ‖ f . Indeed, let
(xn)n ⊂ X be a Cauchy sequence with respect to the norm ‖ · ‖ f . Then for every
ε > 0 there exists nε such that

n, m ≥ nε =⇒ | f (xn) − f (xm)| + dM (xn − xm) < ε.

It follows that
( f (xn))n is a Cauchy sequence in R,

(xn + M)n is a Cauchy sequence in X/M,
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where X/M is the quotient space of X relative to M . Recalling that X/M is a
Banach space owing to Exercise 6.16, we deduce that there exist L ∈ R and
x̄ ∈ X such that

f (xn) → L in R,

xn + M → x̄ + M in X/M.

Setting λ = L − f (x̄) we have L = f (x̄ + λp). So

‖xn − (x̄ + λp)‖ f = | f (xn) − L| + dM (xn − x̄) → 0.

3. Finally, let us show that ‖ · ‖ and ‖ · ‖ f are not equivalent. Indeed, assume by
contradiction that there exists a constant C > 0 such that

| f (x)| + dM (x) = ‖x‖ f ≤ C‖x‖.

Then | f (x)| ≤ C‖x‖, and this implies that f is continuous—a contradiction.

To introduce our next result, let us observe that the Cartesian product X × Y of two
normed linear spaces X, Y is naturally equipped with the product norm

‖(x, y)‖ := ‖x‖ + ‖y‖ ∀(x, y) ∈ X × Y.

Exercise 6.29 Show that if X, Y are Banach spaces, then
(
X × Y, ‖(·, ·)‖) is also a

Banach space.

We conclude with the so-called Closed Graph Theorem.

Corollary 6.30 (Banach) Let X, Y be Banach spaces and let Λ : X → Y be a
linear mapping. Then Λ ∈ L (X, Y ) if and only if the graph of Λ, that is, the set

Graph(Λ) := {
(x, y) ∈ X × Y

∣
∣ y = Λx

}
,

is closed in X × Y .

Proof Suppose, first, that Λ ∈ L (X, Y ). Then it is easy to see that

Δ : X × Y → Y Δ(x, y) = y − Λx

is a continuous mapping. Therefore Graph(Λ) = Δ−1(0) is a closed set.
Conversely, suppose that Graph(Λ) is a closed set in X × Y . Then Graph(Λ) is

in turn a Banach space with the product norm, since it is a closed subspace of the
Banach space X × Y . Moreover, the linear map

ΠΛ : Graph(Λ) → X ΠΛ(x,Λx) := x
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is bounded and bijective. Therefore, owing to Corollary 6.25, the map

Π−1
Λ : X → Graph(Λ) Π−1

Λ x = (x,Λx)

is continuous; since Λ = ΠY ◦ Π−1
Λ , where

ΠY : X × Y → Y ΠY (x, y) := y,

we conclude that Λ is also continuous. �

Example 6.31 Consider the spaces

Y = C ([0, 1]) = { f : [0, 1] → R | f continuous}

and

X = C 1([0, 1]) = { f : [0, 1] → R | f differentiable and f ′ ∈ C ([0, 1])}

both equipped with the norm ‖ · ‖∞. Define

Λ f (t) = f ′(t) ∀ f ∈ X, ∀t ∈ [0, 1].

Then Graph(Λ) is a closed set in X × Y since

⎧
⎨

⎩
fn

L∞−→ f

f ′
n

L∞−→ g
=⇒ f ∈ C 1([0, 1]) & f ′ = g.

On the other hand Λ fails to be a bounded operator. Indeed, taking

fn(t) = tn ∀t ∈ [0, 1],

we have
fn ∈ X, ‖ fn‖∞ = 1 , ‖Λ fn‖∞ = n ∀n ≥ 1.

This shows the necessity of X being a Banach space in Corollary 6.30.

Exercise 6.32 Let X, Y be Banach spaces and let Λ ∈ L (X, Y ). Show that the
following properties are equivalent:

(a) There exists c > 0 such that ‖Λx‖ ≥ c‖x‖ for every x ∈ X .
(b) ker Λ = {0} and Λ(X) is a closed set in Y .
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Hint. For the implication (b) ⇒ (a) apply the result of Exercise 6.26 to the bijective
operator x ∈ X �→ Λx ∈ Λ(X).

Exercise 6.33 Let H be a Hilbert space with scalar product 〈·, ·〉 and let A, B :
H → H be two linear operators such that

〈Ax, y〉 = 〈x, By〉 ∀x, y ∈ H. (6.16)

Show that6 A, B ∈ L (H).
Hint. Use (6.16) to deduce that Graph(A) and Graph(B) are closed sets in H × H ;
then apply Corollary 6.30.

Exercise 6.34 Let X be an infinite-dimensional separable Banach space and let
(ei )i∈I be a Hamel basis7 of X such that ‖ei‖ = 1 for every i ∈ I .

1. Show that I is uncountable.
Hint. Suppose, by contradiction, I = N and use Baire’s Lemma D.1 taking the
closed sets Fn = Re1 + · · · + Ren = {∑n

i=1 λi ei |λi ∈ R}.
2. Show that the map ‖ · ‖1 defined by

‖x‖1 =
∑

i∈J

|λi | if x =
∑

i∈J

λi ei , J ⊂ I finite

is a norm in X and ‖x‖ ≤ ‖x‖1 for every x ∈ X .
3. Show that X is not complete with respect to the norm ‖ · ‖1.

Hint. If (X, ‖ · ‖1) were a Banach space, then ‖ · ‖ and ‖ · ‖1 would be equivalent
norms by Exercise 6.27, but, for any i �= j , we have ‖ei − e j‖1 = 2, and this
yields that (X, ‖ · ‖1) fails to be separable (as in Example 3.27).

6.3 Bounded Linear Functionals

In this section, we shall study a special class of bounded linear operators, namely R-
valued operators or—as we usually say—bounded linear functionals. We shall see,
first, that functionals enjoy an important extension property described by the Hahn-
Banach Theorem. Then we will derive useful analytic and geometric consequences
of such a property. These results will be essential for the analysis of dual spaces that
we shall develop in the next section. Finally, we will characterize the duals of the
Banach spaces �p.

6This result dates from 1910 (see [Ko02, p.67]).
7See footnote 9 at p. 151.

http://dx.doi.org/10.1007/978-3-319-17019-0_3
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6.3.1 Hahn-Banach Theorem

Consider the following extension problem: given a normed linear space X , a subspace
M ⊂ X (not necessarily closed) and a bounded linear functional f : M → R,

find F ∈ X∗ such that

{
F∣∣M = f,

‖F‖∗ = ‖ f ‖∗
(6.17)

(here we have used the same symbol to denote the dual norm of f , which is an
element of M∗, and the dual norm of F , which is an element of X∗).

Remark 6.35 Observe that a bounded linear functional f defined on a subspace M
can be uniquely extended to the closure M by a standard completeness argument.
Indeed, let x ∈ M and let (xn)n ⊂ M be such that xn → x . Since

| f (xn) − f (xm)| ≤ ‖ f ‖∗‖xn − xm‖,

( f (xn))n is a Cauchy sequence in R. So ( f (xn))n is convergent. Then it is easy to
verify that F(x) := limn f (xn) is the required extension of f and ‖F‖∗ = ‖ f ‖∗.
Therefore the problem (6.17) has a unique solution when M is dense in X .

Remark 6.36 Problem (6.17) has a unique solution also when X is a Hilbert space.
Indeed, let us still denote by f the extension of the given functional to the closure
M , obtained by the procedure described in Remark 6.35. Note that M is a Hilbert
space. So, by the Riesz Theorem, there exists a unique vector y f ∈ M such that
‖y f ‖ = ‖ f ‖∗ and

f (x) = 〈x, y f 〉 ∀x ∈ M .

Define
F(x) = 〈x, y f 〉 ∀x ∈ X.

Then F ∈ X∗, F
∣
∣
M = f and ‖F‖∗ = ‖y f ‖ = ‖ f ‖∗. We claim that F is the unique

extension of f with these properties. Indeed, let G be another solution of the problem
(6.17) and let yG be the vector in X associated with G in the Riesz representation.
Consider the Riesz orthogonal decomposition of yG , that is,

yG = y′
G + y′′

G where y′
G ∈ M and y′′

G ⊥ M .

Then
〈x, y′

G〉 = G(x) = f (x) = 〈x, y f 〉 ∀x ∈ M .

So y′
G = y f . Moreover

‖y′′
G‖2 = ‖yG‖2 − ‖y′

G‖2 = ‖G‖2∗ − ‖y f ‖2 = ‖ f ‖2∗ − ‖y f ‖2 = 0.
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In general, the following classical result ensures the existence of a solution for the
problem (6.17) even though the uniqueness of the extension is no longer guaranteed.

Theorem 6.37 (Hahn-Banach) Let X be a normed linear space, M a subspace of
X, and f : M → R a bounded linear functional. Then there exists F ∈ X∗ such
that F

∣
∣
M = f and ‖F‖∗ = ‖ f ‖∗.

Proof To begin with, let us suppose ‖ f ‖∗ �= 0 (otherwise one can take F ≡ 0
and the thesis immediately follows). We can also assume, without loss of generality,
that ‖ f ‖∗ = 1. We will show, first, how to extend f to a subspace of X which
strictly contains M . The general case will be treated later—in steps 2 and 3—using
a maximality argument.

1. Suppose M �= X and let x0 ∈ X \ M . Let us construct an extension of f to the
subspace

M0 := M + Rx0 = {x + λx0 | x ∈ M, λ ∈ R}.

Define
f0(x + λx0) := f (x) + λα ∀x ∈ M, ∀λ ∈ R, (6.18)

where α is a real number to be chosen later. Clearly, f0 is a linear functional
on M0 that extends f . We must find α ∈ R such that the extended functional is
bounded and has norm 1. This will occur if

| f0(x + λx0)| ≤ ‖x + λx0‖ ∀x ∈ M, ∀λ ∈ R.

A simple rescaling argument allows to recast the above inequality as

| f0(x0 − y)| ≤ ‖x0 − y‖ ∀y ∈ M.

Therefore, replacing f0 by its definition in (6.18), we deduce that α must satisfy
|α − f (y)| ≤ ‖x0 − y‖ for every y ∈ M , or, equivalently,

f (y) − ‖x0 − y‖ ≤ α ≤ f (y) + ‖x0 − y‖ ∀y ∈ M.

Now, such a choice of α is possible since

f (y) − f (z) = f (y − z) ≤ ‖y − z‖ ≤ ‖x0 − y‖ + ‖x0 − z‖ ∀y, z ∈ M,

and so
sup
y∈M

{
f (y) − ‖x0 − y‖} ≤ inf

z∈M

{
f (z) + ‖x0 − z‖}.

2. Denote byP the family of all pairs (M̃, f̃ ), where M̃ is a subspace of X including
M and f̃ is a bounded linear functional extending f to M̃ such that ‖ f̃ ‖∗ = 1.
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P �= ∅ since it contains (M, f ). Moreover, P is a partially ordered set with
respect to the following order relation: for any (M1, f1), (M2, f2) ∈ P ,

(M1, f1) ≤ (M2, f2) ⇐⇒
{

M1 subspace of M2,

f2 = f1 on M1.
(6.19)

We claim that P is an inductive set, i.e., every totally ordered subset of P admits
a supremum. To see this, let Q = {(Mi , fi )i∈I } be a totally ordered subset of P .
Then it is easy to check that, setting

⎧
⎨

⎩

M̃ :=
⋃

i∈I

Mi ,

f̃ (x) := fi (x) if x ∈ Mi ,

the pair (M̃, f̃ ) ∈ P is an upper bound (actually, the supremum) of Q.
3. By Zorn’s Lemma,P has a maximal element, which we label (M , F). The thesis

will follow if we prove that M = X , because F = f on M and ‖F‖∗ = 1 by
construction. On the other hand, if M were a proper subspace of X , then the first
step of the proof would imply the existence of a proper extension of (M , F),
contradicting its maximality.

The theorem is thus proved. �
Example 6.38 In general, the extension provided by Hahn-Banach Theorem is not
unique. For instance, consider the spaces

c̃ :=
{

x = (xn)n ∈ �∞
∣
∣
∣ ∃ lim

n→∞ xn

}
,

c̃′ :=
{

x = (xn)n ∈ �∞
∣
∣
∣ ∃ lim

n→∞ x2n & ∃ lim
n→∞ x2n+1

}
.

It is easy to see that c̃, c̃′ are closed subspaces of �∞. Clearly c̃ ⊂ c̃′. Let f ∈ (c̃)∗,
f1, f2 ∈ (c̃′)∗ be the continuous linear functionals defined by:

f (x) := lim
n→∞ xn ∀x = (xn)n ∈ c̃,

f1(x) := lim
n→∞ x2n, f2(x) := lim

n→∞ x2n+1 ∀x = (xn)n ∈ c̃′.

Then ‖ f ‖∗ = ‖ f1‖∗ = ‖ f2‖∗ = 1, f1 ≡ f2 ≡ f on c̃, but f1 �≡ f2 on c̃′. Other
examples of multiple extensions of continuous linear functionals are provided in
Exercises 6.39 and 6.40.

Exercise 6.39 Let M be the closed subspace of �1:

M = {x = (xk)k ∈ �1 | xk = 0 ∀k ≥ 2}
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and define the functionals

f (x) = x1 ∀x = (xk)k ∈ M,

F(x) =
∞∑

k=1

xk, Fn(x) =
n∑

k=1

xk ∀x = (xk)k ∈ �1.

Show that, for every n ≥ 1, f ∈ M∗, F, Fn ∈ (�1)∗, Fn
∣
∣M = F∣∣M = f and

‖F‖∗ = ‖Fn‖∗ = ‖ f ‖∗ = 1.

Exercise 6.40 In R
2 with the norm

‖x‖1 = |x1| + |x2| ∀x = (x1, x2) ∈ R
2,

consider the closed subspace

M = {(x1, 0) | x1 ∈ R}

and the functionals:
f (x) = x1 ∀x = (x1, 0) ∈ M,

F1(x) = x1, F2(x) = x1 + x2 ∀x = (x1, x2) ∈ R
2.

Show that f ∈ M∗, F1, F2 ∈ (R2)∗, ‖F1‖∗ = ‖F2‖∗ = ‖ f ‖∗ = 1, and F1
∣
∣M =

F2
∣
∣M = f .

We shall now discuss some consequences of the Hahn-Banach Theorem.

Corollary 6.41 Let X be a normed linear space, M a closed subspace of X and
x0 /∈ M. Then there exists F ∈ X∗ such that:

(a) F(x0) = 1.
(b) F(x) = 0 for every x ∈ M.
(c) ‖F‖∗ = 1/dM (x0), where dM (x0) is the distance of x0 from M (see Appendix

A).

Proof Let M0 = M + Rx0 = {x + λx0 | x ∈ M, λ ∈ R}. Define f : M0 → R,

f (x + λx0) = λ ∀x ∈ M , ∀λ ∈ R.

So f (x0) = 1 and f∣∣M = 0. Moreover, since

‖x + λx0‖ = |λ|
∥
∥
∥
∥

x

λ
+ x0

∥
∥
∥
∥ ≥ |λ|dM (x0) ∀x ∈ M, ∀λ �= 0,



6.3 Bounded Linear Functionals 189

we have that ‖ f ‖∗ ≤ 1/dM (x0). Let (xn)n ⊂ M be a sequence such that

‖xn − x0‖ <
(

1 + 1

n

)
dM (x0) ∀n ≥ 1.

Then

‖ f ‖∗‖xn − x0‖ ≥ f (x0 − xn) = 1 >
n

n + 1

‖xn − x0‖
dM (x0)

∀n ≥ 1.

Therefore ‖ f ‖∗ = 1/dM (x0). The existence of an extension F ∈ X∗ satisfying
properties (a), (b), (c) follows from the Hahn-Banach Theorem. �

Corollary 6.42 Let X be a normed linear space and x0 ∈ X \ {0}. Then there exists
F ∈ X∗ such that

F(x0) = ‖x0‖ and ‖F‖∗ = 1.

Proof Let M = {0} and, given x0 �= 0, let f ∈ X∗ be the functional constructed
in Corollary 6.41. Then, observing that dM (x0) = ‖x0‖, taking F(x) = ‖x0‖ f (x)

yields the thesis. �

Exercise 6.43 Let x1, . . . , xn be linearly independent vectors in a normed linear
space X and let λ1, . . . ,λn be real numbers. Show that there exists f ∈ X∗ such that

f (xi ) = λi ∀i = 1, . . . , n.

Exercise 6.44 Let M be a subspace of a normed linear space X .

1. Show that a point x ∈ X belongs to M if and only if f (x) = 0 for every f ∈ X∗
such that f∣∣M = 0.

2. Show that M is dense in X if and only if the unique functional f ∈ X∗ vanishing
on M is f ≡ 0.

Exercise 6.45 Given a normed linear space X , show that X∗ separates the points
of X , i.e., for every x1, x2 ∈ X with x1 �= x2 there exists f ∈ X∗ such that
f (x1) �= f (x2).

Exercise 6.46 Given a normed linear space X and x ∈ X , show that

‖x‖ = max
{

f (x)
∣
∣ f ∈ X∗, ‖ f ‖∗ ≤ 1

}
.

Exercise 6.47 Let X, Y be two normed linear spaces and let T : X → Y be a
bounded linear operator. The transpose T ∗ : Y ∗ → X∗ is defined by T ∗φ = φ ◦ T
for all φ ∈ Y ∗. Show that T ∗ ∈ L (Y ∗, X∗) and ‖T ∗‖ = ‖T ‖. Moreover, if T
is invertible and T −1 ∈ L (Y, X), show that T ∗ is also invertible and (T ∗)−1 =
(T −1)∗ ∈ L (X∗, Y ∗).
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6.3.2 Separation of Convex Sets

Hahn-Banach Theorem has relevant geometric applications. Let us begin by extend-
ing our analysis to linear spaces.

Definition 6.48 A sublinear functional on a linear space X is a function p : X → R

such that:

(a) p(λx) = λp(x) for every x ∈ X and λ > 0.
(b) p(x + y) ≤ p(x) + p(y) for every x, y ∈ X .

The Hahn-Banach Theorem can be generalized as follows.

Theorem 6.49 (Hahn-Banach: second analytic form) Let p be a sublinear functional
on a linear space X and let M be a subspace of X. If f : M → R is a linear functional
such that

f (x) ≤ p(x) ∀x ∈ M, (6.20)

then there exists a linear functional F : X → R such that

{
F∣∣M = f,

F(x) ≤ p(x) ∀x ∈ X.
(6.21)

Omitting the proof, we invite the reader to verify that the proof of Theorem 6.37 can
be easily adapted to the above framework.

Theorem 6.50 (Hahn-Banach: first geometric form) Let A, B be nonempty disjoint
convex sets of a normed linear space X. If A is open, then there exists a functional
f ∈ X∗ and a real number α such that

f (x) < α ≤ f (y) ∀x ∈ A, ∀y ∈ B. (6.22)

Remark 6.51 Observe that (6.22) implies, in particular, f �= 0. Given a functional
f ∈ X∗\{0}, for every α ∈ R the set

Πα := f −1(α) = {x ∈ X | f (x) = α} (6.23)

is a closed hyperplane in X (see Definition 5.47). Indeed, since f is continuous, Πα

is a closed set. To show that Πα is a hyperplane, let y0 ∈ X be such that f (y0) = 1.
Then for every x ∈ X , we have

x = x − f (x)y0︸ ︷︷ ︸
∈ker f

+ f (x)y0 .

So X = ker f + Ry0, by which we deduce that ker f has codimension 1. It follows
that Πα = ker f + αy0 is a closed hyperplane in X . Therefore the conclusion of

http://dx.doi.org/10.1007/978-3-319-17019-0_5
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Theorem 6.50 can by reformulated by stating that A and B can be separated by a
closed hyperplane.

The proof of Theorem 6.50 is based on the following two lemmas.

Lemma 6.52 Let C be an open convex set of a normed linear space X such that
0 ∈ C. Then

pC (x) := inf{τ > 0 | x ∈ τC} ∀x ∈ X (6.24)

is a sublinear functional on X called the Minkowski functional or gauge of C.
Moreover,

(i) ∃c > 0 such that 0 ≤ pC (x) ≤ c‖x‖ for every x ∈ X.
(ii) C = {x ∈ X | pC (x) < 1}.
Proof Let us observe, first, that C contains a ball BR .

1. We begin by proving (i). For any ε > 0 and x ∈ X we have

Rx

‖x‖ + ε
∈ BR ⊂ C.

From the arbitrariness of ε, it follows that 0 ≤ pC (x) ≤ ‖x‖/R.
2. We now proceed with showing that pC is a sublinear functional. Fix λ > 0, x ∈ X

and ε > 0. Let 0 < τε < pC (x) + ε be such that x ∈ τεC . Then λx ∈ λτεC . So
pC (λx) ≤ λτε < λ(pC (x) + ε). The arbitrariness of ε gives

pC (λx) ≤ λpC (x) ∀λ > 0, ∀x ∈ X. (6.25)

To obtain the opposite inequality, observe that, thanks to (6.25),

pC (x) = pC

( 1

λ
λx
)

≤ 1

λ
pC (λx).

Finally, let us check that pC satisfy property (b) of Definition 6.48. Fix x, y ∈ X
and ε > 0. Let 0 < τε < pC (x) + ε and 0 < σε < pC (y) + ε be such that
x ∈ τεC and y ∈ σεC . Then x = τεxε and y = σεyε for some points xε, yε ∈ C .
Since C is convex, we deduce that

x + y = τεxε + σεyε = (τε + σε)
( τε

τε + σε
xε + σε

τε + σε
yε

︸ ︷︷ ︸
∈C

)
.

Therefore

pC (x + y) ≤ τε + σε < pC (x) + pC (y) + 2ε ∀ε > 0.

So pC (x + y) ≤ pC (x) + pC (y).



192 6 Banach Spaces

3. Set C̃ = {x ∈ X | pC (x) < 1}. Since C is convex and 0 ∈ C , we have that
τC ⊂ C for every τ ∈ [0, 1], and so C̃ ⊂ C . Conversely, since C is open, each
x ∈ C belongs to some ball Br (x) ⊂ C . So, if x �= 0, (1 + ‖x‖−1r)x ∈ C ,
whence pC (x) ≤ 1/(1 + ‖x‖−1r) < 1.

The lemma is thus completely proved. �

Lemma 6.53 Let C �= ∅ be an open convex set in a normed linear space X and let
x0 ∈ X\C. Then there exists a functional f ∈ X∗ such that

f (x) < f (x0) ∀x ∈ C .

Proof We may assume, up to translation, 0 ∈ C . Define M := Rx0 = {λx0 | λ ∈ R}
and g : M → R by

g(λx0) = λpC (x0) ∀λ ∈ R,

where pC is the Minkowski functional of C . Observe that g satisfies condition (6.20)
with respect to the sublinear functional pC : for every x = λx0 ∈ M , the inequality

g(x) = λpC (x0) ≤ pC (x),

which is obvious if λ ≤ 0, follows from property (a) of Definition 6.48 if λ > 0.
Then Theorem 6.49 guarantees the existence of a linear extension of g, which we
label f , such that f (x) ≤ pC (x) for every x ∈ X . Moreover, by property (i) of
Lemma 6.52,

f (x) ≤ c‖x‖ and f (−x) ≤ c‖x‖ ∀x ∈ X,

so f ∈ X∗. Finally, once again thanks to Lemma 6.52,

f (x) ≤ pC (x) < 1 ≤ pC (x0) = g(x0) = f (x0) ∀x ∈ C,

and this concludes the proof. �

Proof of Theorem 6.50. It is easy to check that

C := A − B = {x − y | x ∈ A , y ∈ B}

is a nonempty open convex set in X such that 0 /∈ C . Then by Lemma 6.53 there
exists a linear functional f ∈ X∗ such that f (z) < 0 = f (0) for every z ∈ C , that
is, f (x) < f (y) for every x ∈ A and y ∈ B. So

α := sup
x∈A

f (x) ≤ f (y) ∀y ∈ B.

Let us show that f (x) < α for every x ∈ A reasoning by contradiction: suppose that
there exists x0 ∈ A such that f (x0) = α. Then the open set A contains a closed ball
Br (x0) for some r > 0. So
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f (x0 + r x) ≤ α ∀x ∈ B1.

If we choose x1 ∈ B1 satisfying f (x1) > ‖ f ‖∗/2, we obtain the contradiction

f (x0 + r x1) = f (x0) + r f (x1) > α + r‖ f ‖∗
2

.

The conclusion follows. �
Next result deals with the separation in a ‘strict sense’ of two convex sets and

generalizes to Banach spaces the analogous Proposition 5.48 for Hilbert spaces.

Theorem 6.54 (Hahn-Banach: second geometric form) Let C and K be nonempty
disjoint convex sets in a normed linear space X. If C is closed and K is compact,
then there exists a functional f ∈ X∗ such that

sup
x∈C

f (x) < inf
y∈K

f (y). (6.26)

Proof Let us denote by dC the distance function from C . Since C is closed and K is
compact, the continuity of the function dC implies that

δ := min
y∈K

dC (y) > 0 . (6.27)

Set
Cδ := C + Bδ/2 = {x + z | x ∈ C, z ∈ Bδ/2},

Kδ := K + Bδ/2 = {y + z | y ∈ K , z ∈ Bδ/2}.

It can be easily checked that Cδ and Kδ are nonempty open convex sets. They are also
disjoint since, if x + z = y + w for some choice of x ∈ C, y ∈ K and z, w ∈ Bδ/2,
then we would have

dC (y) ≤ ‖x − y‖ = ‖w − z‖ < δ ,

in contradiction with (6.27). By Theorem 6.50, there exist f ∈ X∗ and α ∈ R such
that

f
(

x + δ

2
z
)

< α ≤ f
(
y + δ

2
w
)

∀x ∈ C, ∀y ∈ K , ∀z, w ∈ B1.

Recalling that ‖ f ‖∗ > 0 (see Remark 6.51) and ‖ f ‖∗ = sup‖x‖<1 | f (x)| by (6.4),
let z ∈ B1 be such that f (z) > ‖ f ‖∗/2. Then

f (x) + δ‖ f ‖∗
4

< f
(

x + δ

2
z
)

≤ α ≤ f
(
y − δ

2
z
)

< f (y) − δ‖ f ‖∗
4

for every x ∈ C and y ∈ K . The conclusion follows. �

http://dx.doi.org/10.1007/978-3-319-17019-0_5
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Corollary 6.55 Let C �= ∅ be a closed convex set in a normed linear space X, and
let x0 ∈ X\C. Then there exists a functional f ∈ X∗ such that

sup
x∈C

f (x) < f (x0) .

Exercise 6.56 Let C be an open convex set in a normed linear space X such that
0 ∈ C , and let pC (·) be its Minkowski functional.

1. Show that if C does not contain any half-line of the form

R+x0 = {λx0 | λ > 0} x0 ∈ X\{0},

then pC (x) �= 0 for every x �= 0.
2. Give an example to show that, in general, pC (·) may vanish on vectors x �= 0.
3. Show that if C is symmetric with respect to 0 (i.e., x ∈ C ⇔ −x ∈ C), then

pC (·) is a seminorm on X (see Sect. 6.1).
4. Deduce that if C is symmetric with respect to 0 and does not contain any half-line

of the form R+x0 with x0 �= 0, then pC (·) is a norm on X .
5. If C is bounded, it is obvious that C does not contain any half-line. Conversely,

is it true that if C does not contain any half-line of the form R+x0 with x0 �= 0,
then C is bounded?

6.3.3 The Dual of � p

In this section we will study the dual of the Banach spaces8

�p =
{

x = (xk)k

∣
∣
∣ ‖x‖p

p :=
∞∑

k=1

|xk |p < ∞
}

1 ≤ p < ∞

and
c0 =

{
x = (xk)k

∣
∣
∣ lim

k→∞ xk = 0
}
.

These spaces, together with the Banach space

�∞ =
{

x = (xk)k

∣
∣
∣ ‖x‖∞ := sup

k≥1
|xk | < ∞

}
,

are of frequent use in this chapter because they provide simple examples of relevant
new phenomena arising in infinite-dimensional settings in contrast with Euclidean
spaces.

8See Example 6.6 and Exercise 6.7.
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For 1 ≤ p ≤ ∞, let us denote by p′ the conjugate exponent of p, i.e.,

1

p
+ 1

p′ = 1 with the usual convention
1

∞ = 0 .

With any y = (yk)k ∈ �p′
we can associate the linear map fy : �p → R defined by

fy(x) =
∞∑

k=1

xkyk ∀x = (xk)k ∈ �p.

Hölder’s inequality and Exercise 3.26 ensure that, for 1 ≤ p ≤ ∞,

| fy(x)| ≤ ‖y‖p′ ‖x‖p ∀x ∈ �p. (6.28)

Hence, fy ∈ (�p)∗ and ‖ fy‖∗ ≤ ‖y‖p′ . Therefore the map

1 ≤ p < ∞
{

jp : �p′ → (�p)∗

jp(y) = fy

is a bounded linear operator such that ‖ jp‖ ≤ 1. Moreover, for y ∈ �1, (6.28) implies
that fy is a continuous linear functional on �∞, and, consequently, on c0, since c0 is a
closed subspace of �∞. In the following, we will adopt this convention, considering
j∞(y) = fy as an operator from �1 to (c0)

∗. Our next result contains the announced
characterization of dual spaces.

Proposition 6.57 For 1 ≤ p ≤ ∞, set

X p =
{

�p if 1 ≤ p < ∞,

c0 if p = ∞ .

Then the operator jp : �p′ → (X p)
∗ is an isometric isomorphism.9

Let us first prove the following lemma.

Lemma 6.58 Let 1 ≤ p ≤ ∞ and let ek ∈ X p be the vectors

ek = (

k−1
︷ ︸︸ ︷
0, . . . , 0, 1, 0, . . .) k = 1, 2 . . . . (6.29)

Then for every x ∈ X p, we have

n∑

k=1

xkek
X p−→ x (n → ∞) .

9See footnote 5 at p. 147.

http://dx.doi.org/10.1007/978-3-319-17019-0_3
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Proof For 1 ≤ p < ∞ we have, for any x = (xk)k ∈ �p,

∥
∥
∥
∥x −

n∑

k=1

xkek

∥
∥
∥
∥

p

p
=

∞∑

k=n+1

|xk |p → 0 (n → ∞).

Similarly, for any x = (xk)k ∈ c0,

∥
∥
∥
∥x −

n∑

k=1

xkek

∥
∥
∥
∥∞

= max{|xk | | k > n} → 0 (n → ∞)

since xk → 0 by definition. The thesis follows. �

Remark 6.59 By Lemma 6.58 it follows that {∑n
k=1 λkek | n ∈ N, λk ∈ Q} is a

dense countable set in X p for every 1 ≤ p ≤ ∞. Consequently, c0 and �p, for
1 ≤ p < ∞, are separable spaces.

Remark 6.60 Observe that the conclusion of Lemma 6.58 is false for �∞: taking
x = (xk)k with xk = 1 for every n ∈ N, we have

∥
∥
∥
∥x −

n∑

k=1

xkek

∥
∥
∥
∥∞

= 1 �→ 0.

Indeed it is well-known that �∞ is not separable (see Example 3.27).

Proof of Proposition 6.57. Suppose, first, 1 < p < ∞, whence 1 < p′ < ∞. Given
f ∈ (�p)∗, set {

yk := f (ek) k ≥ 1,

y := (yk)k ,
(6.30)

where ek is defined in (6.29). It suffices to show that

y ∈ �p′ ‖y‖p′ ≤ ‖ f ‖∗ f = fy (6.31)

To this aim observe that, setting10

z(n) =
n∑

k=1

|yk |p′−2ykek ∀n ≥ 1 ,

we have that z(n) ∈ �p, since all its components vanish except for a finite number,
and

10Note that |yk |p′−2yk = 0 if yk = 0 since p′ > 1.

http://dx.doi.org/10.1007/978-3-319-17019-0_3
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n∑

k=1

|yk |p′ = f (z(n)) ≤ ‖ f ‖∗ ‖z(n)‖p = ‖ f ‖∗

(
n∑

k=1

|yk |p′
)1/p

.

It follows that (
n∑

k=1

|yk |p′
)1/p′

≤ ‖ f ‖∗ ∀n ≥ 1.

This yields the first two assertions in (6.31). To obtain the third one, given x =
(xk)k ∈ �p, set

x (n) :=
n∑

k=1

xkek

and observe that

f (x (n)) =
n∑

k=1

xk f (ek) =
n∑

k=1

xkyk .

Since x (n) → x in �p thanks to Lemma 6.58, by the continuity of f we have that
f (x (n)) → f (x). On the other hand, the series

∑∞
k=1 xkyk converges to fy(x). By

uniqueness of limits, we conclude that f = fy . This completes the analysis of the
case 1 < p < ∞. A similar argument applies to the cases p = 1 and p = ∞, see
Exercise 6.61. �

Exercise 6.61 1. Prove Proposition 6.57 for p = 1.
Hint. Define y as in (6.30); the inequality ‖y‖∞ ≤ ‖ f ‖∗ is immediate. To show
that f = fy proceed as in the case 1 < p < ∞.

2. Prove Proposition 6.57 for p = ∞.
Hint. Define y as in (6.30) and set

z(n) = (z(n)
k )k, z(n)

k =
{

yk|yk | if k ≤ n and yk �= 0,

0 if yk = 0 or k > n.

Then ‖z(n)‖∞ ≤ 1 and
∑n

k=1 |yk | = f (z(n)) ≤ ‖ f ‖∗, by which it follows that
y ∈ �1 and ‖y‖1 ≤ ‖ f ‖∗. To show that f = fy proceed as in the case 1 < p < ∞.

Let (X,E ,μ) be a measure space and let 1 ≤ p ≤ ∞. It is natural to ask whether
the above analysis of the dual of �p can be generalized to the case L p(X,μ). For
every g ∈ L p′

(X,μ) let us define the linear functional Fg : L p(X,μ) → R

Fg( f ) =
∫

X
f g dμ ∀ f ∈ L p(X,μ).
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By Hölder’s inequality and Exercise 3.26 it follows that

|Fg( f )| ≤ ‖g‖p′ ‖ f ‖p ∀ f ∈ L p(X,μ).

So Fg ∈ (L p(X,μ))∗ and ‖Fg‖∗ ≤ ‖g‖p′ . We have thus defined the bounded linear
operator {

L p′
(X,μ) → (L p(X,μ))∗,

g �→ Fg.
(6.32)

Proposition 6.62 Let (X,E ,μ) be a measure space. If the following hypothesis
holds

1 < p < ∞ or p = 1 & μ σ-finite, (6.33)

then the bounded linear operator (6.32) is an isometric isomorphism.

For the proof we refer to Chap. 8 (Sect. 8.4).
Proposition 6.62 shows that, under assumption (6.33), any bounded linear func-

tional on L p(X,μ) can be represented as the integral with respect to a measure with
density in L p′

(X,μ). The isometric isomorphism (6.32) allows to identify the dual
of L p(X,μ) with L p′

(X,μ). With this isometric isomorphism in mind, from now on
it will be natural to make the identifications

(L p(X,μ))∗ = L p′
(X,μ) if 1 < p < ∞, (6.34)

(L1(X,μ))∗ = L∞(X,μ) if μ is σ-finite. (6.35)

In the particular case X = N with the counting measure μ = μ#, Proposition 6.57
allows to identify the spaces

(�p)∗ = �p′
if 1 ≤ p < ∞, (c0)

∗ = �1. (6.36)

Example 6.63 For p = ∞ the operator (6.32) is not onto, in general, as the following
two examples show.

1. For instance, consider L∞(−1, 1). Among the functionals of (L∞(−1, 1))∗, we
find the extension—provided by Hahn-Banach Theorem—of the Dirac delta in
the origin, which is a continuous linear functional on C ([−1, 1]):

δ0( f ) = f (0) ∀ f ∈ C ([−1, 1]).

Let us label such an extension by T . Suppose by contradiction that there exists a
function g ∈ L1(−1, 1) such that

http://dx.doi.org/10.1007/978-3-319-17019-0_3
http://dx.doi.org/10.1007/978-3-319-17019-0_8
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T ( f ) =
∫ 1

−1
f g dx ∀ f ∈ L∞(−1, 1).

Set
fn(t) = e−nt2

, t ∈ [−1, 1].

An easy application of Dominated Convergence Theorem gives that

∫ 1

−1
fng dx → 0;

on the other hand T ( fn) = fn(0) = 1, and the contradiction follows. For a more
extended treatment of the dual of L∞(a, b) see [Yo65].

2. A similar example can be constructed in �∞. Indeed, let c̃ be the subspace defined
in Example 6.38:

c̃ := {x = (xk)k ∈ �∞ | ∃ lim
k

xk},

and let f be the bounded linear functional on c̃ defined by

(xk)k ∈ c̃ �→ lim
k→∞ xk .

According to the Hahn-Banach Theorem there exists an extension F ∈ (�∞)∗
to the whole space �∞. Suppose by contradiction that there exists a sequence
y = (yk)k ∈ �1 such that

F((xk)k) =
∞∑

k=1

xkyk ∀(xk)k ∈ �∞.

Set for every n ∈ N

x (n) = (0, 0, . . . , 0︸ ︷︷ ︸
n−1

, 1, 1, 1 . . .) ∈ c̃. (6.37)

We get
∞∑

k=1

x (n)
k yk =

∞∑

k = n+1

yk → 0 as n → ∞.

On the other hand, F(x (n)) = limk→∞ x (n)
k = 1, which gives a contradiction.

Example 6.64 If p = 1 and μ is not σ-finite, then the operator (6.32) may fail to be
onto, as the following example shows. Indeed, consider the measure space

([0, 1],B([0, 1]),μ#)
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where B([0, 1]) is the Borel σ-algebra on the interval [0, 1] and μ# is the counting
measure. Now, let E ⊂ [0, 1] be a set which is not Borel (see Example 1.66). Observe
that

f ∈ L1([0, 1],μ#) =⇒ A f := {x ∈ [0, 1] : f (x) �= 0} is finite or countable.

Consider the map T : L1([0, 1],μ#) → R defined by

f ∈ L1([0, 1],μ#) �→
∑

x∈A f ∩E

f (x).

Then
|T ( f )| ≤

∑

x∈A f ∩E

| f (x)| ≤
∑

x∈A f

| f (x)| = ‖ f ‖1,

whence T ∈ (L1([0, 1],μ#))∗. Suppose by contradiction that there exists a function
g ∈ L∞([0, 1],μ#) such that

T ( f ) =
∫

[0,1]
f g dμ# ∀ f ∈ L1([0, 1],μ#).

Then for any x ∈ [0, 1], denoting by χ{x} the characteristic function of the singleton
{x}, we have χ{x} ∈ L1([0, 1],μ#) and

T (χ{x}) = χE (x).

On the other hand ∫

[0,1]
χ{x}g dμ# = g(x).

Thus g actually coincides with the characteristic function of the set E : so g fails to
be a Borel function, in contrast with the assumption.

6.4 Weak Convergence and Reflexivity

Given a normed linear space X , an equivalent notation of frequent use to denote the
action of a functional on X is

〈 f, x〉 := f (x) ∀ f ∈ X∗, ∀x ∈ X.

http://dx.doi.org/10.1007/978-3-319-17019-0_1
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Definition 6.65 The space X∗∗ = (X∗)∗ is called the bidual of X .

Let JX : X → X∗∗ be the linear operator defined by

〈JX (x), f 〉 := 〈 f, x〉 ∀x ∈ X, ∀ f ∈ X∗. (6.38)

Then |〈JX (x), f 〉| ≤ ‖ f ‖∗ ‖x‖ by definition. So ‖JX (x)‖∗ ≤ ‖x‖. Moreover,
by Corollary 6.42, for every x ∈ X there exists a functional fx ∈ X∗ such that
fx (x) = ‖x‖ and ‖ fx‖∗ = 1. Thus, ‖x‖ = |〈JX (x), fx 〉| ≤ ‖JX (x)‖∗. It follows
that ‖JX (x)‖∗ = ‖x‖ for every x ∈ X , that is, JX is a linear isometry.

6.4.1 Reflexive Spaces

Since JX is a linear operator, then JX (X) is a subspace of X∗∗. It is useful to single
out the case where such a subspace coincides with the bidual.

Definition 6.66 A normed linear space X is said to be reflexive if the linear operator
JX : X → X∗∗ defined by (6.38) is onto.

Recalling that JX is a linear isometry, we deduce that any reflexive space X is
isometrically isomorphic11 to its bidual X∗∗. Since X∗∗ is complete, like every dual
space (Proposition 6.12), it follows that every reflexive space must also be complete.

Example 6.67 1. If H is a Hilbert space, then the Riesz isomorphism allows to
identify H with H∗. Moreover, H∗ is also a Hilbert space: indeed, the dual
norm ‖ · ‖∗ is associated to the scalar product

〈 f, g〉 = 〈y f , yg〉 ∀ f, g ∈ H∗, (6.39)

where y f , yg are the vectors in H related to f and g, respectively, according
to Riesz representation. So H∗, as a Hilbert space, can be identified with its
dual H∗∗. Furthermore, it is not difficult to check that the composition of the
two Riesz isomorphisms coincides with the canonical embedding JH defined in
(6.38). So H is reflexive.

2. Let 1 < p < ∞. Then, according to (6.36), (�p)∗ can be identified by �p′
under

the isometric isomorphism jp of Proposition 6.57, where p′ is the conjugate
exponent of p. Since 1 < p′ < ∞, then (�p′

)∗ = �p under the isomorphism jp′ .
Consider the map �p → (�p)∗∗, obtained by composing jp′ with the transpose
(see Exercise 6.47) of the inverse of jp:

�p
jp′−→ (�p′

)∗
( j−1

p )∗−→ (�p)∗∗.

11See footnote 5 at p. 147.
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This map coincides with the canonical embedding J�p defined in (6.38) of �p

into its bidual. Moreover, the map J�p is onto, as composition of two onto maps,
and this proves that the space �p is reflexive.

3. Let (X,E ,μ) be a measure space and let 1 < p < ∞. Then, by (6.34), we
have (L p(X,μ))∗ = L p′

(X,μ) where p′ is the conjugate exponent of p. Then,
proceeding as for spaces �p, we deduce that L p(X,μ) is reflexive.

Theorem 6.68 Let X be a normed linear space. Then the following statements hold:

(a) If X∗ is separable, then X is separable.
(b) If X is complete and X∗ is reflexive, then X is reflexive.

Proof (a) Let ( fn)n be a dense sequence in X∗. Then there exists a sequence (xn)n

in X such that

‖xn‖ = 1 and |〈 fn, xn〉| ≥ ‖ fn‖∗
2

∀n ≥ 1.

Let M be the closed subspace generated by (xn)n , i.e., the closure of the set
of all finite linear combinations of vectors xn . By construction, M is separable
(the finite linear combinations of vectors xn with rational coefficients form a
countable dense set in M). We claim that M = X . Indeed, suppose that there
exists x0 ∈ X\M . Then, applying Corollary 6.41, we can find a functional
f ∈ X∗ such that

〈 f, x0〉 = 1, f∣∣M = 0, ‖ f ‖∗ = 1

dM (x0)
.

So ‖ fn‖∗
2

≤ |〈 fn, xn〉| = |〈 fn − f, xn〉| ≤ ‖ fn − f ‖∗,

whence

1

dM (x0)
= ‖ f ‖∗ ≤ ‖ f − fn‖∗ + ‖ fn‖∗ ≤ 3‖ f − fn‖∗,

in contradiction with the hypothesis that ( fn)n is dense in X∗.
(b) Observe that the linear operator x ∈ X �→ JX (x) ∈ JX (X) is an isometric

isomorphism of X onto JX (X). Therefore, if X is a Banach space, then JX (X)

is also a Banach space and, consequently, a closed subspace of X∗∗. Suppose
that there exists φ0 ∈ X∗∗ \ JX (X). Then, by Corollary 6.41 applied to the
bidual, there exists a bounded linear functional on X∗∗ valued 1 at φ0 and 0
on JX (X). Since X∗ is reflexive, such a functional belongs to JX∗(X∗). So, for
some f ∈ X∗,
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〈φ0, f 〉 = 1 and 0 = 〈JX (x), f 〉 = 〈 f, x〉 ∀x ∈ X,

which yields a contradiction.
�

Remark 6.69 It is well-known that spaces �∞ and L∞(a, b) are not separable (see
Example 3.27), whereas �1 and L1(a, b) are separable (by Proposition 3.47 and
Remark 6.59). Thanks to part (a) of Theorem 6.68, we deduce that (�∞)∗ and
(L∞(a, b))∗ are not separable. So (�1)∗∗ = (�∞)∗ is not isomorphic to �1 and
(L1(a, b))∗∗ = (L∞(a, b))∗ is not isomorphic to L1(a, b). So �1 and L1(a, b) fail
to be reflexive. It follows that �∞ and L∞(a, b) also fail to be reflexive, otherwise
�1 and L1(a, b) would be reflexive by part (b) of Theorem 6.68.

Remark 6.70 The result of part (b) of Theorem 6.68 is an equivalence since the
implication

X reflexive =⇒ X∗ reflexive

is trivial. On the contrary, the implication of part (a) cannot be reversed. Indeed, �1

is separable, whereas (�1)∗ is not separable since it is isomorphic to �∞.

Corollary 6.71 A Banach space X is reflexive and separable if and only if X∗ is
reflexive and separable.

Proof The only part of the conclusion that needs to be justified is the fact that if
X is reflexive and separable, then X∗ is separable. But this follows by observing
that X∗∗ is separable, since it is isomorphic to X . So, by Theorem 6.68(a), X∗ is
separable. �

We conclude this section with the following result on the reflexivity of subspaces.

Proposition 6.72 Let M be a closed subspace of a reflexive Banach space X. Then
M is reflexive.

Proof Let φ ∈ M∗∗. Define a functional φ on X∗ by setting

〈φ, f 〉 = 〈
φ, f∣∣M

〉 ∀ f ∈ X∗.

Since φ ∈ X∗∗, by hypothesis we have that φ = JX (x) for some x ∈ X . We split the
remaining part of the proof into two steps.

1. We claim that x ∈ M . Indeed, if x ∈ X\M , then by Corollary 6.41 there exists
f ∈ X∗ such that

〈 f , x〉 = 1 and f ∣∣M = 0 .

This yields a contradiction since

1 = 〈φ, f 〉 = 〈
φ, f ∣∣M

〉 = 0.

http://dx.doi.org/10.1007/978-3-319-17019-0_3
http://dx.doi.org/10.1007/978-3-319-17019-0_3
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2. We claim that φ = JM (x). Indeed, for any f ∈ M∗, let f̃ ∈ X∗ be an extension
of f to X provided by the Hahn-Banach Theorem. Then

〈φ, f 〉 = 〈φ, f̃ 〉 = 〈 f̃ , x〉 = 〈 f, x〉 ∀ f ∈ M∗.

So JM is onto and M is reflexive. �

6.4.2 Weak Convergence and Bolzano-Weierstrass Property

It is well known that all closed bounded subsets of a finite-dimensional normed linear
space are compact. Such a property is usually referred to as the Bolzano-Weierstrass
property. One of the most interesting phenomena that occur in infinite dimensions
is that the Bolzano-Weierstrass property is no longer true (see Appendix C). To
surrogate such a property in infinite-dimensional spaces it is convenient to introduce
a weaker notion of convergence in addition to the natural convergence associated
with the norm.

Definition 6.73 Let X be a normed linear space. A sequence (xn)n ⊂ X is said to
converge weakly to a point x ∈ X if

lim
n→∞〈 f, xn〉 = 〈 f, x〉 ∀ f ∈ X∗.

In this case we write xn
X
⇀ x , or, simply, xn ⇀ x .

Example 6.74 In the case of Hilbert spaces or spaces L p(X,μ) we have constructed
an isometric isomorphism which allows to characterize the abstract space X∗, and so
to represent ‘practically’ the continuous linear functionals. Then the notion of weak
convergence can be reformulated as follows:

• Let H be a Hilbert space with scalar product 〈·, ·〉 and let (xn)n ⊂ H , x ∈ H . Then

xn ⇀ x ⇐⇒ 〈xn, y〉 → 〈x, y〉 ∀y ∈ H.

• For 1 ≤ p ≤ ∞, set

X p =
{

�p if 1 ≤ p < ∞,

c0 if p = ∞.

Let x (n), x ∈ X p, n = 1, 2, . . .. Then, setting x (n) = (x (n)
k )k and x = (xk)k ,

we have
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x (n)⇀x ⇐⇒
∞∑

k=1

x (n)
k yk →

∞∑

k=1

xkyk ∀y = (yk)k ∈ �p′
,

where p′ is the conjugate exponent of p.
• Given a σ-finite measure space (X,E ,μ) and 1 ≤ p < ∞, consider functions

( fn)n ⊂ L p(X,μ) and f ∈ L p(X,μ). Then

fn ⇀ f ⇐⇒
∫

X
fng dμ →

∫

X
f g dμ ∀g ∈ L p′

(X,μ),

where p′ is the conjugate exponent of p.

A sequence (xn)n that converges in norm to x , namely xn → x , is also said to
converge strongly to x . Since |〈 f, xn〉 − 〈 f, x〉| ≤ ‖ f ‖∗ ‖xn − x‖, it is immediate
that

xn → x =⇒ xn ⇀ x .

The converse is not true, in general, as the following example shows.

Example 6.75 Let (en)n be an orthonormal sequence in an infinite-dimensional
Hilbert space H . Then, owing to Bessel’s inequality, 〈x, en〉 → 0 as n → ∞ for
every x ∈ H . Therefore, recalling Example 6.74, en ⇀ 0 as n → ∞. But ‖en‖ = 1
for every n. So (en)n does not converge strongly to 0.

Proposition 6.76 Let (xn)n, (yn)n be sequences in a normed linear space X, and
let x, y ∈ X.

(a) If xn ⇀ x and xn ⇀ y, then x = y.
(b) If xn ⇀ x and yn ⇀ y, then xn + yn ⇀ x + y.
(c) If xn ⇀ x, (λn)n ⊂ R, and λn → λ ∈ R, then λn xn ⇀ λx.

(d) If xn
X
⇀ x and Λ ∈ L (X, Y ), then Λxn

Y
⇀ Λx.

(e) If xn ⇀ x, then (xn)n is bounded.
(f) If xn ⇀ x, then ‖x‖ ≤ lim inf

n→∞ ‖xn‖.

Proof (a) By hypothesis we have 〈 f, x − y〉 = 0 for every f ∈ X∗. Then the
conclusion follows recalling Exercise 6.45.

(b) For every f ∈ X∗ we have 〈 f, xn〉 → 〈 f, x〉 and 〈 f, yn〉 → 〈 f, y〉, and so
〈 f, xn + yn〉 = 〈 f, xn〉 + 〈 f, yn〉 → 〈 f, x〉 + 〈 f, y〉 = 〈 f, x + y〉.

(c) Since (λn)n is bounded, say |λn| ≤ C , for any f ∈ X∗ we have

|λn〈 f, xn〉 − λ〈 f, x〉| ≤ |λn|︸︷︷︸
≤C

| 〈 f, xn − x〉
︸ ︷︷ ︸

→0

| + |λn − λ|︸ ︷︷ ︸
→0

|〈 f, x〉|.

(d) Let g ∈ Y ∗. Then 〈g,Λxn〉 = 〈g ◦ Λ, xn〉 → 〈g ◦ Λ, x〉 = 〈g,Λx〉 since
g ◦ Λ ∈ X∗.
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(e) Consider the sequence (JX (xn))n in X∗∗. Since

〈JX (xn), f 〉 = 〈 f, xn〉 → 〈 f, x〉 ∀ f ∈ X∗,

we have supn |〈JX (xn), f 〉| < ∞ for all f ∈ X∗. So the Banach-Steinhaus
Theorem implies that

sup
n≥1

‖xn‖ = sup
n≥1

‖JX (xn)‖∗ < ∞.

(f) Let f ∈ X∗ be such that ‖ f ‖∗ ≤ 1. Then

|〈 f, xn〉|
︸ ︷︷ ︸
→|〈 f,x〉|

≤ ‖xn‖ =⇒ |〈 f, x〉| ≤ lim inf
n→∞ ‖xn‖.

The conclusion follows from Exercise 6.46.
�

Example 6.77 Let (en)n be an orthonormal sequence in an infinite-dimensional
Hilbert space H . Since en ⇀ 0 in H (see Example 6.75), (en)n provides an example
for which the inequality in Proposition 6.76(f) is strict.

Theorem 6.78 (Banach-Saks) Let (xn)n be a sequence in a Hilbert space H that
converges weakly to x ∈ H. Then there exists a subsequence (xnk )k such that the
arithmetic means

1

N

N∑

k=1

xnk

converge strongly to x.

Proof Observe that, without loss of generality, we may assume x = 0. Set n1 = 1.
Next, given xn1, . . . , xnk , since 〈xnh , xn〉 → 0 as n → ∞ for every h = 1, . . . , k,
we define nk+1 as the first index n > nk such that

|〈xnh , xn〉| ≤ 1

k
∀h = 1, . . . , nk . (6.40)

Recalling that (xn)n is bounded, say ‖xn‖ ≤ M for all n ∈ N, by (6.40) we deduce
that

∥
∥
∥

1

N

N∑

k=1

xnk

∥
∥
∥

2 ≤ 1

N 2

N∑

k=1

‖xnk ‖2 + 2

N 2

N∑

k=2

k−1∑

h=1

|〈xnh , xnk 〉|

≤ M2

N
+ 2

N − 1

N 2 → 0

as N → ∞.
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Exercise 6.79 Let fn : R → R be the sequence defined by

fn(x) =
⎧
⎨

⎩

1

2n
if x ∈ [2n, 2n+1],

0 otherwise.

Show that:

• fn → 0 in L p(R) for all 1 < p ≤ ∞.
• ( fn)n does not converge weakly in L1(R).

Hint. Consider g := ∑∞
n=1(−1)nχ[2n ,2n+1) and estimate

∫
R

fng dx .

Exercise 6.80 Given 1 < p < ∞, let (an)n be a sequence of real numbers and let
fn : R → R be defined by

fn(x) =
{

an if x ∈ [
n, n + 1

]
,

0 otherwise.

Show that (an)n is bounded if and only if fn ⇀ 0 in L p(R).

Exercise 6.81 Let f ∈ L p(R) and let fn(x) = f (x − n), n ≥ 1. Show that:

• fn ⇀ 0 in L p(R) if 1 < p < ∞.
Hint. Show, first, that

∫
R

fng dx → 0 for any function12 g ∈ Cc(R).
• If f ∈ L1(R), then ( fn)n does not converge weakly in L1(R), in general.

Hint. Consider f = χ[0,1].

Exercise 6.82 Let f ∈ L1(RN ) be such that
∫
RN f (x) dx = 1 and set

fn(x) = n f (nx), n ≥ 1.

Show that:

• ∫
RN fng dx → g(0) for any g ∈ Cc(R

N ).
• ( fn)n does not converge weakly in L1(RN ).

Exercise 6.83 Let x (n), x ∈ �2 (n ∈ N) be such that

x (n) ⇀ x in �2.

Set x (n) = (
x (n)

k

)
k , x = (xk)k . Show that:

(a) limn→∞ x (n)
k = xk for every k ∈ N.

12We refer to p. 98 for the definition of the space Cc(R
N ).



208 6 Banach Spaces

(b) setting y(n) = ( x (n)
k
k

)
k , then

y(n) → y in �2

where y = (
xk
k )k .

Hint. Suppose x = 0 and observe that, if ‖x (n)‖2 ≤ C for all n, given K ∈ N

we have

∞∑

k=1

|y(n)
k |2 ≤

K∑

k=1

|y(n)
k |2

︸ ︷︷ ︸
→0 by (a)

+ 1

K 2

∞∑

k=K+1

|x (n)
k |2

︸ ︷︷ ︸
≤C2

.

Exercise 6.84 Given a Hilbert space H with scalar product 〈·, ·〉, let (xn)n ⊂ H be
a bounded sequence, A ⊂ H a dense set and x ∈ H . Show that

xn ⇀ x ⇐⇒ 〈xn, y〉 → 〈x, y〉 ∀y ∈ A.

Exercise 6.85 Given 1 < p < ∞, let x (n), x ∈ �p (n ∈ N) and suppose that
‖x (n)‖p ≤ C for all n. Then, setting x (n) = (

x (n)
k

)
k and x = (xk)k , show that

x (n) ⇀ x ⇐⇒ x (n)
k → xk ∀k ∈ N (as n → ∞).

Hint. Concerning the implication ‘⇐=’, suppose x = 0 and let C > 0 be such that
‖x (n)‖p ≤ C for all n. Given ε > 0 and y = (yk)k ∈ �p′

, where p′ ∈ (1,∞) is the
conjugate exponent of p, choose kε ≥ 1 and nε ≥ 1 such that

⎛

⎝
∞∑

k=kε+1

|yk |p′
⎞

⎠

1/p′

< ε,

(
kε∑

k=1

|x (n)
k |p

)1/p

< ε ∀n ≥ nε.

Then, for every n ≥ nε,

∣
∣
∣
∣

∞∑

k=1

x (n)
k yk

∣
∣
∣
∣ =

∣
∣
∣
∣

kε∑

k=1

x (n)
k yk

∣
∣
∣
∣+

∣
∣
∣
∣

∞∑

k=kε+1

x (n)
k yk

∣
∣
∣
∣

≤
(

kε∑

k=1

|x (n)
k |p

) 1
p

︸ ︷︷ ︸
≤ε

(
kε∑

k=1

|yk |p′
) 1

p′

︸ ︷︷ ︸
≤‖y‖p′

+
⎛

⎝
∞∑

k=kε+1

|x (n)
k |p

⎞

⎠

1
p

︸ ︷︷ ︸
≤C

⎛

⎝
∞∑

k=kε+1

|yk |p′
⎞

⎠

1
p′

︸ ︷︷ ︸
≤ε

.
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Exercise 6.86 Give an example to show that the results of Exercises 6.84 and 6.85
are false, in general, without the assumption that the sequence is bounded.
Hint. In �2 consider the sequence x (n) = n2en , where en is the vector defined in
(6.29). Then, for every k ≥ 1, x (n)

k → 0 as n → ∞. On the other hand, taking
y = (1/k)k we have

y ∈ �2 and
∞∑

k=1

yk x (n)
k = n → ∞.

Observe that if 〈·, ·〉 denotes the scalar product in �2, then 〈x (n), z〉 → 0 for every
z ∈ A, where A is the set of all finite linear combinations of the vectors en . Recall
that A is dense in �2 (see Remark 6.59).

Exercise 6.87 Let x (n), x ∈ c0 (n ∈ N) and suppose that ‖x (n)‖∞ ≤ C for every n.
Then, setting x (n) = (

x (n)
k

)
k and x = (xk)k , show that

x (n) ⇀ x ⇐⇒ x (n)
k → xk ∀k ∈ N (as n → ∞).

Hint. Proceed as in Exercise 6.85.

Exercise 6.88 Let 1 < p < ∞ and let x (n), x ∈ �p (n ∈ N). Show that

x (n) → x ⇐⇒
{

x (n) ⇀ x,

‖x (n)‖p → ‖x‖p.

Hint. Concerning the implication ‘⇐=’ observe that, setting x (n) = (
x (n)

k

)
k and

x = (xk)k , thanks to Exercise 6.85, for every k ≥ 1 we have x (n)
k → xk as n → ∞.

Then use Proposition 3.39 by taking X = N with the counting measure.

Exercise 6.89 Show that the result of Exercise 6.88 is false in c0.
Hint. Consider the sequence x (n) = e1 + en where e1, en are the vectors defined in
(6.29).

Exercise 6.90 Let H be a Hilbert space and let xn, x ∈ H (n ∈ N). Show that

xn → x ⇐⇒
{

xn ⇀ x,

‖xn‖ → ‖x‖. (6.41)

Hint. Observe that ‖xn − x‖2 = ‖xn‖2 + ‖x‖2 − 2〈xn, x〉.
Remark 6.91 1. We say that a Banach space X has the property of Radon-Riesz

if the equivalence (6.41) holds for every sequence (xn)n in X . By the results
of Exercises 6.88 and 6.90 we deduce that such a property holds in Hilbert
spaces, in spaces �p for 1 < p < ∞, whereas it fails in c0 (Exercise 6.89).

http://dx.doi.org/10.1007/978-3-319-17019-0_3
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The Radon-Riesz property is actually valid in a large variety of normed linear
spaces, the so-called uniformly convex spaces, which include spaces L p(X,μ)

with 1 < p < ∞ and (X,E ,μ) a generic measure space (see [Br83], [HS65],
[Mo69]).

2. A surprising result, known as Schur’s Theorem,13 ensures that in �1 weak con-
vergence entails strong convergence, that is, for any x (n), x ∈ �1 (n ∈ N) we
have

x (n) → x ⇐⇒ x (n) ⇀ x .

Then, owing to Schur’s Theorem, �1 has the Radon-Riesz property. On the other
hand, Schur’s Theorem itself shows that the property described in Exercise 6.85
fails in �1. Indeed, the sequence (en)n defined in (6.29) does not converge strongly
to 0 and, consequently, neither does weakly.

Exercise 6.92 Let M be a closed subspace of a normed linear space X and let
(xn)n ⊂ M , x ∈ X . Show that if xn ⇀ x , then x ∈ M .
Hint. Use Corollary 6.41.

Exercise 6.93 Let C be a nonempty closed convex subset of a normed linear space
X , and let (xn)n ⊂ C , x ∈ X . Show that if xn ⇀ x , then x ∈ C .
Hint. Use Corollary 6.55.

Besides strong and weak convergence, on a dual space X∗ we can define another
notion of convergence.

Definition 6.94 Given a normed linear space X , a sequence ( fn)n ⊂ X∗ is said to
converge weakly−∗ to a functional f ∈ X∗ if

〈 fn, x〉 → 〈 f, x〉 as n → ∞ ∀x ∈ X. (6.42)

In this case we write
fn

∗
⇀ f (as n → ∞).

Remark 6.95 It is interesting to compare weak and weak−∗ convergence on a dual
space X∗. By definition, a sequence ( fn)n ⊂ X∗ converges weakly to f ∈ X∗ if and
only if

〈φ, fn〉 → 〈φ, f 〉 as n → ∞ (6.43)

for all φ ∈ X∗∗, whereas fn
∗
⇀ f if and only if (6.43) holds for all φ ∈ JX (X).

Therefore
fn ⇀ f =⇒ fn

∗
⇀ f.

Weak convergence is equivalent to weak−∗ convergence if X is reflexive but, in
general, weak convergence is stronger than weak−∗ convergence, as we will show
later.

13See, for instance, Proposition 2.19 in [Ko02].
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Example 6.96 Using the identification (6.35) and (6.36), the notion of weak−∗ con-
vergence can be reformulated as follows for the dual spaces �∞ = (�1)∗, �1 = (c0)

∗
and L∞(X,μ) = (L1(X,μ))∗ (if μ is a σ-finite measure).

• Let x (n), x ∈ �∞, n = 1, 2, . . .. Then, setting x (n) = (
x (n)

k

)
k and x = (xk)k , we

have

x (n) ∗
⇀ x ⇐⇒

∞∑

k=1

x (n)
k yk →

∞∑

k=1

xkyk ∀y = (yk)k ∈ �1.

• Let x (n), x ∈ �1, n = 1, 2, . . .. Then, setting x (n) = (
x (n)

k

)
k and x = (xk)k , we

have

x (n) ∗
⇀ x ⇐⇒

∞∑

k=1

x (n)
k yk →

∞∑

k=1

xkyk ∀y = (yk)k ∈ c0.

• Let (X,E ,μ) be a σ-finite measure space, and let ( fn)n ⊂ L∞(X,μ), f ∈
L∞(X,μ). Then

fn
∗
⇀ f ⇐⇒

∫

X
fng dμ →

∫

X
f g dμ ∀g ∈ L1(X,μ).

Example 6.97 In L∞(−1, 1) = (L1(−1, 1))∗ consider the sequence of functions

fn(t) = e−nt2
, t ∈ [−1, 1].

The Dominated Convergence Theorem ensures that

∫ 1

−1
fng dx → 0 ∀g ∈ L1(−1, 1),

and this, thanks to Example 6.96, is equivalent to fn
∗
⇀ 0. But fn �⇀ 0. Indeed,

proceeding as in Example 6.63(1), among the functionals of (L∞(−1, 1))∗ we find
the extension of the Dirac delta at the origin, which is a bounded linear functional
on C ([−1, 1]):

δ0( f ) = f (0) ∀ f ∈ C ([−1, 1]).

If we label such an extension by T , we have 〈T, fn〉 = fn(0) = 1.

Example 6.98 In �∞ = (�1)∗ consider the sequence (x (n))n ⊂ �∞ defined in (6.37).
For every y = (yk)k ∈ �1

∞∑

k=1

x (n)
k yk =

∞∑

k=n+1

yk → 0 (n → ∞),
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and this, thanks to Example 6.96, is equivalent to x (n) ∗
⇀ 0. On the other hand

x (n) �⇀ 0. To see this, we proceed as in Example 6.63(2): let F ∈ (�∞)∗ be an
extension of the following bounded linear functional

f (x) := lim
k→∞ xk ∀x = (xk)k ∈ c̃

where c̃ := {x = (xk)k ∈ �∞ ∣
∣ ∃ limk xk}. So we have

〈
F, x (n)

〉 = lim
k→∞ x (n)

k = 1 ∀n ≥ 1.

Exercise 6.99 Show that if X is a Banach space, then every sequence ( fn)n ⊂ X∗
which converges weakly−∗ is bounded.
Hint. Use the Banach-Steinhaus Theorem.

Exercise 6.100 Given a Banach space X , let fn, f ∈ X∗ and xn, x ∈ X (n ∈ N).

1. Show that if xn ⇀ x and fn → f , then 〈 fn, xn〉 → 〈 f, x〉 as n → ∞.

2. Show that if xn → x and fn
∗
⇀ f , then 〈 fn, xn〉 → 〈 f, x〉 as n → ∞.

Exercise 6.101 Let (an)n be a sequence of real numbers and let fn : R → R be
defined by

fn(x) =
{

an if x ∈
[
n, n + 1

n

]
,

0 otherwise.

Show that:

• If
( |an |p

n

)
n is bounded and 1 < p < ∞, then fn ⇀ 0 in L p(R).

• If an = n, then ( fn)n does not converge weakly in L1(R).

• If (an)n is bounded, then fn
∗
⇀ 0 in L∞(R).

The following result yields a sort of weak−∗ Bolzano-Weierstrass property in
dual spaces.

Theorem 6.102 (Banach-Alaoglu) Let X be a separable normed linear space. Then
every bounded sequence ( fn)n ⊂ X∗ has a weakly−∗ convergent subsequence.

Proof Let (xn)n be a dense sequence in X and let C ≥ 0 be such that ‖ fn‖∗ ≤ C
for every n ∈ N. Then |〈 fn, x1〉| ≤ C‖x1‖. So, since the sequence (〈 fn, x1〉)n is
bounded in R, there exists a subsequence of ( fn)n , say ( f1,n)n , such that 〈 f1,n, x1〉
is convergent. Since |〈 f1,n, x2〉| ≤ C‖x2‖, there exists a subsequence ( f2,n)n ⊂
( f1,n)n , such that 〈 f2,n, x2〉 is convergent. Iterating this process, for any k ≥ 1 we
can construct nested subsequences

( fk,n)n ⊂ ( fk−1,n)n ⊂ · · · ⊂ ( f1,n)n ⊂ ( fn)n
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such that 〈 fk,n, xk〉 is convergent as n → ∞ for every k ≥ 1. Define, for every
n ≥ 1, gn = fn,n . Then (gn)n ⊂ ( fn)n and (〈gn, xk〉)n is convergent for every k ≥ 1
since, for n ≥ k, it is a subsequence of (〈 fk,n, xk〉)n .

Let us complete the proof by showing that (〈gn, x〉)n is convergent for every
x ∈ X . Fix x ∈ X and ε > 0. Then there exist kε, nε ≥ 1 such that

{
‖x − xkε‖ < ε,

|〈gn, xkε〉 − 〈gm, xkε〉| < ε ∀m, n ≥ nε.

Therefore, for all m, n ≥ nε,

|〈gn, x〉 − 〈gm, x〉| ≤ |〈gn, x〉 − 〈gn, xkε〉| + |〈gm, xkε〉 − 〈gm, x〉|
︸ ︷︷ ︸

≤2C‖x−xkε‖
+|〈gn, xkε〉 − 〈gm, xkε〉| ≤ (2C + 1)ε.

Thus, (〈gn, x〉)n is a Cauchy sequence satisfying |〈gn, x〉| ≤ C‖x‖ for all x ∈ X .
This implies that f (x) := limn〈gn, x〉 is an element of X∗. �

The following result ensures that reflexive Banach spaces have the weak Bolzano-
Weierstrass property.

Theorem 6.103 Let X be a reflexive Banach space. Then every bounded sequence
has a weakly convergent subsequence.

Proof Let (xn)n ⊂ X be a bounded sequence and let M be the closed subspace
generated by xn , that is, the closure of the set of all finite linear combinations of
vectors xn . By construction, M is separable (the finite linear combinations of vectors
xn with rational coefficients are a countable dense set in M). Moreover, in view of
Proposition 6.72, M is reflexive. Therefore, by Corollary 6.71, M∗ is also separable
and reflexive. Consider the sequence (JM (xn))n ⊂ M∗∗. Since JM is an isometry,
we have ‖JM (xn)‖∗ = ‖xn‖, and so the sequence (JM (xn))n is bounded in M∗∗.
Applying the Banach-Alaoglu Theorem, there exists a subsequence (xkn )n such that

JM (xkn )
∗
⇀ φ ∈ M∗∗ as n → ∞. The reflexivity of M ensures that φ = JM (x) for

some x ∈ M . Therefore, for every f ∈ M∗,

〈 f, xkn 〉 = 〈JM (xkn ), f 〉 → 〈JM (x), f 〉 = 〈 f, x〉 as n → ∞.

Finally, for any F ∈ X∗ we have F∣∣M ∈ M∗. Then

〈F, xkn 〉 = 〈F∣∣M , xkn 〉 → 〈F∣∣M , x〉 = 〈F, x〉 as n → ∞.

So xkn ⇀ x . �
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Example 6.104 If the space X is not reflexive, then the result of Theorem 6.103
is false, in general, as shown by the following two examples in X = L1(0, 1) and
X = �1, respectively.

1. Consider the sequence fn = nχ(0, 1
n ) in L1(0, 1). ( fn)n is bounded since ‖ fn‖1 =

1. We are going to show that fn does not converge weakly in L1(0, 1). Indeed,
assume, by contradiction, that fn ⇀ f for some f ∈ L1(0, 1). Then, recalling
Example 6.74,

n
∫ 1/n

0
gdt →

∫ 1

0
f gdt ∀g ∈ L∞(0, 1)

as n → ∞. Observe that if we take g ∈ C ([0, 1]), then n
∫ 1/n

0 g(t) → g(0), and
so ∫ 1

0
f gdt = g(0) ∀g ∈ C ([0, 1]).

In particular
∫ 1

0 f e−nt2
dx = 1 for all n ≥ 1. On the other hand the Dominated

Convergence Theorem implies

∫ 1

0
f (t)e−nt2

dx → 0

and the contradiction follows. Since the above argument can be repeated for
any subsequence, we conclude that ( fn)n does not admit a weakly convergent
subsequence.

2. In �1 consider the sequence (en)n ⊂ �1 defined in (6.29), which is bounded since
‖en‖1 = 1. Assume, by contradiction, that en ⇀ x for some x = (xk)k ∈ �1.
Then, recalling Example 6.74,

yn →
∞∑

k=1

xkyk ∀y = (yk)k ∈ �∞

as n → ∞. If y = (yk)k is a convergent sequence, then y ∈ �∞ and yn →
limk→∞ yk , and so

∞∑

k=1

xkyk = lim
k→∞ yk ∀y ∈ c̃, (6.44)

where c̃ = {y = (yk) ∈ �∞ | ∃ limk→∞ yk}. In particular, if we consider the
vectors x (n) ∈ c̃ defined in (6.37) we obtain

lim
k→∞ x (n)

k = 1 ∀n ∈ N.
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On the other hand ∞∑

k=1

xk x (n)
k =

∞∑

k=n+1

xk → 0

as n → ∞ in contradiction with (6.44) applied to y = x (n). Since the above
argument can be repeated for any subsequence, we conclude that (en)n does not
admit a weakly convergent subsequence in �1.

We are now in a position to prove a fundamental theorem in the calculus of variations
on the existence of minimum points, which is the infinite-dimensional version of the
classical Weierstrass Theorem.

Theorem 6.105 Let X be a reflexive Banach space and let ϕ : X → R be a
coercive14 lower semicontinuous15 convex function. Then ϕ has a minimum point
in X.

Proof Let (xn)n ⊂ X be such that

ϕ(xn) → inf
X

ϕ.

The coecivity of ϕ implies that (xn)n is bounded. Since X is a reflexive Banach
space, Theorem 6.103 yields the existence of a subsequence (xkn )n which converges
weakly to a point x0 ∈ X . Let α be any real number larger than inf X ϕ and set
Aα = {x : ϕ(x) ≤ α}. Then the set Aα is convex (since ϕ is convex), closed (since
ϕ is lower semicontinuous) and nonempty. We claim that x0 ∈ Aα.16 Otherwise, by
Corollary 6.55, there exists f ∈ X∗ such that supx∈Aα

〈 f, x〉 < 〈 f, x0〉; so, since
xkn ∈ Aα for large n, we have lim supn〈 f, xkn 〉 < 〈 f, x0〉, in contraddiction with
〈 f, xkn 〉 → 〈 f, x0〉. Therefore x0 ∈ Aα, i.e., ϕ(x0) ≤ α. The arbitrariness of α yields
inf X ϕ > −∞ and ϕ(x0) = inf X ϕ. �

6.5 Miscellaneous Exercises

Exercise 6.106 For any f ∈ L2(0, 1) let T f be the following function:

T f : x ∈ [0, 1] �→
∫ x

0
f (t)dt.

1. Show that T f is a continuous function on [0, 1].

14That is, lim‖x‖→∞ ϕ(x) = ∞.
15See Appendix B.
16This fact is also a direct consequence of Exercise 6.93: Aα is weakly closed and so, since xkn ∈ Aα

for large n, we have x0 ∈ Aα.
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2. Show that the linear operator T : L2(0, 1) → C ([0, 1]) is bounded, where
C ([0, 1]) is equipped with the uniform norm.

3. Compute the norm of T .

Exercise 6.107 Let (X,E ,μ) be a finite measure space, (an)n a sequence of real
numbers, (En)n ⊂ E . Let 1 < p < ∞ and set

fn(x) = anχEn (x), x ∈ X.

1. Show that if fn ⇀ 0 and fn �→ 0 in L p(X,μ), then μ(En) → 0.
2. Give an example to show that the conclusion of part 1 is false, in general, without

the assumption μ(X) < ∞.

Exercise 6.108 Let T : L1(1,∞) → L1(1,∞) be the linear operator defined by

T f (x) = f (x) − 1

x
f (x) ∀ f ∈ L1(1,∞).

Show that T is bounded and compute ‖T ‖.

Exercise 6.109 Let fn : R → R be the sequence defined by

fn(x) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

nx if − 1

n
< x <

1

n
,

− 1 if x ≤ −1

n
,

1 if x ≥ 1

n
.

Show that fn does not converge strongly in L∞(R) whereas fn
∗
⇀ sign x in L∞(R).

Exercise 6.110 1. Let (a, b) be a subinterval of (−π,π). Show that

lim
n→∞

∫ b

a
cos nx dx = 0.

2. Deduce by part 1 that, if E ⊂ (−π,π) is a Borel set, then

lim
n→∞

∫

E
cos nx dx = 0.

3. Conclude that cos nx converges weakly to zero in L p(−π,π) for every 1 ≤ p <

∞ and cos nx
∗
⇀ 0 in L∞(R).

4. Show that cos nx does not converge weakly in L∞(−π,π).
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Exercise 6.111 For any f ∈ L1(R) set

T f (x) =
∫ x

0
f (t) arctan t dt, x ∈ R.

Show that:

1. T f ∈ C (R) ∩ L∞(R) for every f ∈ L1(R).
2. The linear operator T : L1(R) → L∞(R) is bounded.
3. ‖T ‖ = π

2 .

Exercise 6.112 Let (X,E ,μ) be a finite measure space, (an)n a sequence of real
numbers and (En)n ⊂ E . Set fn = anχEn . Show that

fn
∗
⇀ 0 in L∞(X,μ) ⇐⇒ fn

L∞−→ 0.

Give an example to show that the above equivalence is false, in general, without
assuming μ(X) < ∞.

Exercise 6.113 Let X be a normed linear space.

1. Given y ∈ X and f ∈ X∗ show that, setting

Λx = 〈 f, x〉 y ∀x ∈ X,

then Λ is a bounded linear operator from X into itself and ‖Λ‖ = ‖ f ‖∗ ‖y‖ .

2. Let x0 ∈ X be a nonzero vector. Show that for every y ∈ X there exists Λy ∈
L (X) such that

Λyx0 = y and ‖Λy‖ = ‖y‖
‖x0‖ .

3. Show that if L (X) is complete, then X is also complete.

Exercise 6.114 For any f ∈ L1(0, 1) set

T f (x) =
∫ x

0
t2 f (t) dt, x ∈ [0, 1].

Show that:

1. T f ∈ C ([0, 1]) for every f ∈ L1(0, 1).
2. The linear operator T : L1(0, 1) → C ([0, 1]) is continuous, where C ([0, 1]) is

equipped with the uniform norm.
3. ‖T ‖ = 1.
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Exercise 6.115 Let x = (xk)k ∈ �∞ and, for any n ≥ 1, define y(n) = (y
(n)
k )k by

y
(n)
k =

{
0 if k ≤ n,

xk−n if k > n.

Show that:

(i) y(n) ∈ �∞ for all n ≥ 1.

(ii) y(n) ∗
⇀ 0 in �∞.

(iii) y(n) does not converge weakly in �∞, in general.

Exercise 6.116 Let T : �1 → �1 be the linear operator defined by

T
(
(xn)n

) =
(n2

en
xn

)

n
∀(xn)n ∈ �1.

Show that T is bounded and compute ‖T ‖.

Exercise 6.117 Let 1 ≤ p ≤ ∞ and let fn : R
N → R be a bounded sequence in

L p(RN ) such that

fn → 0 uniformly on compact sets of R
N .

1. Show that fn ⇀ 0 in L p(RN ) if 1 < p < ∞.

2. Show that fn
∗
⇀ 0 in L∞(RN ) if p = ∞.

3. Give an example to show that fn does not converge weakly if p = 1, in general.

Exercise 6.118 Let T : �1 → �1 be the linear operator defined by

T
(
(xn)n

)
=
(

xn cos
1

n

)

n
∀(xn)n ∈ �1.

Show that T is bounded and compute ‖T ‖.

Exercise 6.119 Let ( fn)n be a bounded sequence in L2(0, 1) such that

∫ x

0
fn dt → 0 ∀x ∈ (0, 1).

Show that
fn ⇀ 0 in L2(0, 1).

Exercise 6.120 Let fn, f ∈ L2(0, 1), gn, g ∈ L∞(0, 1) be such that

fn ⇀ f in L2(0, 1), gn → g in L∞(0, 1).

Show that fngn converges weakly to f g in L2(0, 1).
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Exercise 6.121 Let f ∈ L1(a, b).

1. Show that there exists a sequence ( fn)n ⊂ C ([a, b]) such that

| fn| ≤ 1, m

(
fn �= | f |

f
χ{ f �=0}

)
→ 0,

where m denotes the Lebesgue measure on (a, b).
2. Let C ([a, b]) be equipped with the uniform norm. Deduce that the linear func-

tional defined by

Λ : C ([a, b]) → R, Λ(g) =
∫ b

a
f g dx ∀g ∈ C ([a, b])

is bounded and ‖Λ‖∗ = ‖ f ‖1.

Exercise 6.122 Let 1 ≤ p < ∞ and let fn be a bounded sequence in L p(RN ).

1. Show that m(| fn| ≥ n) → 0.
2. Show that fnχ{| fn |≥n} ⇀ 0 in L p(RN ) if 1 < p < ∞.
3. Give an example to show that if p = 1, then fnχ{| fn |≥n} does not converge weakly

in L1(RN ), in general.

Exercise 6.123 For any f ∈ L∞(0,∞) set

T f (x) =
∫ x

0
ey−x f (y)dy x ≥ 0 .

1. Show that T f ∈ L∞(0,∞) for all f ∈ L∞(0,∞).
2. Show that the linear operator T : L∞(0,∞) → L∞(0,∞) is bounded.
3. Compute ‖T ‖.
4. Is T injective and/or onto?

Exercise 6.124 Let C ([0, 1]) be equipped with the uniform norm and let T :
C ([0, 1]) → R be the linear functional defined by

T ( f ) =
∫ 1

0
f (x2)dx ∀ f ∈ C ([0, 1]).

1. Show that T is bounded.
2. Compute ‖T ‖.
3. Now consider C ([0, 1]) as a subspace of L4(0, 1) with the integral norm ‖ · ‖4.

Show that T has a unique extension to a bounded linear functional on L4(0, 1).
Find the element gT ∈ L4/3(0, 1), the dual of L4(0, 1), which represents such an
extension.
Hint. Make the substitution x2 = y.
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Exercise 6.125 Let T > 0. Consider the linear operator V : L1(0, T ) → L1(0, T )

defined by

V f (t) =
∫ t

0
f (s)ds t ∈ (0, T ), ∀ f ∈ L1(0, T ) .

1. Show that V is bounded and compute ‖V ‖.
2. Show that V maps weak convergence into strong convergence, i.e., for any fn, f ∈

L1(0, T )

fn ⇀ f =⇒ V fn → V f .

Hint. Prove, first, that

fn ⇀ f =⇒ V fn(t) → V f (t) ∀t ∈ [0, T ] .

Exercise 6.126 Let 1 ≤ p ≤ ∞. For any f ∈ L p(0, 1) set

Ap f (x) = x f (x) x ∈ (0, 1) .

1. Show that Ap f ∈ L p(0, 1) for every f ∈ L p(0, 1).
2. Show that Ap ∈ L

(
L p(0, 1)

)
.

3. Compute ‖Ap‖.

Exercise 6.127 Let 1 ≤ p ≤ ∞. For any f ∈ L p(0,∞) set

Λp f (x) = f (x)

1 + x2 , x > 0 .

1. Show that Λp f ∈ L p(0,∞) for every f ∈ L p(0,∞).
2. Show that Λp ∈ L

(
L p(0,∞)

)
.

3. Compute ‖Λp‖.

Exercise 6.128 Let (en)n be an orthonormal basis of a separable Hilbert space H .

1. Let x̄ be a point of the unit sphere S1 = {x ∈ H : ‖x‖ = 1} and λ ∈ [0, 1]. For
any n � 1 set

xn(λ) = λx̄ + (1 − λ)en .

Compute the weak limit of xn(λ) in H and the limit of the sequence (of real
numbers) ‖xn(λ)‖.

2. Analyse the weak convergence of the sequence xn(λ)
‖xn(λ)‖ in H .

3. Deduce that the weak closure of S1 is given by the closed ball

B1 = {x ∈ H : ‖x‖ � 1} .

Exercise 6.129 Let X be a Banach space. A set S ⊂ X is said to be (strongly)
bounded if supx∈S ‖x‖ < ∞. Similarly, S is said to be weakly bounded if
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sup
x∈S

∣
∣〈φ, x〉∣∣ < ∞ ∀φ ∈ X∗ .

1. Show that S is bounded if and only if S is weakly bounded.
Hint. Consider the set JX (S) where JX : X → X∗∗ is the linear isometry defined
in (6.38).

2. Does the above property hold in general for a normed linear space?

Exercise 6.130 Let X be a reflexive Banach space and let A : X → X be a linear
operator which maps weak convergence into strong convergence, that is, for any
xn, x ∈ X

xn ⇀ x =⇒ Axn → Ax .

Show that
‖A‖ = max‖x‖=1

‖Ax‖ .

Exercise 6.131 Let K be a nonempty convex closed set of a reflexive Banach space.
Show that K has an element of minimum norm, that is, there exists x ∈ K such that

‖x‖ ≤ ‖y‖ ∀y ∈ K .

Exercise 6.132 Let H be a Hilbert space and let A ∈ L (H). Show that A maps
weak convergence into strong convergence (in the sense of Exercise 6.130) if and
only if

xn ⇀ x =⇒ ‖Axn‖ → ‖Ax‖ .

Exercise 6.133 Let C ([0, 1]) be equipped with the uniform norm and for any u ∈
C ([0, 1]) set

Au(t) =
∫ t

0
et−su(s)ds (t ∈ [0, 1]) .

1. Show that Au ∈ C ([0, 1]) for every u ∈ C ([0, 1]).
2. Show that A : C ([0, 1]) → C ([0, 1]) is a bounded linear operator.
3. Compute ‖A‖.
4. Show that A is a compact operator.17

5. Is A injective and/or onto?

Exercise 6.134 Let M be a closed subspace of L1(0, 1) with the property that

∀ f ∈ M ∃ p > 1 such that f ∈ L p(0, 1) .

17A linear operator A : X → Y is said to be compact if it maps any bounded subset of X into a
relatively compact subset of Y . Clearly, any compact operator is also bounded.
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1. Show that for every n � 1 the set

Fn = {
f ∈ F : ‖ f ‖1+ 1

n
� n

}

is closed in L1(0, 1).
2. Using Baire’s Lemma, show that F ⊂ L p(0, 1) for some p > 1.

Exercise 6.135 Let C ([0, 1]) be equipped with the uniform norm and set

A = {
x ∈ C ([0, 1]) : x(t) > 0 ∀t ∈ [0, 1]}

B = {
x ∈ C ([0, 1]) : x(t) � 0 ∀t ∈ [0, 1]} .

1. Show that there exists a functional f ∈ X∗ and a number α ∈ R such that

〈 f, x〉 > α � 〈 f, y〉 ∀x ∈ A , ∀y ∈ B . (6.45)

2. Give an example of f ∈ X∗ and α ∈ R satisfying (6.45).
3. Show that (6.45) fails in its stronger form

〈 f, x〉 � α > β � 〈 f, y〉 ∀x ∈ A , ∀y ∈ B ,

where α,β ∈ R.

Exercise 6.136 Let X and Y be Banach spaces and let A : X → Y be a compact
operator.18

1. Show that if
inf‖x‖=1

‖Ax‖ > 0 ,

then the unit sphere S = {
x ∈ X : ‖x‖ = 1

}
is compact. Deduce that if

dim X = ∞, then
inf‖x‖=1

‖Ax‖ = 0 .

2. Give an example where the above infimum in (6.136) is not a minimum.

Exercise 6.137 Let (en)n be an orthonormal basis of a Hilbert space H and let
λ = (λn)n ∈ �∞.

1. Show that ∞∑

n=1

λn〈x, en〉en ∈ H ∀ x ∈ H.

18See footnote 17.
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2. Setting

Λx =
∞∑

n=1

λn〈x, en〉en ∈ H ∀ x ∈ H,

show that Λ ∈ L (H) and compute ‖Λ‖.
3. Show that if λ ∈ c0 (i.e., λn → 0 as n → ∞), then Λ maps weak convergence

into strong convergence (in the sense of Exercise 6.130).

Exercise 6.138 Let H be an infinite-dimensional separable Hilbert space. Given an
orthonormal basis (en)n of H , for any λ = (λn)n ∈ �∞ let Fλ ∈ L (H) be the
operator defined in the previous exercise:

Fλx :=
∞∑

n=1

λn〈x, en〉en ∀ x ∈ H.

1. Show that the map λ �→ Fλ is a linear isometry from �∞ to L (H).
2. Deduce that L (H) is not separable.

Exercise 6.139 Let (en)n be an orthonormal basis of a Hilbert space H and (αn)n

a bounded sequence of real numbers. Setting

xn = 1

n

n∑

k=1

αkek,

show that:

1. xn → 0.
2.

√
nxn ⇀ 0.

Hint. To prove part (b), observe that, given n real numbers a1, . . . , an and an integer
n0 ∈ {1, . . . , n}, we have

∣
∣
∣

n∑

k=1

ak

∣
∣
∣ � √

n0

( n0∑

k=1

a2
k

) 1
2 + √

n − n0

( n∑

k=n0+1

a2
k

) 1
2
.

Exercise 6.140 Let H be a Hilbert space and let K ⊂ H be a nonempty convex
closed bounded set. Given a sequence (xn)n ⊂ H , set

xn = pK (xn) (n ∈ N) ,

where pK denotes the orthogonal projection on K .



224 6 Banach Spaces

1. Show that (xn)n has a subsequence (xnk )k which converges weakly to a point
x ∈ K .

2. Show that if (xnk )k converges strongly to x , then x = pK (x).
Hint. Recall the variational inequality which characterizes the projection.

3. Is identity x = pK (x) still true if (xnk )k converges weakly to x?
Hint. Consider H = L2(−π,π) and take K = { f ∈ L2(−π,π) | f ≥ 0 a.e.} and
fn(x) = cos nx√

π
.

Exercise 6.141 Let 1 ≤ p ≤ ∞ and let F : L p(0,∞) → R be the linear functional
defined by

F( f ) =
∫ ∞

0
f (x)xe−x dx .

1. Show that F is bounded.
2. Compute the norm of F for p = 1 and p = ∞.

Exercise 6.142 Let 1 ≤ p < ∞ and let F : L p(0,∞) → R be the linear functional
defined by

F( f ) =
∫ ∞

0

f (x)

1 + x
dx .

Show that F is bounded and compute ‖F‖∗.

Exercise 6.143 Let 1 ≤ p ≤ ∞ and let F : L p(0,∞) → R be the linear functional
defined by

F( f ) =
∫ ∞

1
e−x f (x)dx +

∫ 1

0
f (x)dx .

Show that F is bounded and compute ‖F‖∗.

Exercise 6.144 Let F : L1(0,∞) → R be the linear functional defined by

F( f ) =
∫ 1

0
x f (x)dx −

∫ ∞

2
arctan x f (x)dx .

Show that F is bounded and compute ‖F‖∗.

Exercise 6.145 Let 2 < p ≤ ∞ and let F : L p(0,∞) → R be the linear functional
defined by

F( f ) =
∫ +∞

0

( f (x)√
x

χ(0,1) + f (x)

1 + x2

)
dx .

1. Show that F is bounded.
2. Compute ‖F‖∗ for p = ∞.



6.5 Miscellaneous Exercises 225

Exercise 6.146 Let 1 ≤ p ≤ ∞ and let F : �p → R be the linear functional
defined by

F(x) = x1 − 2x2 + 6x4 ∀x = (xn)n ∈ �p.

Show that F is bounded and compute ‖F‖∗.

Exercise 6.147 Let 1 < p ≤ ∞ and let F : L p(0, 1) → R be the linear functional
defined by

F( f ) =
∫ 1

0
f (x) log x dx ∀ f ∈ L p(0, 1).

1. Show that F is bounded.
2. Compute ‖F‖∗ for p = ∞.
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Part III
Selected Topics



Chapter 7
Absolutely Continuous Functions

Let f : [a, b] → R be a continuous function and let F : [a, b] → R be continuously
differentiable. Then the connection between derivation and integration is expressed
by the well-known formulas

d

dx

∫ x

a
f (t) dt = f (x), (7.1)

∫ x

a
F ′(t) dt = F(x) − F(a). (7.2)

Thus, in Lebesgue’s integration theory, it is natural to consider the following
questions:

1. Is formula (7.1) still true almost everywhere for any function1 f ∈ L1(a, b)?
2. Can one characterize the largest class of functions verifying (7.2)?

In this chapter, wewill answer the above questions. Let us observe that if f is positive,
then Lebesgue’s integral ∫ x

a
f (t) dt, x ∈ [a, b], (7.3)

is an increasing function of the right end-point x . Moreover, since any summable
function f is the difference of two positive summable functions, f + and f −, the
integral (7.3) is in turn the difference of two increasing functions. Therefore the study
of (7.3) is strictly related to the study of monotone functions. Monotone functions
enjoy several important properties that we now proceed to discuss.

1L1(a, b) = L1([a, b], m) where m stands for the Lebesgue measure on [a, b]. See footnote 7 at
p. 87.
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7.1 Monotone Functions

Definition 7.1 A function f : [a, b] → R is said to be increasing if a ≤ x1 ≤ x2 ≤
b implies f (x1) ≤ f (x2) and decreasing if a ≤ x1 ≤ x2 ≤ b implies f (x1) ≥ f (x2).
By amonotone function wemean a function which is either increasing or decreasing.

Definition 7.2 Given a monotone function f : [a, b] → R and x0 ∈ [a, b), the
limit

f (x+
0 ) := lim

h→0, h>0
f (x0 + h)

is called the right-hand limit of f at the point x0. Similarly, if x0 ∈ (a, b], the limit2

f (x−
0 ) := lim

h→0, h>0
f (x0 − h)

is called the left-hand limit of f at x0.

Remark 7.3 Let f : [a, b] → R be an increasing function. If a ≤ x < y ≤ b, then

f (x+) ≤ f (y−).

Similarly, if f is decreasing on [a, b] and a ≤ x < y ≤ b, then

f (x+) ≥ f (y−).

We now establish the basic properties of monotone functions.

Theorem 7.4 Any monotone function f : [a, b] → R is Borel and bounded, and
hence summable.

Proof Assume that f is increasing. Since f (a) ≤ f (x) ≤ f (b) for all x ∈ [a, b],
f is clearly bounded. For any c ∈ R consider the set

Ec = {x ∈ [a, b] | f (x) < c}.

If Ec is empty, then Ec is (trivially) a Borel set. If Ec is nonempty, let y be the
supremum of Ec. Then Ec is either the closed interval [a, y], if y ∈ Ec, or the half-
closed interval [a, y), if y �∈ Ec. In both cases, Ec is a Borel set; this proves that f
is Borel. Finally, we have

∫ b

a
| f (x)| dx ≤ max{| f (a)|, | f (b)|}(b − a),

by which it follows that f is summable. �

2Observe that such limits always exist and are finite.
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Theorem 7.5 Let f : [a, b] → R be a monotone function. Then the set of all points
of discontinuity of f is at most countable (i.e., countable or finite).

Proof Suppose that f is increasing and let E be the set of points of discontinuity of
f in (a, b). For x ∈ E we have f (x−) < f (x+); then to any point x of E we may
associate a rational number r(x) such that

f (x−) < r(x) < f (x+).

Since by Remark 7.3 x1 < x2, x1, x2 ∈ E , implies f (x+
1 ) ≤ f (x−

2 ), we deduce that
r(x1) �= r(x2). We have thus established a bijective map between the set E and a
subset of rational numbers. �

7.1.1 Differentiation of Monotone Functions

The aim of this section will be to show that a monotone function f : [a, b] →
R is differentiable almost everywhere on [a, b]. Before proving this result, due to
Lebesgue, let us introduce some notation. For any x ∈ (a, b) the following four
quantities (which may take infinite values) always exist:

D′
L f (x) = lim inf

h→0, h<0

f (x + h) − f (x)

h
, D′′

L f (x) = lim sup
h→0, h<0

f (x + h) − f (x)

h
,

D′
R f (x) = lim inf

h→0, h>0

f (x + h) − f (x)

h
, D′′

R f (x) = lim sup
h→0, h>0

f (x + h) − f (x)

h
.

These four quantities are called the generalized derivatives of f at x . It is clear that
the following inequalities always hold

D′
L f (x) ≤ D′′

L f (x), D′
R f (x) ≤ D′′

R f (x). (7.4)

If D′
L f (x) and D′′

L f (x) are equal and finite, their common value is the left-hand
derivative of f at x . Similarly, if D′

R f (x) and D′′
R f (x) are equal and finite, their

common value is just the right-hand derivative of f at x .Moreover, f is differentiable
at x if and only if all four generalized derivatives D′

L f (x), D′′
L f (x), D′

R f (x) and
D′′

R f (x) are equal and finite.

Theorem 7.6 (Lebesgue) Let f : [a, b] → R be a monotone function. Then f is
differentiable a.e. in [a, b]. Moreover,3 f ′ ∈ L1(a, b) and

∫ b

a
| f ′(t)| dt ≤ | f (b) − f (a)|. (7.5)

3Observe that, in general, f ′ is defined a.e. in [a, b] (see Remark 2.74).

http://dx.doi.org/10.1007/978-3-319-17019-0_2
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Proof We may assume, without loss of generality, that f is increasing, for, if f is
decreasing, it suffices to apply the result to − f which is obviously increasing. We
begin by proving that the generalized derivatives of f are equal (possibly infinite)
a.e. in [a, b]. It will be sufficient to show that the inequality

D′
L f (x) ≥ D′′

R f (x) (7.6)

holds a.e. in [a, b]. Indeed, setting f ∗(x) = − f (−x), we get that f ∗ is increasing
on [−b,−a]; moreover, it is easy to verify that

D′
L f ∗(x) = D′

R f (−x), D′′
L f ∗(x) = D′′

R f (−x).

So, applying (7.6) to f ∗, we deduce

D′
L f ∗(x) ≥ D′′

R f ∗(x)

or, equivalently,
D′

R f (x) ≥ D′′
L f (x).

Combining this inequality with (7.6), and using (7.4), we obtain

D′′
R f ≤ D′

L f ≤ D′′
L f ≤ D′

R f ≤ D′′
R f,

and the a.e. equality of the four generalized derivatives is thus proved.
To show that (7.6) holds a.e., observe that, since the generalized derivatives are

nonnegative, the set of points where D′
L f < D′′

R f can be represented as the union
over u, v ∈ Q with v > u > 0 of the sets

Eu,v = {x ∈ (a, b) | D′′
R f (x) > v > u > D′

L f (x)}.

So if we show that m(Eu,v) = 0 (where m denotes the Lebesgue measure on [a, b]),
then it will follow that (7.6) is true a.e. Let s = m(Eu,v). Then, given ε > 0,
thanks to Theorem 1.71 there exists an open set V ⊂ (a, b) such that Eu,v ⊂ V
and m(V ) < s + ε. For every x ∈ Eu,v and δ > 0, since D′

L f (x) < u, there exists
hx,δ ∈ (0, δ) such that [x − hx,δ, x] ⊂ V and

f (x) − f (x − hx,δ) < uhx,δ.

Since the family of closed intervals ([x − hx,δ, x])x∈Eu,v , δ>0 is a fine cover of Eu,v ,
by Vitali’s Covering Theorem4 there exists a finite number of disjoint intervals of
such a family, say

4See Appendix G.

http://dx.doi.org/10.1007/978-3-319-17019-0_1
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I1 := [x1 − h1, x1], . . . , IN := [xN − hN , xN ],

such that, setting A = Eu,v ∩ ⋃N
i=1(xi − hi , xi ), we have that

m(A) = m

(

Eu,v ∩
N⋃

i=1

Ii

)

> s − ε.

Summing over all these intervals we obtain

N∑

i=1

(
f (xi ) − f (xi − hi )

)
< u

N∑

i=1

hi ≤ u m(V ) ≤ u(s + ε). (7.7)

Let us argue as above using the inequality D′′
R f (x) > v: for every y ∈ A and η > 0,

since D′′
R f (y) > v, there exists ky,η ∈ (0, η) such that [y, y + ky,η] ⊂ Ii for some

i ∈ {1, . . . , N } and
f (y + ky,η) − f (y) > vky,η.

Since the family of closed intervals ([y, y + ky,η])y∈A, η>0 is a fine cover of A, by
Vitali’s Covering Theorem there exists a finite number of disjoint intervals of such a
family, say

J1 := [y1, y1 + k1], . . . , JM := [yM , yM + kM ],

such that

m

(
A ∩

M⋃

j=1

J j

)
≥ m(A) − ε > s − 2ε.

Summing over all these intervals we deduce

M∑

j=1

(
f (y j + k j ) − f (y j )

)
> v

M∑

j=1

k j = v m

( M⋃

j=1

J j

)
≥ v(s − 2ε). (7.8)

For every i ∈ {1, . . . , N }, summing over all intervals J j such that J j ⊂ Ii , and,
using the assumption that f is increasing, we obtain

∑

j, J j ⊂Ii

(
f (y j + k j ) − f (y j )

) ≤ f (xi ) − f (xi − hi ).
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Hence, summing over i and taking into account that every interval J j is contained
in some interval Ii ,

N∑

i=1

(
f (xi ) − f (xi − hi )

) ≥
N∑

i=1

∑

j, J j ⊂Ii

(
f (y j + k j ) − f (y j )

)

=
M∑

j=1

(
f (y j + k j ) − f (y j )

)
.

Owing to (7.7) and (7.8),
u(s + ε) ≥ v(s − 2ε).

The arbitrariness of ε implies us ≥ vs; since u < v, then s = 0. This proves that
m(Eu,v) = 0, as claimed.

We have thus proved that the function

Φ(x) = lim
h→0

f (x + h) − f (x)

h

is defined almost everywhere in [a, b]. Therefore f is differentiable at x if and only
if Φ(x) is finite. Let

Φn(x) = n

(
f

(
x + 1

n

)
− f (x)

)

where, to define Φn for every x ∈ [a, b], we have set f (x) = f (b) for x ≥ b. Since
f is summable on [a, b], Φn is also summable. By integrating Φn we have

∫ b

a
Φn(x)dx = n

∫ b

a

(
f
(

x + 1

n

)
− f (x)

)
dx = n

(∫ b+ 1
n

a+ 1
n

f (x)dx −
∫ b

a
f (x)dx

)

= n

( ∫ b+ 1
n

b
f (x)dx −

∫ a+ 1
n

a
f (x)dx

)
= f (b) − n

∫ a+ 1
n

a
f (x)dx

≤ f (b) − f (a),

where, in the last inequality, we have used the fact that f is increasing. By Fatou’s
Lemma it follows that ∫ b

a
Φ(x) dx ≤ f (b) − f (a).

In particular,Φ is summable, and, consequently, almost everywhere finite. Then f is
differentiable almost everywhere and f ′(x) = Φ(x) for almost every
x ∈ [a, b]. �
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Example 7.7 It is easy to exhibit examples of monotone functions f for which (7.5)
becomes a strict inequality. For instance, given n + 1 points a = x0 < x1 < · · · <

xn = b and n numbers h1, h2, . . . , hn , consider the function

f (x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

h1 if a ≤ x < x1,

h2 if x1 ≤ x < x2,

. . .

hn if xn−1 ≤ x ≤ b.

A function of such a form is called a step function. If h1 < h2 < · · · < hn , then f
is obviously increasing and

∫ b

a
f ′(x) dx = 0 < hn − h1 = f (b) − f (a).

Example 7.8 (Cantor-Vitali function) The function considered in the previous
example is discontinuous. However, it is also possible to construct continuous
increasing functions satisfying the strict inequality (7.5).

Consider the closed interval [0, 1] and delete the middle third

(a1
1, b11) =

(1
3
,
2

3

)
.

From the two remaining intervals [0, 1
3 ], [ 23 , 1] delete the middle thirds

(a2
1, b21) =

(1
9
,
2

9

)
, (a2

2 , b22) =
(7
9
,
8

9

)
;

from the four remaining intervals delete the middle thirds

(a3
1, b31) =

( 1

27
,
2

27

)
, (a3

2, b32) =
( 7

27
,
8

27

)
,

(a3
3, b33) =

(19
27

,
20

27

)
, (a3

4, b34) =
(25
27

,
26

27

)

and so on. Observe that the complement of the union of all intervals (ah
k , bh

k ) is the
Cantor set constructed in Example 1.63.

Let f0(x) = x . For any n ≥ 1 let fn : [0, 1] → R be the continuous function
which satisfies

fn(0) = 0, fn(1) = 1,

fn(t) = 2k − 1

2h
if t ∈ (ah

k , bh
k ), k = 1, . . . , 2h−1, h = 1, . . . , n

http://dx.doi.org/10.1007/978-3-319-17019-0_1
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and fn increases linearly otherwise. For instance,

f1(t) = 1

2
if
1

3
< t <

2

3
,

and f1 increases linearly from 0 to 1
2 in [0, 1

3 ] and from 1
2 to 1 in [ 23 , 1]. For f2 we

have

f2(t) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1

4
if
1

9
< t <

2

9
,

1

2
if
1

3
< t <

2

3
,

3

4
if
7

9
< t <

8

9
,

and f2 increases linearly from 0 to 1
4 in [0, 1

9 ], from 1
4 to 1

2 in [ 29 , 1
3 ], from 1

2 to 3
4 in

[ 23 , 7
9 ], from 3

4 to 1 in [ 89 , 1], and so on.
By construction, fn is monotone, continuous, fn(0) = 0, fn(1) = 1 and | fn −

fn+1| ≤ 1
2n+1 (see Fig. 7.1). So, if m > n,

| fm − fn| ≤
m−1∑

k=n

| fk+1 − fk | ≤
∞∑

k=n

1

2k+1 .

Hence ( fn)n converges uniformly in [0, 1]. Let f = limn fn . Then f is continuous,
monotone, and f (t) = 2k−1

2h if t ∈ (ah
k , bh

k ). Such a function is the Cantor-Vitali
function, also known asDevil’s staircase. The derivative f ′ vanishes on every interval
(ah

k , bh
k ), and so f ′(x) = 0 for almost every x ∈ [0, 1], since the Cantor set has

Fig. 7.1 Graph of f0, f1, f2

1/2

1/3 2/3

f0

f1

f2
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measure zero. It follows that

∫ 1

0
f ′(x) dx = 0 < 1 = f (1) − f (0).

7.2 Functions of Bounded Variation

Definition 7.9 A function f : [a, b] → R is said to be of bounded variation if there
exists a constant C > 0 such that

n−1∑

k=0

| f (xk+1) − f (xk)| ≤ C (7.9)

for any partition
a = x0 < x1 < · · · < xn = b (7.10)

of [a, b]. The total variation of f on [a, b], denoted by V b
a ( f ), is the quantity:

V b
a ( f ) = sup

n−1∑

k=0

| f (xk+1) − f (xk)| (7.11)

where the supremum is taken over all partitions (7.10) of the interval [a, b].
Remark 7.10 By definition we have that, if α ∈ R and f : [a, b] → R is a function
of bounded variation, then α f is also of bounded variation and

V b
a (α f ) = |α|V b

a ( f ).

Example 7.11 1. If f : [a, b] → R is a monotone function, then the left-hand side
of (7.9) actually coincides with | f (b) − f (a)| for any choice of partition. Then
f is of bounded variation and V b

a ( f ) = | f (b) − f (a)|.
2. If f is a step function of the type considered in Example 7.7, then, for any

h1, . . . , hn ∈ R, f is of bounded variation and the total variation amounts to the
sum of the sizes of the jumps, namely

V b
a ( f ) =

n−1∑

k=1

|hk+1 − hk |.
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3. Let f : [a, b] → R be a Lipschitz continuous function with Lipschitz constant
K ; then for any partition (7.10) of [a, b] we have

n−1∑

k=0

| f (xk+1) − f (xk)| ≤ K
n−1∑

k=0

|xk+1 − xk | = K (b − a).

So f is of bounded variation and V b
a ( f ) ≤ K (b − a).

Example 7.12 It is easy to exhibit examples of continuous functions which are not
of bounded variation. Indeed, consider the function

f (x) =
⎧
⎨

⎩
x sin

1

x
if 0 < x ≤ 1,

0 if x = 0

and, fixed n ∈ N, take the following partition of [0, 1] associated to points xk =
(π
2 + kπ)−1:

0, xn, xn−1, . . . , x1, x0, 1.

The sum on the left-hand side of (7.9) for such a partition is given by

4

π

n∑

k=1

1

2k + 1
+ 2

π
+

∣
∣
∣ sin 1 − 2

π

∣
∣
∣.

Taking into account that
∑∞

k=1
1

2k+1 = ∞, we deduce that the supremum on the
right-hand side of (7.11) taken over all partitions of [0, 1] is infinite.
Proposition 7.13 If f, g : [a, b] → R are functions of bounded variation, then
f + g is also of bounded variation and

V b
a ( f + g) ≤ V b

a ( f ) + V b
a (g).

Proof For any partition of the interval [a, b], we have
n−1∑

k=0

| f (xk+1) + g(xk+1) − f (xk) − g(xk)|

≤
n−1∑

k=0

| f (xk+1) − f (xk)| +
n−1∑

k=0

|g(xk+1) − g(xk)| ≤ V b
a ( f ) + V b

a (g).

Taking the supremumof the left-hand side over all partitions of [a, b]we immediately
get the conclusion. �
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By Remark 7.10 and by Proposition 7.13 it follows that any finite linear
combination of functions of bounded variation is itself a function of bounded varia-
tion. In other words, the set BV ([a, b]) of all functions of bounded variation on the
interval [a, b] is a linear space (unlike the set of all monotone functions).

Proposition 7.14 If f : [a, b] → R is a function of bounded variation and a <

c < b, then

V b
a ( f ) = V c

a ( f ) + V b
c ( f ).

Proof First we consider a partition of the interval [a, b] such that c is one of the
points of subdivision, say xr = c. Then

n−1∑

k=0

| f (xk+1) − f (xk)|

=
r−1∑

k=0

| f (xk+1) − f (xk)| +
n−1∑

k=r

| f (xk+1) − f (xk)|

≤ V c
a ( f ) + V b

c ( f ).

(7.12)

Now let us consider an arbitrary partition of [a, b]. It is clear that the sum
∑n−1

k=0| f (xk+1) − f (xk)| can never decrease by adding an extra point of subdivision to the
partition. Therefore (7.12) holds for any partition of [a, b], and so

V b
a ( f ) ≤ V c

a ( f ) + V b
c ( f ).

On the other hand, fixed ε > 0, there exist partitions of the intervals [a, c] and [c, b],
respectively, such that

∑

i

| f (x ′
i+1) − f (x ′

i )| > V c
a ( f ) − ε

2
,

∑

j

| f (x ′′
j+1) − f (x ′′

j )| > V b
c ( f ) − ε

2
.

Combining all points of subdivision x ′
i , x ′′

j , we obtain a partition of the interval [a, b],
with points of subdivision xk , such that

V b
a ( f ) ≥

∑

k

| f (xk+1) − f (xk)| =
∑

i

| f (x ′
i+1) − f (x ′

i )| +
∑

j

| f (x ′′
j+1) − f (x ′′

j )|

> V c
a ( f ) + V b

c ( f ) − ε.

Since ε > 0 is arbitrary, it follows that V b
a ( f ) ≥ V c

a ( f ) + V b
c ( f ). �
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Corollary 7.15 If f : [a, b] → R is a function of bounded variation, then the
function

x �−→ V x
a ( f )

is increasing.

Proof Proposition 7.14 implies that

V y
a ( f ) = V x

a ( f ) + V y
x ( f ) ≥ V x

a ( f )

for all x, y satisfying a ≤ x < y ≤ b. �

Proposition 7.16 A function f : [a, b] → R is of bounded variation if and only if
f can be represented as the difference of two increasing functions.

Proof Since any monotone function is of bounded variation thanks to Example 7.11,
and since the set BV ([a, b]) is a linear space, we deduce that the difference between
two increasing functions is of bounded variation. To prove the converse, set

g1(x) = V x
a ( f ), g2(x) = V x

a ( f ) − f (x).

By Corollary 7.15 g1 is an increasing function. We claim that g2 is also increasing.
Indeed, if x < y, then, using Proposition 7.14, we obtain

g2(y) − g2(x) = V y
x ( f ) − ( f (y) − f (x)). (7.13)

By Definition 7.9 we have

| f (y) − f (x)| ≤ V y
x ( f )

and so by (7.13) it follows g2(y) − g2(x) ≥ 0. Writing f = g1 − g2, we get the
desired representation of f as the difference between two increasing functions. �

Theorem 7.17 Let f : [a, b] → R be a function of bounded variation. Then the set
of all points of discontinuity of f is at most countable. Moreover, f is differentiable
a.e. in [a, b], f ′ ∈ L1(a, b) and

∫ b

a
| f ′(x)| dx ≤ V b

a ( f ). (7.14)

Proof Invoking Theorems7.5, 7.6 and Proposition 7.16 we conclude that f has at
most countably many points of discontinuity, f is differentiable a.e. in [a, b], and
f ′ ∈ L1(a, b). Since, for all a ≤ x < y ≤ b,

| f (y) − f (x)| ≤ V y
x ( f ) = V y

a ( f ) − V x
a ( f ),
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we deduce that

| f ′(x)| ≤ (V x
a ( f ))′ a.e. in [a, b].

Finally, by (7.5) we obtain

∫ b

a
| f ′(x)|dx ≤

∫ b

a
(V x

a ( f ))′dx ≤ V b
a ( f ),

thus completing the proof. �
Remark 7.18 Step functions (Example7.7) and the Cantor-Vitali function
(Example7.8) provide examples of functions of bounded variation verifying the
strict inequality in (7.14).

Proposition 7.19 A function f : [a, b] → R is of bounded variation if and only if
the cartesian curve

y = f (x), a ≤ x ≤ b,

is rectifiable.5

Proof For any partition of [a, b] we have
n−1∑

k=0

| f (xk+1) − f (xk)| ≤
n−1∑

k=0

√
(xk+1 − xk)2 + ( f (xk+1) − f (xk))2

≤ (b − a) +
n−1∑

k=0

| f (xk+1) − f (xk)|.

By taking the supremum over all partitions we obtain the conclusion. �
Exercise 7.20 Show that if f : [a, b] → R is a function of bounded variation, then
supx∈[a,b] | f (x)| < ∞. Show that, if f, g : [a, b] → R are functions of bounded
variation, then f g is also of bounded variation and

V b
a ( f g) ≤ V b

a ( f ) sup
x∈[a,b]

|g(x)| + V b
a (g) sup

x∈[a,b]
| f (x)|

5We recall that the length of a curve y = f (x) (a ≤ x ≤ b) is the supremum of the lengths of all
inscribed polygonals, that is, the quantity

sup
n−1∑

k=0

√
(xk+1 − xk)2 + ( f (xk+1) − f (xk))2,

where the supremum is taken over all partitions of [a, b]. A curve is said to be rectifiable if it has
finite length.
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Exercise 7.21 Let (an)n be a sequence of positive numbers and let

f (x) =
{

an if x = 1
n , n ≥ 1,

0 otherwise.

Show that f is of bounded variation on [0, 1] if and only if
∑∞

n=1 an < ∞.

Exercise 7.22 Let f : [a, b] → R be a function of bounded variation such that

f (x) ≥ c > 0 ∀x ∈ [a, b].

Show that 1
f is of bounded variation and

V b
a

(
1

f

)
≤ 1

c2
V b

a ( f ).

Exercise 7.23 Show that the function

f (x) =
⎧
⎨

⎩

x2 sin 1
x3

0 < x ≤ 1,

0 x = 0

is not of bounded variation on [0, 1].
Exercise 7.24 Let f : [a, b] → R be a function of bounded variation such that

f (x) ≥ 0 ∀x ∈ [a, b].

(i) Show that if
f (x) ≥ c > 0 ∀x ∈ [a, b],

then
√

f is also of bounded variation and

V b
a (

√
f ) ≤ 1

2
√

c
V b

a ( f ).

(ii) Give an example to show that
√

f is not of bounded variation, in general.

7.3 Absolutely Continuous Functions

In order to address the problemswe posed at the beginning of this chapter, we begin to
study the largest class of functions for which formula (7.2) holds.
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Definition 7.25 A function f : [a, b] → R is said to be absolutely continuous if,
given ε > 0, there exists δ > 0 such that

n∑

k=1

| f (bk) − f (ak)| < ε (7.15)

for any finite family of disjoint subintervals

(ak, bk) ⊂ [a, b] k = 1, . . . , n

of total length
∑n

k=1(bk − ak) less than δ.

Example 7.26 Let f : [a, b] → R be a Lipschitz continuous functionwith Lipschitz
constant K ; then, choosing δ = ε

K , we immediately obtain that f is absolutely
continuous.

Remark 7.27 Any absolutely continuous function is uniformly continuous, as one
can easily check by choosing a single subinterval (a1, b1) ⊂ [a, b]. However, a
uniformly continuous function need not be absolutely continuous. For instance, the
Cantor-Vitali function f constructed in Example 7.8 is continuous (hence, uniformly
continuous) on [0, 1], but not absolutely continuous. Indeed, for any n consider the
set

Cn = [0, 1] \
n⋃

h=1

2h−1⋃

k=1

(ah
k , bh

k );

then Cn is the union of 2n disjoint subintervals I j of length 1
3n (hence, the total

length is ( 23 )
n). Since, by construction, the Cantor-Vitali function is constant on each

subinterval (ah
k , bh

k ), then the sum (7.15) associated to such a family I j is equal to 1.
So it is possible to find a finite disjoint family of subintervals of [0, 1] of arbitrarily
small total length for which the sum (7.15) is equal to 1. The same example shows
that a function of bounded variation needs not be absolutely continuous. On the other
hand, any absolutely continuous function is necessarily of bounded variation owing
to Proposition 7.28 below.

Proposition 7.28 If f : [a, b] → R is absolutely continuous, then f is of bounded
variation.

Proof Fixed ε > 0, there exists δ > 0 such that

n∑

k=1

| f (bk) − f (ak)| < ε
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for any finite family of disjoint subintervals (ak, bk) ⊂ [a, b] such that

n∑

k=1

(bk − ak) < δ.

Therefore, if [α,β] is any subinterval of length less than δ, then

V β
α ( f ) ≤ ε.

Let a = x0 < x1 < · · · < xN = b be a partition of [a, b] into N subintervals
[xk, xk+1] of length less than δ. Then, by Proposition 7.14, V b

a ( f ) ≤ Nε. �

An immediate consequence of Definition 7.25 is the following proposition.

Proposition 7.29 If f : [a, b] → R is an absolutely continuous function, then α f is
also absolutely continuous, where α is any constant. Moreover, if f, g : [a, b] → R

are absolutely continuous, f + g is also absolutely continuous.

Remark 7.30 By Proposition 7.29 andRemark 7.27 it follows that the set AC([a, b])
of all absolutely continuous functions on [a, b] is a proper subspace of the linear space
BV ([a, b]) of all functions of bounded variation on [a, b].

We now study the close connection between absolute continuity and the indefinite
Lebesgue integral. We begin with the following result.

Lemma 7.31 Let g ∈ L1(a, b) be such that
∫

I g(t) dt = 0 for any subinterval
I ⊂ [a, b]. Then g = 0 a.e. in [a, b].
Proof Using Lemma 1.60, any set V which is open in the relative topology of [a, b]
is a countable disjoint union of subintervals I ⊂ [a, b]. So ∫

V g(t) dt = 0. Arguing
by contradiction, suppose there is a Borel set E ⊂ [a, b] such that m(E) > 0 and
g(x) > 0 in E . By Theorem 1.71 there exists a compact set K ⊂ E such that
m(K ) > 0. Then V := [a, b] \ K is an open set in [a, b]. Hence,

0 =
∫ b

a
g(t) dt =

∫

V
g(t) dt +

∫

K
g(t) dt =

∫

K
g(t) dt > 0.

We have reached a contradiction thus completing the proof. �

As for the differentiation of an indefinite Lebesgue integral, in our next theorem
we will compute the derivative (7.1), providing a positive answer to the first of the
two questions posed at the beginning of the chapter.

Theorem 7.32 Let f ∈ L1(a, b) and set

F(x) =
∫ x

a
f (t) dt, x ∈ [a, b].

http://dx.doi.org/10.1007/978-3-319-17019-0_1
http://dx.doi.org/10.1007/978-3-319-17019-0_1
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Then F is absolutely continuous on [a, b] and

F ′(x) = f (x) for almost every x ∈ [a, b]. (7.16)

Proof Given a finite family of disjoint subintervals (ak, bk), we have

n∑

k=1

|F(bk)− F(ak)| =
n∑

k=1

∣
∣
∣
∫ bk

ak

f (t)dt
∣
∣
∣ ≤

n∑

k=1

∫ bk

ak

| f (t)|dt =
∫

⋃
k (ak ,bk )

| f (t)|dt.

By the absolute continuity of the Lebesgue integral, the last integral on the right-
hand side tends to zero as the total length of the intervals (ak, bk) approaches zero.
This proves that F is absolutely continuous on [a, b]. By Proposition 7.28 F is of
bounded variation; consequently, thanks to Theorem 7.17, F is differentiable a.e. in
[a, b] and F ′ ∈ L1(a, b). To prove (7.16) assume, first, that | f (x)| ≤ K for every
x ∈ [a, b] and some K > 0. Let

gn(x) = n

[
F

(
x + 1

n

)
− F(x)

]
,

where, to define gn for every x ∈ [a, b], we have set

F(x) = F(b) for b < x ≤ b + 1.

Clearly,
lim

n→∞ gn(x) = F ′(x) a.e. in [a, b].

Moreover,

|gn(x)| =
∣
∣
∣
∣n

∫ x+ 1
n

x
f (t) dt

∣
∣
∣
∣ ≤ K ∀x ∈ [a, b].

Let a ≤ c < d ≤ b. By Lebesgue’s Theorem we obtain

∫ d

c
F ′(x) dx = lim

n→∞

∫ d

c
gn(x) dx = lim

n→∞ n

[ ∫ d+ 1
n

c+ 1
n

F(x) dx −
∫ d

c
F(x) dx

]

= lim
n→∞ n

[ ∫ d+ 1
n

d
F(x) dx −

∫ c+ 1
n

c
F(x) dx

]
= F(d) − F(c),

where last equality follows from the mean value theorem. So we deduce that

∫ d

c
F ′(x) dx = F(d) − F(c) =

∫ d

c
f (t) dt.

Hence, appealing to Lemma 7.31, we conclude F ′(x) = f (x) a.e. in [a, b].
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We now remove the boundedness hypothesis on f . Without loss of generality, we
may assume f ≥ 0 (otherwise, we can argue separately for the positive part f + and
the negative part f −). Then F is an increasing function on [a, b]. Let us define fn

by:

fn(x) =
{

f (x) if 0 ≤ f (x) ≤ n,

n if f (x) ≥ n.

Since f − fn ≥ 0, the function

Hn(x) :=
∫ x

a
( f (t) − fn(t))dt

is increasing. So by Theorem 7.6 Hn is differentiable a.e. and H ′
n(x) ≥ 0. Since

0 ≤ fn ≤ n, using what we have shown in the first part of the proof we deduce that
d

dx

∫ x
a fn(t)dt = fn(x) a.e.; therefore, for every n ∈ N,

F ′(x) = H ′
n(x) + d

dx

∫ x

a
fn(t) dt ≥ fn(x) a.e. in [a, b].

This yields that F ′(x) ≥ f (x) a.e., and so, after integration,

∫ b

a
F ′(x) dx ≥

∫ b

a
f (x) dx = F(b) − F(a).

On the other hand, since F is increasing on [a, b], (7.5) yields
∫ b

a
F ′(x)dx ≤ F(b) − F(a).

Consequently, ∫ b

a
F ′(x) dx = F(b) − F(a) =

∫ b

a
f (x) dx .

Hence, ∫ b

a
(F ′(x) − f (x))dx = 0.

Since F ′(x) ≥ f (x) a.e., we conclude F ′(x) = f (x) a.e. in [a, b]. �

Lemma 7.33 Let f : [a, b] → R be an absolutely continuous function such that
f ′(x) = 0 for almost every x ∈ [a, b]. Then f is constant on [a, b].
Proof Fixed c ∈ (a, b), we want to show that f (c) = f (a). Let E = {x ∈
(a, c) | f ′(x) = 0}. Then E is a Borel set and m(E) = c − a. Given ε > 0, there
exists δ > 0 such that
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n∑

k=1

| f (bk) − f (ak)| < ε

for any finite family of disjoint subintervals (ak, bk) ⊂ [a, b] such that

n∑

k=1

(bk − ak) < δ.

Let us fix η > 0. For every x ∈ E and γ > 0, since limy→x
f (y)− f (x)

y−x = 0, there
exists yx,γ > x such that [x, yx,γ] ⊂ (a, c), |yx,γ − x | ≤ γ and

| f (yx,γ) − f (x)| ≤ (yx,γ − x)η. (7.17)

The intervals ([x, yx,γ])x∈E,γ>0 are a fine cover of E ; so, by Vitali’s Covering
Theorem, there exists a finite number of such disjoint intervals, which we label
I1 = [x1, y1], . . . , In = [xn, yn], where xk < xk+1, such that

m(E \ ∪n
k=1 Ik) < δ.

Thus, we have

y0 := a < x1 < y1 < x2 < · · · < yn < c := xn+1,

n∑

k=0

(xk+1 − yk) < δ.

By the absolute continuity of f it follows that

n∑

k=0

| f (xk+1) − f (yk)| < ε, (7.18)

whereas, by (7.17),

n∑

k=1

| f (yk) − f (xk)| ≤ η

n∑

k=1

(yk − xk) ≤ η(b − a). (7.19)

Combining (7.18) and (7.19) we deduce that

| f (c) − f (a)| =
∣
∣
∣
∣

n∑

k=0

( f (xk+1) − f (yk)) +
n∑

k=1

( f (yk) − f (xk))

∣
∣
∣
∣ ≤ ε + η(b − a).

Since ε and η are arbitrary, we conclude that f (c) = f (a). �
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Theorem 7.34 If f : [a, b] → R is absolutely continuous, then f is differentiable
a.e. in [a, b], f ′ ∈ L1(a, b), and

f (x) = f (a) +
∫ x

a
f ′(t) dt ∀x ∈ [a, b]. (7.20)

Proof Thanks to Proposition 7.28, f is of bounded variation. By Theorem 7.17, f
is differentiable a.e. and f ′ ∈ L1(a, b). To prove (7.20), consider

g(x) =
∫ x

a
f ′(t) dt.

Owing to Theorem 7.32, g is absolutely continuous and g′(x) = f ′(x) a.e. in [a, b].
Setting Φ = f − g, Φ is absolutely continuous, since it is the difference between
two absolutely continuous functions, andΦ ′(x) = 0 a.e. in [a, b]. From the previous
lemma it follows that Φ is constant. So

Φ(x) = Φ(a) = f (a) − g(a) = f (a),

which yields in turn

f (x) = Φ(x) + g(x) = f (a) +
∫ x

a
f ′(t) dt ∀x ∈ [a, b]

thus completing the proof. �

Remark 7.35 Using Theorems7.32 and 7.34 we are now in a position to give a
definite answer to the second question posed at the beginning of the chapter: formula

∫ x

a
F ′(t) dt = F(x) − F(a) ∀x ∈ [a, b]

holds if and only if F is absolutely continuous on [a, b].
Proposition 7.36 Let f : [a, b] → R. The following properties are equivalent:

(i) f is absolutely continuous.
(ii) f is of bounded variation and

∫ b

a
| f ′(t)| dt = V b

a ( f ).

Proof We begin by proving the implication ‘(i) ⇒ (ii)’. For any partition a = x0 <

x1 < · · · < xn = b of [a, b], Theorem 7.34 ensures that
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n−1∑

k=0

| f (xk+1) − f (xk)| =
n−1∑

k=0

∣
∣
∣
∫ xk+1

xk

f ′(t) dt
∣
∣
∣

≤
n−1∑

k=0

∫ xk+1

xk

| f ′(t)| dt =
∫ b

a
| f ′(t)| dt.

Therefore

V b
a ( f ) ≤

∫ b

a
| f ′(t)| dt.

Now, by Theorem 7.17,
∫ b

a | f ′(t)|dt ≤ V b
a ( f ), and so V b

a ( f ) = ∫ b
a | f ′(t)|dt.

Let us proceed to prove the implication ‘(ii)⇒ (i)’. For every x ∈ [a, b], by (7.14)
we have

V x
a ( f ) ≥

∫ x

a
| f ′(t)|dt =

∫ b

a
| f ′(t)|dt −

∫ b

x
| f ′(t)|dt = V b

a ( f ) −
∫ b

x
| f ′(t)|dt

≥ V b
a ( f ) − V b

x ( f ) = V x
a ( f )

where the last equality follows from Proposition 7.14. Then we obtain

V x
a ( f ) =

∫ x

a
| f ′(t)| dt.

Since f ′ ∈ L1(a, b), Theorem 7.32 ensures that the function x �→ V x
a ( f ) is

absolutely continuous. Given a family of disjoint subintervals (ak, bk) ⊂ [a, b],
we have

n∑

k=1

| f (bk) − f (ak)| ≤
n∑

k=1

V bk
ak

( f ) =
n∑

k=1

(
V bk

a ( f ) − V ak
a ( f )

)
.

By the absolute continuity of the map x �→ V x
a ( f ), the last sum on the right-hand

side tends to zero as the total length of the intervals (ak, bk) approaches zero. This
proves that f is absolutely continuous. �

Applying the above proposition to the particular case of monotone functions, we
obtain the following result.

Corollary 7.37 Let f : [a, b] → R be a monotone function. The following
properties are equivalent:

(i) f is absolutely continuous.
(ii)

∫ b
a | f ′(t)| dt = | f (b) − f (a)|.



250 7 Absolutely Continuous Functions

Remark 7.38 Let f, g : [a, b] → R be absolutely continuous functions. Then the
following formula of integration by parts holds:

∫ b

a
f (x)g′(x) dx = f (b)g(b) − f (a)g(a) −

∫ b

a
f ′(x)g(x) dx .

Indeed, by Tonelli’s Theorem,

∫∫

[a,b]2
| f ′(x)g′(y)| dxdy =

∫ b

a
| f ′(x)| dx

∫ b

a
|g′(y)| dy < ∞,

which yields f ′(x)g′(y) ∈ L1([a, b]2). Then consider the set

A = {(x, y) ∈ [a, b]2 | a ≤ x ≤ y ≤ b}

and compute the integral

I =
∫∫

A
f ′(x)g′(y) dxdy

in two ways using Fubini’s Theorem and formula (7.20). On the one hand,

I =
∫ b

a
g′(y)

(∫ y

a
f ′(x) dx

)
dy =

∫ b

a
g′(y) f (y) dy − f (a)

∫ b

a
g′(y) dy

=
∫ b

a
g′(y) f (y) dy − f (a)

(
g(b) − g(a)

)
.

On the other hand, we have

I =
∫ b

a
f ′(x)

( ∫ b

x
g′(y) dy

)
dx = g(b)

∫ b

a
f ′(y) dy −

∫ b

a
f ′(x)g(x) dx

= g(b)
(

f (b) − f (a)
) −

∫ b

a
f ′(x)g(x) dx .

Exercise 7.39 Show that if f, g : [a, b] → R are absolutely continuous functions,
then f g is also absolutely continuous.

Exercise 7.40 Let ( fn)n be a sequence of absolutely continuous functions on [0, 1]
converging pointwise to a function f : [0, 1] → R and such that

∫ 1

0
| f ′

n(x)| dx ≤ M ∀n ∈ N,

for some constant M > 0.
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(i) Show that limn→∞
∫ 1
0 fn(x) dx = ∫ 1

0 f (x) dx .
(ii) Show that f is of bounded variation on [0, 1].
(iii) Give an example to show that, in general, f fails to be absolutely continuous

on [0, 1].
Exercise 7.41 Let fn : [a, b] → R be a sequence of absolutely continuous functions
converging pointwise to a function f : [a, b] → R. Suppose that there exists g ∈
L1(a, b) such that

| f ′
n| ≤ g a.e. in [a, b] ∀n ∈ N.

Show that f is absolutely continuous.

7.4 Miscellaneous Exercises

Exercise 7.42 Let fn : [a, b] → R be a sequence of absolutely continuous functions
converging pointwise to a function f : [a, b] → R. Suppose that there exists g ∈
L1(a, b) such that

f ′
n ⇀ g in L1(a, b).

Show that f is absolutely continuous.

Exercise 7.43 Let f ∈ BV ([a, b]), f > 0. Show that

log f ∈ BV ([a, b]) ⇐⇒ inf[a,b] f > 0.

Exercise 7.44 Let f ∈ AC([a, b]) and let x0 ∈ (a, b). Show that

lim
δ→0+ V x0+δ

x0 ( f ) = 0. (7.21)

Give an example to show that (7.21) may fail if f ∈ BV ([a, b]).
Exercise 7.45 Let f ∈ AC([a, b]) be such that f (a) = 0 and

f ′ ∈ L p(a, b), 1 < p < ∞. (7.22)

1. Show that | f (x)| ≤ ‖ f ′‖p|x − a| p−1
p for every x ∈ [a, b].

2. Show that f (x)
x−a ∈ L1(a, b).

3. Give an example to show that, in general, f (x)
x−a �∈ L1(a, b) if one drops assumption

(7.22).
Hint. Consider the function
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f (x) =
⎧
⎨

⎩

1

log x
if x ∈

(
0,

1

2

]

0 if x = 0
.

Exercise 7.46 Let f ∈ AC([a, b]).
1. Show that x2 sin2 1

x ∈ AC([0, 1]) and x | sin 1
x | �∈ AC([0, 1]).

2. Deduce that if inf [a,b] | f | = 0, then
√| f | �∈ AC([a, b]), in general.

3. If inf [a,b] | f | > 0, show that
√| f | ∈ AC([a, b]).



Chapter 8
Signed Measures

Given a measure space (X,E ,μ) and a function ρ ∈ L1(X,μ), the so-called
Lebesgue indefinite integral

ν(E) =
∫

E
ρ dμ (E ∈ E ) (8.1)

defines a σ-additive set function, that is, if

E =
⋃

n

En ,

with En ∈ E a family of disjoint sets, then

ν(E) =
∑

n

ν(En).

Therefore, when ρ ≥ 0, ν is a finite measure on E satisfying

E ∈ E & μ(E) = 0 ⇒ ν(E) = 0. (8.2)

This raises the question whether all finite measures ν on E satisfying (8.2) can be
represented as an indefinite integral of the form (8.1). Under suitable assumptions,
a positive answer to this question is given by the Radon-Nikodym Theorem that
we will prove using the so-called Lebesgue decomposition. Such a technique allows
to represent a given measure ν as the sum of other two measures, one of which is
absolutely continuous with respect to μ while the other one is singular, in the sense
of Definition 8.1.

The properties of the indefinite integral, in turn, motivate the introduction of inter-
esting generalizations. We will define and study signed measures, which subsume
the familiar notion of positive measures considered in the first part of this monograph
leading to further decomposition formulas.
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254 8 Signed Measures

In the last section of this chapter, we will apply the above results to the charac-
terization of the dual of L p(X,μ).

8.1 Comparison Between Measures

Let (X,E ) be a measurable space. We recall that a measure μ on E is said to be
concentrated on a set A ∈ E if μ(Ac) = 0 or, equivalently, if

μ(E) = μ(A ∩ E) ∀E ∈ E .

Definition 8.1 Let μ and ν be two measures on E .

• μ and ν are said to be singular if they are concentrated on disjoint sets. In this case
we write μ ⊥ ν.

• ν is said to be absolutely continuous with respect to μ, and we write ν << μ, if

E ∈ E , μ(E) = 0 =⇒ ν(E) = 0.

• μ and ν are said to be equivalent, and we write μ ∼ ν, if ν << μ and μ << ν.

Example 8.2 Let ρ ∈ L1(X,μ) be such that ρ ≥ 0 and set

ν(E) =
∫

E
ρ(x) dμ(x) ∀E ∈ E .

It is easy to verify that ν is an additive function on E . Moreover, if (En)n ⊂ E is an
increasing sequence converging to E ∈ E , then byMonotone Convergence Theorem
we have

ν(En) =
∫

X
ρ(x)χEn (x) dμ(x) ↑

∫

X
ρ(x)χE (x) dμ(x) = ν(E).

So ν is a (finite) measure on E thanks to Proposition 1.17. Since the integral vanishes
on sets of measure zero, it follows that ν << μ.

Exercise 8.3 Let m denote the Lebesgue measure on R and let ρ : R → [0,∞] be
a Borel function, summable on all bounded subsets of R. Define

ν(E) =
∫

E
ρ(x) dx ∀E ∈ B(R).

Show that ν is a measure on B(R) and ν << m.

Example 8.4 Let m denote the Lebesgue measure on R and let δx0 be the Dirac
measure at x0 ∈ R. Then m is concentrated on A := R \ {x0}, whereas δx0 is
concentrated on B := {x0}. Therefore m and δx0 are singular.

http://dx.doi.org/10.1007/978-3-319-17019-0_1
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Exercise 8.5 Show that the measures

μ(E) =
∫

E
e−x2dx ∀E ∈ B(R)

and

ν(E) =
∫

E
ex2dx ∀E ∈ B(R)

are equivalent.

Exercise 8.6 Let μ and ν be two measures on E .

1. Show that if

∀ε > 0 ∃δ > 0 : E ∈ E & μ(E) < δ =⇒ ν(E) < ε, (8.3)

then ν << μ.
2. Show that if ν is finite, then ν << μ implies property (8.3).

Hint. Suppose, by contradiction, that there exist ε > 0 and (An)n ⊂ E such that

μ(An) <
1

2n
and ν(An) ≥ ε ∀n ∈ N.

Then
Bn :=

⋃

i≥n

Ai ↓ B = lim sup
n→∞

An .

So, using Proposition 1.18, μ(Bn) ↓ μ(B) = 0, whereas ν(Bn) ↓ ν(B) ≥ ε.
3. Give an example to show that property (8.3) is false, in general, when ν << μ but

ν is σ-finite.
Hint. OnB((0, 1]) consider the σ-finite measure

ν(E) =
∫

E

dx

x
.

Then ν << m (denoting m the Lebesgue measure on (0, 1]), but (8.3) is false.
Indeed, for every δ ∈ (0, 1], we have ν((0, δ]) = ∫ δ

0
dx
x = ∞.

http://dx.doi.org/10.1007/978-3-319-17019-0_1
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8.2 Lebesgue Decomposition

In this section we will prove two relevant results in measure theory, known as the
Lebesgue decomposition and the Radon-Nikodym derivative. We will begin by ana-
lyzing the case of finite measures. In the following, (X,E ) denotes a generic mea-
surable space.

8.2.1 The Case of Finite Measures

Theorem 8.7 Let μ and ν be finite measures on E . Then the following statements
hold.

(a) There exist two finite measures on E , νa and νs , such that

ν = νa + νs, νa << μ, νs ⊥ μ. (8.4)

Moreover, such a decomposition is unique.
(b) There exists a unique function ρ ∈ L1(X,μ) such that ρ ≥ 0 and

νa(E) =
∫

E
ρ(x) dμ(x) ∀E ∈ E . (8.5)

Equation (8.4) si called the Lebesgue decomposition of ν with respect to μ. The
function ρ in (8.5) is called the density or the Radon-Nikodym derivative of νa with
respect to μ, and is denoted by the symbol

ρ = dνa

dμ
.

Proof We split the proof into 6 steps.

1. Construction of a bounded linear functional.

Set
λ = μ + ν

and observe that μ << λ, ν << λ and

L2(X,λ) ⊂ L2(X, ν) ⊂ L1(X, ν)︸ ︷︷ ︸
(ν(X)<∞)

.

Therefore the following linear functional is well defined

F(ϕ) :=
∫

X
ϕ(x) dν(x) ∀ϕ ∈ L2(X,λ).



8.2 Lebesgue Decomposition 257

By Hölder’s inequality we have

|F(ϕ)| ≤ √
ν(X)

(∫

X
|ϕ(x)|2 dν(x)

)1/2

= √
ν(X) ‖ϕ‖2.

So F is bounded. Thanks to the Riesz Theorem, there exists a unique element f of
L2(X,λ) such that

F(ϕ) =
∫

X
ϕ(x) dν(x) =

∫

X
f (x)ϕ(x) dλ(x) ∀ϕ ∈ L2(X,λ). (8.6)

2. Two estimates for f .

Observe that, since λ is finite, χE belongs to L2(X,λ) for any E ∈ E . Taking
ϕ = χE in (8.6) we obtain

ν(E) =
∫

E
f (x) dλ(x) ≥ 0 ∀E ∈ E .

Therefore f ≥ 0 λ-a.e. and we may assume

f (x) ≥ 0 ∀x ∈ X.

Moreover, since
∫

X f ϕ dλ = ∫
X f ϕ dμ + ∫

X f ϕ dν, (8.6) can be rewritten in the
form

∫

X
ϕ(x)(1 − f (x)) dν(x) =

∫

X
f (x)ϕ(x) dμ(x) ∀ϕ ∈ L2(X,λ). (8.7)

Then, choosing ϕ = χE as before, we have

∫

E
(1 − f (x)) dν(x) =

∫

E
f (x) dμ(x) ≥ 0 ∀E ∈ E ,

by which it follows that f ≤ 1 ν-a.e.

3. Construction of νa and νs .

Define the two Borel sets

A := {x ∈ X | 0 ≤ f (x) < 1} B := X \ A = {x ∈ X | f (x) ≥ 1},

and define1

νa := ν�A νs := ν�B.

1See Definition 1.26.

http://dx.doi.org/10.1007/978-3-319-17019-0_1
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Then νa and νs are finite measures satisfying ν = νa + νs . Taking ϕ = χB in (8.7),
we deduce μ(B) = 0. So μ is concentrated on A. Since νs is concentrated on B, it
follows that μ ⊥ νs .

4. Density of νa .

Given n ∈ N and E ∈ E , let us take

ϕ(x) = (
1 + f (x) + · · · + f n(x)

)
χE∩A(x)

in (8.7), obtaining

∫

E∩A

(
1 − f n+1(x)

)
dν(x) =

∫

E∩A

[
f (x) + f 2(x) + · · · + f n+1(x)

]
dμ(x).

Set

ρ(x) :=
⎧
⎨

⎩
lim

n→∞
[

f (x) + f 2(x) + · · · + f n+1(x)
] = f (x)

1 − f (x)
if x ∈ A,

0 if x ∈ B.

The Monotone Convergence Theorem implies that

νa(E) = ν(E ∩ A) =
∫

E∩A
ρ(x) dμ(x) =

∫

E
ρ(x) dμ(x).

This proves (8.5). Moreover, taking E = X in the above identity, we conclude that
ρ is μ-summable. The fact that νa << μ follows from Example 8.2.

5. Uniqueness of the density.

Let ρ1, ρ2 ≥ 0 be two μ-summable functions satisfying (8.5). Then ρ = ρ1 − ρ2 is
a μ-summable function such that

∫

E
ρ(x) dμ(x) = 0 ∀E ∈ E .

Therefore ρ = 0μ-a.e., so ρ1 and ρ2 are two identical elements of the space L1(X,μ).

6. Uniqueness of the Lebesgue decomposition.

Let νi
a and νi

s , i = 1, 2, be finite measures satisfying

ν = νi
a + νi

s with νi
a << μ and νi

s ⊥ μ.

Let A be a support of μ such that ν1s (A) = 0 = ν2s (A). Then, for any E ∈ E , we
have



8.2 Lebesgue Decomposition 259

ν1a (E) = ν1a (E ∩ A) + ν1a (E ∩ Ac)
︸ ︷︷ ︸
=0 (ν1a<<μ)

= ν2a (E ∩ A) + ν2s (E ∩ A)
︸ ︷︷ ︸
=0 (ν2s ⊥μ)

− ν1s (E ∩ A)
︸ ︷︷ ︸
=0 (ν1s ⊥μ)

= ν2a (E).

�
The next result follows immediately from Theorem 8.7.

Theorem 8.8 (Radon-Nikodym) Let μ and ν be finite measures on E such that
ν << μ. Then there exists a unique function ρ ≥ 0 in L1(X,μ) such that

ν(E) =
∫

E
ρ(x) dμ(x) ∀E ∈ E .

8.2.2 The General Case

We now extend Lebesgue’s decomposition to more general measures.

Theorem 8.9 Let μ and ν be measures on E . If μ is σ-finite and ν is finite, then the
conclusions of Theorem 8.7 hold.

Proof Let (Xn)n ⊂ E be a sequence of disjoint sets such that μ(Xn) < ∞ for every
n ∈ N and X = ∪n≥1Xn . Apply Theorem 8.7 to the finite measures

μn := μ�Xn νn := ν�Xn

and consider, for any n ∈ N, the Lebesgue decomposition of νn with respect to μn ,
namely

νn = (νn)a + (νn)s with (νn)a << μn and (νn)s ⊥ μ.

Thanks to (8.5) and Exercise 2.72,

(νn)a(E) =
∫

E
ρn(x) dμn(x) =

∫

E∩Xn

ρn(x) dμ(x) ∀E ∈ E

for some μn-summable functions ρn ≥ 0. Define

νa :=
∞∑

n=1

(νn)a νs :=
∞∑

n=1

(νn)s

and

ρ(x) :=
∞∑

n=1

ρn(x)χXn (x) ∀x ∈ X.

http://dx.doi.org/10.1007/978-3-319-17019-0_2
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Then νa and νs are finite measures such that

ν =
∞∑

n=1

νn =
∞∑

n=1

(νn)a +
∞∑

n=1

(νn)s = νa + νs .

Moreover, for any E ∈ E , Proposition 2.48 implies

νa(E) =
∞∑

n=1

∫

E∩Xn

ρn(x) dμ(x)

=
∫

E

∞∑

n=1

ρn(x)χXn (x) dμ(x) =
∫

E
ρ(x) dμ(x).

Taking E = X in the above identity we deduce che ρ is μ-summable. Therefore
νa << μ. To complete the proof, let An, Bn ⊂ Xn be disjoint supports of μn and
(νn)s , respectively. Then A := ∪n An and B := ∪n Bn are disjoint supports of μ
and νs . It follows that νs ⊥ μ. The uniqueness of ρ and decomposition (8.4) can be
recovered reasoning as in the proof of Theorem 8.7. �

Example 8.10 If measure μ is not σ-finite, then the conclusion of Theorem 8.7 is
false, in general, even when ν is finite. For instance, on the Borel σ-algebraB([0, 1])
consider the counting measure μ#. Let m be the Lebesgue measure on [0, 1]. Then
m << μ#, but m does not admit any representation of the form

m(E) =
∫

E
f dμ# ∀E ∈ B([0, 1])

with f : [0, 1] → [0,∞] μ#-summable. Indeed, should such f exist, then we would
obtainm({x}) = 0 = f (x) for every x ∈ [0, 1], and so f (x) = 0 for every x ∈ [0, 1].
Taking E = [0, 1], it would follow m([0, 1]) = 0.

Exercise 8.11 Let X be an uncountable set and let E be the σ-algebra which consists
of all countable subsets of X and their complements. Show that if μ# is the counting
measure on X and

λ(E) =
{
0 if E is countable,
1 if Ec is countable,

then λ << μ# but there is no μ#-summable function f such that

λ(E) =
∫

E
f dμ# ∀E ∈ E .

Exercise 8.12 Adapting the proof of Theorem 8.9, show that if μ and ν are both
σ-finite, then the conclusions of Theorem 8.7 are still true, with the difference that
ρ is not necessarily μ-summable but only locally μ-summable, that is, there exists a

http://dx.doi.org/10.1007/978-3-319-17019-0_2
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sequence (Xn)n ⊂ E such that Xn ↑ X and

μ(Xn) < ∞,

∫

Xn

ρ dμ < ∞ ∀n ∈ N.

8.3 Signed Measures

Let (X,E ) be a measurable space.

Definition 8.13 A signed measure μ on E is a map μ : E → R such that μ(∅) = 0
and, for any sequence (En)n ⊂ E of disjoint sets,

μ

( ∞⋃

n=1

En

)

=
∞∑

n=1

μ(En). (8.8)

Example 8.14 Let μ1 and μ2 be finite measures on E . Then the difference μ :=
μ1 − μ2 is a signed measure on E .

Remark 8.15 Let us observe that the series on the right-hand side of (8.8) must con-
verge independently of the order of its terms (since the left-hand side is independent
of such an order), so it must converge absolutely.

Remark 8.16 Definition 8.13 can be generalized including extended functions: more
precisely, a functionμ : E → R is called a signedmeasure ifμ(∅) = 0 andμ satisfies
(8.8). In such a case, however, μ cannot assume both the values ∞ and −∞.

Exercise 8.17 Let μ : E → R be an additive function such that μ(∅) = 0.

• Given a sequence (En)n ⊂ E , show that the following properties are equivalent:

(a) En ↑ E =⇒ μ(En) → μ(E).
(b) En ↓ E =⇒ μ(En) → μ(E).
(c) En ↓ ∅ =⇒ μ(En) → 0.

• Show that μ is a signed measure on E if and only if one of the above properties
holds.

Hint. Adapt the proof of Propositions 1.17 and 1.18.

8.3.1 Total Variation

Definition 8.18 Given E ∈ E , a sequence (En)n ⊂ E of disjoint sets such that⋃∞
n=1 En = E is called a partition of E .

http://dx.doi.org/10.1007/978-3-319-17019-0_1
http://dx.doi.org/10.1007/978-3-319-17019-0_1
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Definition 8.19 Let μ be a signed measure on E . The total variation of μ is the map
|μ| : E → [0,∞] defined by

|μ|(E) = sup

{ ∞∑

n=1

|μ(En)| : (En)n partition of E

}

∀E ∈ E .

Proposition 8.20 Let μ be a signed measure on E . Then |μ| is a finite measure
on E .

Proof We split the proof into 3 steps.

1. Additivity.

We claim that if A, B ∈ E are disjoint sets, then

|μ|(A ∪ B) = |μ|(A) + |μ|(B). (8.9)

Indeed, consider (En)n a partition of E := A ∪ B and set

An = A ∩ En, Bn = B ∩ En ∀n ∈ N.

Then (An)n is a partition of A and (Bn)n is a partition of B. Moreover, since En =
An ∪ Bn with disjoint union, we have μ(En) = μ(An)+ μ(Bn) for every n ∈ N. So

∞∑

n=1

|μ(En)| ≤
∞∑

n=1

|μ(An)| +
∞∑

n=1

|μ(Bn)| ≤ |μ|(A) + |μ|(B),

which in turn implies that |μ|(A ∪ B) ≤ |μ|(A) + |μ|(B).
In order to prove the opposite inequality, let L and M be real numbers satisfying

L < |μ|(A) and M < |μ|(B). Then there exist partitions (An)n of A and (Bn)n of
B such that ∞∑

n=1

|μ(An)| ≥ L ,
∞∑

n=1

|μ(Bn)| ≥ M.

Moreover, (An)n ∪ (Bn)n is a partition of A ∪ B. Therefore

|μ|(A ∪ B) ≥
∞∑

n=1

(|μ(An)| + |μ(Bn)|) ≥ L + M.

Since L , M are arbitrary, we get |μ|(A ∪ B) ≥ |μ|(A) + |μ|(B).

2. σ-additivity.

Since |μ| is additive, it is sufficient to show that |μ| isσ-subadditive (seeRemark1.14).
Consider a disjoint sequence (En)n ⊂ E and set E = ∪∞

n=1En . Let (Fi )i be a
partition of E . Then, for any given n, (Fi ∩ En)i is a partition of En and, for any

http://dx.doi.org/10.1007/978-3-319-17019-0_1
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given i , (Fi ∩ En)n is a partition of Fi . Therefore μ(Fi ) = ∑∞
n=1 μ(Fi ∩ En), which

yields

∞∑

i=1

|μ(Fi )| ≤
∞∑

i=1

∞∑

n=1

|μ(Fi ∩ En)| =
∞∑

n=1

∞∑

i=1

|μ(Fi ∩ En)| ≤
∞∑

n=1

|μ|(En) .

So, by the arbitrariness of the partition (Fi )i ,

|μ|(E) ≤
∞∑

n=1

|μ|(En).

3. |μ|(X) < ∞.

Assuming |μ|(X) = ∞, we will construct disjoint sets A, B ∈ E such that X =
A ∪ B and

|μ(A)| > 1 & |μ|(B) = ∞. (8.10)

Later, we will show that (8.10) yields a contradiction.
Suppose |μ|(X) = ∞. Then there exists a partition (Xn)n of X such that

∞∑

n=1

|μ(Xn)| > 2(1 + |μ(X)|).

Therefore one of the two sums

∑

n≥1,μ(Xn)>0

|μ(Xn)|,
∑

n≥1,μ(Xn)<0

|μ(Xn)|

is greater than 1 + |μ(X)|. To fix ideas, assume we are in the first case: for some
subsequence (Xnk )k , we have

∞∑

k=1

μ(Xnk ) > 1 + |μ(X)|.

Set A = ⋃∞
k=1 Xnk and B = Ac. Then |μ(A)| > 1 and

|μ(B)| = |μ(X) − μ(A)| ≥ |μ(A)| − |μ(X)| > 1.

Since
|μ|(X) = |μ|(A) + |μ|(B) = ∞,

either |μ|(B) = ∞ or |μ|(A) = ∞. In both cases we obtain (8.10) exchanging, if
necessary, the roles of A and B.
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Finally, we claim (8.10) leads to a contradiction. Indeed, (replacing X by B and
doing the same at each step) we construct a sequence (An)n of disjoint measurable
sets such that |μ(An)| > 1. Then, for some subsequence (Ank )k of (An)n , either
μ(Ank ) > 1 or μ(Ank ) < −1 for every k ∈ N. Therefore

∑
k μ(Ank ) = ∞ in the

first case and
∑

k μ(Ank ) = −∞ in the second case, in contradiction with μ(∪k

Ank ) ∈ R. �

Let us observe that if μ is a signed measure on E , then

|μ(E)| ≤ |μ|(E) ∀E ∈ E . (8.11)

Therefore, thanks to Proposition 8.20,

μ+ := 1

2
(|μ| + μ) and μ− = 1

2
(|μ| − μ) (8.12)

are finite measures on E , called the positive part and the negative part of μ, respec-
tively. Moreover, the identity

μ = μ+ − μ− (8.13)

is called the Jordan decomposition of μ.

8.3.2 Radon-Nikodym Theorem

Let (X,E ,μ) be a measure space.

Definition 8.21 We say that a signed measure ν on E is absolutely continuous with
respect to μ, and we write ν << μ, if

E ∈ E & μ(E) = 0 =⇒ |ν|(E) = 0.

Remark 8.22 Let us note that, since |ν| = ν+ + ν−,

ν << μ ⇐⇒ ν+ << μ & ν− << μ .

Exercise 8.23 Given a signed measure ν on E , show that ν << μ if and only if

E ∈ E & μ(E) = 0 =⇒ ν(E) = 0.

The following generalization of Radon-Nikodym Theorem holds.

Theorem 8.24 (Radon-Nikodym) Let μ be a σ-finite measure on E and let ν be
a signed measure on E such that ν << μ. Then there exists a unique function
ρ ∈ L1(X,μ) such that
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ν(E) =
∫

E
ρ(x) dμ(x) ∀E ∈ E . (8.14)

Proof By hypothesis ν+ and ν− are finite measures. They are also absolutely con-
tinuous with respect to μ thanks to Remark 8.22. Therefore Theorem 8.9 ensures that
ν+ and ν− have derivatives

ρ+ = dν+

dμ
& ρ− = dν−

dμ
.

Set ρ := ρ+ − ρ−. Then ρ ∈ L1(X,μ) and (8.14) holds. The uniqueness property
of ρ follows arguing as in the proof of Theorem 8.7. �

8.3.3 Hahn Decomposition

Our next result describes the structure of a signed measure. More precisely, it states
that X is the union of two disjoint sets which are the supports of its positive and
negative parts.

Theorem 8.25 Let μ be a signed measure on E and let μ+ and μ− be its positive
and negative parts, respectively. Then there exist disjoint sets A, B ∈ E such that
X = A ∪ B and

μ+(E) = μ(A ∩ E), μ−(E) = −μ(B ∩ E) ∀E ∈ E . (8.15)

The pair (A, B) is called the Hahn decomposition of X with respect to μ.

Proof Observe, first, that μ << |μ|. So, applying Theorem 8.24, there exists a func-
tion ρ ∈ L1(X, |μ|) such that

μ(E) =
∫

E
ρ d|μ| ∀E ∈ E . (8.16)

We now pass to show that |ρ(x)| = 1 |μ|–a.e.
1. |ρ| ≤ 1 |μ|–a.e.

Set
E1 = {x ∈ X | ρ(x) > 1}, E2 = {x ∈ X | ρ(x) < −1}.

It suffices to show that |μ|(E1) = |μ|(E2) = 0. Suppose |μ|(E1) > 0. Then

μ(E1) = |μ(E1)| =
∫

E1

ρ d|μ| > |μ|(E1),
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in contradiction with (8.11). Therefore |μ|(E1) = 0. Similarly we can prove that
|μ|(E2) = 0.

2. |ρ| = 1 |μ| –a.e.

Set, for any r ∈ (0, 1),

Gr = {x ∈ X | 0 ≤ ρ(x) < r}, Hr = {x ∈ X | − r < ρ(x) ≤ 0}.

As before, we will show that |μ|(Gr ) = |μ|(Hr ) = 0. Let (Gr,n)n be a partition of
Gr . Then

μ(Gr,n) = |μ(Gr,n)| =
∫

Gr,n

ρ d|μ| ≤ r |μ|(Gr,n).

So ∞∑

n=1

|μ(Gr,n)| ≤ r |μ|(Gr ).

Since (Gr,n)n is an arbitrary partition, we conclude that

|μ|(Gr ) ≤ r |μ|(Gr ) .

Since r ∈ (0, 1), necessarily |μ|(Gr ) = 0. Similarly, |μ|(Hr ) = 0.

3. Conclusion.

Thanks to the previous step we may assume |ρ(x)| = 1 for every x ∈ X . Let

A = {x ∈ X | ρ(x) = 1}, B = {x ∈ X | ρ(x) = −1}.

Then for any E ∈ E we have

μ+(E) = 1

2

(|μ|(E) + μ(E)
) = 1

2

∫

E
(1 + ρ) d|μ| =

∫

E∩A
ρ d|μ|

︸ ︷︷ ︸
1+ρ(x)=0 ∀x∈E∩B

= μ(E ∩ A)

and

μ−(E) = 1

2

(|μ|(E) − μ(E)
) = 1

2

∫

E
(1 − ρ) d|μ| =

∫

E∩B
ρ d|μ|

︸ ︷︷ ︸
1−ρ(x)=0 ∀x∈E∩A

= −μ(E ∩ B).

The proof is thus complete. �
Remark 8.26 A signed measure may admit more than one Hahn decomposition.

Exercise 8.27 Show that the positive part and the negative part of a signed measure
μ are singular measures.
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Exercise 8.28 Show that if μ is a signed measure on E and λ1, λ2 are two measures
on E such that

μ = λ1 − λ2,

then
μ+ ≤ λ1, μ− ≤ λ2.

8.4 Dual of L p(X,µ)

Let (X,E ,μ) be a measure space. In this section we will characterize the dual of
L p(X,μ). Let 1 ≤ p ≤ ∞ and let p′ be the conjugate exponent of p, namely
1/p + 1/p′ = 1 with the usual convention 1

∞ = 0. For any g ∈ L p′
(X,μ) let us

define Fg : L p(X,μ) → R by setting

Fg( f ) =
∫

X
f g dμ ∀ f ∈ L p(X,μ). (8.17)

Observe that, by Hölder’s inequality,

|Fg( f )| ≤ ‖ f ‖p‖g‖p′ ∀ f ∈ L p(X,μ).

Therefore Fg ∈ (
L p(X,μ)

)∗ and

‖Fg‖∗ ≤ ‖g‖p′ . (8.18)

Then the map g �→ Fg is a linear contraction L p′
(X,μ)→(L p(X,μ))∗. It is natural

to ask whether all the bounded linear functionals on L p(X,μ) have this form and if
such a representation is unique. We will restrict our analysis to the case of σ-finite
measures.

Theorem 8.29 Let μ be a σ-finite measure on E and let 1 ≤ p < ∞. Then the
map g �→ Fg defined by (8.17) is an isometric isomorphism2 between L p′

(X,μ) and(
L p(X,μ)

)∗
.

Proof Let F ∈ (
L p(X,μ)

)∗. We will construct a function g ∈ L p′
(X,μ) such that

F = Fg and ‖g‖p′ ≤ ‖Fg‖∗. Consider, first, the case of μ(X) < ∞. We split the
proof into three steps.

1. ∃g ∈ L1(X,μ) such that F( f ) = ∫
X f g dμ for every f ∈ L∞(X,μ).

Observe that, since μ is finite, χE ∈ L p(X,μ) for every E ∈ E . Define

ν(E) = F(χE ) ∀E ∈ E .

2See footnote 5 at p. 147.
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Since F is linear and χA∪B = χA + χB if A and B are disjoint, we deduce that ν
is additive and ν(∅) = F(0) = 0. Moreover, for any sequence (En)n ⊂ E such

that En ↑ E , using Proposition 3.36, we have χEn

L p−→ χE ; the continuity of F
implies that ν(En) → ν(E). So ν is a signed measure thanks to Exercise 8.17. It is
easy to see that if μ(E) = 0, then χE = 0 in L p(X,μ). Hence, ν(E) = 0 and, by
Exercise 8.23, we get ν << μ. Then the Radon-Nikodym Theorem (Theorem 8.24)
ensures the existence of g ∈ L1(X,μ) such that

F(χE ) =
∫

E
g dμ ∀E ∈ E .

By linearity, we have F( f ) = ∫
X f g dμ for any simple function f : X → R.

Let now f ∈ L∞(X,μ). Applying Proposition 2.23 to f + and f −, we construct a
sequence of simple functions fn : X → R such that | fn| ≤ | f | and fn

L∞−→ f . By
the Dominated Convergence Theorem we deduce that

F( fn) =
∫

X
fng dμ →

∫

X
f g dμ.

On the other hand, since μ is finite, thanks to Proposition 3.36 we conclude that

fn
L p−→ f . So F( fn) → F( f ).

2. g ∈ L p′
(X,μ) and ‖g‖p′ ≤ ‖F‖∗.

We distinguish two cases.

(2a) 1 < p < ∞ (hence 1 < p′ < ∞). Given k ∈ N, let Yk = {x ∈ X | |g(x)| ≤
k} and define

fk(x) =

⎧
⎪⎨

⎪⎩

χYk (x)
|g(x)|p′

g(x)
if g(x) �= 0

0 if g(x) = 0.

We have fk ∈ L∞(X,μ); so fk ∈ L p(X,μ). Moreover | fk |p = |g|p′
in Yk ;

then
∫

Yk

|g|p′
dμ =

∫

X
fkg dμ = F( fk) ≤ ‖F‖∗‖ fk‖p

= ‖F‖∗
(∫

Yk

|g|p′
dμ

) 1
p

,

which yields
(∫

X
χYk |g|p′

dμ

)1/p′

≤ ‖F‖∗.

http://dx.doi.org/10.1007/978-3-319-17019-0_3
http://dx.doi.org/10.1007/978-3-319-17019-0_2
http://dx.doi.org/10.1007/978-3-319-17019-0_3
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Passing to the limit as k → ∞ and applying the Monotone Convergence
Theorem we obtain ‖g‖p′ ≤ ‖F‖∗.

(2b) p = 1. For any ε > 0 set

Aε = {x ∈ X | g(x) ≥ ‖F‖∗ + ε}

and define fε = χAε
g
|g| . Then fε ∈ L1(X,μ) ∩ L∞(X,μ) and ‖ fε‖1 =

μ(Aε), and so

(‖F‖∗ + ε)μ(Aε) ≤
∫

Aε

|g| dμ =
∫

X
fεg dμ = F( fε) ≤ ‖F‖∗μ(Aε).

This implies μ(Aε) = 0 for any ε > 0, hence ‖g‖∞ ≤ ‖F‖∗.

3. Conclusion.

For every p ∈ [1,∞) we have that g ∈ L p′
(X,μ) and ‖g‖p′ ≤ ‖F‖∗. Then F

and Fg are bounded linear functionals coinciding on L∞(X,μ) which is dense in
L p(X,μ), so F = Fg . Moreover, recalling inequality (8.18),

‖g‖p′ ≤ ‖F‖∗ = ‖Fg‖∗ ≤ ‖g‖p′ .

This complete the analysis of the case μ(X) < ∞.
In the σ-finite case, consider a sequence (Xk)k ⊂ E of disjoint sets such that

X = ∪∞
k=1Xk . It is immediate that, for any E ∈ E , the map

f ∈ L p(E,μ) �→ F( f̃ )

( f̃ denotes the extensionof f equal to zero outside E) is a continuous linear functional
of norm less than or equal to ‖F‖∗. Since, as we have just shown, the result holds
true for the finite measure spaces (Xk,E ∩ Xk,μ) (see Remark 1.28), there exist
functions gk ∈ L p′

(Xk,μ) such that

F( f̃ ) =
∫

Xk

gk f dμ ∀ f ∈ L p(Xk,μ).

For every x ∈ X set g(x) = gk(x) if x ∈ Xk and let Zn = ∪n
k=1Xk . Since

F( f̃ ) =
∫

Zn

g f dμ ∀ f ∈ L p(Zn,μ),

by the first part of the proof, g ∈ L p′
(Zn,μ) and

∫

X
|g|p′

χZn dμ =
∫

Zn

|g|p′
dμ ≤ ‖F‖p′

∗ .

http://dx.doi.org/10.1007/978-3-319-17019-0_1
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Therefore, since χZn ↑ 1, by Fatou’s Lemma g ∈ L p′
(X,μ) and ‖g‖p′ ≤ ‖F‖∗.

Finally, for any f ∈ L p(X,μ),

F(χZn f ) =
∫

Zn

g f dμ =
∫

X
gχZn f dμ = Fg(χZn f ).

Since f χZn

L p−→ f , we conclude that F( f ) = Fg( f ) for every f ∈ L p(X,μ). �

Remark 8.30 Theorem 8.29 actually holds for a generic measure space in the case
1 < p < ∞, whereas it may fail for p = 1whenμ is not σ-finite (see Example 6.64).
On the other hand, Theorem 8.29 is false, in general, for p = ∞ : L1(X,μ) does
not provide all the bounded linear functionals on L∞(X,μ) (see Remark 6.63). The
special case p = p′ = 2 is already covered by the Riesz Representation Theorem,
since L2(X,μ) is a Hilbert space. Necessary and sufficient conditions on the space
(X,E ,μ) to guarantee a characterization as in Theorem 8.29 are discussed in [Za67].

Reference

[Za67] Zaanen, A.C.: Integration. Noth-Holland, Amsterdam (1967)

http://dx.doi.org/10.1007/978-3-319-17019-0_6
http://dx.doi.org/10.1007/978-3-319-17019-0_6


Chapter 9
Set-Valued Functions

Motivated by applications to optimization and control theory, modern analysis has
shown an increasing interest in set-valued maps, to which most of the known results
for single-valued maps can be adapted. In this chapter, we provide a quick introduc-
tion to set-valued analysis aiming to deduce a classical theorem which guarantees
the existence of a measurable selection.

9.1 Definitions and Examples

Given two integers N , M ≥ 1, a set-valued map Γ : R
N � R

M is a map which
associates to any x ∈ R

N a set Γ (x) ⊂ R
M (possibly empty). The set

D(Γ ) = {x ∈ R
N | Γ (x) �= ∅}

is called the domain of Γ .

Example 9.1 1. Let f : [a, b] → R be a lower semicontinuous function. Then

Γ (t) := {x ∈ [a, b] | f (x) ≤ t}, t ∈ R,

is a set-valued map Γ : R � R such that D(Γ ) = [min f,∞).

2. Given an integer k ≥ 1, let f : R
N × R

k → R
M be a continuous function and

let F be a closed nonempty subset of R
k . Then

Γ (x) := f (x, F), x ∈ R
N ,

is a set-valued map Γ : R
N � R

M such that D(Γ ) = R
N .

© Springer International Publishing Switzerland 2015
P. Cannarsa and T. D’Aprile, Introduction to Measure Theory
and Functional Analysis, UNITEXT - La Matematica per il 3+2 89,
DOI 10.1007/978-3-319-17019-0_9
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Definition 9.2 Let Γ : R
N � R

M be a set-valued map. We say that Γ is:

(i) closed (convex, compact, respectively) if Γ (x) is a closed (convex, compact,
respectively) set for every x ∈ R

N .
(ii) Borel if, for any open set V ⊂ R

M , the inverse image

Γ −1(V ) := {x ∈ R
N | Γ (x) ∩ V �= ∅}

is a Borel subset of R
N .

(iii) upper semicontinuous at a point x ∈ R
N if for any ε > 0 there exists δ > 0

such that1

‖x − x ′‖ < δ =⇒ Γ (x ′) ⊂ Γ (x) + Bε .

(iv) upper semicontinuous in a set E ⊂ R
N if it is upper semicontinuous at every

point of E .

Similarly, one can give a sense to lower semicontinuity and many other continuity
properties for set-valued maps. In this chapter, however, we will confine ourselves
to consider upper semicontinuous set-valued maps. For a more extended treatment
of set-valued maps we refer to the monograph [AF90].

Exercise 9.3 Is the set-valued map Γ : R � R of Example 9.1(1):

1. closed?
2. upper semicontinuous in D(Γ )?

Exercise 9.4 Let Γ : R
N � R

M be a closed set-valued map and let x0 ∈ R
N . The

Kuratowski upper limit of Γ as x → x0 is defined by

Limsupx→x0Γ (x) =
{

y ∈ R
M

∣
∣
∣
∣

∃ xn ∈ D(Γ )\{x0}
∃ yn ∈ Γ (xn)

: xn → x0
yn → y

}
.

1. Show that if x0 ∈ D(Γ ), then2

Limsupx→x0Γ (x) =
{

y ∈ R
M

∣
∣
∣
∣ lim inf

x→x0, x∈D(Γ )
dΓ (x)(y) = 0

}
.

2. Show that if Γ is upper semicontinuous at x0, then

Limsupx→x0Γ (x) ⊂ Γ (x0). (9.1)

1Γ (x) + Bε := {y + z | y ∈ Γ (x), ‖z‖ < ε}.
2dΓ (x)(y) denotes the distance of the point y from the set Γ (x).
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3. Show that if

∃ r, R > 0 such that ‖y‖ ≤ R ∀y ∈
⋃

‖x−x0‖<r

Γ (x), (9.2)

then by (9.1) it follows that Γ is upper semicontinuous at x0.
4. Does the above property hold without assuming (9.2)?

Hint. Consider Γ : R � R defined by

Γ (x) =
{

{n} if x = 1
n , n ≥ 1

∅ otherwise

(Γ fails to be upper semicontinuous at 0 but Limsupx→0Γ (x) = ∅).
Given a set-valued map Γ : R

N � R
M , the graph of Γ is defined by

Graph(Γ ) = {(x, y) ∈ R
N × R

M | y ∈ Γ (x)}.

Proposition 9.5 Given a set-valued map Γ : R
N � R

M , if Graph(Γ ) is closed
then Γ is closed and Borel.

Proof The fact that Γ is closed is a direct consequence of the closure of Graph(Γ ).
We are going to prove that Γ is Borel.

First of all let us show that if K ⊂ R
M is compact, then Γ −1(K ) is closed. Let

(xn)n ⊂ Γ −1(K ) be a sequence converging to a point x̄ ∈ R
N . Then there exists a

sequence yn ∈ Γ (xn) ∩ K and, by compactness, a subsequence ykn converging to
a point ȳ ∈ K . Since Graph(Γ ) is closed, the pair (x̄, ȳ) := limn(xkn , ykn ) belongs
to Graph(Γ ). So ȳ ∈ Γ (x̄) and, consequently, x̄ ∈ Γ −1(K ). Therefore Γ −1(K ) is
closed, as claimed.

Let now V ⊂ R
M be open. Then V = ∪∞

n=1Kn for some family (Kn)n of compact
sets. So Γ −1(V ) = ∪∞

n=1Γ
−1(Kn) is a countable union of closed sets. Hence, it is

a Borel set. �

9.2 Existence of a Summable Selection

Definition 9.6 Given a set-valued map Γ : R
N � R

M , a selection of Γ on a
nonempty set S ⊂ D(Γ ) is a function γ : S → R

M such that γ(x) ∈ Γ (x) for every
x ∈ S.

The fact that any set-valued map admits at least one selection on D(Γ ) is a conse-
quence of the Axiom of Choice. However, one is usually interested to know if there
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exist selections with suitable properties. In the sequel of the chapter we will provide
sufficient conditions to guarantee the existence of a summable selection (with respect
to the Lebesgue measure m) of a given set-valued map.

We say that Γ : R
N � R

M is dominated by a summable function on a Borel set
A ⊂ R

N if there exists a function g : A → [0,∞) such that3 g ∈ L1(A) and, for
every x ∈ A,

p ∈ Γ (x) =⇒ ‖p‖ ≤ g(x). (9.3)

Theorem 9.7 Let Γ : R
N � R

M be closed, upper semicontinuous and dominated
by a summable function on a nonempty Borel set A ⊂ D(Γ ) of finite measure. Then
there exists4 γ ∈ (L1(A))M such that γ(x) ∈ Γ (x) for almost every x ∈ A.

Proof For the proof we need two technical steps.

1. Let us prove, first, that for every f ∈ (L1(A))M there exists a Borel function
φ( f ) : A → [0,∞) such that

φ( f )(x) = dΓ (x)( f (x)) a.e. in A

and
φ( f )(x) �= dΓ (x)( f (x)) ⇒ φ( f )(x) = 0.

To this aim, apply Corollary 2.30 of Lusin’s Theorem to construct an increasing
sequence of compact sets Kn ⊂ A such that

{
(a) f∣∣Kn

: Kn → R
M , g∣∣Kn

: Kn → R, are continuous ∀n ∈ N,

(b) m
(

A\ ∪n≥1 Kn
) = 0,

and set

φ( f ) = φ( f )(x) :=
{

dΓ (x)( f (x)) if x ∈ ∪n≥1Kn

0 if x ∈ A\ ∪n≥1 Kn .
(9.4)

Let us show that, for every n ≥ 1, the restriction

φ( f )∣∣Kn
: Kn → R

is lower semicontinuous: given n ∈ N and x0 ∈ Kn , let x j ∈ Kn and p j ∈ Γ (x j )

be sequences such that

3In what follows L1(A) = L1(A,B(A), m) whereB(A) is the Borel σ-algebra and m denotes the
Lebesgue measure on A.
4(L1(A))M := {( f1, . . . , fM ) | fi ∈ L1(A) , ∀i = 1, . . . , M}.

http://dx.doi.org/10.1007/978-3-319-17019-0_2
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lim inf
x∈K j , x→x0

φ( f )(x) = lim
j→∞ φ( f )(x j ) = lim

j→∞ ‖ f (x j ) − p j‖.

Observe that, owing to (9.3), ‖p j‖ ≤ maxKn g for every j ∈ N; so (p j ) j is
bounded and we may suppose, up to a subsequence, that p j → p0 as j → ∞.
Moreover, by part 2 of Exercise 9.4, we have p0 ∈ Γ (x0). Therefore

φ( f )(x0) ≤ ‖ f (x0) − p0‖ = lim
j→∞ ‖ f (x j ) − p j‖ = lim inf

x∈Kn , x→x0
φ( f )(x).

Finally, setting

φn : A → R, φn(x) =
{

φ( f )∣∣Kn
(x) if x ∈ Kn

0 if x ∈ A\Kn

(n ∈ N),

we get that φn is Borel in A and φn(x) → φ( f )(x) for every x ∈ A. So φ( f ) is
Borel.

2. Consider now the functional

J ( f ) :=
∫

A
φ( f ) dx f ∈ (L1(A))M .

By the first step, J is well defined since the function φ( f ) is positive and Borel.
Moreover, thanks to hypothesis (9.3) and the Lipschitz continuity of the distance
function, given f ∈ (L1(A))M , for almost every x ∈ A we have

φ( f )(x) = dΓ (x)( f (x)) ≤ ‖ f (x)‖ + dΓ (x)(0) ≤ ‖ f (x)‖ + g(x),

and so J ( f ) < ∞ for every f ∈ (L1(A))M . Moreover, if f, g ∈ (L1(A))M , for
almost every x ∈ A

|φ( f )(x) − φ(g)(x)| = |dΓ (x)( f (x)) − dΓ (x)(g(x))| ≤ | f (x) − g(x)|;

it follows that J is Lipschitz continuous with Lipschitz constant 1, hence continu-
ous.We are going to show that J vanishes for at least an element of (L1(A))M . To
begin with, apply Ekeland’s Variational Principle (see Appendix H) to construct
f̄ ∈ (L1(A))M such that

J ( f ) > J ( f̄ ) − 1

3
‖ f − f̄ ‖1 ∀ f ∈ (L1(A))M\{ f̄ }. (9.5)

Arguing by contradiction, suppose J ( f̄ ) > 0. Then

A+ := {x ∈ A | φ( f̄ ) > 0}
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is a Borel set and
∫

A+
φ( f̄ ) dx =

∫

A+
dΓ (x)( f̄ (x)) dx > 0. (9.6)

Given a dense sequence (q j ) j∈N in R
M , set

A j =
{

x ∈ A+
∣
∣
∣ ‖ f̄ (x) − q j‖ <

2

3
φ( f )(x), φ(q j )(x) <

2

3
φ( f̄ )(x)

}

=
{

x ∈ A+
∣
∣
∣ ‖ f̄ (x) − q j‖ <

2

3
dΓ (x)( f̄ (x)), φ(q j )(x) <

2

3
dΓ (x)( f̄ (x))

}
.

Owing to the previous step, A j is a Borel set for every j ∈ N. Moreover, it is
easy to prove that5 A+ = ∪ j∈NA j . Therefore by (9.6) it follows that, for at least
an index j0, ∫

A j0

dΓ (x)( f̄ (x)) dx > 0.

Then, setting

f̃ (x) =
{

q j0 if x ∈ A j0 ,

f̄ (x) if x ∈ A\A j0 ,

we have
∫

A
‖ f̃ (x) − f̄ (x)‖ dx =

∫

A j0

‖q j0 − f̄ (x)‖ dx

≤ 2

3

∫

A j0

dΓ (x)( f̄ (x)) dx . (9.7)

Moreover, by the definition of A j0 we deduce

J ( f̃ ) =J ( f̄ ) −
∫

A j0

dΓ (x)( f̄ (x)) dx +
∫

A j0

φ(q j0) dx

≤ J ( f̄ ) − 1

3

∫

A j0

dΓ (x)( f̄ (x)) dx < J ( f̄ ).

5Indeed, let x ∈ A+ and let y ∈ Γ (x) be such that ‖ f̄ (x) − y‖ = dΓ (x)( f̄ (x)). Then, setting
z = 1

2 ( f̄ (x)+ y), z verifies ‖ f̄ (x)− z‖ = 1
2dΓ (x)( f̄ (x)) and dΓ (x)(z) ≤ ‖z − y‖ = 1

2dΓ (x)( f̄ (x)).
So if qn j → z, by the continuity of the distance function we have that x ∈ An j for large n.
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Hence f̃ �= f̄ , and by (9.7) we conclude

J ( f̃ ) ≤ J ( f̄ ) − 1

2
‖ f̃ − f̄ ‖1,

in contrast with (9.5).

To conclude the proof it suffices to observe that the function f̄ constructed in the
previous step satisfies dΓ (x)( f̄ (x)) = 0 for almost every x ∈ A. Thus,

f̄ (x) ∈ Γ (x) for almost every x ∈ A.

�

Remark 9.8 If we modify the function γ of Theorem9.7 on a set of measure zero,
then, using the Axiom of Choice, the thesis of Theorem9.7 can be reformulated as
follows: there exists a selection γ̃ of Γ on A which coincides almost everywhere
with a function in L1(A). Observe that this does not imply that γ̃ belongs to L1(A),
since γ̃ may fail to be a Borel function. However, γ̃ is measurable with respect to the
σ-algebra G of all Lebesgue measurable sets (Definition1.56), since m is a complete
measure on G . Therefore, under the assumptions of Theorem9.7, we deduce that Γ
admits a selection γ̃ on A such that γ̃ ∈ L1(A,G , m).
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Appendix A
Distance Function

In this Appendix we will recall the basic properties of the distance function from a
nonempty set S ⊂ R

N .

Definition A.1 The distance function from S is the function dS : R
N → R

defined by
dS(x) = inf

y∈S
‖x − y‖ ∀x ∈ R

N .

The projection of x onto S is the set consisting of those points (if any) at which the
infimum defining dS(x) is attained. Such a set will be denoted by projS(x).

Proposition A.2 Let S be a nonempty subset of R
N . Then the following properties

hold:

1. dS is Lipschitz continuous of rank 1, i.e., |dS(x) − dS(x ′)| ≤ ‖x − x ′‖ for any
x, x ′ ∈ R

N .
2. For any x ∈ R

N we have
dS(x) = 0 ⇐⇒ x ∈ S.

3. S is closed ⇐⇒ projS(x) �= ∅ for every x ∈ R
N .

Proof 1. Let x, x ′ ∈ R
N and ε > 0 be fixed. Then there exists yε ∈ S such that

‖x − yε‖ < dS(x) + ε. Thus, by the triangle inequality for the Euclidean norm,

dS(x ′) − dS(x) ≤ ‖x ′ − yε‖ − ‖x − yε‖ + ε ≤ ‖x ′ − x‖ + ε.

Since ε is arbitrary, dS(x ′) − dS(x) ≤ ‖x ′ − x‖. Exchanging the role of x and
x ′ we conclude that |dS(x ′) − dS(x)| ≤ ‖x ′ − x‖ as desired.

2. For any x ∈ R
N we have that dS(x) = 0 if and only if there exists a sequence

(yn)n ⊂ S such that ‖x − yn‖ → 0 as n → ∞, hence if and only if x ∈ S.
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3. Let S be a closed set and let x ∈ R
N be fixed. Then

K := {
y ∈ S | ‖x − y‖ ≤ dS(x) + 1

}

is a nonempty compact set. Therefore any point x̂ ∈ K such that

‖x − x̂‖ = min
y∈K

‖x − y‖

lies in projS(x).
Conversely, assume projS(y) �= ∅ for every y ∈ R

N and let x ∈ S. Observe that,
by part 2, dS(x) = 0. Take x̂ ∈ projS(x). Then ‖x − x̂‖ = 0 and x ∈ S. �

Proposition A.3 Given a nonempty closed set S ⊂ R
N , let x ∈ R

N and y ∈ S.
Then y ∈ projS(x) if and only if

(x − y) · (y′ − y) ≤ 1

2
‖y′ − y‖2 ∀y′ ∈ S. (A.1)

Proof By definition, we have that y ∈ projS(x) if and only if

‖x − y‖2 ≤ ‖x − y′‖2 ∀y′ ∈ S.

Since ‖x − y′‖2 = ‖x − y‖2 + ‖y − y′‖2 + 2(x − y) · (y − y′), the above inequality
reduces to (A.1). �

Remark A.4 Let S ⊂ R
N be a nonempty closed set.

1. By applying (A.1) we easily get

y ∈ projS(x) ⇐⇒ y ∈ projS(t x + (1 − t)y) ∀t ∈ [0, 1], (A.2)

and so

y ∈ projS(x) ⇐⇒ dS(t x + (1 − t)y) = t‖x − y‖ ∀t ∈ [0, 1]. (A.3)

To justify the implication ‘⇒’ in (A.2) (the ⇐-part is immediate), let us fix
y ∈ projS(x). By (A.1) it follows that, for every t ∈ [0, 1],

t (x − y) · (y′ − y) ≤ t

2
‖y′ − y‖2 ≤ 1

2
‖y′ − y‖2 ∀y′ ∈ S. (A.4)

Thus, y ∈ projS(t x + (1 − t)y) by (A.1) applied to the point t x + (1 − t)y.
2. Another interesting remark is the following:

y ∈ projS(x) =⇒ projS(t x + (1 − t)y) = {y} ∀t ∈ [0, 1). (A.5)
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Indeed, by (A.4) it follows that, for every t ∈ [0, 1),

t (x − y) · (y′ − y) <
1

2
‖y′ − y‖2 ∀y′ ∈ S \ {y}.

So, since ‖(t x + (1 − t)y) − y‖2 = ‖(t x + (1 − t)y) − y′‖2 − ‖y − y′‖2 + 2t
(x − y) · (y′ − y),

‖(t x + (1 − t)y) − y‖2 < ‖(t x + (1 − t)y) − y′‖2 ∀y′ ∈ S \ {y}.

The thesis (A.5) follows.
3. It is useful to observe that the set-valued map projS : R

N → P(RN ) is upper
semicontinuous, i.e., for every x ∈ R

N ,

lim sup
x ′→x

projS(x ′) ⊂ projS(x),

where the meaning of the above limit is the following:

∀ε > 0 ∃δ > 0 : ‖x ′ − x‖ < δ =⇒ projS(x ′) ⊂ projS(x) + Bε, (A.6)

setting1 Bε = {x ∈ R
N | ‖x‖ < ε}. To see this, it will be sufficient to prove that,

given any two sequences (xn)n, (yn)n in R
N , we have

xn → x , yn ∈ projS(xn), yn → y =⇒ y ∈ projS(x).

Indeed, y ∈ S since S is closed, and ‖xn − yn‖ = dS(xn). Then the continuity of
dS implies that ‖x − y‖ = dS(x), and so y ∈ projS(x).

4. We point out, in particular, the fact that projS is continuous at all points x ∈ R
N

for which projS(x) reduces to a singleton, that is,

lim
x ′→x

projS(x ′) = projS(x)

where the above limit means that projS satisfies (A.6) and also

∀ε > 0 ∃δ > 0 : ‖x ′ − x‖ < δ =⇒ projS(x) ⊂ projS(x ′) + Bε.

This is an immediate consequence of upper semicontinuity and the fact that
projS(x) is a singleton.

A general principle is that geometric properties of the set S correspond to analytic
properties of the function dS . The following differentiability theorem is a case in
point.

1The sum of two sets A and A′ in R
N is defined by A + A′ := {x + y | x ∈ A, y ∈ A′}.
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Theorem A.5 Let S ⊂ R
N be closed and nonempty. Then dS is Fréchet differen-

tiable at a point x ∈ R
N \ S if and only if projS(x) reduces to a singleton {y}.

Moreover, in such a case,

DdS(x) = x − y

‖x − y‖ . (A.7)

Proof Suppose, first, that dS is Fréchet differentiable at x �∈ S. Then, fixed y ∈
projS(x), the function t �→ dS(t x + (1− t)y) has left-hand derivative at t = 1 which
satisfies, by (A.5),

DdS(x) · (x − y) = d

dt−
dS(t x + (1 − t)y)

∣
∣
t=1 = ‖x − y‖.

Moreover, since dS is Lipschitz continuous of rank 1 owing to Proposition A.2, we
get ‖DdS(x)‖ ≤ 1. So, by the Cauchy-Schwarz inequality,

1 = DdS(x) · x − y

‖x − y‖ ≤ 1.

(A.7) follows by recalling the cases when equality holds in Proposition 5.3. Further-
more, y is uniquely determined by (A.7) since

y = x − dS(x)DdS(x).

Vice versa, suppose that projS(x) = {y}. Then according to Remark A.4(4) because
this condition.

lim
x ′→x

projS(x ′) = {y}.

Consequently, the differentiability of d2
S (hence, of dS) will follow once we have

proved that, for every x ′ ∈ R
N and y′ ∈ projS(x ′),

‖x − x ′‖2 − 2‖x ′ − x‖ ‖y′ − y‖
≤ d2

S(x ′) − d2
S(x) − 2(x − y) · (x ′ − x) ≤ ‖x − x ′‖2.

To this aim observe that, in view of (A.1),

d2
S(x ′) − d2

S(x) − 2(x − y) · (x ′ − x)

= ‖x ′ − x‖2 + ‖y′ − y‖2 + 2(x ′ − x) · (y − y′) + 2(x − y) · (y − y′)
≥ ‖x ′ − x‖2 + 2(x ′ − x) · (y − y′)
≥ ‖x − x ′‖2 − 2‖x ′ − x‖ ‖y′ − y‖. (A.8)

Moreover,

http://dx.doi.org/10.1007/978-3-319-17019-0_5
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2(x − y) · (y − y′) + ‖y′ − y‖2
= 2(x − y′ + y′ − y) · (y − y′) + ‖y′ − y‖2
= 2(x − y′) · (y − y′) − ‖y′ − y‖2
= 2(x − x ′) · (y − y′) + 2(x ′ − y′) · (y − y′) − ‖y′ − y‖2
≤ 2(x − x ′) · (y − y′) (A.9)

again by (A.1) applied to x ′. The desired inequalities are then immediate
consequences of (A.8) and (A.9). �

Exercise A.6 Let Ω ⊂ R
N be a nonempty bounded open set with boundary Γ .

Show that there exists at least one point in Ω where dΓ fails to be differentiable.
Hint.Let x ∈ Ω . If dΓ is differentiable at x , then consider x + t DdΓ (x) for t > 0 . . .

Exercise A.7 Let S ⊂ R
N be closed and nonempty.

1. Given x ∈ R
N \ S and y ∈ projS(x), show that dS is Fréchet differentiable at

every point of the open segment

{t x + (1 − t)y | t ∈ (0, 1)}.

2. Show that if S is convex, then dS is a convex function on R
N .

3. Prove the (semiconcavity) inequality

td2
S(x) + (1 − t)d2

S(x ′) − d2
S(t x + (1 − t)x ′) ≤ t (1 − t)‖x − x ′‖2

for every x, x ′ ∈ R
N and t ∈ [0, 1]. Deduce that the function

φS(x) := ‖x‖2 − d2
S(x), x ∈ R

N

is convex.



Appendix B
Semicontinuous Functions

Let (X, d) be a metric space. We now introduce the notion of semicontinuous
function, which arises as a natural generalization of the concept of continuous
function.

Definition B.1 A function f : X → R ∪ {∞} is said to be lower semicontinuous
(lsc) at a point x0 ∈ X if

f (x0) ≤ lim inf
x→x0

f (x).

Similarly, a function f : X → R ∪ {−∞} is said to be upper semicontinuous (usc)
at x0 if

f (x0) ≥ lim sup
x→x0

f (x).

Remark B.2 1. f is lsc at x0 if and only if − f is usc at x0.
2. If f1, f2 are lsc (respectively, usc) at x0, then f1 + f2 is lsc (respectively, usc)

at x0.
3. If α > 0 and f is lsc (respectively, usc) at x0, then α f is lsc (respectively, usc)

at x0.
4. A function f : X → R is continuous at x0 if and only if f is both lsc and usc at

x0.

Example B.3 As simple examples of functions which are lsc everywhere in R but
discontinuous at some x0, we have

u1(x) =
{
0 if x ≤ x0,

1 if x > x0,
u2(x) =

{
1 if x �= x0,

0 if x = x0.
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Hence, −u1 and −u2 are usc everywhere in R. The Dirichlet function

u(x) =
{
1 if x ∈ Q,

0 if x ∈ R \ Q

is lsc at all irrational numbers and usc at all rational ones.

The next theorem characterizes lsc and usc functions.

Theorem B.4 (i) A function f : X → R ∪ {∞} is lsc2 if and only if the sets
{ f ≤ a} are closed (equivalently, the sets { f > a} are open) for every a ∈ R.

(ii) A function f : X → R ∪ {−∞} is usc if and only if the sets { f ≥ a} are closed
(equivalently, the sets { f < a} are open) for every a ∈ R.

Proof Statements (i) and (ii) are equivalent since f is lsc if and only if− f is usc. It is
therefore enough toprove (i). Suppose, first, that f is lsc in X .Givena ∈ R, let x0 ∈ X
be a limit point of the set { f ≤ a}. Then there exists a sequence (xn)n ⊂ X such that
xn → x0 and f (xn) ≤ a. Since f is lsc at x0, we have f (x0) ≤ lim infn→∞ f (xn).
Therefore f (x0) ≤ a, so that x0 ∈ { f ≤ a}. This shows that { f ≤ a} is closed.

Vice versa, let x0 ∈ X . If f is not lsc at x0, then there exist M ∈ R and (xn)n ⊂ X
such that f (x0) > M , xn → x0 and f (xn) ≤ M . Hence, the set { f ≤ M} is not
closed since it does not include all its limit points. �

Corollary B.5 If f is lsc (respectively, usc) in X, then f is Borel.

Proof Let f be lsc in X . { f ≤ a} is a Borel set, since it is closed, and the conclusion
follows from Exercise 2.11. �

Corollary B.6 If ( fi )i∈I is a family of lsc functions in X, then supi∈I fi is lsc in X.
If ( fi )i∈I is a family of usc functions in X, then inf i∈I fi is usc in X.

Proof Since f is lsc if and only if − f is usc and inf i∈I fi = − supi∈I (− fi ), it is
sufficient to prove the result for lsc functions. But this easily follows from Theorem
B.4 and the fact that {supi∈I fi ≤ a} = ∩i∈I { fi ≤ a}. �

The next theorem generalizes to semicontinuous functions the analogous well-
known result for continuous functions.

Theorem B.7 Let X be a compact metric space.

• If f : X → R ∪ {∞} is a lsc function, then f has a minimum point in X.
• If f : X → R ∪ {−∞} is a usc function, then f has a maximum point in X.

Proof Let f : X → R∪{∞} be lsc. First of all, we will show that f is bounded from
below. Indeed, suppose infX f = −∞. Then there exists a sequence (yn)n ⊂ X such

2That is, lsc at every point of X .

http://dx.doi.org/10.1007/978-3-319-17019-0_2
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that f (yn) < −n for every n. Recalling that X is compact, we get the existence of a
subsequence (ynk )k converging to a point y ∈ X . Since f is lsc at y, it follows that

−∞ < f (y) ≤ lim inf
k→∞ f (ynk ) = −∞,

which is a contradiction. So f is bounded from below and

λ := inf
x∈X

f (x) > −∞.

A sequence (xn)n ⊂ X exists such that

f (xn) ≤ λ + 1

n
∀n ∈ N.

The compactness of X implies the existence of a subsequence (xnk )k which converges
to a point x0 ∈ X . The fact that f is lsc at x0 gives

λ ≤ f (x0) ≤ lim inf
k→∞ f (xnk ).

On the other hand, by construction we have lim infk→∞ f (xnk ) ≤ λ. Thus,
f (x0) = λ.
The second statement follows by applying the first part to − f . �



Appendix C
Finite-Dimensional Linear Spaces

In the Euclidean space R
N let us consider the norm

‖ξ‖ =
(

N∑

i=1

|ξi |2
)2

∀ξ = (ξ1, . . . , ξN ) ∈ R
N .

Wewill prove in this appendix that any normed linear space X of finite dimension N
can be identified with R

N ; more precisely, X and R
N are topologically isomorphic

in the sense of the following definition.

Definition C.1 Two normed linear spaces X and Y are said to be topologically
isomorphic if there exists a bijective linear map T : X → Y such that T and T −1

are continuous.

Theorem C.2 Let X and Y be two normed linear spaces such that dim X = dim
Y = N. Then X and Y are topologically isomorphic.

Proof Since the topological isomorphism is a transitive relation, it is sufficient to
prove that X is topologically isomorphic to R

N . Let x1, . . . , xN be a basis of X and
define

T : R
N → X, T (ξ1, . . . , ξN ) = ξ1x1 + · · · + ξN xN .

Then T is a bijective linear map and, by Cauchy–Schwarz inequality,

‖T (x)‖ ≤
N∑

i=1

|ξi |‖xi‖ ≤
(

N∑

i=1

|ξi |2
)1/2 (

N∑

i=1

‖xi‖2
)1/2

= M‖ξ‖

where we have set M = ( ∑N
i=1 ‖xi‖2

)1/2. So T is a bounded linear operator, hence
it is continuous. There remains to show that T −1 is also continuous. Denote by S
the unit sphere in R

N , i.e., S = {ξ ∈ R
N | ‖ξ‖ = 1}. Then T (S) is compact, and,
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290 Appendix C: Finite-Dimensional Linear Spaces

consequently, closed in X . Since T is bijective, we deduce that 0 �∈ T (S), therefore
there exists m > 0 such that the ball ‖x‖ < m is disjoint from T (S), that is,

‖T (ξ)‖ ≥ m ∀ξ ∈ S.

We have
‖T (ξ)‖ ≥ m‖ξ‖ ∀ξ ∈ R

N ,

or, equivalently,
‖T −1(x)‖ ≤ m−1‖x‖ ∀x ∈ X,

which implies that T −1 is continuous. �
It is apparent that if X and Y are topologically isomorphic and if X is complete,

then Y is also complete. Since R
N is complete, we get the following result.

Theorem C.3 Every finite-dimensional normed linear space is complete.

Corollary C.4 If X is a normed linear space, then any finite-dimensional subspace
of X is closed.

Corollary C.5 Let X be a finite-dimensional normed linear space and let ‖ · ‖1 and
‖ · ‖2 be two norms on X. Then ‖ · ‖1 and ‖ · ‖2 are equivalent, i.e., there exist
constants m, M > 0 such that

m‖x‖1 ≤ ‖x‖2 ≤ M‖x‖1 ∀x ∈ X.

Proof Let us proceed like in the proof of Theorem C.2, denoting by x1, . . . , xN a
basis X . For suitable constants m1, m2, M1, M2 > 0, we have that

m1‖ξ‖ ≤
∥
∥
∥
∥
∥

N∑

i=1

ξi xi

∥
∥
∥
∥
∥
1

≤ M1‖ξ‖ ∀ξ ∈ R
N ,

m2‖ξ‖ ≤
∥
∥
∥
∥
∥

N∑

i=1

ξi xi

∥
∥
∥
∥
∥
2

≤ M2‖ξ‖ ∀ξ ∈ R
N .

Hence
m2

M1
‖x‖1 ≤ ‖x‖2 ≤ M2

m1
‖x‖1 ∀x ∈ X.

�
It is well-known that a subset of R

N is compact if and only if it is closed and
bounded (Bolzano–Weierstrass Theorem). Taking into account that the property of
being closed, bounded, or compact is invariant under topological isomorphism, ow-
ing to Theorem C.2 such a characterization of compact sets holds also in finite-
dimensional spaces.
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Corollary C.6 If X is a finite-dimensional normed linear space, then a subset of X
is compact if and only if it is closed and bounded.

The above property actually holds only in finite-dimensional spaces, as shown by
the following result.

Theorem C.7 (F. Riesz) Let X be a normed linear space such that the unit sphere

S = {x ∈ X | ‖x‖ = 1}

is compact. Then X is finite-dimensional.

Proof Let us consider the open cover of S constituted by all the open balls having
centers in S and radius 1

2 . Since S is compact, there exists a finite set {x1, . . . , xN } ⊂ S
such that S is covered by the union of the open balls having centers in x1, . . . , xN and
radius 1

2 . Let M be the N–dimensional (closed) subspace generated by x1, . . . , xN .
We claim that M = X . Otherwise, let x0 ∈ X \ M and d = infx∈M ‖x0 − x‖. Since
M is closed, we have that d > 0. There exists y ∈ M such that ‖x0 − y‖ < 2d.
Setting x = x0−y

‖x0−y‖ ∈ S, for every x ∈ M we have

‖x − x‖ = 1

‖x0 − y‖
∥
∥(‖x0 − y‖x + y

) − x0
∥
∥ ≥ d

‖x0 − y‖ ≥ 1

2
.

So x does not belong to any of the balls covering S. Then M = X and X has finite
dimension. �



Appendix D
Baire’s Lemma

The following result is classical in topology and is usually referred to as Baire’s
Lemma.

Proposition D.1 (Baire) Let (X, d) be a complete metric space. Then the following
properties hold:

(a) Any countable intersection of dense open sets Vn is dense.
(b) If X is the countable union of closed sets Fn, then at least one of the Fn’s has

nonempty interior.

Proof We shall use the closed balls

Br (x) := {
y ∈ X | d(x, y) ≤ r

}
r > 0 , x ∈ X. (D.1)

(a) Let us fix any ball Br0(x0). We shall prove that
(∩∞

n=1 Vn
)∩ Br0(x0) �= ∅. Since

V1 is dense, there exists a point x1 ∈ V1 ∩ Br0(x0). Since V1 is an open set, there
also exists 0 < r1 < 1 such that

Br1(x1) ⊂ V1 ∩ Br0(x0).

Since V2 is dense, we can find a point x2 ∈ V2 ∩ Br1(x1) and (since V2 is open)
a radius 0 < r2 < 1/2 such that

Br2(x2) ⊂ V2 ∩ Br1(x1).

Iterating the above procedure, we can construct a decreasing sequence of closed
balls Brn (xn) such that

Brn (xn) ⊂ Vn ∩ Brn−1(xn−1) and 0 < rn <
1

n
. (D.2)
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294 Appendix D: Baire’s Lemma

We claim that (xn)n is a Cauchy sequence in X . Indeed, for any h, k ≥ n we
have xh, xk ∈ Brn (xn) by construction. So d(xk, xh) < 2rn < 2/n. Therefore,
X being complete, (xn)n converges to a point x ∈ X . Since xk belongs to Brn (xn)

for k > n, we conclude that x ∈ Brn (xn) for every n and, by (D.2), x ∈ Vn for
every n.

(b) Suppose, by contradiction, that all Fn’s have empty interior. Applying part (a) to
the open setsVn := X\Fn ,we canfindapoint x ∈ ∩∞

n=1Vn . Then x ∈ X\∪∞
n=1Fn

in contrast with the fact that the Fn’s cover X . �

Remark D.2 Recalling the closed balls (D.1) used in the above proof, we observe
that, for such a family of closed sets,

Br (x) ⊂ Br (x).

The fact that, in general, the inclusion is strict can be verified by considering, in a
set X �= ∅, the discrete metric

d(x, y) =
{
1 if x �= y

0 if x = y
∀x, y ∈ X.

Then we have, for every x ∈ X , B1(x) = {x} = B1(x) while B1(x) = X .



Appendix E
Relatively Compact Families
of Continuous Functions

Let K be a compact topological space. We denote by C (K ) the Banach space of all
continuous functions f : K → R endowed with the uniform norm

‖ f ‖∞ = max
x∈K

| f (x)| ∀ f ∈ C (K ).

In what follows, we shall use the open balls

Br ( f ) := {
g ∈ C (K ) | ‖ f − g‖∞ < r

}
r > 0, f ∈ C (K ).

Definition E.1 A familyM ⊂ C (K ) is said to be:

(i) equicontinuous if, for any ε > 0 and x ∈ K , there exists a neighbourhood V of
x in K such that

| f (x) − f (y)| < ε ∀y ∈ V, ∀ f ∈ M .

(ii) pointwise bounded if, for any x ∈ X , { f (x) | f ∈ M } is a bounded subset of
R.

Theorem E.2 (Ascoli–Arzelà) A family M ⊂ C (K ) is relatively compact3 if and
only if M is equicontinuous and pointwise bounded.

Proof Since M be relatively compact, M is totally bounded in C (K )—hence,
pointwise bounded. So it suffices to show that M is equicontinuous. Fix ε > 0 and
let f1, · · · , fn ∈ M be such that M ⊂ Bε( f1) ∪ · · · ∪ Bε( fn). Let x ∈ K . Since
each function fi is continuous at x , x possesses neighbourhoods V1, . . . , Vn ⊂ K
such that

| fi (x) − fi (y)| < ε ∀y ∈ Vi , i = 1, . . . , n.

3That is, the closure M is compact.
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Set V := V1 ∩ · · · ∩ Vn and fix f ∈ M . Let i ∈ {1, . . . , n} be such that f ∈ Bε( fi ).
Thus, for any y ∈ V ,

| f (y) − f (x)| ≤ | f (y) − fi (y)| + | fi (y) − fi (x)| + | fi (x) − f (x)| < 3ε.

This shows that M is equicontinuous.
Conversely, given a pointwise bounded equicontinuous family M , since K is

compact, for any ε > 0 there exist points x1, . . . , xm ∈ K and corresponding neigh-
bourhoods V1, . . . , Vm such that K = V1 ∪ · · · ∪ Vm and

| f (x) − f (xi )| < ε ∀ f ∈ M , ∀x ∈ Vi , i = 1, . . . , m. (E.1)

Since {( f (x1), . . . , f (xm)) | f ∈ M } is a bounded set, hence relatively compact in
R

m , there exist functions f1, . . . , fn ∈ M such that

{( f (x1), . . . , f (xm)) | f ∈ M } ⊂
n⋃

j=1

Q j , (E.2)

where {Q j }n
j=1 denotes the family of open cubes in R

m defined as

Q j = (
f j (x1) − ε, f j (x1) + ε

) × · · · × (
f j (xm) − ε, f j (xm) + ε

)
.

We claim that
M ⊂ B3ε( f1) ∪ · · · ∪ B3ε( fn), (E.3)

which implies thatM is totally bounded,4 hence relatively compact. To obtain (E.3),
let f ∈ M and let j ∈ {1, . . . , n} be such that

( f (x1), . . . , f (xm)) ∈ Q j .

Now, fix x ∈ K and let i ∈ {1, . . . , m} be such that x ∈ Vi . Then, by (E.1),

| f (x) − f j (x)| ≤ | f (x) − f (xi )| + | f (xi ) − f j (xi )| + | f j (xi ) − f j (x)| < 3ε.

This proves (E.3) and completes the proof. �

Remark E.3 The compactness of K is essential in the Ascoli–Arzelà Theorem. In-
deed, the sequence

fn(x) := e−(x−n)2 (x ∈ R, n ∈ N)

4See footnote 4 of Chap.4 at p. 117.
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is a pointwise bounded equicontinuous family in C (R). On the other hand,

n �= m =⇒ ‖ fn − fm‖∞ ≥ 1 − 1

e
.

So ( fn)n fails to be relatively compact.

Exercise E.4 With reference to the proof of Theorem E.2, show how to construct
f1, . . . , fn ∈ M satisfying (E.2).



Appendix F
Legendre Transform

Let f : R
N → R be a convex function. The function f ∗ : R

N → R ∪ {∞} defined
by5

f ∗(y) = sup
x∈R

{x · y − f (x)} ∀y ∈ R
N

is called the Legendre transform6 (and, sometimes, Fenchel transform or convex
conjugate) of f . By the definition of f ∗ it follows that

x · y ≤ f (x) + f ∗(y) ∀x, y ∈ R
N . (F.1)

We say that f has superlinear growth at ∞ if

lim‖x‖→∞
f (x)

‖x‖ = ∞. (F.2)

The following proposition describes some of the main properties of the Legendre
transform.

Proposition F.1 Let f : R
N → R be a differentiable convex function with

superlinear growth at ∞. Then the following properties hold:

(a) For every y ∈ R
N there exists xy ∈ R

N such that f ∗(y) = xyy − f (xy).
(b) f ∗ is finite valued, that is, f ∗ : R

N → R.
(c) For every x, y ∈ R

N ,

y = D f (x) ⇐⇒ f ∗(y) + f (x) = x · y.

5x · y denotes the scalar product between the vectors x, y ∈ R
N .

6Legendre transform is a classical tool in convex analysis, see [Ro70].
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(d) f ∗ is convex.
(e) f ∗ has superlinear growth at ∞.
(f) f ∗∗ = f .

Proof (a) Let y ∈ R
N . Observe that the function Fy(x) = x ·y− f (x) is continuous

and verifies lim‖x‖→∞ Fy(x) = −∞ thanks to (F.2); consequently, Fy attains
its maximum value at some point xy .

(b) The conclusion follows immediately from (a).
(c) Observe that, since the function Fy(x) = x ·y− f (x) is concave, then DFy(x) =

0 if and only if x is a maximum point for Fy . So, given x, y ∈ R
N , we have

y = D f (x) ⇐⇒ DFy(x) = 0 ⇐⇒ Fy(x) = sup
z∈RN

Fy(z) = f ∗(y).

(d) Let y1, y2 ∈ R
N and t ∈ [0, 1], and let xt be a point such that

f ∗(ty1 + (1 − t)y2) = (
ty1 + (1 − t)y2

) · xt − f (xt ).

Since f ∗(yi ) ≥ yi · xt − f (xt ) for i = 1, 2, we conclude that

f ∗(ty1 + (1 − t)y2) ≤ t f ∗(y1) + (1 − t) f ∗(y2),

which says that f ∗ is convex.
(e) For every M > 0 and y ∈ R

N we have

f ∗(y) ≥ M
y

‖y‖ · y − f

(
M

y

‖y‖
)

≥ M‖y‖ − max‖x‖=M
f (x).

So

lim inf‖y‖→∞
f ∗(y)

‖y‖ ≥ M.

The arbitrariness of M implies that f ∗ is superlinear.
(f) By (F.1), we obtain that f (x) ≥ x · y − f ∗(y) for every x, y ∈ R

N . Therefore
f ≥ f ∗∗. To prove the opposite inequality, let us fix x ∈ R

N and let yx = D f (x).
Then, owing to step (c) and (F.1),

f (x) = x · yx − f ∗(yx ) ≤ f ∗∗(x).

The conclusion follows.
�

Example F.2 (Young’s inequality) Let us define, for p > 1,

f (x) = |x |p

p
∀x ∈ R.
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Then f is a superlinear function of class C 1(R). Moreover,

f ′(x) = |x |p−1sign(x) ,

where

sign(x) =
⎧
⎨

⎩

x
|x | if x �= 0,

0 if x = 0.

Thus, f ′ is an increasing function, and so f is convex.
On account of step (c) of Proposition F.1, in order to compute f ∗(y) it is sufficient

to solve y = D f (x), i.e., y = |x |p−1sign(x). Now, since the solution is given by
xy = |y|1/(p−1)sign(y), we obtain

f ∗(y) = xyy − f (xy) = |y|p′

p′ ∀y ∈ R,

where 1
p + 1

p′ = 1. Then, thanks to (F.1), we obtain the following estimate:

xy ≤ x p

p
+ y p′

p′ ∀x, y ≥ 0. (F.3)

By using again step (c) of Proposition F.1, we conclude that equality holds in (F.3)
if and only if y = D f (x), that is, y p′ = x p.

Exercise F.3 Let f (x) = ex , x ∈ R. Show that

f ∗(y) = sup
x∈R

{xy − ex } =
⎧
⎨

⎩

∞ if y < 0,
0 if y = 0,
y log y − y if y > 0.

Deduce the following estimate

xy ≤ ex + y log y − y ∀x, y > 0. (F.4)



Appendix G
Vitali’s Covering Theorem

In this appendix, we prove a fundamental covering lemma due to Vitali. We refer the
reader to [EG92] for generalizations and related results.

Definition G.1 A collectionF of closed balls7 in R
N is called a fine cover of a set

E ⊂ R
N if

E ⊂
⋃

B∈F
B

and, for every x ∈ E ,

inf
{
diam(B) | B ∈ F , x ∈ B

} = 0, (G.1)

where diam(B) denotes the diameter of the ball B.

Lemma G.2 (Vitali) Let E ⊂ R
N be a Borel set such that8 m(E) < ∞ and let F

be a fine cover of E. Then for any ε > 0 there exists a finite collection of disjoint
balls9 B1, . . . , Bnε ∈ F such that

m
(

E \
nε⋃

i=1

Bn

)
< ε. (G.2)

Proof To begin with, observe that, without loss of generality, we can assume that all
the balls ofF are included in some open set V , containing E , such that m(V ) < ∞

7A closed ball in R
N is a set of type {x ∈ R

N | ‖x − x0‖ ≤ r} with x0 ∈ R
N and r > 0.

8m denotes the Lebesgue measure on R
N .

9Observe that the whole collection of balls depends on ε, not just their total number.
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(such an open set exists by Proposition 1.69). Indeed, it suffices to replace F with
the subfamily

F̃ := {B ∈ F | B ⊂ V } , (G.3)

which, owing to (G.1), is again a fine cover of E .
Consequently, it is not restrictive to assume that

ρ := sup
{
diam(B) | B ∈ F } < ∞.

Given ε > 0, we now proceed to construct B1, B2, . . . , Bnε by an inductive
method. Let B1 be such that diam(B1) > ρ/2. Next, let n ≥ 1 and suppose
B1, . . . , Bn are disjoint balls of F satisfying the following for n > 1: for every
i = 1, . . . , n − 1,

0 <
di

2
< diam(Bi+1) ≤ di , (G.4)

where
di = sup

{
diam(B) | B ∈ F , B ∩ B j = ∅ ∀ j = 1, . . . , i

}
. (G.5)

Then there are two possibilities: either

(a) E ⊂ ∪n
i=1Bi , or

(b) there exists x̄ ∈ E \ ∪n
i=1Bi .

In case (a), the conclusion (G.2) follows taking nε = n. Let us consider case (b) and
denote by δ the (positive) distance of x̄ from ∪n

i=1Bi . Since F is a fine cover of E ,
there exists a ball B ∈ F such that x̄ ∈ B and diam(B) < δ

2 . Consequently, B is
disjoint from B1, . . . , Bn and there exists Bn+1 ∈ F such that Bn+1 is disjoint from
B1, . . . , Bn and diam(Bn+1) > dn/2 > 0. If the above process does not terminate,
we get a sequence B1, B2, . . . , Bn, . . . of disjoint balls in F such that

dn

2
< diam(Bn+1) ≤ dn ∀n � 1.

Since ∪∞
n=1Bn ⊂ V , we have that

∑∞
n=1 m(Bn) ≤ m(V ) < ∞. Then there exists

nε ∈ N such that
∞∑

n=nε+1

m(Bn) <
ε

5N
.

We claim that

E \
nε⋃

n=1

Bn ⊂
∞⋃

n=nε+1

B∗
n , (G.6)

http://dx.doi.org/10.1007/978-3-319-17019-0_1
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where B∗
n denotes the ball having the same center as Bn , but with radius five times

as large. Indeed, let x ∈ E \ ∪nε
n=1Bn . By reasoning as in case (b), one realizes that

there exists a ball B ∈ F such that x ∈ B and B is disjoint from B1, . . . , Bnε . Then
B must intersect at least one of the Bn’s with n > nε. Otherwise, for every n > nε,
we would deduce from (G.4) and (G.5) that

diam(B) ≤ dn ≤ 2 diam(Bn+1) (G.7)

in contrast with the fact that
∑∞

n=1 m(Bn) < ∞. Let j be the first index such that
B ∩ B j �= ∅. Then j > nε and

diam(B) ≤ d j−1 < 2 diam(B j ).

Hence, B is contained in the ball which has the same center as B j and five times the
diameter of B j , i.e., B ⊂ B∗

j . Then (G.6) holds true and so

m
(

E \
nε⋃

n=1

Bn

)
≤

∞∑

n=nε+1

m(B∗
n ) = 5N

∞∑

n=nε+1

m(Bn) ≤ ε ,

which completes the proof. �



Appendix H
Ekeland’s Variational Principle

The following result, which is surprising for its generality, has become a basic tool
in analysis. It arises in different applications and has been generalized to various
situations (see [AE84]).

Theorem H.1 (Ekeland) Let (X, d) be a complete metric space and let

f : X → R ∪ {∞}

be a lower semicontinuous function satisfying

inf
X

f > −∞ .

Let x0 ∈ X be such that f (x0) < ∞ and let α > 0. Then there exists x̄ ∈ X such
that {

(a) f (x̄) + αd(x̄, x0) ≤ f (x0),

(b) f (x̄) < f (x) + αd(x, x̄) ∀x ∈ X \ {x̄}.

Proof Given α > 0, set

F(x) = { y ∈ X | f (y) + αd(x, y) ≤ f (x) } x ∈ X.

Observe that, clearly, every x ∈ X belongs to F(x) and, since f is lower semicon-
tinuous, F(x) is closed. We are going to prove the thesis by showing that

∃ x̄ ∈ F(x0) : F(x̄) = {x̄}. (H.1)

1. Let us prove that, for every x, y ∈ X ,

y ∈ F(x) =⇒ F(y) ⊂ F(x). (H.2)
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Let y ∈ F(x) and z ∈ F(y). Then

f (z) + αd(x, z) ≤ f (z) + αd(y, z) + αd(x, y) ≤ f (y) + αd(x, y) ≤ f (x),

which in turn yields (H.2).
2. Starting from the given point x0 ∈ X , let us construct the sequence (xn)n ⊂ X as

follows. Given xn ∈ X for any n ∈ N, set

λn = inf
F(xn)

f ,

and let xn+1 ∈ F(xn) be such that f (xn+1) ≤ λn +2−n . Since λ0 ≤ f (x0) < ∞,
by induction it is easy to verify that λn < ∞ and, consequently, f (xn) < ∞ for
every n ∈ N. Moreover, observe that, in view of (H.2), (F(xn))n is decreasing.
So (λn)n is an increasing sequence and we have, by construction,

f (xn+1) ≥ λn ≥ λn−1 ∀n ≥ 1. (H.3)

3. Let us show that (xn)n is a Cauchy sequence: thanks to (H.3) we get, for every
n, p ≥ 1,

d(xn, xn+p) ≤
n+p−1∑

i=n

d(xi , xi+1) ≤ 1

α

n+p−1∑

i=n

[
f (xi ) − f (xi+1)

]

≤ 1

α

n+p−1∑

i=n

[
f (xi ) − λi−1

] ≤ 1

α

n+p−1∑

i=n

21−i (n→∞)−→ 0.

Therefore, since X is complete, (xn)n is convergent. Setting x̄ = limn xn , we
obtain that x̄ ∈ F(x0) by the fact that xn ∈ F(x0), which is closed.

4. In order to complete the proof of (H.1), there remains to show that F(x̄) = {x̄}.
Since x̄ ∈ F(x̄), it will be sufficient to check that10 diam F(x̄) = 0. To this aim
we observe that, by construction, x̄ ∈ F(xn) for every n ∈ N. So, according to
(H.2), we also have F(x̄) ⊂ F(xn), by which

diam F(x̄) ≤ diam F(xn) ∀n ∈ N.

Moreover, for every n ≥ 1 we deduce

αd(x, xn) ≤ f (xn) − f (x) < 21−n ∀x ∈ F(xn).

Since f (x) ≥ λn−1. It follows that diam F(xn) ≤ 22−n

α → 0 as n → ∞.

The proof of (H.1) is thus complete. �

10We recall that the diameter of a nonempty subset S ⊂ X is defined by diam S = supx,y∈S d(x, y).
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σ–additivity, 8
σ–algebra, 5

Borel, 6
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product, 108

σ–subadditivity, 8

A
Absolute continuity of the integral, 66
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countable, 8
Affine manifold, 148
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Approximation
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by smooth functions, 123
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B
Baire’s lemma, 293
Banach–Alaoglu theorem, 212
Banach-Saks theorem, 206
Banach–Steinhaus theorem, 176
Beppo Levi’s theorem (monotone conver-

gence), 57
Bessel’s

identity, 154
inequality, 154

Bidual, 201

Bilinear form, 151
Bolzano–Weierstrass theorem, 290
Borel–Cantelli lemma, 12

C
Cantor set, 27, 235
Cantor-Vitali function, 235
Carathéodory’s theorem, 18
Cauchy–Schwarz inequality, 134
Closed graph theorem, 182
Compactness

in C (K ), 295
in L p , 115

Conjugate exponents, 83
Convergence

almost everywhere (a.e.), 44
almost uniformly (a.u.), 44
dominated, 67
in L p , 95
in L p-norm, 96
in measure, 94
monotone, 57
of the norms, 170
strong, 205
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Convolution product, 118
Countable subadditivity, 8
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Differentiation
of convolution, 126
of monotone functions, 231
under the integral sign, 74

Dirac measure, 11
Dirichlet function, 286
Distance function, 279
Domain of a set-valued map, 271
Dual

of �p , 194
of L p , 198, 267
topological, 146, 171

Dyadic cubes, 26

E
Ekeland’s variational principle, 307
Equicontinuity in C (K ), 295
Equivalent norms, 168
Essential supremum, 89
Euler’s identity, 163
Extension of a measure, 13

F
Fatou’s lemma, 59
Fenchel transform, 299
Fine cover, 303
Fourier

coefficients, 155
series, 155

Frechét–Kolmogorov–Riesz theorem, 117
Fubini’s theorem, 113
Function

σ–additive, 8
σ–subadditive, 8
absolutely continuous, 243
additive, 8
Borel, 38
characteristic, 42
countably additive, 8
countably subadditive, 8
defined a.e., 65
essentially bounded, 90
extended, 40
finite, 40
integrable, 63
measurable, 38
monotone, 230
of bounded variation, 237
semicontinuous, 285
set-valued, 271
simple, 42

summable, 56, 62
with compact support, 98

Functional
bounded, 145, 171
linear, 145, 170
sublinear, 190
unbounded, 151

G
Gauge, 191
Generalized derivatives, 231
Gram–Schmidt orthonormalization, 157
Graph of a set-valued map, 273

H
Hölder’s inequality, 83
Hahn decomposition, 265
Hahn–Banach theorem, 186
Hahn–Banach theorem (first geometric

form), 190
Hahn–Banach theorem (second analytic

form), 190
Hahn–Banach theorem (second geometric

form), 193
Halmos’ theorem, 14
Hamel basis, 151, 184
Hyperplane, 148

I
Integral

archimedean, 53
depending on a parameter, 74
double, 112
iterated, 112

Integration by parts, 250
Interpolation inequality, 84
Inverse mapping theorem, 180
Isometry, 147
Isomorphism

isometric, 147, 195, 198
topological, 289

J
Jordan decomposition, 264

K
König-Witstock norm, 181
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L
Lax–Milgram theorem, 152
Lebesgue decomposition, 256
Lebesgue integral

of Borel functions, 56, 62
of positive simple functions, 50

Lebesgue measure
on [0, 1), 20
on R, 22
on R

N , 25
Lebesgue’s theorem (dominated conver-

gence), 67
Lebesgue’s theorem (on differentiation of

monotone functions), 231
Legendre transform, 299
Liminf of a sequence of sets, 4
Limsup of a sequence of sets , 4
Lusin’s Theorem, 46

M
Markov’s inequality, 56
Measure, 10

σ–finite, 11
Borel, 20
complete, 11
concentrated on a set, 11, 254
counting, 11
finite, 11
outer, 16
product, 111
Radon, 20
restricted, 11
signed, 261
space, 10

Measures
equivalent, 254
singular, 254

Minkowski functional, 191
Minkowski’s inequality, 85
Mollifier, 126
Monotone class, 13

N
Norm, 168

dual, 171
induced by a scalar product, 135
product, 182
uniform, 169

O
Open mapping theorem, 178
Operator

bounded, 171
compact, 221
linear, 170

Orthogonal
complement of a set, 142
sets, 138
vectors, 138

Orthonormal basis, 156

P
Parallelogram identity, 137
Parseval’s identity, 156
Partition of a set, 261
Pointwise boundedness in C (K ), 295
Polarization identity, 137
Principle of uniform boundedness, 176
Probability measure, 10
Projection

on a set of RN , 279
onto a closed convex set, 139
onto a subspace, 141

Property
holding almost everywhere, 57
of Bolzano-Weierstrass, 204, 213
of Radon-Riesz, 209

Pythagorean theorem, 139

R
Radon-Nikodym

derivative, 256
theorem, 259, 264

Rectangle
in R

N , 25
measurable, 107

Regularity of Radon measures, 29
Repartition function, 51
Riesz

isomorphism, 147
orthogonal decomposition, 142
theorem (of representation), 147

Riesz’s theorem (on dimension), 291
Riesz–Fischer theorem, 85
Rotation invariance of a measure, 35

S
Scalar product, 134
Schur’s theorem, 210
Section of a set, 108
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Selection
summable, 274
of a set-valued map, 273

Seminorm, 168
Separability

of �p spaces, 102, 196
of L p spaces, 101

Separation of convex sets, 148, 190
Sequence

orthonormal, 153
orthonormal complete, 156

Set
additive, 17
Borel, 6
Cantor type, 28
convex, 139
elementary, 107
function, 11
Lebesgue measurable, 26
measurable, 5
non-measurable, 29

Set-valued map
closed, 272
compact, 272
convex, 272
dominated by a summable function, 274

Severini–Egorov theorem, 45
Space

AC([a, b]), 244
BV ([a, b]), 239
L∞(X,μ), 89
L∞(a, b), 92
L p(X,μ), 81
L p(a, b), 87
�∞, 90
�p , 82
C (K ), 295
C0(Ω), 101
Cc(Ω), 98
C∞

c (Ω), 126, 127
Banach, 168
finite-dimensional, 289
Hilbert, 135
measurable, 5
normed, 168
pre-Hilbert, 134
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separable, 92, 156
uniformly convex, 138, 210

Steklov formula, 115
Step function, 235, 237
Subspace generated by a set, 144
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of a continuous function, 46, 98
of a measure, 11

T
Tonelli’s theorem, 112
Total variation

of a function, 237
of a measure, 262

Translation
continuity in L p , 102
invariance of a measure, 24, 26, 32

Transpose of a linear operator, 189
Trigonometric

polynomial, 159
system, 154

U
Uniform summability, 71

V
Vitali’s

covering theorem, 303
theorem (uniform summability), 71

Volterra operator, 174

W
Weierstrass’ approximation theorem, 128,

161

Y
Young’s

inequality, 301
theorem, 119

Z
Zorn’s lemma, 187
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